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Randomized load balancing networks arise in a variety of appli-
cations, and allow for efficient sharing of resources, while being rel-
atively easy to implement. We consider a network of parallel queues
in which incoming jobs with independent and identically distributed
service times are assigned to the shortest queue among a randomly
chosen subset of d queues, and leave the network on completion of
service. Prior work on dynamical properties of this model has focused
on the case of exponential service distributions. In this work, we ana-
lyze the more realistic case of general service distributions. We first in-
troduce a novel particle representation of the state of the network, and
characterize the state dynamics via a sequence of interacting measure-
valued stochastic processes. Under mild assumptions, we show that
the sequence of scaled state processes converges, as the number of
servers goes to infinity, to a hydrodynamic limit that is characterized
as the unique solution to a countable system of coupled deterministic
measure-valued equations. We also establish a propagation of chaos
result that shows that finite collections of queues are asymptotically
independent. The general framework developed here is potentially
useful for analyzing a larger class of models arising in diverse fields
including biology and materials science.
1. Introduction.
1.1. Background and Discussion of Results. Randomized load balancing is a method for
the efficient sharing of resources in networking systems that is relatively easy to imple-
ment, and used in a variety of applications such as, for example, hash tables in data
switches, parallel computing [28] and wireless networks [17]. In this article, we intro-
duce a mathematical framework for the analysis of a class of large-scale parallel server
load balancing networks in the presence of general service times, with the specific goal
of obtaining a tractable characterization of the hydrodynamic limit of randomized join-
the-shortest-queue networks, as the number of servers goes to infinity. Past work on dy-
namical properties of this model has essentially been restricted to the case of exponential
service distributions. A key component of our approach that allows us to handle general
service distributions is a characterization of its dynamics via interacting measure-valued
stochastic processes. Our framework can be generalized and we expect similar repre-
sentations to also be useful for the study of other load-balancing models [27] as well as
models arising in population biology and materials science.
In the randomized join-the-shortest-queue network model, also referred to as the su-
permarket model, jobs with independent and identically distributed (i.i.d.) service times
arrive according to a renewal process with rate λN to a network of N identical servers
in parallel, each with an infinite-capacity queue. Upon arrival of a job, d queues are sam-
pled independently and uniformly at random (with replacement) and the job is routed to
1
2the shortest queue amongst those sampled, with ties broken uniformly at random. Each
server processes jobs from its queue in a first-come first-serve (FCFS) manner, a server
never idles when there is a job in its queue and jobs leave the network on completion of
service. The arrival process and service times are assumed to be mutually independent,
and service times of jobs have finite mean which, without loss of generality, will be taken
to be one. We refer to this model as the (N-server) SQ(d) model. A positive feature of this
algorithm is that its implementation does not require much systemmemory.
Several results are known when the arrival process is Poisson with rate λ < 1 and
the service time is exponential (with unit mean). When d = 1, the model reduces to a
system of N independent single-server queues with exponential service times, for which
it is a classical result that the stationary distribution of the length of a typical queue
is geometric. When d = 2, the stationary distribution of a typical queue is not exactly
computable, but it was shown in [31] (also see [28] for the extension to d > 2) that as
the number of servers goes to infinity, the limit of the stationary distributions of a typical
queue has a double exponential tail. This shows that introducing just a little bit of random
choice leads to a dramatic improvement in performance in equilibrium, a phenomenon
that has been dubbed the “power of two choices” and has led to substantial interest in
this class of randomized load balancing schemes.
The analysis in [31] proceeds by representing the dynamics of the N-server network
by a Markov chain that keeps track of the fraction of queues that have ℓ or more jobs at
time t, for each positive integer ℓ, and then applying the so-called ODE method [15, The-
orem 11.2.1] to show that, as N → ∞, the sequence of Markov chains converges weakly
(on finite time intervals) to the unique solution of a countable system of coupled [0, 1]-
valued ordinary differential equations (ODEs). Further tightness estimates are then used
to prove convergence of the stationary distributions to the unique invariant state of the
ODE. This basic approach was subsequently used to analyze various relevant modifica-
tions of the supermarket model [16, 27, 21]. Other theoretical results on the SQ(d) model
with exponential service distributions in this asymptotic regime include [18, 26, 29].
However, measurements in different applications have shown that service times are
typically not exponentially distributed [11, 13, 25, 24]. In this case, the ODE method is
no longer directly applicable because in order to describe the future evolution of the
system, it is not sufficient to keep track of the fraction of queues with ℓ jobs at any time.
For each job in service, one has also to keep track of additional information such as its
age (the amount of time the job has spent in service) or its residual service time. In the
system with N servers, this requires keeping track of N additional nonnegative random
variables, and thus the dimension of the Markovian state representation grows with N,
which is not conducive to obtaining a limit theorem. Our goal is to develop a general
framework for the analysis of this model and related models, that in particular enables
an intuitive and tractable description of the hydrodynamic limit.
With this in mind, we introduce a novel interacting particle representation of the state
of the network that allows for a description of the dynamics of all N-server systems on
a common (infinite-dimensional) state space. Specifically, we represent the state of an N-
server SQ(d) network at any time t in terms of a countable collection of finite measures
ν(N)(t) = {ν(N)
ℓ
(t)}ℓ∈N, where ν(N)ℓ (t) is the measure that has a “particle” or unit delta
mass at the age of each job that is in service at a queue of length greater than or equal to
ℓ at time t, where length denotes the number of jobs either waiting or in service. We then
3characterize the dynamics of the N-server SQ(d) model in terms of a coupled system of
interacting measure-valued stochastic processes (see Proposition 4.5). The main result of
this article, Theorem 2.6, shows that under general conditions on the service time distri-
bution and arrival processes, as N → ∞, the sequence of scaled state processes ν(N)/N
converges weakly to the unique solution of a coupled system of deterministic measure-
valued equations, which we refer to as the hydrodynamic equations (see Definition 2.1).
The state-dependent routing structure makes the SQ(d) model substantially more chal-
lenging to analyze than certain other many-server models such as the GI/GI/N model
studied in [22, 20]. As a result, the proof of convergence requires several new ingredi-
ents. First, we use a marked point process representation of the dynamics (see Section
5.2) that allows us to prove certain conditional independence properties that are used to
identify compensators (with respect to a suitable filtration) of various auxiliary processes
that govern the dynamics, such as the cumulative routing and departure processes (see
Propositions 5.1 and 5.2). Next, we establish certain renewal estimates to characterize the
limit of the scaled compensators (in Sections 6.1.3 and 6.2.2). Furthermore (in Section 6.2)
we obain an alternative dynamical characterization of the solution to the hydrodynamic
equations (see Proposition 3.1). This is used to prove relative compactness of the sequence
of scaled state processes in Theorem 6.16 and show that any subsequential limit satisfies
the hydrodynamic equations. To complete the proof, we establish uniqueness of the so-
lution to the hydrodynamic equations (see Theorem 2.4). The hydrodynamic equations
consist of a countable collection of coupled nonlinear measure-valued equations subject
to non-standard boundary conditions that appear to fall outside the class considered in
the literature. Two new ingredients that we introduce to facilitate the uniqueness analysis
is a non-standard norm on the space of measure-valued paths and a characterization of
the evolution of this norm in terms of a certain renewal equation.
The hydrodynamic equations are useful for two purposes. First, characterization of
dynamical behavior is important given the presence of non-stationary effects in real net-
works. As shown in [3, 2], under additional assumptions on the service distribution, the
dynamics of relevant functionals of the state process such as the queue length and virtual
waiting time can be captured by a simpler system of coupled classical partial differential
equations (PDE). Furthermore, in [3], this PDE was numerically solved to show good
agreement with simulations for moderately sized networks, and also to uncover non-
intuitive behavior of load-balancing networks, such as, for example, the effect of heavy-
tailed service distributions. Thus, our approach yields a PDE method for analyzing ran-
domized load balancing networks, which generalizes the more classical ODE method
that is valid only in the presence of exponential service distributions, and can be adapted
to study many other models. Second, the hydrodynamic equations can also be used to
characterize equilibrium behavior. To the best of our knowledge, the only prior work on
the SQ(d) model, d ≥ 2, for a general class of non-exponential service distributions seems
to be the work of Bramson, Lu and Prabhakar [6, 7, 8, 9], which focuses on equilibrium
behavior rather than dynamical behavior. In particular, under the assumption that the
arrival process is Poisson with rate λ < 1 and the service distribution has a decreasing
hazard rate, they show that the stationary distribution of a typical queue in the N-server
model converges to a limit, and uncover the interesting phenomenon that when the ser-
vice distribution is power law, its tail does not always have double-exponential decay.
The hydrodynamic equations introduced in this article pave the way for an alternative
4approach to analyzing the equilibrium behavior for a larger class of service distributions
and more general, renewal arrivals. Indeed, the hydrodynamic equations are shown in
[1] to have a unique invariant state, which serves as a candidate limit for the sequence
of stationary state processes. Establishing convergence of the stationary distributions to
this invariant state for the class of service distributions considered here is an interesting
problem for future work.
The rest of the paper is organized as follows. Section 1.2 lists some common notation.
Section 2 first introduces the basic assumptions of the model, the state representation,
and the definition of the hydrodynamic equations, and then states the main results. Sec-
tion 3 is devoted to the analysis of the hydrodynamic equations, with uniqueness of the
solution established in Section 3.1 and an alternative dynamical characterization of the
solution obtained in Section 3.2. Section 4 contains a detailed description of the state dy-
namics in the N-server system.Martingale decompositions for the routing and departure
processes are stated in Section 5.1. The proofs build on a marked point process represen-
tation and some conditional independence results established in Section 5.2. Finally, the
main convergence results are established in Section 6, with the proof of Theorem 2.6 pre-
sented in Section 6.2.3. Proofs of some technical lemmas are relegated to the Appendices.
1.2. Common Notation. The following notation will be used throughout the paper. We
use Z, Z+ and N to denote the sets of integers, nonnegative integers and positive inte-
gers, respectively. Also, R is the set of real numbers and R+ the set of nonnegative real
numbers. For a, b ∈ R, a ∧ b and a ∨ b denote the minimum and maximum of a and b,
respectively. For a set B, 1{B,·} is the indicator function of the set B (i.e., 1{B,x} = 1 if x ∈ B
and 1{B,x} = 0 otherwise). When B is a measurable subset of a probability space (Ω,F),
we usually omit the explicit dependence on ω and write 1{B,ω} as 1{B}. Moreover, with a
slight abuse of notation, on every domain V, 1 denotes the constant function equal to 1
on V. Also, Id is the identity function on [0,∞), that is, Id(t) = t, for all t ≥ 0.
For a topological space V, we let C(V), Cb(V) and Cc(V) be, respectively, the space
of continuous functions, bounded continuous functions, and continuous functions with
compact support on V. For f ∈ Cb(V), ‖ f‖∞ denotes sups∈V | f (s)|. When V = [0,∞), for
T ≥ 0, ‖ f‖T denotes sups∈[0,T] | f (s)|, and recall that w f (δ, T) .= sup{| f (t) − f (s)|; s, t ∈
[0, T], |s − t| ≤ δ}, δ > 0, is the modulus of continuity of f on the interval [0, T]. For V =
[0, L), L ∈ [0,∞], C1b(V) is the set of functions f ∈ Cb(V) for which the first derivative,
denoted by f ′, exists and is bounded and continuous on V. Similarly, when V ⊂ R2 is
the product of two intervals in R, C1,1b (V) (respy, C
1,1
c (V)) is the set of functions (x, s) 7→
ϕ(x, s) in Cb(V) ( resp. Cc(V)) for which the first order partial derivatives ϕx and ϕs exist
and are bounded and continuous (resp. continuous with compact support) on V. Also,
let AC(V) denote the space of real-valued functions that are absolutely continuous on
every bounded subset of V.
For a metric space X, DX[0,∞) is the set of X-valued functions on [0,∞) that are right
continuous and have finite left limits on (0,∞), and CX[0,∞) is the subset of continu-
ous functions on [0,∞). For every function f ∈ DX[0,∞) and T ≥ 0, w′( f , δ, T) is the
modulus of continuity of f in DX[0,∞); see [15, (3.6.2] for a precise definition of w
′. Fur-
thermore, for every function f ∈ DR[0,∞), we define
[ f ]t
.
= lim
|π|→0
n
∑
k=1
( f (tk)− f (tk−1))2 ,
5where the limit is taken over all partitions π = {t0 = 0, t1, ..., tn = t} [0, t] with |π| .=
maxk=1,...,n |tk − tk−1|. When f is a ca`dla`g stochastic process, the limit is defined in the
sense of convergence in probability.
Finally, L1(0,∞), L2(0,∞) and L∞(0,∞), denote, respectively, the spaces of integrable,
square-integrable and essentially bounded functions on (0,∞), equipped with their cor-
responding standard norms. Also, L1loc(0,∞) denotes the space of locally integrable func-
tions on [0,∞). For any f ∈ L1loc(0,∞) and a function g that is bounded on finite inter-
vals, g ∗ f denotes the (one-sided) convolution of the two functions, defined as f ∗ g(t) .=∫ t
0 f (t− s)g(s)ds, t ≥ 0.
For every subsetV of R or R2 endowedwith the Borel sigma-algebra, let MF(V) (resp.
M≤1(V)) be the space of finite positive (resp. sup-probability) measures on V. For µ ∈
MF(V) and any bounded Borel-measurable function f on V, we denote the integral of f
with respect to µ by
〈 f , µ〉 .=
∫
V
f (x)µ(dx).
Given µ ∈ MF(V) and a function f defined on a larger set V˜ ⊇ V, by some abuse of
notation, we will write 〈 f , µ〉 to denote 〈 f|V , µ〉 =
∫
V f (x)µ(dx), where f|V denotes the
restriction of f to V. For every measure µ with representation µ = µ+ − µ−; µ+, µ− ∈
M f [0,∞), we extend the bracket notation by setting 〈 f , µ〉 .= 〈 f , µ+〉 − 〈 f , µ−〉. We equip
MF(V) and M≤1(V) with the weak topology: µn ⇒ µ if and only if 〈 f , µn〉 → 〈 f , µ〉 for
all f ∈ Cb[0,∞). Recall that the Prohorov metric dP on MF(V) [5, p. 72] induces the same
topology [5, Theorem 6.8 of Chap. 1].
Also, we denote by M(V) the space of Radon measures on V, that is, the space of
measures on V that assign finite mass to every relatively compact subset of V. Alterna-
tively, one can identify a Radon measure µ ∈ M(V) with the space of linear functionals
ϕ 7→ µ(ϕ) .= ∫V ϕ(x)µ(dx) on Cc(V) such that for every compact set K ⊂ V, there exists
a finite CK such that
µ(ϕ) ≤ CK‖ϕ‖∞, ∀ϕ ∈ Cc(V) with supp(ϕ) ⊂ K.
2. Main Results.
2.1. Basic Assumptions. Consider the SQ(d) model with N servers described in the in-
troduction. For t ≥ 0, let E(N)(t) denote the number of jobs that arrived to the network in
the interval [0, t]. We start by stating our assumptions on the cumulative arrival process
E(N). Let E˜ be a delayed renewal process with inter-arrival times u˜n, n ≥ 1, whose cumu-
lative distribution function GE˜ has a density gE˜ and mean λ
−1, for some λ > 0, and delay
u˜0 that satisfies P {u˜0 > r} = GE˜(R˜+ r)/GE˜(R˜), for some R˜ ≥ 0, where GE˜
.
= 1− GE˜.
ASSUMPTION I. The arrival process satisfies E(N)(t) = E˜(Nt), t ≥ 0.
Note that Assumption I implies that E(N) is a delayed renewal process with delay
u
(N)
0
.
= u˜0/N, and inter-arrival times u
(N)
n
.
= u˜n/N, n ≥ 1, with common distribution
G
(N)
E (x)
.
= GE˜(Nx), x ≥ 0, and probability density function g(N)E (·) = Ng(N)E (N·). More-
6over, setting R(N)
.
= R˜/N, we have
(2.1) P
{
u
(N)
0 > r
}
=
G
(N)
E (R
(N) + r)
G
(N)
E (R
(N))
, r ≥ 0.
For future purposes, we also define the backward recurrence time of E(N):
(2.2) R
(N)
E (t)
.
=
 R
(N) + t if 0 ≤ t < u0,
t− sup{s ≥ 0, E(N)(s) < E(N)(t)} if t ≥ u0,
where in this particular definition, the supremum of an empty set should be interpreted
as zero. Note that R
(N)
E (0) = R
(N).
Next, letG denote the cumulative distribution function of the i.i.d. service times {vj; j ∈
Z}, and let G .= 1− G. We impose the following conditions on G.
ASSUMPTION II. The service time distribution G has the following properties:
a. G has a density g and finite mean which can (and will) be set to 1.
b. There exists ℓ0 < L such that the hazard rate function
(2.3) h(x)
.
=
g(x)
G(x)
, x ∈ [0, L),
where L
.
= sup{x ∈ [0,∞) : G(x) < 1}, is either bounded or lower semi-continuous
on (ℓ0, L).
c. The density g is bounded on every finite interval of [0,∞).
Note that both Assumptions II.b and II.c hold if either g is continuous or h is bounded
on [0,∞).
2.2. State Representation. Recall from the introduction that ν
(N)
ℓ
(t) is a (random) finite
measure on [0,∞) that has a unit delta mass at the age (i.e., amount of time spent in
service) of each job that, at time t, is in service at a queue of length no less than ℓ. Since
the maximum number of jobs in service at any time is N, ν
(N)
ℓ
(t)/N takes values in the
space M≤1[0, L) of sub-probability measures on [0, L). The state of the system at time t
will be represented by ν(N)(t)
.
= (ν
(N)
ℓ
(t); ℓ ≥ 1). The scaled state ν(N)(t)/N takes values
in the space
(2.4) S
.
=
{
(µℓ; ℓ ≥ 1) ∈ M≤1[0, L)N ; 〈 f , µℓ〉 ≥ 〈 f , µℓ+1〉, ∀ℓ ≥ 1, f ∈ Cb[0,∞), f ≥ 0
}
of ordered sequences of sub-probability measures. We equip S with the metric
(2.5) dS(µ, µ˜)
.
= sup
ℓ≥1
dP(µℓ, µ˜ℓ)
ℓ
,
where dP is the Prohorov metric. Thus, a sequence {µn} converges to µ in S if and only if
for every ℓ ≥ 1, {µn
ℓ
} converges weakly to µℓ.
7Recall that 1 denotes the function that is identically one, and note that
(2.6) S
(N)
ℓ
(t)
.
= 〈1, ν(N)
ℓ
(t)〉, t ≥ 0, ℓ ≥ 1,
is the number of queues with length at least ℓ at time t. Moreover, let X(N)(t) be the total
number of jobs in the system at time t (including those in service and those waiting in
queue). Since S
(N)
ℓ
(t)− S(N)
ℓ+1(t) is the number of queues with length exactly ℓ, we have
(2.7) X(N)(t) = ∑
ℓ≥1
[ℓ(S
(N)
ℓ
(t)− S(N)
ℓ+1(t))] = ∑
ℓ≥1
S
(N)
ℓ
(t) = ∑
ℓ≥1
〈1, ν(N)
ℓ
(t)〉.
Finally, for t ≥ 0 and ℓ ∈ N, let D(N)
ℓ
(t) denote the total number of jobs that completed
service in the interval [0, t] at a queue that had length ℓ just prior to service completion.
All these random elements are assumed to be supported on a common probability space
(Ω,F ,P).
2.3. Hydrodynamic Equations. We now introduce the hydrodynamic equations, which
will be shown to characterize the “functional law of large numbers” or “fluid” limit of the
state of the network. The terminology refers to the fact that we are looking at the limiting
dynamics of the empirical measure of an interacting particle system.
(2.8) Pd(x, y)
.
=
xd − yd
x− y =
d−1
∑
m=0
xm yd−1−m.
When d = 2, we have the simple formP2(x, y) = x+ y, and in general, for x, y, x˜, y˜ ≤ 1,
(2.9) Pd(x, y) ≤ d and Pd(x, y)−Pd(x˜, y˜) ≤ d2
(
(x− x˜) + (y− y˜)
)
.
DEFINITION 2.1. (Hydrodynamic Equations) Given λ > 0 and ν(0) ∈ S, {ν(t) =
(νℓ(t); ℓ ≥ 1); t ≥ 0} in CS[0,∞) is said to solve the hydrodynamic equations associated
with (λ, ν(0)) if and only if for every t ∈ [0,∞),
(2.10)
∫ t
0
〈h, ν1(s)〉ds < ∞,
and for every ℓ ≥ 1,
(2.11) 〈1, νℓ(t)〉 − 〈1, νℓ(0)〉 = Dℓ+1(t) +
∫ t
0
〈1, ηℓ(s)〉ds− Dℓ(t),
where
(2.12) Dℓ(t)
.
=
∫ t
0
〈h, νℓ(s)〉ds, ∀ℓ ≥ 1,
and for every f ∈ Cb[0,∞),
〈 f , νℓ(t)〉 =〈 f (·+ t)G(·+ t)
G(·) , νℓ(0)〉+
∫
[0,t]
f (t− s)G(t− s)dDℓ+1(s)(2.13)
+
∫ t
0
〈 f (·+ t− s)G(·+ t− s)
G(·) , ηℓ(s)〉ds,
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(2.14) ηℓ(t)
.
=

λ
(
1− 〈1, ν1(t)〉d
)
δ0 if ℓ = 1,
λPd
(
〈1, νℓ−1(t)〉, 〈1, νℓ(t)〉
)
(νℓ−1(t)− νℓ(t)) if ℓ ≥ 2.
Given a solution ν to the hydrodynamic equations, we define
(2.15) Sℓ(t)
.
= 〈1, νℓ(t)〉, t ≥ 0, ℓ ≥ 1.
REMARK 2.2. The bound (2.10) implies that for every ℓ ≥ 1, the process Dℓ is well-
defined.
REMARK 2.3. Definition 2.1 of the hydrodynamic equations and the corresponding
uniqueness result in Theorem 2.4 can be generalized to time-varying rates by simply re-
placing the constant arrival λ everywherewith a non-negative locally integrable function
λ(·).
We now state our first main result, which is proved in Section 3.1.
THEOREM 2.4. SupposeAssumptions I and II.a hold. Then for every λ > 0 and ν(0) ∈
S, the hydrodynamic equations associated with (λ, ν(0)) have at most one solution.
We now provide some intuition into the form of the hydrodynamic equations. Given
a(s), the age of a job in service at time s, the mean conditional probability that this job
will complete service in the time interval (s, s+ ds) is roughly h(a(s))ds. Summing over
the ages of all jobs in service at queues of length no less than ℓ, we see that the condi-
tional mean departure rate from such queues at time s is 〈h, νℓ(s)〉. In the large N limit,
the scaled departure process coincides with its mean, thus giving rise to the equality in
(2.12). Next, to understand the mass balance equation (2.11), fix ℓ ≥ 1 and note that in
analogy with (2.6), 〈1, νℓ(t)〉 represents the limit fraction of queues of length no less than
ℓ at time t. Over the interval [0, t], this quantity decreases due to departures from queues
of length precisely ℓ, which is given by Dℓ(t)−Dℓ+1(t), and increases due to exogeneous
arrivals to queues of length ℓ− 1. To quantify the latter, note that λ is the scaled mean
arrival rate of jobs to the network and the probability that an arriving job is routed to
a queue of length ℓ− 1 at time s is approximately equal to (〈1, νℓ−1(s)〉)d − (〈1, νℓ(s)〉)d,
which is equal toPd(〈1, νℓ−1(s)〉, 〈1, νℓ(s)〉)(〈1, νℓ−1(s)〉− 〈1, νℓ(s)〉), with the convention
〈1, ν0(s)〉 .= 1. Thus, with ηℓ defined by (2.14), 〈1, ηℓ(s)〉 represents the scaled arrival rate
at time s of jobs to queues of length ℓ− 1, and ∫ t0 〈1, ηℓ(s)〉ds represents the total exoge-
neous arrivals to such queues over the interval [0, t]. These observations,when combined,
justify the form of (2.11).
The equation (2.13) is a more involved mass balance equation, whose right-hand side
consists of three terms that contribute to the measure νℓ(t). The first term on the right-
hand side accounts for jobs already in service at time 0. Any such job, conditioned on
having initial age a(0), would still be in service at time t, with age a(0) + t, with proba-
bility G(a(0) + t)/G(a(0)). The second term represents the contribution to νℓ(t) due to
jobs that entered service at some time s ∈ (0, t] at a queue of length no less than ℓ at time
s and that are still in service at time t. Such service entries occur due to departures of jobs
9at time s from a queue no less than ℓ+ 1 prior to departure, which would happen at rate
dDℓ+1(s). Further, the job entering service would have age 0 at time s and so would still
be in service at time t (with age t− s) with probability G(t− s). Finally, the last term cap-
tures the contribution due to jobs that were in service at a queue of length ℓ− 1 at some
time s ∈ [0, t] when its length increased by one due to the routing of a job to that queue.
If ℓ > 1, and a(s) was the age of the job in service at that queue at time s, the job would
still be in service at time t only if its service time were greater than a(s) + t− s (given that
it was clearly greater than a(s)), which has probability G(a(s) + t− s)/G(a(s)). Now, the
(limit) distribution of ages in service at queues of length ℓ− 1 at time s is νℓ−1(s)− νℓ(s).
When multiplied by the (limit) rate at which jobs are routed to a random queue of length
ℓ− 1, which is λPd(〈1, νℓ−1(s)〉, 〈1, νℓ(s)〉), yields ηℓ(s). The case ℓ = 1 can be argued sim-
ilarly. This explains the form of the third term on the right-hand side of (2.13). The above
discussion also suggestswhy the limit of a more general class of routing algorithms could
be characterized similarly, but with a suitably modified definition of ηℓ.
2.4. Convergence Result. For H = E,D, νℓ, ν, Sℓ, we define the scaled version of H
(N)
as follows:
(2.16) H
(N)
(t) =
H(N)(t)
N
, N ∈ N, t ≥ 0.
The following condition is imposed on the initial state of the network.
ASSUMPTION III. The sequence of initial conditions satisfies the following.
a. For every N ∈ N, X(N)(0) = ∑ℓ≥1〈1, ν(N)ℓ (0)〉 < ∞ almost surely, E(N) and the
random queue choices in the load balancing algorithm are independent of ν(N)(0),
and for each job j that is in service at time 0, its service time vj is conditionally
independent of ν(N)(0) given its initial age aj(0); see (4.4) for further details.
b. there exists ν(0) = (νℓ(0); ℓ ≥ 1) ∈ S such that ν(N)(0) → ν(0) in S, P-almost
surely, as N → ∞.
c. lim supN E[X
(N)
(0)] < ∞, andX
(N)
(0) → X(0) as N → ∞, whereX(0) .= ∑ℓ≥1〈1, νℓ(0)〉.
We now state some immediate consequences of Assumptions I and III.c.
LEMMA 2.5. SupposeAssumption I holds. Then, as N → ∞, E(N) → λId in DR[0,∞),
P-almost surely, Moreover, for all t ≥ 0, E[E(N)(t)] → λt as N → ∞, and hence,
(2.17) lim sup
N→∞
E
[
E
(N)
(t)
]
< ∞.
In addition, if Assumption III.c holds, then for every t ≥ 0,
(2.18) lim sup
N→∞
E
[
X
(N)
(0) + E
(N)
(t)
]
< ∞.
PROOF. The almost sure convergence of E
(N)
to λId in DR[0,∞) follows from As-
sumption I and the functional law of large numbers for renewal processes (e.g., see [12,
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Theorem 5.10]). Also, for t ≥ 0, by the elementary renewal theorem (e.g., see [4, Propo-
sition V.1.4]), limN→∞ E
[
E
(N)
(t)
]
= limN→∞ E˜(Nt)/N = λt, where E˜ is the delayed re-
newal process of Assumption I. This implies (2.17), which along with Assumption III.c,
implies (2.18).
We now state the second main result, whose proof is given in Section 6.2.3.
THEOREM 2.6. Suppose Assumptions I-III hold. Then there exists a unique solution
ν ∈ CS to the hydrodynamic equations associatedwith (λ, ν(0)), and the sequence {ν(N)}
converges in distribution to ν.
As a corollary, we establish a “propagation of chaos” result, whose proof is also de-
ferred to Section 6.2.3. Let X(N),i(t) be the length of the ith queue at time t, and if the
queue is initially non-empty, let a(N),i(0) be the initial age of the job receiving service at
the ith queue.
COROLLARY 2.7. Suppose Assumptions I-III hold, and the initial conditions are ex-
changeable, that is, for every N and any permutation π of the queue indices {1, ...,N},
the random vector(
X(N),π(i)(0), a(N),π(i)(0)1{X(N),π(i)(0)>0}; i = 1, ...,N
)
,
has the same distribution. Let ν be the solution to the hydrodynamic equations associated
with (λ, ν(0)) and let {Sℓ, ℓ ≥ 1} be as defined in (2.15). Then, for every ℓ ≥ 1 and t ≥ 0,
(2.19) lim
N→∞
P
{
X(N),1(t) ≥ ℓ
}
= Sℓ(t),
and for ever fixed k ≥ 0 and ℓ1, ..., ℓk ∈ N,
(2.20) lim
N→∞
P
{
X(N),1(t) ≥ ℓ1, ...,X(N),k(t) ≥ ℓk
}
=
k
∏
m=1
Sℓm(t).
3. Analysis of the Hydrodynamic Equations. In Section 3.1 we prove Theorem 2.4.
In Section 3.2, we obtain a dynamical characterization of the hydrodynamic equations in
terms of a measure-valued PDE, which is used in Section 6.2.3 to prove Theorem 2.6.
3.1. Proof of Uniqueness of the Solution to the Hydrodynamic Equations.
PROOF OF THEOREM 2.4. Fix ν(0) ∈ S, λ > 0, and let ν and ν˜ both be solutions to the
hydrodynamic equations associated with (λ, ν(0)), and let D˜, η˜, S˜ be defined as in (2.12)–
(2.15), but with ν replaced by ν˜. For ℓ ≥ 1, define ∆Hℓ .= Hℓ − H˜ℓ for H = ν,D, η, S.
Consider the parameterized family of continuous bounded functions
F
.
=
{
ϑr
.
=
G(·+ r)
G(·) ; r ≥ 0
}
⊂ Cb[0, L) ∩AC[0,∞),
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where the last inclusion holds by Assumption II. Note that 1 = ϑ0 ∈ F, and for every
ℓ ≥ 1 and t ≥ 0, define
(3.1) Vℓ(t)
.
= sup
f∈F
|〈 f ,∆νℓ(t)〉|.
By (2.14) with ℓ = 1, (2.15) and (2.8), for s ≥ 0 and every f ∈ Cb[0, L) we have
〈 f ,∆η1(s)〉 =λ f (0)
(
(S˜1(s))
d − (S1(s))d
)
=− λ f (0)Pd
(
S˜1(s), S1(s)
)
〈1,∆ν1(s)〉.(3.2)
Therefore, for every f ∈ F, sincePd(x, y) ≤ d and ‖ f‖∞ ≤ 1,
(3.3) |〈 f ,∆η1(s)〉| ≤ λd|〈1,∆ν1(s)〉| ≤ λdV1(s), f ∈ F.
Next, for ℓ ≥ 2, s ≥ 0 and f ∈ Cb[0, L), again invoking (2.14), (2.15) and (2.8), we have
〈 f ,∆ηℓ(s)〉 =λPd
(
Sℓ−1(s), Sℓ(s)
)〈 f ,∆νℓ−1(s)− ∆νℓ(s)〉(3.4)
+ λ
(
Pd
(
Sℓ−1(s), Sℓ(s)
)−Pd(S˜ℓ−1(s), S˜ℓ(s)))〈 f , ν˜ℓ−1(s)− ν˜ℓ(s)〉.
Hence, for f ∈ F, given ‖ f‖∞ ≤ 1, νℓ−1 ≥ νℓ, ν˜ℓ−1 ≥ ν˜ℓ, νℓ, ν˜ℓ ∈ M≤1[0, L), Pd(x, y) ≤ d
and inequality (2.9), we have
(3.5) |〈 f ,∆ηℓ(s)〉| ≤ λ(d+ d2)
(
Vℓ−1(s) +Vℓ(s)
)
, f ∈ F.
Now, for f ∈ Cb[0,∞) ∩AC[0,∞) applying integration by parts to (2.13), we obtain
(3.6)
〈 f , νℓ(t)〉 = 〈 f (·+ t)G(·+ t)
G(·) , νℓ(0)〉+ f (0)Dℓ+1(t) +
∫
[0,t]
( f G)′(t− s)Dℓ+1(s)ds
+
∫ t
0
〈 f (·+ t− s)G(·+ t− s)
G(·) , ηℓ(s)〉ds.
Also, for every t ≥ s ≥ 0, r ≥ 0, we have ϑr(0) = G(r), (ϑrG)′(t− s) = −g(t− s+ r),
and
ϑr(x+ t− s)G(x+ t− s)
G(x)
=
G(x+ t− s+ r)
G(x)
= ϑt−s+r(x), x ∈ [0, L).
Thus, substituting f = ϑr in (3.6), both as is and when νℓ,Dℓ, ηℓ are replaced by ν˜ℓ, D˜ℓ, η˜ℓ,
respectively, and recalling ∆νℓ(0) = 0, we have
(3.7) 〈ϑr,∆νℓ(t)〉 = G(r)∆Dℓ+1(t)−
∫ t
0
g(t− s+ r)∆Dℓ+1(s)ds+
∫ t
0
〈ϑt−s+r,∆ηℓ(s)〉ds.
Since ϑ0 = 1, equation (3.7) for r = 0 gives
(3.8) 〈1,∆νℓ(t)〉 = ∆Dℓ+1(t)−
∫ t
0
g(t− s)∆Dℓ+1(s)ds+
∫ t
0
〈ϑt−s,∆ηℓ(s)〉ds.
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Since {νℓ}ℓ∈N and {ν˜ℓ}ℓ∈N satisfy (2.11) and its analog, and that ∆νℓ(0) = 0, we have
(3.9) ∆Dℓ+1(t) = 〈1,∆νℓ(t)〉+ ∆Dℓ(t)−
∫ t
0
〈1,∆ηℓ(s)〉ds.
Combining (3.9) and (3.8), it follows that for ℓ ≥ 2, ∆Dℓ satisfies the renewal equation
∆Dℓ(t) = g ∗ ∆Dℓ(t) + Fℓ(t),
with
Fℓ(t)
.
=
∫ t
0
〈1,∆ηℓ(s)〉ds+ g ∗ 〈1,∆νℓ〉(t)− (g ∗
∫ ·
0
〈1,∆ηℓ(s)〉ds)(t) −
∫ t
0
〈ϑt−s,∆ηℓ(s)〉ds.
Since ∆νℓ is the difference of two measures in DMF [0,L)[0,∞), 〈1,∆νℓ(·)〉 and 〈 f ,∆ηℓ(·)〉,
f ∈ Cb[0,∞), are also locally integrable, and hence Fℓ is uniformly bounded on finite
intervals (i.e., ‖F‖t < ∞ for all t ≥ 0). Moreover, (2.10) ensures that ∆Dℓ is also bounded
on finite intervals. Therefore, by [4, Theorem 2.4, Chapter V],
(3.10) ∆Dℓ(t) = Fℓ(t) + u ∗ Fℓ(t),
where u is the renewal density of G on [0, L). Note that since G has density g, by [4,
Proposition 2.7, Chapter V], u exists and satisfies the equation u = u ∗ g+ g. Moreover,
since g is locally bounded due to Assumption II.c, u is bounded on every finite interval
of [0, L) by another application of [4, Theorem 2.4, Chapter V]. Substituting the definition
of Fℓ into equation (3.10) and using the relation u ∗ g+ g = u, we have
∆Dℓ(t) =
∫ t
0
〈1,∆ηℓ(s)〉ds+ u ∗ 〈1,∆νℓ〉(t)−
∫ t
0
〈ϑt−s,∆ηℓ(s)〉ds− (u ∗
∫ ·
0
〈ϑ·−s,∆ηℓ(s)〉ds)(t).
(3.11)
Next, we bound each term on the right-hand side of (3.11). Fix T ≥ 0. Then (3.5) implies
(3.12)
∣∣∣∣∫ t
0
〈1,∆ηℓ(s)〉ds
∣∣∣∣ ≤ λ(d+ d2) ∫ t
0
(Vℓ−1(s) +Vℓ(s)) ds, t ≤ T.
Moreover, recalling the notation ‖ f‖T = supt∈[0,T] | f (t)|, we also have
(3.13) |u ∗ 〈1,∆νℓ〉(t)| ≤
∫ t
0
u(t− s) |〈1,∆νℓ(s)〉| ds ≤ ‖u‖T
∫ t
0
Vℓ(s)ds, t ≤ T.
Furthermore, for the function ζℓ(t)
.
=
∫ t
0 〈ϑt−s,∆ηℓ(s)〉ds, the bound (3.5) with f = ϑt−s
implies
(3.14) |ζℓ(s)| ≤ λ(d+ d2)
∫ s
0
(Vℓ−1(v) +Vℓ(v)) dv, s ≥ 0,
and hence, applying Tonelli’s theorem in the third inequality below, we obtain
|u ∗ ζℓ(t)| ≤
∫ t
0
u(t− s)|ζℓ(s)|ds(3.15)
≤λ(d+ d2)
∫ t
0
∫ s
0
u(t− s) (Vℓ−1(v) +Vℓ(v)) dv ds
≤λ(d+ d2)
∫ t
0
(Vℓ−1(v) +Vℓ(v))
(∫ t
v
u(t− s)ds
)
dv
≤λ(d+ d2)U(T)
∫ t
0
(Vℓ−1(s) +Vℓ(s)) ds, ∀t ≤ T,
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where U(·) = 1+ ∫ ·
0
u(s)ds is the renewal function associated with G. From equation
(3.11) and the bounds (3.12)-(3.15), for ℓ ≥ 2 we then have
(3.16) ‖∆Dℓ‖t ≤ C(T)
∫ t
0
(Vℓ−1(s) +Vℓ(s)) ds, ∀t ≤ T,
with C(T)
.
= ‖u‖T + λ(d + d2)(2 + U(T)) < ∞. Finally, incorporating (3.3), (3.5) and
(3.16), with ℓ replaced by ℓ+ 1, into (3.7), we have
|〈 f ,∆ν1(t)〉| ≤ 3C(T)
∫ t
0
(V1(s) +V2(s))ds, ∀ f ∈ F,
and for every ℓ ≥ 2,
|〈 f ,∆νℓ(t)〉| ≤ 3C(T)
∫ t
0
(Vℓ−1(s) +Vℓ(s) +Vℓ+1(s))ds, ∀ f ∈ F.
Taking the supremum over f ∈ F in the last two inequalities, for all t ≤ T we obtain
(3.17) Vℓ(t) ≤
 3C(T)
∫ t
0 (V1(s) +V2(s))ds, if ℓ = 1,
3C(T)
∫ t
0
(Vℓ−1(s) +Vℓ(s) +Vℓ+1(s))ds, if ℓ ≥ 2.
Define V(t)
.
= ∑∞ℓ=1 2
−ℓVℓ(t). Then (3.17) implies
V(t) ≤ 12C(T)
∫ t
0
V(s)ds.(3.18)
Also, since |〈 f , νℓ(t)〉| ≤ 1 for f ∈ F, (3.1) implies Vℓ(t) ≤ 2 for all ℓ ≥ 1, and hence
V(t) ≤ 2. SinceV(0) = 0, an application of Gronwall’s inequality then shows thatV(t) =
0 for all t ≥ 0, and hence, Vℓ(t) = 0 for all t ≥ 0 and ℓ ≥ 1. In particular, this shows that
(3.19) 〈1,∆νk〉 ≡ 0, k ≥ 1.
Moreover, by (3.16), ∆Dℓ ≡ 0 for all ℓ ≥ 2. Taking the difference between equation (3.6),
and the same equation, but with νℓ, Dℓ+1 and ηℓ replaced by ν˜ℓ, D˜ℓ+1 and η˜ℓ, respectively,
and using the identities ∆Dℓ+1 ≡ 0 and ∆νℓ(0) = 0, we see that for ℓ ≥ 1 and f ∈
Cb[0,∞) ∩ACloc[0,∞),
(3.20) 〈 f ,∆νℓ(t)〉 =
∫ t
0
〈 f (·+ t− s)ϑt−s(·),∆ηℓ(s)〉ds.
To finish the proof, we use induction on ℓ to show that ∆νℓ ≡ 0 for ℓ ≥ 1. Let
AC
′[0, L) .= { f ∈ AC[0, L) : || f ||∞ ≤ 1}. Since G has a density by Assumption II,
f (· + t − s)ϑt−s(·) ∈ AC′[0, L) for all f ∈ AC′[0, L) and t, s ≥ 0. For ℓ = 1, (3.2) and
(3.19) with k = 1 imply 〈 f (·+ t− s)ϑt−s,∆η1(s)〉 = 0, and therefore, ∆ν1 ≡ 0 by (3.20).
Furthermore, if ∆νℓ−1 ≡ 0 for some ℓ ≥ 2, it follows from (3.4), (2.9) and (3.19), both with
k = ℓ− 1 and k = ℓ, that∣∣〈 f (·+ t− s)ϑt−s(·),∆ηℓ(s)〉∣∣ ≤λPd(〈1, νℓ−1(s)〉, 〈1, νℓ(s)〉)〈 f (·+ t− s)ϑt−s(·),∆νℓ(s)〉
≤λd sup
f∈AC′[0,L)
|〈 f ,∆νℓ(s)〉| .
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Together with (3.20) this implies
(3.21) sup
f∈AC′[0,L)
|〈 f ,∆νℓ(t)〉| ≤ d
∫ t
0
λ sup
f∈AC′[0,L)
|〈 f ,∆νℓ(s)〉| ds, ∀t ≥ 0.
Since ∆νℓ(0) = 0, Gronwall’s inequality shows |〈 f ,∆νℓ(t)〉| = 0 for f ∈ AC′[0, L) and
hence, by linearity and a density argument, for f ∈ Cb[0, L). This proves ∆νℓ(t) = 0 for
all t ≥ 0.
3.2. A Measure-valued PDE associated with the hydrodynamic limit. The following is the
main result of this section.
PROPOSITION 3.1. Given ν(0) = (νℓ(0); ℓ ≥ 1) ∈ S and λ > 0, suppose ν = (νℓ)ℓ≥1 ∈
DS[0,∞) satisfies the following: (2.10) holds and for every ℓ ≥ 1 and t ≥ 0, (2.11) holds,
with Dℓ and ηℓ defined as in (2.12) and (2.14), respectively, and for ϕ ∈ C1,1c ([0, L)×R+),
〈ϕ(·, t), νℓ(t)〉 =〈ϕ(·, 0), νℓ(0)〉+
∫ t
0
〈ϕx(·, s) + ϕs(·, s)− ϕ(·, s)h(·), νℓ(s)〉ds
+
∫ t
0
ϕ(0, s)dDℓ+1(s) +
∫ t
0
〈ϕ(·, s), ηℓ(s)〉ds.(3.22)
Then, ν is a solution to the hydrodynamic equations associated with (λ, ν(0)).
The proof of Proposition 3.1, relies on the following lemma. Denote by M˜ the space of
Radon measures on R2 whose supports lie in [0, L) ×R+, and denote the integral with
respect to any Radon measure Θ on R2 by
Θ(ϕ) =
∫
R2
ϕ(x, s)Θ(dx, ds), ϕ ∈ Cc([0, L)×R+).
LEMMA 3.2. Given a RadonmeasureΘ ∈ M˜, suppose µ = {µ(t); t ≥ 0} in DMF[0,L)[0,∞)
satisfies
∫ t
0 〈h, µ(s)〉ds < ∞, and and for every ϕ ∈ C1,1c ([0, L)×R+),
(3.23) −
∫ ∞
0
〈ϕx(·, s) + ϕs(·, s)− ϕ(·, s)h(·), µ(s)〉ds = Θ(ϕ).
Then for every f ∈ Cc[0, L) and t ≥ 0,
(3.24) 〈 f , µ(t)〉 =
∫
[0,L)×[0,t]
f (x+ t− s)G(x+ t− s)
G(x)
Θ(dx, ds).
Equation (3.23) is called the abstract age equation andwas studied extensively in [22, Sec-
tion 4.3]. Lemma 3.2 essentially follows from Corollary 4.17 and equations (4.24), (4.45),
(4.46) and (4.55) in [22]; however, we provide a proof here for completeness.
PROOF OF LEMMA 3.2. Define the measure hµ on R2 as
(hµ)(ϕ) =
∫ ∞
0
〈ϕ(·, s)h(·), µ(s)〉ds, ϕ ∈ Cc(R2+).
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Using this definition, the equation (3.23) can be written as
(3.25) −
∫ ∞
0
〈ϕx(·, s) + ϕs(·, s), µ(s)〉ds = −(hµ)(ϕ) + Θ(ϕ).
With a change of variable, (3.25) can be transformed into a simpler linear measure-valued
transport equation. Define ψh(x, t)
.
= exp(rh(x, t)), where
rh(x, t) =

−
∫ x
x−t
h(u)du if 0 ≤ t ≤ x < L,
−
∫ x
0
h(u)du if 0 ≤ x ≤ t, x < L,
0 otherwise,
and Θ˜(ϕ)
.
= Θ(ψ−1h ϕ). Then, the measure-valued process {µ˜t; t ≥ 0} defined as
(3.26) 〈 f , µ˜t〉 .= 〈 fψ−1h (·, t), µt〉
can be easily shown to satisfy (see [22, Proposition 4.16])
(3.27) −
∫ ∞
0
〈ϕx(·, s) + ϕs(·, s), µ˜(s)〉ds = Θ˜(ϕ).
The equation (3.27) is essentially ameasure-valued linear inhomogeneous transport equa-
tion, which has a unique solution that is given explicitly by (see [22, Lemma 4.13])
(3.28) 〈 f , µ˜t〉 = Θ˜(Λtf ),
where Λtf (x, s) = f (x + t − s)1[0,t](s). Combining (3.26) and (3.28), it follows that the
equation (3.23) has the unique solution given by (see [22, Corollary 4.17])
(3.29) 〈 f , µ(t)〉 = Θ(ψ−1h Λtf (·)ψh(·,t)).
Note that ψh can be simplified as
ψh(x, t) =

G(x)
G(x− t) if 0 ≤ t ≤ x < L,
G(x) if 0 ≤ x ≤ t < ∞,
0 otherwise.
and hence,
(ψh)
−1(x, s)Λtf (·)ψh(·,t)(x, s) = f (x+ t− s)
G(x+ t− s)
G(x)
1[0,t](s).
Equation (3.24) then follows on substituting (ψh)
−1Λt
f (·)ψh(·,t) from the equation above
into (3.29).
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PROOF OF PROPOSITION 3.1. Clearly, we only need to show that (2.13) holds for all
t ≥ 0, ℓ ≥ 1 and f ∈ Cb[0, L). Fix ℓ ≥ 1, and consider the linear functional ξℓ on Cc(R2)
defined by
(3.30) ξℓ(ϕ)
.
= 〈ϕ(·, 0), νℓ(0)〉+
∫
[0,∞)
ϕ(0, s)dDℓ+1(s) +
∫ ∞
0
〈ϕ(·, s), ηℓ(s)〉ds.
By (2.14) and (2.9), for m ∈ [0, L), T ∈ [0,∞) and every ϕ ∈ Cc(R2) with supp(ϕ) ⊂
[0,m]× [0, T],
(3.31)
∣∣〈ϕ(·, s), ηℓ(s)〉∣∣ ≤ ‖ϕ‖∞λd.
Hence, since Dℓ+1 is non-decreasing,
(3.32) |ξℓ(ϕ)| ≤ ‖ϕ‖∞
(|νℓ(0)|TV + Dℓ+1(T) + C(T)),
with C(T)
.
= λdT < ∞, and Dℓ+1(T) < ∞ by (2.10). Moreover, ξℓ(ϕ)=0 for all ϕ such
that supp(ϕ) ∩ [0, L) × R+ = ∅. Hence, ξ is a Radon measure on R2 with support in
[0, L) × R+, i.e., ξ ∈ M˜. Moreover, since ϕ has compact support, the left-hand side of
(3.22) is equal to zero for sufficiently large t. Therefore, sending t → ∞ in (3.22), we have
for all ϕ ∈ C1,1c ([0, L)×R+),
(3.33) −
∫ t
0
〈ϕx(·, s) + ϕs(·, s)− ϕ(·, s)h(·), νℓ(s)〉ds = ξℓ(ϕ).
Thus, νℓ satisfies the abstract age equation associated with ξℓ ∈ M˜ and h. Therefore, by
Lemma 3.2 and (3.30), for all f ∈ Cc[0, L) and t ≥ 0,
〈 f , νℓ(t)〉 =
∫
[0,L)×[0,t]
f (x+ t− s)G(x+ t− s)
G(x)
ξℓ(dx, ds)
=〈 f (·+ t)G(·+ t)
G(·) , νℓ(0)〉+
∫
[0,t]
f (t− s)G(t− s)dDℓ+1(s)
+
∫ t
0
〈 f (·+ t− s)G(·+ t− s)
G(·) , ηℓ(s)〉ds.(3.34)
Since for t ≥ 0, the right-hand side of (3.34) is finite for every f ∈ Cb[0, L), the relation
(3.34) can be extended to all f ∈ Cb[0, L) by an application of the dominated convergence
theorem, and (2.13) follows. This completes the proof.
4. State Dynamics. In Section 4.1 we express the state descriptor ν(N) in terms of
primitives of the networks. This will be required to justify the existence of compensators
of certain processes in Section 5. We also introduce some auxiliary processes in Section
4.2, and use them to derive dynamical equations for the state variables in Section 4.3.
REMARK 4.1. To make it easy to follow the notation, throughout the paper, we use
the superscript i to denote queue indices and subscript j to denote jobs.
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4.1. State Variables. For each job j, let γ
(N)
j , α
(N)
j and β
(N)
j , respectively, represent the
time at which job j arrives into the system, enters service, and departs the queue on
completing service. Note that γ
(N)
j = α
(N)
j if the job is routed to an empty queue, and
β
(N)
j = α
(N)
j + vj where {vj} is the i.i.d. sequence of service times. We use the convention
that jobs initially in the network are indexed by non-positive numbers j = j0, ..., 0 with
j0
.
= −X(N)(0) + 1 being the smallest job index, where recall that X(N)(t) represents the
total number of jobs in system at time t. We also assume that jobs that entered service
earlier get smaller indices. Jobs that arrive after time 0 are given indices j ≥ 1 in the order
of their arrival time (0 < γ
(N)
j < γ
(N)
j+1 for j ≥ 1, almost surely). Then the age a(N)j (t) of
job j at time t takes the form:
(4.1) a
(N)
j (t)
.
=

0 if t < α
(N)
j ,
t− α(N)j if α(N)j ≤ t < β(N)j ,
vj if t ≥ β(N)j .
We also assign to each queue an index i ∈ {1, . . . ,N}. To implement the SQ(d) routing
algorithm, upon arrival, each job j ≥ 1 chooses a vector ιj = (ιj(1), ..., ιj(d)) of d indices,
each chosen independently and uniformly at random from the set {1, . . . ,N} (in practice,
it would be more natural to sample d queues at random without replacement, but we
choose the former routing procedure for simplicity; the effect of the difference vanishes
in the hydrodynamic limit). The job is then routed to the queue with the shortest length
amongst the chosen indices, where if there are multiple queues of minimal length, then
one of them is chosen uniformly at random. We denote the index of the queue to which
job j is routed by κ
(N)
j :
(4.2) κ
(N)
j ∼ Unif
(
argmin
{
X(N),ι j(1)(γ
(N)
j −), ...,X(N),ι j(d)(γ(N)j −)
})
,
where recall X(N),i(t) is the number of jobs in the ith queue at time t. With a slight abuse
of notation, we also use κ
(N)
j (t)
.
= 1{t≥γ(N)j }
κ
(N)
j to denote the queue index process.
For a Markovian description, the initial state of the network is completely determined
by R
(N)
E (0) from (2.2) and ν
(N)(0). However, it will prove convenient to also refer to a
more detailed description, in which κ
(N)
j is specified for each job initially in the sys-
tem. According to our indexing convention, each job initially in the network has an
index j ∈ {j0 = −X(N)(0) + 1, ...,N}, and any job initially in service has an index
j ∈ {−j0,−X(N)(0) + 1, ...,−X(N)(0) + 〈1, ν(N)1 (0)〉}. Now, let
(4.3) I0
.
=
(
R
(N)
E (0), a
(N)
j (0), κ
(N)
j ; j = −X(N)(0) + 1, ..., 0
)
.
Given our indexing convention, I0 and (R
(N)
E (0), ν
(N)(0)) can be recovered from each
other. Also, Assumption III.a can be expressed in terms of the above notation as follows:
for every finite subset K ⊂ {−X(N)(0) + 1, . . . , ..., 0} of jobs initially in system,
(4.4) P
{
vj > bj; j ∈ K|I0
}
= ∏
j∈K
G(a
(N)
j (0) + bj)
G(a
(N)
j (0))
, bj ≥ 0.
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In other words, for every job j not initially in service, vj is independent of I0.
We now express the measures ν
(N)
ℓ
in terms of the primitives defined above. A job j
receives service during the interval [α
(N)
j , β
(N)
j ), and hence,
(4.5) V (N)(t) .=
{
j ≥ j0 : α(N)j ≤ t < β(N)j
}
is the set of indices of jobs receiving service at time t. Also, for t ∈ [γ(N)j ,∞) let χ(N)j (t)
denote the length at time t of the queue to which job j was routed. In other words,
(4.6) χ
(N)
j (t) = X
(N),κ
(N)
j (t), t ≥ γ(N)j .
The value of χ
(N)
j (t) for t < γ
(N)
j is irrelevant. Therefore, for ℓ ≥ 1,
(4.7) U (N)
ℓ
(t)
.
=
{
j ≥ j0 : 1{γ(N)j ≤t}χ
(N)
j (t) ≥ ℓ
}
is the set of jobs in queues with length at least ℓ at time t. Using this notation, we can
write
ν
(N)
ℓ
(t)
.
=
∞
∑
j=j0
1{α(N)j ≤t}
1{β(N)j >t}
1{χ(N)j (t)≥ℓ}
δ
a
(N)
j (t)
(4.8)
=
∞
∑
j=j0
1{j∈V (N)(t)}1{j∈U (N)
ℓ
(t)}δa(N)j (t)
.(4.9)
The pair (R
(N)
E , ν
(N)) with ν(N) = (ν
(N)
ℓ
; ℓ ≥ 1) is the state descriptor of the N-server
network.
4.2. Auxiliary Processes and Filtration. To describe the dynamics of ν(N), it will be con-
venient to introduce a number of auxiliary processes. For every queue i ∈ {1, ...,N}, let
E(N),i denote the cumulative arrival process to queue i, defined as
(4.10) E(N),i(t)
.
=
∞
∑
j=1
1{γ(N)j ≤t}
1{κ(N)j =i}
, t ≥ 0.
For ℓ ≥ 1, let ν(N),i
ℓ
(t) denote the measure that has a Dirac delta mass at the age of the job
in service at queue i (if any) at time t: that is, for t ≥ 0,
(4.11) ν
(N),i
ℓ
(t)
.
=
∞
∑
j=j0
1{α(N)j ≤t}
1{β(N)j >t}
1{χ(N)j (t)≥ℓ}
1{κ(N)j =i}
δ
a
(N)
j (t)
.
Note that ν
(N),i
ℓ
(t) always has mass either zero or 1, and clearly,
(4.12) ν
(N)
ℓ
=
N
∑
i=1
ν
(N),i
ℓ
.
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Fix ℓ ≥ 1. For ϕ ∈ Cb([0, L) × R+), let R(N)ϕ,ℓ be the cumulative ϕ-weighted routing
measure process to queues with length exactly ℓ− 1, defined as follows for all t ≥ 0 :
(4.13) R(N)ϕ,ℓ (t)
.
=

N
∑
i=1
∫
(0,t]
ϕ(0, s)(1− 〈1, ν(N),i1 (s−)〉)dE(N),i(s) if ℓ = 1,
N
∑
i=1
∫
(0,t]
〈ϕ(·, s), ν(N),i
ℓ−1 (s−)− ν(N),iℓ (s−)〉dE(N),i(s), if ℓ ≥ 2.
Roughly speaking, R(N)ϕ,ℓ (t) captures the cumulative effect on the measure ν(N)ℓ due to
jobs routed in the interval [0, t]. Indeed, in both cases, ϕ(·, s) in the integral is evaluated
at the age of the job in service at queue i. Note that when ℓ = 1, since 〈1, ν(N),i(s−)〉 =
X(N),i(s−), we can also write
(4.14) R(N)ϕ,1 (t) =
N
∑
i=1
∫
(0,t]
ϕ(0, s)1{X(N),i(s−)=0}dE
(N),i(s).
Next, we turn to the counting process D
(N)
ℓ
= {D(N)
ℓ
(t); t ≥ 0} of departures from
queueswith length at least ℓ right before departure. For conciseness, we use the following
notation for values of the queue length of job j right after its arrival time or service entry
and right before its departure time:
χ
E,(N)
j
.
= χ
(N)
j (γ
(N)
j ), χ
K,(N)
j
.
= χ
(N)
j (α
(N)
j ), χ
D,(N)
j
.
= χ
(N)
j (β
(N)
j −),(4.15)
where χ
(N)
j (·) is the queue length process defined in (4.6). Then we have
(4.16) D
(N)
ℓ
(t) =
∞
∑
j=j0
1{β(N)j ≤t}
1{χD,(N)j ≥ℓ}
, t ≥ 0.
Note that D(N)
.
= D
(N)
1 is the total cumulative departure process.
REMARK 4.2. Since a queue is never empty just prior to a departure or right after a
service entry, we have χ
D,(N)
j ≥ 1 and χK,(N)j ≥ 1. Also, a simple mass balance shows that
(4.17) D(N)(t) + 〈1, ν(N)1 (t)〉 ≤ X(N)(0) + E(N)(t).
For ϕ ∈ Cb([0, L) × R+), let D(N)ϕ,ℓ be the cumulative ϕ-weighted departure process
from queues of length at least ℓ, defined by
(4.18) D(N)ϕ,ℓ (t)
.
=
∞
∑
j=j0
ϕ
(
vj, β
(N)
j
)
1{β(N)j ≤t}
1{χD,(N)j ≥ℓ}
, t ≥ 0.
Clearly, D(N)1,ℓ = D(N)ℓ , and hence by (4.17),
(4.19) |D(N)ϕ,ℓ (t)| ≤ ‖ϕ‖∞
(
X(N)(0) + E(N)(t)
)
, t ≥ 0.
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For i ∈ {1, ...,N}, let D(N),i denote the departure process from queue i. Then
(4.20) D(N),i(t) =
∞
∑
j=j0
1{β(N)j ≤t}
1{κ(N)j =i}
, t ≥ 0,
(4.21) X(N),i(t) = X(N),i(0) + E(N),i(t)− D(N),i(t), t ≥ 0.
Finally, we define the filtration {F (N)t ; t ≥ 0} generated by the initial conditions of the
network, see (4.3), plus the filtrations FE(N),it and FD(N),it generated by E(N),i and D(N),i,
respectively, i = 1, . . . ,N. In other words,
(4.22) F (N)t .=
N∨
i=1
(
FE(N),it ∨ FD
(N),i
t
)
∨ σ(I0),
We show in Proposition A.3 that all state variables and auxiliary processes are {F (N)t }-
adapted.
REMARK 4.3. It is possible to show that {F (N)t } is also equal to the filtration gener-
ated by the age and queue index processes a
(N)
j (·), κ(N)j (·); j ≥ 1. However, our definition
allows us to exploit results from [10] in Section 5 to identify compensators of certain
processes.
REMARK 4.4. One can also show that {(R(N)E (t), ν(N)(t)); t ≥ 0} is a Markov process
with respect to the filtration {F (N)t ; t ≥ 0}. But, since we do not use this property, we do
not prove it.
4.3. Equations governing the dynamics of the N-Server Network. We now describe the
dynamics of the state descriptor ν(N) for a fixed N. Our main result (Proposition 4.5) does
not require all our assumptions on the arrival process and service time distribution, but
instead holds for a very general class of networks and load balancing algorithms, as long
as all arrival and departure times are distinct, almost surely. To make this notion precise,
denote by Ωs,δ the set of realizations for which at most one arrival or one departure
occurs during (s, s+ δ]. Also, define Ωt to be the set of realizations for which there exists
a partition {( kn , k+1n ]; k = 0, ..., ⌊nt⌋} of (0, t] such that at most one arrival or one departure
occurs in each subinterval, that is,
(4.23) Ωt
.
=
∞⋃
n=1
⌊nt⌋⋂
k=0
Ω k
n ,
1
n
.
The result in Proposition 4.5 holds for a much larger class of load-balancing algorithms.
In fact, as long as for every t ≥ 0, Ωt has full measure, the equation (4.24) holds for the
routing processR(N) associated with the corresponding algorithm.
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PROPOSITION 4.5. Consider an N-server network with any arrival process, service
times and load balancing algorithm such that P{Ωt} = 1 for every t ≥ 0. Then, for
ϕ ∈ C1,1c ([0, L)×R+), almost surely, for ℓ ≥ 1 and t ≥ 0,
〈ϕ(·, t), ν(N)
ℓ
(t)〉 =〈ϕ(·, 0), ν(N)
ℓ
(0)〉+
∫ t
0
〈ϕs(·, s) + ϕx(·, s), ν(N)ℓ (s)〉ds−D(N)ϕ,ℓ (t)
+
∫
[0,t]
ϕ(0, s)dD
(N)
ℓ+1(s) +R(N)ϕ,ℓ (t);(4.24)
(4.25) 〈1, ν(N)
ℓ
(t)〉 = 〈1, ν(N)
ℓ
(0)〉 − D(N)
ℓ
(t) + D
(N)
ℓ+1(t) +R(N)1,ℓ (t).
The rest of this section is devoted to the proof of this proposition. Throughout this sec-
tion, for ease of notation, ∑j is used to denote the sumover all job indices j ∈ {j0, ...,−1, 0, 1, ...}.
Fix ℓ ≥ 1, t ≥ 0. For ϕ ∈ Cb([0, L) × [0,∞)), since s 7→ 〈ϕ(·, s), ν(N)ℓ (s)〉 is right-
continuous, we can write
〈ϕ(·, t), ν(N)
ℓ
(t)〉 − 〈ϕ(·, 0), ν(N)
ℓ
(0)〉 = lim
n→∞
⌊nt⌋
∑
k=0
[
〈ϕ(·, k+ 1
n
), ν
(N)
ℓ
(
k+ 1
n
)〉 − 〈ϕ(·, k
n
), ν
(N)
ℓ
(
k
n
)〉
]
= lim
n→∞
(
I (n)1 + I (n)2
)
,(4.26)
where
(4.27) I (n)1 (t)
.
=
⌊nt⌋
∑
k=0
〈ϕ(·, k+ 1
n
)− ϕ(·, k
n
), ν
(N)
ℓ
(
k+ 1
n
)〉
and
(4.28) I (n)2 (t) .=
⌊nt⌋
∑
k=0
〈ϕ(·, k
n
), ν
(N)
ℓ
(
k+ 1
n
)〉 − 〈ϕ(·, k
n
), ν
(N)
ℓ
(
k
n
)〉.
We first compute I (n)1 (t) for ϕ ∈ C1,1c ([0, L) ×R+). For x ∈ [0, L), by the mean value
theorem for ϕ(x, ·),
ϕ(x,
k+ 1
n
)− ϕ(x, k
n
) =
1
n
ϕs(x,
k+ 1
n
− δ(x, n, k))
for some δ(x, n, k) ∈ [0, 1n ]. Therefore, we have
lim
n→∞
∣∣∣∣I (n)1 (t)− ∫ t
0
〈ϕs(·, s), ν(N)ℓ (s)〉ds
∣∣∣∣
≤ lim
n→∞
∣∣∣∣∣ 1n
⌊nt⌋
∑
k=0
〈ϕs(·, k+ 1
n
), ν
(N)
ℓ
(
k+ 1
n
)〉 −
∫ t
0
〈ϕs(·, s), ν(N)ℓ (s)〉ds
∣∣∣∣∣
+ lim
n→∞
∣∣∣∣∣ 1n
⌊nt⌋
∑
k=0
〈ϕs(·, k+ 1
n
− δ(·, n, k))− ϕs(·, k+ 1
n
), ν
(N)
ℓ
(
k+ 1
n
)〉
∣∣∣∣∣(4.29)
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The first termon the right-hand side above is equal to zero because ν
(N)
ℓ
is right-continuous
and ϕs is continuous, and hence s 7→ 〈ϕs(·, s), ν(N)ℓ (s)〉 is Riemann integrable in [0, t].
Also, since ϕ is a function in C1,1 with support in [0,m] × [0, T] for some m < L and
T < ∞, ϕs is uniformly continuous, and hence given any ǫ > 0, for all sufficiently large
n, we have∣∣∣∣ϕs(x, k+ 1n − δ(x, n, k))− ϕs(x, k+ 1n )
∣∣∣∣ ≤ ǫ, ∀x ∈ [0,m], k ≥ 1.
Therefore, using the bound 〈1, ν(N)
ℓ
(t)〉 ≤ N,∣∣∣∣∣ 1n
⌊nt⌋
∑
k=0
〈ϕs(·, k+ 1
n
− δ(·, n, k))− ϕs(·, k+ 1
n
), ν
(N)
ℓ
(
k+ 1
n
)〉
∣∣∣∣∣ ≤ (t+ 1)ǫN.
Since ǫ is arbitrary, the second term on the right-hand side of (4.29) is also equal to zero.
Therefore, we have shown that
(4.30) lim
n→∞ I
(n)
1 (t) =
∫ t
0
〈ϕs(·, s), ν(N)ℓ (s)〉ds.
To compute the limit of I (n)2 (t), first fix s, δ ≥ 0 and use the expressions for ν(N)ℓ , a(N)j
V (N) and U (N)
ℓ
in (4.9), (4.1), (4.5) and (4.7) to write
ν
(N)
ℓ
(s+ δ) =∑
j
1{j∈V (N)(s+δ)∩U (N)
ℓ
(s+δ)}δa(N)j (s+δ)
= J1 + J2 + J3(4.31)
where
J1 .=∑
j
1{j∈V (N)(s+δ)∩U (N)
ℓ
(s+δ)\V (N)(s)}δa(N)j (s+δ)
J2 .=∑
j
1{j∈V (N)(s+δ)∩V (N)(s)∩U (N)
ℓ
(s+δ)\U (N)
ℓ
(s)}δa(N)j (s)+δ
J3 .=∑
j
1{j∈V (N)(s+δ)∩V (N)(s)∩U (N)
ℓ
(s+δ)∩U (N)
ℓ
(s)}δa(N)j (s)+δ
. .
Next, applying the identity C ∩ F ∩ F˜ = F˜\ {[F˜\C] ∪ [(F˜ ∩ C)\F]} with C = V (N)(s+ δ),
F = U (N)
ℓ
(s+ δ) and F˜ = V (N)(s) ∩ U (N)
ℓ
(s), we have
J3 = ∑
j
1{j∈V (N)(s)∩U (N)
ℓ
(s)}δa(N)j (s)+δ
−J ′3(4.32)
−∑
j
1{j∈[V (N)(s)∩U (N)
ℓ
(s)∩V (N)(s+δ)]\U (N)
ℓ
(s+δ)}δa(N)j (s)+δ
,
where
J ′3 .= ∑
j
1{j∈[V (N)(s)∩U (N)
ℓ
(s)]\V (N)(s+δ)}δa(N)j (s)+δ
.
Note we have not used any property of U (N)
ℓ
in this calculation. We now restrict to real-
izations Ωs,δ when there is only a single arrival or departure during (s, s+ δ].
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LEMMA 4.6. For ℓ ≥ 1 and ϕ ∈ Cb([0, L)× [0,∞)), s ≥ 0 and δ > 0, on Ωs,δ,
〈ϕ(·, s), ν(N)
ℓ
(s+ δ)〉 = 〈ϕ(·+ δ, s), ν(N)
ℓ
(s)〉(4.33)
−∑
j
ϕ
(
a
(N)
j (s) + δ, s
)
1{β(N)j ∈(s,s+δ]}
1{χD,(N)j ≥ℓ}
+∑
j
ϕ
(
a
(N)
j (s+ δ), s
)
1{α(N)j ∈(s,s+δ]}
1{χK,(N)j ≥ℓ}
+ 1{ℓ≥2} ∑
j
ϕ
(
a
(N)
j (s+ δ), s
)
1{α(N)j ≤s}
1{β(N)j >s}
1{χ(N)j (s)=ℓ−1} ∑j′≥1
1{γ(N)
j′ ∈(s,s+δ]}
1{κ(N)
j′ =κ
(N)
j }
.
REMARK 4.7. Since χ
D,(N)
j ≥ 1 and χK,(N)j ≥ 1, for ℓ = 1 (4.33) reduces to
〈ϕ(·, s), ν(N)1 (s+ δ)〉 =〈ϕ (·+ δ, s) , ν(N)1 (s)〉 −∑
j
ϕ
(
a
(N)
j (s) + δ, s
)
1{β(N)j ∈(s,s+δ]}
+ ∑
j
ϕ
(
a
(N)
j (s+ δ), s
)
1{α(N)j ∈(s,s+δ]}
.(4.34)
PROOF OF LEMMA 4.6. We first simplify the terms J1,J2 and J3 in (4.31). A job j re-
ceives service at time s+ δ, but not at s if and only if it entered service during (s, s+ δ].
Moreover, on Ωs,δ, there could have been no arrivals in (s, s+ δ] and so, the length of the
job’s queue is constant from the service entry time to s+ δ. This implies j ∈ U (N)
ℓ
(s+ δ)
if and only if χ
K,(N)
j ≥ ℓ. Thus,
J1 = ∑
j
1{α(N)j ∈(s,s+δ]}
1{χK,(N)j ≥ℓ}
δ
a
(N)
j (s+δ)
.(4.35)
We now analyze the term J2. If a job j received service throughout the period (s, s+ δ],
that is j ∈ V (N)(s) ∩ V (N)(s + δ), then the corresponding queue could not have been
empty at time s, and on Ωs,δ, the difference between the queue length at time s+ δ and
time s is either zero (if there were no arrivals to that queue) or one (if there was precisely
one arrival to that queue.) Therefore, when ℓ = 1,
(4.36) V (N)(s) ∩ V (N)(s+ δ) ∩ U (N)1 (s+ δ)\U (N)1 (s) = ∅,
and J2 = 0, whereas for ℓ = 2, using the representation (4.10) for E(N),i,
J2 = ∑
j
1{α(N)j ≤s}
1{β(N)j >s}
1{χ(N)j (s)=ℓ−1}
E
(N),κ
(N)
j (s, s+ δ]δ
a
(N)
j (s+δ)
= ∑
j
1{α(N)j ≤s}
1{β(N)j >s}
1{χ(N)j (s)=ℓ−1}
δ
a
(N)
j (s+δ)
∑
j′≥1
1{γ(N)
j′ ∈(s,s+δ],κ
(N)
j′ =κ
(N)
j }
.
For the third term J3, we use (4.32). First, note that by the form (4.9) of ν(N)ℓ ,
〈ϕ(·, s),∑
j
1{j∈V (N)(s)∩U (N)
ℓ
(s)}δa(N)j (s)+δ
〉 = 〈ϕ(·+ δ), s), ν(N)
ℓ
(s)〉.(4.37)
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Next, note that a job j departed a queue during (s, s+ δ] if and only if j ∈ V (N)(s)\V (N)(s+
δ). Moreover, on Ωs,δ there were no arrivals during (s, s+ δ], and hence, the queue length
was constant on (s, β
(N)
j −). Therefore, j ∈ U (N)ℓ (s) if and only if χD,(N)j ≥ ℓ. Hence,
J ′3 = ∑
j
1{β(N)j ∈(s,s+δ]}
1{χD,(N)j ≥ℓ}
δ
a
(N)
j (s)+δ
.(4.38)
Finally, for the last term on the right-hand side of (4.32), note that if a job j receives
service at a queue during (s, s + δ], then that queue length is non-decreasing on that
interval. Therefore,
(4.39)
[
V (N)(s) ∩ V (N)(s+ δ) ∩ U (N)
ℓ
(s)
]
\U (N)
ℓ
(s+ δ) = ∅.
The result follows from (4.31)-(4.32) and (4.35)-(4.39).
We continue with the identification of the limit of I (n)2 (t). Since P{Ωt} = 1 by assump-
tion, there exists n0 ∈ N such that almost surely, the identity (4.33) holds with δ = 1/n
and s = k/n simultaneously for every n ≥ n0 and k = 0, 1, ..., ⌊nt⌋. Substituting (4.33),
with δ = 1/n and s = k/n, into (4.28) we have almost surely,
I (n)2 (t) =
⌊nt⌋
∑
k=0
[〈
ϕ(·+ 1
n
,
k
n
)− ϕ(·, k
n
), ν
(N)
ℓ
(
k
n
)
〉]
(4.40)
−
⌊nt⌋
∑
k=0
∑
j
ϕ
(
a
(N)
j (
k
n
) +
1
n
,
k
n
)
1{β(N)j ∈( kn , k+1n ]}
1{χD,(N)j ≥ℓ}
+
⌊nt⌋
∑
k=0
∑
j
ϕ
(
a
(N)
j (
k+ 1
n
),
k
n
)
1{α(N)j ∈( kn , k+1n ]}
1{χK,(N)j ≥ℓ}
+ 1{ℓ≥2}
⌊nt⌋
∑
k=0
∑
j
∑
j′≥1
ϕ
(
a
(N)
j (
k+ 1
n
),
k
n
)
1{α(N)j ≤ kn }
1{β(N)j > kn }
1{χ(N)j ( kn )=ℓ−1}
1{γ(N)
j′ ∈( kn , k+1n ]}
1{κ(N)
j′ =κ
(N)
j }
.
For ϕ ∈ C1,1c ([0, L)×R+), using computations analogous to the derivation of the limit
of I (n)1 in (4.27), the limit of the first term on the right-hand side of (4.40) is
(4.41) lim
n→∞
⌊nt⌋
∑
k=0
[〈
ϕ(·+ 1
n
,
k
n
)− ϕ(·, k
n
), ν
(N)
ℓ
(
k
n
)
〉]
=
∫ t
0
〈ϕx(·, s), ν(N)ℓ (s)〉ds.
For the second term, setting β
(N)
j,n
.
= 1n⌊nβ(N)j ⌋, noting that β(N)j,n ↑ β(N)j as n→ ∞, using
25
the continuity of ϕ and a
(N)
j , and the identity a
(N)
j (β
(N)
j ) = vj, we have
lim
n→∞
⌊nt⌋
∑
k=0
∑
j
ϕ
(
a
(N)
j (
k
n
) +
1
n
,
k
n
)
1{β(N)j ∈( kn , k+1n ]}
1{χD,(N)j ≥ℓ}
= lim
n→∞ ∑
j
⌊nt⌋
∑
k=0
ϕ
(
a
(N)
j (
k
n
) +
1
n
,
k
n
)
1{β(N)j ∈( kn , k+1n ]}
1{χD,(N)j ≥ℓ}
= lim
n→∞ ∑
j
ϕ
(
a
(N)
j (β
(N)
j,n ) +
1
n
, β
(N)
j,n
)
1{β(N)j ≤ ⌈nt⌉n }
1{χD,(N)j ≥ℓ}
= ∑
j
ϕ
(
vj, β
(N)
j
)
1{β(N)j ≤t}
1{χD,(N)j ≥ℓ}
= D(N)ϕ,ℓ (t).(4.42)
where the last equality follows from (4.18).
Likewise, for the third term, setting α
(N)
j,n
.
= 1n⌊nα(N)j ⌋, and noting that a(N)j (α(N)j ) = 0
and α
(N)
j,n ↑ α(N)j as n → ∞, we obtain
lim
n→∞
⌊nt⌋
∑
k=0
∑
j
ϕ
(
a
(N)
j (
k+ 1
n
),
k
n
)
1{α(N)j ∈( kn , k+1n ]}
1{χK,(N)j ≥ℓ}
= lim
n→∞ ∑
j
ϕ
(
a
(N)
j (α
(N)
j,n +
1
n
), α
(N)
j,n
)
1{0≤α(N)j ≤ ⌈nt⌉n }
1{χK,(N)j ≥ℓ}
= ∑
j
ϕ
(
0, α
(N)
j
)
1{0≤α(N)j ≤t}
1{χK,(N)j ≥ℓ}
.(4.43)
Further simplification of (4.43) is slightly different for ℓ = 1 and ℓ ≥ 2. When ℓ ≥ 2,
due to the non-idling assumption, the service entry time of any job to a queue of length
at least ℓ just after service entry coincides with the departure time of another job from
the same queue, which had length at least ℓ+ 1 just before the departure. Therefore, for
ℓ ≥ 2, by definition (4.16) of D(N)
ℓ
we have
∑
j
ϕ
(
0, α
(N)
j
)
1{0≤α(N)j ≤t}
1{χK,(N)j ≥ℓ}
= ∑
j
ϕ
(
0, β
(N)
j
)
1{β(N)j ≤t}
1{χD,(N)j ≥ℓ+1}
=
∫
[0,t]
ϕ(0, s)dD
(N)
ℓ+1(s).(4.44)
To simplify (4.43) for ℓ = 1, we first define the cumulative service entry process:
(4.45) K(N)(t)
.
=
∞
∑
j=j0
1{0≤α(N)j ≤t}
, t ≥ 0.
LEMMA 4.8. Given D
(N)
2 and E
(N),i defined in (4.16) and (4.10), respectively,
(4.46) K(N)(t) = D
(N)
2 (t) +
N
∑
i=1
∫ t
0
1{X(N),i(u−)=0}dE
(N),i(u), t ≥ 0.
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PROOF. Service entries can be classified into two types, based on whether or not the
queue was empty right before service entry. Thus, we can expand (4.45) as
K(N)(t) =∑
j
1{0≤α(N)j ≤t}
1{χ(N)j (α(N)j −)≥1}
+∑
j
1{0≤α(N)j ≤t}
1{χ(N)j (α(N)j −)=0}
.
Due to the non-idling assumption, the service entry time of the first type coincides with
the departure time of another job from the same queue, which had length of at least 2 just
before departure. On the other hand, a service entry time of the second type coincides
with the arrival time of the same job to an empty queue. Recalling that κ
(N)
j is the queue
index of job j, we can then write
K(N)(t) =∑
j
1{β(N)j ≤t}
1{χD,(N)j ≥2}
+ ∑
j≥1
1{γ(N)j ≤t}
1{χE,(N)j =1}
=∑
j
1{β(N)j ≤t}
1{χD,(N)j ≥2}
+
N
∑
i=1
∞
∑
j=1
1{X(N),i(γ(N)j −)=0}
1{γ(N)j ≤t}
1{κ(N)j =i}
.
Equation (4.46) then follows from (4.16) and (4.10).
By (4.45)-(4.46), the fact that 1{χK,(N)j ≥1}
= 1 (see Remark 4.2), and (4.14), we have
∑
j
ϕ
(
0, α
(N)
j
)
1{0≤α(N)j ≤t}
1{χK,(N)j ≥1}
=
∫
[0,t]
ϕ(0, u)dD
(N)
2 (u) +
N
∑
i=1
∫ t
0
ϕ(0, u)1{X(N),i(u−)=0}dE
(N),i(u)
=
∫
[0,t]
ϕ(0, u)dD
(N)
2 (u) +R(N)ϕ,1 (t).(4.47)
Finally, the last term on the right-hand side of (4.40) is zero for ℓ = 1. For ℓ ≥ 2,
changing the order of summation, setting γ
(N)
j′,n =
1
n⌊nγ(N)j′ ⌋, noting that on Ωt, the arrival
of j′ is the only event taking place in the interval (k/n, (k + 1)/n], the limit of the last
term on the right-hand side of (4.40) is equal to
lim
n→∞ ∑
j′≥1
∑
j
ϕ
(
a
(N)
j (γ
(N)
j′,n +
1
n
),γ
(N)
j′,n
)
1{α(N)j ≤γ(N)j′,n }
1{β(N)j >γ(N)j′,n }
1{χ(N)j (γ(N)j′,n )=ℓ−1}
1{γ(N)
j′ ≤
⌈nt⌉
n }
1{κ(N)
j′ =κ
(N)
j }
.
Since γ
(N)
j′,n ↑ γ(N)j′ as n → ∞, the fact that on Ωt, α(N)j , β(N)j 6= γ(N)j′ for all j 6= j′, and by
the continuity of ϕ and a
(N)
j , the last display is equal to
∑
j′≥1
∑
j
ϕ
(
a
(N)
j (γ
(N)
j′ ),γ
(N)
j′
)
1{α(N)j <γ(N)j′ ≤t∧β
(N)
j }
1{χ(N)j (γ(N)j′ −)=ℓ−1}
1{κ(N)
j′ =κ
(N)
j }
.
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Partitioning jobs in terms of their queues, and using (4.11), the last display equals
N
∑
i=1
∑
j′≥1
1{κ(N)
j′ =i}
1{γ(N)
j′ ≤t} ∑j
ϕ
(
a
(N)
j (γ
(N)
j′ ),γ
(N)
j′
)
1{α(N)j <γ(N)j′ }
1{β(N)j ≥γ(N)j′ }
1{χ(N)j (γ(N)j′ −)=ℓ−1}
1{κ(N)j =i}
=
N
∑
i=1
∑
j′≥1
1{κ(N)
j′ =i}
1{γ(N)
j′ ≤t}
〈ϕ(·,γ(N)j′ ), ν(N),iℓ−1 (γ(N)j′ −)− ν(N),iℓ (γ(N)j′ −)〉
=
N
∑
i=1
∫
(0,t]
〈ϕ(·, s), ν(N),i
ℓ−1 (s−)− ν(N),iℓ (s−)〉dE(N),i(s)
= R(N)ϕ,ℓ (t),(4.48)
where E(N),i and R(N)ϕ,ℓ (t) are defined in (4.10) and (4.13), respectively.
We now combine the above observations to conclude the proof.
PROOF OF PROPOSITION 4.5. Equation (4.24) follows from (4.26), (4.30), (4.40)-(4.44),
(4.47) and (4.48). To establish (4.25), note that for ϕ = 1, I (n)1 (t) and the first term on the
right-hand side of (4.40) are zero for all t ≥ 0. Since Lemma 4.6 and the calculation of
other terms on the right-hand side of (4.40) are valid for all ϕ ∈ Cb([0, L)× [0,∞)), (4.25)
follows on setting ϕ = 1 in (4.24).
REMARK 4.9. Equation (4.24) clearly remains valid for functions ϕ on [0, L) ×R+ of
the form ϕ(x, s) = f (x) for some f ∈ C1c [0, L).
5. Martingale Decomposition for Routing and Departure Processes. Fix N ∈ N. In
Section 5.1 we state amartingale decomposition result for the ϕ-weighted routing process
R(N)ϕ,ℓ and departure processD(N)ϕ,ℓ defined in (4.13) and (4.18), respectively. The proofs are
given in Section 5.3 and Appendix B, and rely on an alternative characterization of the
filtration {F (N)t } in terms of a marked point process introduced in Section 5.2. Unlike
Proposition 4.5, these results are specific to our assumptions on the arrival process and
load balancing algorithm, although the general method can be adapted to analyze other
models.
5.1. The Form of Compensators. For ϕ ∈ Cb([0, L)×R+), define
(5.1) B
(N)
ϕ,1 (t)
.
=
∫ t
0
h
(N)
E
(
R
(N)
E (u)
)
ϕ(0, u)(1− (S(N)1 (u))d)du,
where h
(N)
E is the hazard rate of the inter-arrival distribution, and for ℓ ≥ 2, set
(5.2)
B
(N)
ϕ,ℓ (t)
.
=
∫ t
0
h
(N)
E
(
R
(N)
E (u)
)
Pd
(
S
(N)
ℓ−1(u), S
(N)
ℓ (u)
) 〈
ϕ(·, u) , ν(N)
ℓ−1(u)− ν(N)ℓ (u)
〉
du.
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PROPOSITION 5.1. Suppose Assumptions I, II.a, and III.a hold. Then, for ℓ ≥ 1 and
ϕ ∈ Cb([0, L)×R+), the process
(5.3) N (N)ϕ,ℓ
.
= R(N)ϕ,ℓ − B(N)ϕ,ℓ ,
is a local {F (N)t }-martingale, with quadratic variation
(5.4) [N (N)ϕ,ℓ ](t) = R(N)ϕ2 ,ℓ(t), t ≥ 0.
Proposition 5.1 is a key result and its proof is given in Section 5.3. Next, for ϕ ∈ Cb([0, L)×
R+), define
(5.5) A
(N)
ϕ,ℓ (t)
.
=
∫ t
0
〈ϕ(·, s)h(·), ν(N)
ℓ
(s)〉ds, ∀t ≥ 0.
PROPOSITION 5.2. Suppose Assumptions I, II.a, and III.a hold. Then, for ℓ ≥ 1 and
ϕ ∈ Cb([0, L)×R+), the process
(5.6) M(N)ϕ,ℓ
.
= D(N)ϕ,ℓ − A(N)ϕ,ℓ ,
is a local {F (N)t }-martingale, with quadratic variation
(5.7) [M(N)ϕ,ℓ ](t) = D(N)ϕ2,ℓ(t), t ≥ 0.
Since the proof of Proposition 5.2 is similar to (in fact much simpler than) that of Propo-
sition 5.1, it is relegated to Appendix B. A similar result for a different model and filtra-
tion, can also be found in [22, (5.24), (5.25) and Lemma 5.4].
REMARK 5.3. Substituting (5.3), (5.6), and (5.5) into (4.24), we have
〈ϕ(·, t), ν(N)
ℓ
(t)〉 =〈ϕ(·, 0), ν(N)
ℓ
(0)〉+
∫ t
0
〈ϕs(·, s) + ϕx(·, s)− ϕ(·, s)h(·), ν(N)ℓ (s)〉ds
+
∫
[0,t]
ϕ(0, s)dD
(N)
ℓ+1(s) + B
(N)
ϕ,ℓ (t)−M(N)ϕ,ℓ (t) +N (N)ϕ,ℓ (t).(5.8)
We now state an elementary lemma used in the proof of Proposition 5.1. Suppose
(Ω,G, {Gt},P) is a filtered probability space that satisfies the usual conditions, and let
ξ = {ξ(t); t ≥ 0} be a point process adapted to {Gt}. Recall that a non-negative {Gt}-
progressive process {̺(t); t ≥ 0} is called a {Gt}-intensity of ξ if for all t ≥ 0,
∫ t
0 ̺(s)ds <
∞ almost surely, and for every non-negative {Gt}-predictable processesH,E[
∫ ∞
0 H(t)dξ(t)] =
E[
∫ ∞
0
H(s)̺(s)ds]. The next result follows from [10, Lemma II.L3] and see [30, (18.1),
Chapter IV], but a proof is provided here for completeness.
LEMMA 5.4. Let ̺ be a {Gt}-intensity of a point process ξ on (Ω,G, {Gt},P), and
given a locally bounded, {Gt}-predictable process θ, define ζ(t) .=
∫ t
0 θ(s)dξ(s). Then
ζ(t)− ∫ t0 θ(s)̺(s)ds, t ≥ 0, is a local {Gt}-martingale, with quadratic variation
(5.9) [ζ](t) =
∫ t
0
θ2(s)dξ(s), t ≥ 0.
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PROOF. First note that by local boundedness of θ, for all t ≥ 0,∫ t
0
|θ(s)|̺(s)ds ≤ sup
s∈[0,t]
|θ(s)|
∫ t
0
̺(s)ds < ∞, a.s,
where the last inequality is by definition of stochastic intensity. The first claim then fol-
lows from [10, Lemma II.L3]. For the second claim, since ξ is a pure jump process with
unit jumps, ζ is also a pure jump process with jumps
(5.10) ζ(s) − ζ(s−) = θ(s)(ξ(s) − ξ(s−)).
Therefore, the quadratic variation of ζ is given by (see [30, (18.1), Chapter IV])
(5.11) [ζ](t) = ∑
0<s≤t
(ζ(s)− ζ(s−))2 = ∑
0<s≤t
θ2(s)(ξ(s) − ξ(s−)) =
∫ t
0
θ2(s)dξ(s).
5.2. A Marked Point Process Representation. In this section, we construct a point pro-
cess T (N) consisting of all arrival and departure times, marked by their type and their
corresponding queue index. This point process has the property that its natural filtration,
together with the σ-algebra generated by initial conditions, is equivalent to the filtration
{F (N)t ; t ≥ 0} defined in (4.22). Moreover, each auxiliary process defined in Section 4.2
can be represented as an integral with respect to T (N), which allows us to more easily
identify its compensator.
Consider the set
T
(N) .=
{
(γ
(N)
j , (E, κ
(N)
j )); j ≥ 1
}
∪
{
(β
(N)
j , (D, κ
(N)
j )); j ≥ j0
}
,
which is the union of all arrival times γ
(N)
j , marked by the tag E (indicating that it is an
arrival time) and the index of the queue to which job j is routed, and all departure times
β
(N)
j , marked by the tag D (indicating that it is a departure time) and the index of the
queue from which job j departed. Since the inter-arrival and service distributions G
(N)
E
and G are absolutely continuous with respect to Lebesgue measure, by Assumptions I
and II.a, almost surely at most one arrival to and at most one departure from each queue
can occur at any given time. Let τ0
.
= 0 and z0 be a constant (whose value is irrelevant),
and define the sequence of events {(τ(N)k , z(N)k ); k ≥ 1}, each composed of an event time
τ
(N)
k and an event mark z
(N)
k , to be the relabeling (i.e., a one-to-one correspondence) of T
N
sorted by lexicographic order, assumingD < E. That is, events are ordered first by event
times (τ
(N)
k ≤ τ(N)k+1), then by event type (departure first, then arrival) and finally by queue
index (with smaller indices first). Let T (N) = {T (N)(t); t ≥ 0} be the corresponding
marked point process. Clearly, for every index i ∈ {1, ...,N},
(5.12) T (N)(E, i; t) .= ∑
k≥1
1{τ(N)k ≤t}
1{z(N)k =(E,i)}
= E(N),i(t),
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and
(5.13) T (N)(D, i; t) .= ∑
k≥1
1{τ(N)k ≤t}
1{z(N)k =(D,i)}
= D(N),i(t).
These relations show that the filtration {F (N)t } in (4.22) has the representation
(5.14) F (N)t = σ(I0) ∨ FT ,(N)t , t ≥ 0,
where {FT ,(N)t } is the filtration generated by the marked point process T (N) [10, p. 57,
eqn. (1.2)].
At any time t, server i is called busy if X(N),i(t) ≥ 1, and is called idle otherwise. By the
non-idling assumption, there is a job receiving service at any busy server i at time t, and
we define a(N),i(t) to be the age of that job. Using this notation, for ℓ ≥ 1, we can rewrite
the definition (4.11) of ν
(N),i
ℓ
as
(5.15) ν
(N),i
ℓ
(t) = 1{X(N),i(t)≥ℓ}δa(N),i(t),
which when combined with (4.12), yields
(5.16) ν
(N)
ℓ
(t) =
N
∑
i=1
1{X(N),i(t)≥ℓ}δa(N),i(t).
For k ≥ 0, define
(5.17) B
(N)
k
.
=
{
i : X(N),i(τ
(N)
k ) ≥ 1
}
to be the set of busy servers at time τ
(N)
k , and note that for i ∈ B(N)k , a(N),i(τ(N)k ) is well-
defined. Define ξ
(N)
k+1 to be the next arrival time strictly after τ
(N)
k , and for i = 1, ...,N,
define σ
(N),i
k+1 to be the next time strictly after τ
(N)
k when there is a departure from queue
i if i ∈ B(N)k , and σ(N),ik+1 = ∞, otherwise. When the event time τ(N)k is distinct, that is
τ
(N)
k 6= τ(N)k′ for all k′ 6= k, the next event time will be the minimum among the first
arrival time after τk and the next departure time from queues that are busy at time τk.
Therefore, defining
(5.18) Ω˜k
.
= {ω ∈ Ω; τk 6= τk′ , ∀k′ 6= k},
to be the set of realizations on which the event time τ
(N)
k is distinct, we have
(5.19) τ
(N)
k+1 = min
(
ξ
(N)
k+1, σ
(N),i
k+1 ; i = 1, ...,N
)
on Ω˜k.
The next lemma identifies the joint distribution of the next arrival and departure times
given F (N)
τ
(N)
k
.
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LEMMA 5.5. Suppose Assumptions I, II.a, and III.a hold. Then, for k ≥ 0, P{Ω˜k} = 1,
ξ
(N)
k+1 and σ
(N),i
k+1 , i = 1, ...,N, are conditionally independent given F (N)τ(N)k , and
(5.20) P
{
ξ
(N)
k+1 − τ(N)k > b
∣∣F (N)
τ
(N)
k
}
=
G
(N)
E (R
(N)
E (τ
(N)
k ) + b)
G
(N)
E (R
(N)
E (τ
(N)
k ))
, b > 0,
and for i = 1, ...,N,
(5.21) 1{i∈B(N)k }
P
{
σ
(N),i
k+1 − τ(N)k > b
∣∣F (N)
τ
(N)
k
}
= 1{i∈B(N)k }
G(a(N),i(τ
(N)
k ) + b)
G(a(N),i(τ
(N)
k ))
, b > 0.
The result in Lemma 5.5 is intuitive and follows from the independence of the inter-
arrival and service times. However, a completely rigorous proof is rather involved and
technical, although involving fairly routine calculations. Hence, we defer the proof to
Section A.3. Using Lemma 5.5, we can rewrite (5.19) as
(5.22) τ
(N)
k+1 = min
(
ξ
(N)
k+1, σ
(N),i
k+1 ; i = 1, ...,N
)
, a.s.
We now state a consequence of Lemma 5.5. Recall that a sequence {tn; n ∈ N} is called
non-explosive if for every T < ∞, there are finitely many n with tn ≤ T.
COROLLARY 5.6. Suppose Assumptions I, II.a, and III.a hold. Then, almost surely, the
sequence of event times {τ(N)k ; k ≥ 0} is non-explosive, and P{Ωt} = 1, t ≥ 0.
PROOF. Fix t ≥ 0, define Ωˆt = Ωˆ(N)t = {ω : X(N)(0) < ∞, E(N)(t) < ∞}. Since
X(N)(0) < ∞ almost surely by Assumption III.a and E(N) is a renewal process with non-
degenerate interarrival time distribution by Assumption I, P{Ωˆt} = 1. MoreoverD(N)(t)
is also finite on Ωˆt by (4.17). Thus, on Ωˆt, and hence, almost surely, the total number of
events up to t is finite and {τ(N)k } is non-explosive.
Moreover, the set Ω˜
.
= ∪k≥0Ω˜k of realizations on which all events are distinct has
full measure by Lemma 5.5. For every ω ∈ Ωˆt ∩ Ω˜, the quantity ∆(ω) = ∆(N)(ω) .=
inf
k:τ
(N)
k ≤t
(
τ
(N)
k+1 − τ(N)k
)
, is strictly positive because it is the infimum of finitely many
positive numbers. This means that for n > 1/∆, the distance between any two events
prior to time t exceeds 1/n. Therefore, ω ∈ Ω k
n ,
1
n
for all k = 0, ..., ⌊nt⌋, and hence ω ∈ Ωt.
This implies Ωˆt ∩ Ω˜ ⊆ Ωt and hence, P{Ωt} = 1.
5.3. Compensator for the Weighted Routing Measure. We state our first result.
LEMMA 5.7. Suppose Assumptions I, II.a, and III.a hold. Then, for i = 1, ...,N, the
process E(N),i defined in (4.10) has the following {F (N)t }-intensity process:
(5.23)
{
1
N
h
(N)
E
(
R
(N)
E (t−)
) ∞
∑
ℓ=1
1{X(N),i(t−)=ℓ−1}Pd
(
S
(N)
ℓ−1(t−), S(N)ℓ (t−)
)
; t ≥ 0
}
.
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PROOF. Throughout this proof, we omit the superscript (N) for ease of notation. Sup-
pose that for k ≥ 0 and i = 1, . . . ,N, the conditional density fE,ik+1 defined by
(5.24) P
{
τk+1 − τk ∈ A, zk+1 = (E, i)
∣∣Fτk} = ∫
A
fE,ik+1(ω, r)dr, ω ∈ Ω, A ∈ B[0,∞),
exists. Then, by the representation in (5.12) of Ei in terms of T (N), and the fact that the
sequence {τk} is non-explosive by Corollary 5.6, it follows from [10, Theorem III.T7, com-
ment (β) and (2.10)] that the process
(5.25)
∞
∑
k=0
fE,ik+1(ω, t− τk)
P {τk+1 > t|Fτk}
1{τk<t≤τk+1}.
is an {Ft}-intensity of Ei.
We now show that fE,ik+1 in (5.24) exists. First, note that by (5.22), the next event after
τk is an arrival to queue i, that is, zk+1 = (E, i), if the next arrival occurs before the next
departure from any queue and the arriving job, which has index E(τk+1), is routed to
queue i. Hence, defining σk+1
.
= min(σi
′
k+1; i
′ = 1, ...,N), we have
P
{
τk+1 − τk > t, zk+1 = (E, i)
∣∣Fτk}
= P
{
ξk+1 > τk + t, σk+1 > ξk+1, κE(τk+1) = i
∣∣Fτk}
= E
[
1{ξk+1>τk+t,σk+1>ξk+1}P
{
κE(τk+1) = i|Fτk , ξk+1, σk+1
} ∣∣∣Fτk] .(5.26)
The queue to which job j = E(τk+1) is routed is given by (4.2), which is a (deterministic)
function of the random queue choices vector ιj and queue lengths at time τk. According
to (4.2), this job is routed to a queue of length exactly ℓ − 1, if and only if all selected
queue indices ιj have lengths at least ℓ− 1, and at least one of them has length exactly
ℓ − 1. Since ιj is independent of all other random variables, the conditional probability
(given Fτk , σk+1 and ξk+1) that the job is routed to a queue of length ℓ− 1 is (Sℓ−1(τk))d−
(Sℓ(τk))
d. Moreover, the job is equally likely to be routed to any queue of length ℓ − 1.
Since there are Sℓ−1(τk)− Sℓ(τk) such queues, on the event Xi(τk) = ℓ− 1, we have
P
{
κE(τk+1) = i|Fτk , ξk+1, σk+1
}
=
(
Sℓ−1(τk)
)d − (Sℓ(τk))d
Sℓ−1(τk)− Sℓ(τk)
=
1
N
Pd
(
Sℓ−1(τk), Sℓ(τk)
)
,
where the polynomialPd is defined in (2.8). Therefore,
P
{
κE(τk+1) = i|Fτk , ξk+1, σk+1
}
=
∞
∑
ℓ=1
1{Xi(τk)=ℓ−1}P
{
κE(τk+1) = i|Fτk , ξk+1, σk+1
}
=
1
N
∞
∑
ℓ=1
1{Xi(τk)=ℓ−1}Pd
(
Sℓ−1(τk), Sℓ(τk)
)
.(5.27)
Moreover, using (5.20) and Lemma 5.5, we have
(5.28)
P {ξk+1 > τk + t, σk+1 > ξk+1|Fτk} =
1
GE(RE(τk))
∫ ∞
t
P {σk+1 − τk > s|Fτk} gE(s+RE(τk))ds.
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Therefore, by (5.26)-(5.28) and the fact that the right-hand side of (5.27) is Fτk-measurable,
for k ∈ Z+, i ∈ {1, ...,N}, the density fE,ik+1 exists, and for t ≥ τk,
fE,ik+1(t− τk) = P {σk+1 > t|Fτk}
gE(t− τk + RE(τk))
N GE(RE(τk))
∞
∑
ℓ=1
1{Xi(τk)=ℓ−1}Pd
(
Sℓ−1(τk), Sℓ(τk)
)
.
(5.29)
Similarly, by (5.22), Lemma 5.5 and (5.20), for every k ≥ 0 and t ≥ τk we have
P {τk+1 > t|Fτk} = P {ξk+1 ∧ σk+1 > t|Fτk} = P {σk+1 > t|Fτk}P {ξk+1 > t|Fτk}
= P {σk+1 > t|Fτk}
GE(t− τk + RE(τk))
GE(RE(τk))
.(5.30)
Combining (5.29) and (5.30) with (5.25), recalling that hE = gE/GE is the hazard rate
function of the interarrival times, and noting that on (τk, τk+1], X
i, Sℓ are constant and RE
has a unit slope, we see that
1
N
∞
∑
k=0
hE(t− τk + RE(τk))
∞
∑
ℓ=1
1{Xi(τk)=ℓ−1}Pd
(
Sℓ−1(τk), Sℓ(τk)
)
1{τk<t≤τk+1}
=
1
N
∞
∑
k=0
hE(RE(t−))
∞
∑
ℓ=1
1{Xi(t−)=ℓ−1}Pd
(
Sℓ−1(t−), Sℓ(t−)
)
1{τk<t≤τk+1}
=
1
N
hE(RE(t−))
∞
∑
ℓ=1
1{Xi(t−)=ℓ−1}Pd
(
Sℓ−1(t−), Sℓ(t−)
)
, t ≥ 0,(5.31)
is an {Ft}-intensity of E(N),i.
We now use Lemma 5.7 to prove the martingale decomposition forR(N)ϕ,ℓ .
PROOF OF PROPOSITION 5.1. First, note Note from (4.13) that
(5.32) R(N)ϕ,ℓ =
N
∑
i=1
R(N),iϕ,ℓ ,
where
(5.33) R(N),iϕ,ℓ (t)
.
=

∫
(0,t]
ϕ(0, s)1{X(N),i(s−)=0}dE
(N),i(s) if ℓ = 1,∫
(0,t]
〈ϕ(·, s), ν(N),i
ℓ−1 (s−)− ν(N),iℓ (s−)〉dE(N),i(s) if ℓ ≥ 2.
We first prove the result for the case ℓ = 1. Consider the setup of Lemma 5.4 with ξ =
E(N),i, Gt = F (N)t , θ(s) = ϕ(0, s)1{X(N),i(s−)=0}, and hence, ζ = R(N),iϕ,1 . Since ϕ is bounded,
continuous and X(N),i is right-continuous and {F (N)t }-adapted (see Proposition A.3), θ
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is bounded, {F (N)t }-adapted , and left-continuous, and thus, {F (N)t }-predictable. There-
fore, using the fact that the expression in (5.23) is an intensity of E(N),i, and by the identity
1
N
ϕ(0, t)1{X(N),i(t−)=0}h
(N)
E (R
(N)
E (t−))
∞
∑
ℓ′=1
1{X(N),i(t−)=ℓ′−1}Pd
(
S
(N)
ℓ′−1(t−), S(N)ℓ′ (t−)
)
=
1
N
ϕ(0, t)1{X(N),i(t−)=0}h
(N)
E (R
(N)
E (t−))Pd
(
1, S
(N)
1 (t−)
)
,
(5.34)
which holds since 1(X(N),i(t−) = 0)1(X(N),i(t−) = ℓ′ − 1) 6= 0 if and only if ℓ′ = 1,
and S
(N)
0 ≡ 1, it follows from Lemma 5.4 that the process {N (N),iϕ,1 (t); t ≥ 0} defined as
N (N),iϕ,1 = R(N),iϕ,1 − R˜(N),iϕ,1 , where
R˜
(N),i
ϕ,1 (t)
.
=
1
N
∫ t
0
ϕ(0, s)1{X(N),i(s)=0}h
(N)
E (R
(N)
E (s))Pd
(
1, S
(N)
1 (s)
)
ds,(5.35)
is a local {F (N)t }-martingale (note that the right-hand side of (5.34) and the integrand
of the display above only differ on a zero-measure subset of [0, t]). Moreover, since the
number of idle servers at time t is N− S(N)1 (t), and by definition (2.8) ofPd and definition
(5.2) of B
(N)
ϕ,1 , we have
N
∑
i=1
R˜
(N),i
ϕ,1 (t) =
1
N
∫ t
0
ϕ(0, s)h
(N)
E (R
(N)
E (s))Pd
(
1, S
(N)
1 (s)
) N
∑
i=1
1{X(N),i(s)=0}ds
=
∫ t
0
ϕ(0, s)h
(N)
E (R
(N)
E (s))
(
1− (S(N)1 (s))d) ds
= B
(N)
ϕ,1 (t).(5.36)
Then, since ∑Ni=1N (N),iϕ,1 = R(N)ϕ,1 − B(N)ϕ,1 = N (N)ϕ,1 , it follows that N (N)ϕ,1 is a local {F (N)t }-
martingale. Moreover, by (5.9) of Lemma 5.4 in the setup described above,
[R(N),iϕ,1 ](t) =
∫ t
0
ϕ2(0, s)1{X(N),i(u−)=0}dE
(N),i(u) = R(N),i
ϕ2 ,1
(t).
Also, for i = 1, ...,N and i′ 6= i, R(N),iϕ,1 and R(N),i
′
ϕ,1 are pure jump processes with no com-
mon jump times almost surely (see Lemma 5.5), and hence, [R(N),iϕ,ℓ ] is locally bounded
and [R(N),iϕ,1 ,R(N),i
′
ϕ,1 ] ≡ 0, almost surely. Together with the fact that B(N)ϕ,1 = R(N)ϕ,1 −N (N)ϕ,1
is a continuous function with finite variation, this implies
[N (N)ϕ,1 ] = [R(N)ϕ,1 ] = [
N
∑
i=1
R(N),iϕ,1 ] =
N
∑
i=1
[R(N),iϕ,1 ] =
N
∑
i=1
R(N),i
ϕ2 ,1
= R(N)
ϕ2,1
.
Similarly, for ℓ ≥ 2, consider the setup of Lemma 5.4 with ξ, {Gt} as above, but with
θ(s) replaced by
〈ϕ(·, s), ν(N),i
ℓ−1 (s−)− ν(N),iℓ (s−)〉 = ϕ(a(N),i(s−), s)1{X(N),i(s−)=ℓ−1}
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and hence, ζ replaced byR(N),iϕ,ℓ . Since a(N),i and X(N),i are {F (N)t }-adapted, θ is bounded,
{F (N)t }-adapted, and left-continuous. Thus, using the fact that (5.23) is an intensity of
E(N),i, and by the identity
1
N
ϕ
(
a(N),i(t−), t
)
1{X(N),i(t−)=ℓ−1}h
(N)
E (R
(N)
E (t−))
∞
∑
ℓ′=1
1{X(N),i(t−)=ℓ′−1}Pd
(
S
(N)
ℓ′−1(t−), S(N)ℓ′ (t−)
)
=
1
N
ϕ
(
a(N),i(t−), t
)
1{X(N),i(t−)=ℓ−1}h
(N)
E (R
(N)
E (t−))Pd
(
S
(N)
ℓ−1(t−), S(N)ℓ (t−)
)
,
which holds since 1{X(N),i(t−)=ℓ−1}1{X(N),i(t−)=ℓ′−1} 6= 0 if and only if ℓ′ = ℓ, it follows from
Lemma 5.4 that the process N (N),iϕ,ℓ
.
= R(N),iϕ,ℓ − R˜(N),iϕ,ℓ , with
R˜
(N),i
ϕ,ℓ (t)
.
=
1
N
∫ t
0
ϕ
(
a(N),i(s), s
)
1{X(N),i(s)=ℓ−1}h
(N)
E (R
(N)
E (s))Pd
(
S
(N)
ℓ−1(s), S
(N)
ℓ (s)
)
ds,
is a local {F (N)t }-martingale. Again, by (5.2) and (5.15),
R˜
(N),i
ϕ,ℓ (t) =
1
N
∫ t
0
h
(N)
E (R
(N)
E (s))Pd
(
S
(N)
ℓ−1(s), S
(N)
ℓ (s)
) N
∑
i=1
ϕ(a(N),i(s), s)1{X(N),i(s)=ℓ−1}ds
= B
(N)
ϕ,ℓ (t).
Using (5.32), it follows that ∑Ni=1N (N),iϕ,ℓ = R(N)ϕ,ℓ − B(N)ϕ,ℓ = N (N)ϕ,ℓ , and hence, N (N)ϕ,ℓ is also
a local {F (N)t }-martingale. Also, in the setup above, we have
θ2(s) = ϕ2(a(N),i(s−), s)1{X(N),i(s−)=ℓ−1} = 〈ϕ2(·, s), ν(N),iℓ−1 (s−)− ν(N),iℓ (s−)〉,
and so (5.9) of Lemma 5.4 implies
[R(N),iϕ,ℓ ](t) =
∫ t
0
〈ϕ2(·, s), ν(N),i
ℓ−1 (s−)− ν(N),iℓ (s−)〉dE(N),i(s) = R(N),iϕ2 ,ℓ .
Finally, by the same reasoning as in the case ℓ = 1, for ℓ ≥ 2 we have [N (N)ϕ,ℓ ] = [R(N)ϕ,ℓ ] =
R(N)
ϕ2 ,ℓ
. This completes the proof.
6. Proof of Convergence Results. In Section 6.1 we prove relative compactness of
the state and auxiliary processes. In Section 6.2, we first show that subsequential limits
of the state processes satisfy the hydrodynamic equations, and then prove Theorem 2.6
and Corollary 2.7 in Section 6.2.3. For H = Dϕ,ℓ,Aϕ,ℓ,Mϕ,ℓ,Rϕ,ℓ, Bϕ,ℓ, and Nϕ,ℓ, let
(6.1) H
(N)
(t)
.
=
H(N)(t)
N
, N ∈ N, t ≥ 0.
6.1. Relative Compactness. The relative compactness results are summarized in The-
orem 6.16 of Section 6.1.4. They are established in Sections 6.1.2–6.1.4 by verifying the
well-known criteria of Kurtz and Jakubowski summarized in Section 6.1.1.
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6.1.1. Review of Relative Compactness Criteria. Recall from Section 1.2 that w′( f , ·, ·) de-
notes the modulus of continuity of a function f in DR[0,∞). The first result follows from
[15, Theorem 3.7.2] and [15, Theorems 3.7.2 and 3.8.6 and Remark 3.8.7].
PROPOSITION 6.1 (Kurtz’s criteria). A sequence ofR-valued ca`dla`g processes {Y(N)}N∈N
is relatively compact if and only if {Y(N)}N∈N satisfies the following:
K1. For every rational t ≥ 0,
(6.2) lim
r→∞ supN
P
{
|Y(N)(t)| > r
}
= 0;
K2a. For every η > 0 and T > 0, there exists δ > 0 such that
(6.3) sup
N
P
{
w′(Y(N), δ, T) ≥ η
}
≤ η.
Moreover, {Y(N)}N∈N is relatively compact if it satisfies K1 and the condition K2b:
K2b. For each T ≥ 0, there exists β > 0 such that
(6.4) lim
δ→0
sup
N
E
[
sup
0≤t≤T
∣∣∣Y(N)(t+ δ)−Y(N)(t)∣∣∣β] = 0.
If Z = [0, L) or Z = [0, L)× [0,∞), equipped with the Euclidean metric, then MF(Z)
(defined in Section 1.2) is a separable metric space and hence, a completely regular topo-
logical space with metrizable compacts. Thus, the next result follows from [19, Theorem
4.6] and [5, Theorem 5.1, Chapter 1]. Recall that a family F of real continuous functionals
on MF(Z) is said to separate points in MF(Z) if for every distinct µ, µ˜ ∈ MF(Z), there
exists a function f ∈ F such that f (µ) 6= f (µ˜).
PROPOSITION 6.2 (Jakubowski’s criteria). For Z = [0, L) or Z = [0, L) × [0,∞), A
sequence {π(N)}N∈N of DMF(Z)[0,∞)-valued random elements is tight if and only if
J1. (Compact containment condition) For each T > 0 and η > 0 there exists a compact
set KT,η ⊂ MF(Z) such that
lim inf
N
P
{
π
(N)
t ∈ KT,η for all t ∈ [0, T]
}
> 1− η.
J2. There exists a family F of real continuous functionals on MF(Z) that (i) is closed
under addition, and (ii) separates points in MF(Z), such that {π(N)} is F-weakly
tight, that is for every F ∈ F, the sequence {F(π(N)s ); s ≥ 0}N∈N is tight in DR[0,∞).
In particular, {π(N)}N∈N is relatively compact if it satisfies J1 and J2.
REMARK 6.3. A set that satisfies properties (i) and (ii) in condition J2 is
F = {F : ∃ f ∈ C1c(Z) such that F(µ) = 〈 f , µ〉, ∀µ ∈ MF(Z)},
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6.1.2. Relative Compactness of Sequences of Departures and Auxiliary Processes. First, note
that using (4.19) and (2.18), we have for ϕ ∈ Cb([0, L)×R+) and ℓ ≥ 1,
(6.5) lim sup
N→∞
E
[
D(N)ϕ2,ℓ(t)
]
≤ ‖ϕ‖2∞ lim sup
N→∞
E
[
X
(N)
(0) + E
(N)
(t)
]
< ∞.
LEMMA 6.4. Suppose Assumptions I, II.a, and III.a hold, and fix ϕ ∈ Cb([0, L)×R+),
ℓ ≥ 1. Then,M(N)ϕ,ℓ is a square integrable martingale. Moreover, for t ≥ 0,
(6.6) lim sup
N→∞
P
{∣∣∣∣∣ sup0≤s≤tM(N)ϕ,ℓ (s)
∣∣∣∣∣ > ǫ
}
= 0, ǫ > 0,
andM(N)ϕ,ℓ ⇒ 0 in DR[0,∞), as N → ∞.
PROOF. By Proposition 5.2,M(N)ϕ,ℓ is a local martingale with [M(N)ϕ,ℓ ] = D(N)ϕ2,ℓ. By (6.5)
and [23, Theorem 7.35],M(N)ϕ,ℓ is a square integrable {F (N)t }-martingale and for all t ≥ 0,
E[(M(N)ϕ,ℓ (t))2] = E[D(N)ϕ2 ,ℓ(t)]. By Doob’s inequality and (6.1), for every T ≥ 0 and ǫ > 0,
P{| supt∈[0,T]M
(N)
ϕ,ℓ (t)| > ǫ} ≤ E[D(N)ϕ2,ℓ(T)]/Nǫ2. Together with (6.5), this implies (6.6),
which in turn shows thatM(N)ϕ,ℓ converges to zero in DR[0,∞) in probability, and hence
in distribution.
To obtain further tightness results on the departure processes, we recall another many-
server model, the so-called GI/GI/N queue, studied in [22]. In a GI/GI/N queue, arriv-
ing jobs choose an idle server at random if there exists one, or if all servers are busy, join
a common queue and enter service in a FCFS manner when servers become free. Equiv-
alently, one can view the GI/GI/N as a network of N parallel servers in which each
server has its own queue and newly arriving jobs join the queue that has the least resid-
ual work (see [4, Section XII.1]). A fluid limit for the GI/GI/N queue in the same regime
(i.e., when N → ∞ and the arrival rate is proportional to N) is obtained in [22]. Although
the SQ(d) and the GI/GI/N models have very different routing mechanisms (leading
to completely different dynamics of the cumulative service entry process K(N)) the total
departure process D
(N)
1 and the measure-valued process ν
(N)
1 that keeps track of ages of
all jobs in service in the SQ(d)model share some common properties with their counter-
parts (denoted in [22] by D(N) and ν(N), respectively) in the GI/GI/Nmodel. As a result,
the very same techniques used in [22] to prove certain tightness estimates for {D(N)}N∈N
and {ν(N)}N∈N in the GI/GI/N model can be applied to also prove analogous tightness
estimates for the particular processes {D(N)1 }N∈N and {ν(N)1 }N∈N in the SQ(d) model.
Thus, the latter are summarized in Lemmas 6.5–6.9 below; outlines of the proofs with a
more detailed connections to the corresponding result in the GI/GI/N queue are given
in Appendix D.
The first result is used to prove Lemma 6.6 below and, along with Lemma 6.8, to prove
relative compactness of the sequence of state processes in Proposition 6.15.
LEMMA 6.5. Suppose Assumptions I, II.a, and III.a hold. Then, for ℓ ≥ 1 and ϕ ∈
Cb([0, L)×R+), {A(N)ϕ,ℓ }N∈N, {D(N)ℓ }N∈N and {D(N)ϕ,ℓ }N∈N are relatively compact in DR[0,∞).
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PROOF. See Appendix D.
It follows from (4.19) that the linear functionalD(N)·,ℓ (t) : ϕ 7→ D(N)ϕ,ℓ (t) can be identified
with a random finite nonnegative (Radon) measure on [0, L) ×R+ (see Section 1.2) and
D(N)·,ℓ = {D(N)·,ℓ (t), t ≥ 0} can be viewed as an MF([0, L)×R+)-valued process.
LEMMA 6.6. Suppose Assumptions I-III hold. Then, for ℓ ≥ 1, {D(N)·,ℓ } is relatively
compact in DMF([0,L)×R+)[0,∞).
PROOF. See Appendix D
The next two results are on properties of ν
(N)
1 . Lemma 6.7 is used to prove relative
compactness of the routing sequence in Lemma 6.14, while Lemma 6.8 is used to prove
relative compactness of {ν(N)
ℓ
} in Lemma 6.15.
LEMMA 6.7. Suppose Assumption III holds. Then
(6.7) lim
m→L
sup
N
E
[
ν
(N)
1 (0, (m, L))
]
= 0,
and if L < ∞,
(6.8) lim
m→L
sup
N
E
[∫
[0,m)
G(m)
G(x)
ν
(N)
1 (0, dx)
]
= 0.
PROOF. See Appendix D
LEMMA 6.8. If Assumption III holds, then {ν(N)1 }N∈N satisfies condition J1 with
(6.9) Kη,T = {µ ∈ MF([0, L)) : ν([m, L)) ≤ η},
for some m < L, if L < ∞, and with
(6.10) Kη,T = {µ ∈ MF(R+) : µ(r(n) + T,∞) ≤ 1
n
for all n < −⌈log η/ log 2⌉}.
for some sequence r(n) ↑ ∞ if L = ∞.
PROOF. See Appendix D.
The next result, along with Lemma 6.4, is used in Section 6.1.4 to identify the limit of
the weighted departure processes (Proposition 6.17).
LEMMA 6.9. Suppose Assumptions I–III hold. For every ℓ ≥ 1, suppose {ν(N)
ℓ
}N∈N
converges almost surely to some νℓ ∈ DMF [0,L)[0,∞) along a subsequence. Then,
(6.11) lim sup
N→∞
E
[∣∣∣∣A(N)ϕ,ℓ (t)− ∫ t
0
〈ϕ(·, s)h(·), νℓ(s)〉ds
∣∣∣∣] = 0.
PROOF. See Appendix D.
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6.1.3. Relative Compactness of Arrival and Routing Processes. We first establish relative
compactness of the arrival process sequence.
LEMMA 6.10. Suppose Assumption I holds. Then, {E(N)}N∈N is relatively compact
in DR[0,∞), and
(6.12) lim sup
N→∞
E
[
E
(N)
(t)2
]
< ∞, t ≥ 0.
PROOF. Since E
(N) → λId in DR[0,∞) by Lemma 2.5, {E(N)}N∈N is relatively com-
pact. Moreover, by Assumption I there exists a delayed renewal process E˜ such that
E(N)(t) = E˜(Nt). Let UE˜ be the renewal measure associated with the inter-arrival dis-
tribution GE˜. Then, basic calculations (see [14, Eq. (2.3)]) show that
E
[
E˜(t)2
]
≤ UE˜(t) +
∫ t
0
UE˜(t− s)dUE˜(s) ≤ 2UE˜(t)2.
Hence, by the elementary renewal theorem (see e.g. [4, Proposition V.1.4]),
lim sup
N→∞
E
[
E
(N)
(t)2
]
= lim sup
N→∞
1
N2
E
[
E˜(Nt)2
]
≤ 2t2 lim sup
N→∞
(
UE˜(Nt)
Nt
)2
= 2λ2t2,
which proves (6.12).
Next, we focus on the sequence {R(N)ϕ,ℓ }N∈N. By (4.13), for ℓ ≥ 1 and 0 ≤ s ≤ t,
(6.13) |R(N)ϕ,ℓ (t)−R(N)ϕ,ℓ (s)| ≤ ‖ϕ‖∞
(
E
(N)
(t)− E(N)(s)
)
.
LEMMA 6.11. Suppose Assumption I holds. For ϕ ∈ Cb([0, L)×R+) and ℓ ≥ 1,
(6.14) lim sup
N→∞
E
[
R(N)ϕ,ℓ (t)
]
≤ ‖ϕ‖∞ lim sup
N→∞
E
[
E
(N)
(t)
]
< ∞, t ≥ 0,
and {R(N)ϕ,ℓ }N∈N is relatively compact in DR[0,∞).
PROOF. Inequality (6.14) follows from (6.13) with s = 0, and (2.17). Moreover, (6.13)
shows that the modulus of continuity w′ for R(N)ϕ,ℓ is bounded by that of E(N). Relative
compactness of {R(N)ϕ,ℓ }N∈N then follows from that of {E(N)} proved in Lemma 6.10, and
the necessity and sufficiency of Kurtz’s criteria K1 and K2a stated in Proposition 6.1.
Next, recall the definitions of B
(N)
ϕ,ℓ and N (N)ϕ,ℓ in (5.2) and (5.3), respectively.
LEMMA 6.12. Suppose Assumptions I, II.a and III.a hold. Then for ϕ ∈ Cb([0, L) ×
R+) and ℓ ≥ 1, N (N)ϕ,ℓ is a square integrable {F (N)t }-martingale. Moreover, for t ≥ 0,
(6.15) lim sup
N→∞
P
{∣∣∣∣∣ sup0≤s≤tN (N)ϕ,ℓ (s)
∣∣∣∣∣ > ǫ
}
= 0, ∀ǫ > 0,
and N (N)ϕ,ℓ ⇒ 0 in DR[0,∞), as N → ∞.
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PROOF. By Proposition 5.1, N (N)ϕ,ℓ is a local martingale with [N (N)ϕ,ℓ ] = R(N)ϕ2 ,ℓ. Since
E[R(N)
ϕ2 ,ℓ
(t)] < ∞ by (6.14), by [23, Theorem 7.35], N (N)ϕ,ℓ is a square integrable martingale,
andE[(N (N)ϕ,ℓ (t))2] = E[R(N)ϕ2 ,ℓ(t)]. ByDoob’s inequality, for ǫ > 0, P{| supt∈[0,T]N
(N)
ϕ,ℓ (t)| >
ǫ} ≤ E[R(N)ϕ2,ℓ(T)]/Nǫ2. Together with (6.14), this implies (6.15), which implies N
(N)
ϕ,ℓ con-
verges to zero in distribution.
The following result is a direct corollary of Lemmas 6.11 and 6.12.
COROLLARY 6.13. SupposeAssumptions I, II.a, and III.a hold. Then, for ϕ ∈ Cb([0, L)×
R+) and ℓ ≥ 1, {B(N)ϕ,ℓ }N∈N is relatively compact in DR[0,∞).
Analogous to D(N)·,ℓ , due to (6.13), the linear functional R(N)·,ℓ : ϕ 7→ R(N)ϕ,ℓ can be iden-
tified with a random finite nonnegative measure on [0, L) × R+, and hence, R(N)·,ℓ =
{R(N)·,ℓ (t), t ≥ 0}, can be viewed as an MF([0, L)×R+)-valued process.
LEMMA 6.14. Suppose Assumptions I, II.a, and III hold. Then for every ℓ ≥ 1, the
sequence {R(N)·,ℓ }N∈N is relatively compact in DMF([0,L)×R+)[0,∞).
PROOF. By definition,R(N)ϕ,ℓ is a pure jump process and hence lies inDMF([0,L)×R+)[0,∞).
Lemma 6.11 implies that for ϕ ∈ Cb([0, L) × R+), {R(N)ϕ,ℓ }N∈N is relatively compact
(and therefore tight, by Prohorov’s theorem) in DR[0,∞). It only remains to show that
{R(N)·,ℓ }N∈N satisfies condition J1. We first claim that for ℓ ≥ 1,
(6.16) lim
m→L
sup
N
E
[
R(N)1(m,L),ℓ(T)
]
= 0.
Fix m > 0. Substituting ϕ(x, s) = 1(m,L)(x) in (4.14), we see thatR(N)1(m,L),1 ≡ 0. This proves
(6.16) for ℓ = 1. For ℓ ≥ 2, substituting ϕ(x, s) = 1(m,L)(x) in (4.48), we have
R(N)1(m,L),ℓ(T) = ∑
j≥j0
∑
j′≥1
1{γ(N)
j′ ≤T}
1{a(N)j (γ(N)j′ )>m}
1{α(N)j <γ(N)j′ ≤β
(N)
j }
(6.17)
1{χ(N)j (γ(N)j′ −)=ℓ−1}
1{κ(N)
j′ =κ
(N)
j }
.
For every j ≥ j0, consider the (random) set
J (N)j,ℓ (T)
.
=
{
j′ ≥ 1 : γ(N)j′ ≤ T,γ(N)j′ ∈ [α(N)j , β(N)j ),χ(N)j (γ(N)j′ −) = ℓ− 1, κ(N)j′ = κ(N)j
}
,
of jobs j′ that arrive prior to T while job j is receiving service, and are routed to the same
queue κ
(N)
j as job j, and this queue has length ℓ− 1 right before the arrival of j′. During
the time (α
(N)
j , β
(N)
j ) when job j is in service at queue κ
(N)
j , there are no departures from
the queue and so its length is non-decreasing. Thus, there can be at most one job j′ that
arrives during that period and finds the queue length equal to ℓ − 1. In other words,
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when J (N)j,ℓ (T) 6= ∅, J (N)j,ℓ (T) = {j∗} for some j∗ = j∗(j, ℓ,N, T). Also, for j > E(N)(T),
γ
(N)
j > T, and thus, J (N)j,ℓ (T) = ∅. Therefore, since all departure and arrival times are
almost surely distinct (i.e., P(Ω˜T) = 1 by Corollary 5.6), almost surely,
R(N)1(m,L),ℓ(T) = ∑
j≥j0
∑
j′∈J (N)j,ℓ (T)
1{a(N)j (γ(N)j′ )>m}
=
E(N)(T)
∑
j=j0
1{J (N)j,ℓ (T) 6=∅}
1{a(N)j (γ(N)j∗ )>m}
,(6.18)
Now we consider two possible cases. If L = ∞ and a job j has initial age a
(N)
j (0) ≤ m,
then a
(N)
j (t) ≤ m+ T for all t ∈ [0, T]. Therefore, (6.18) implies
E
[
R(N)1(m+T,L),ℓ(T)
]
≤ E
[
1
N ∑
j≥j0
1{a(N)j (0)>m}
]
= E
[
ν
(N)
1 (0, (m,∞))
]
.(6.19)
On the other hand, if L < ∞, using (6.18) and the fact that the age process a
(N)
j (·) is
non-decreasing and bounded by the service time vj, we have
R(N)1(m,L),ℓ(T) ≤
0
∑
j=j0
1{a(N)j (0)>m}
+
0
∑
j=j0
1{a(N)j (0)≤m}
1{vj>m} +
E(N)(T)
∑
j=1
1{vj>m}.(6.20)
Using the fact that j0, a
(N)
j (0), and ν
(N)
1 (0) are F (N)0 -measurable, we then have
E
[
0
∑
j=j0
1{a(N)j (0)≤m}
1{vj>m}
]
= E
[
0
∑
j=j0
1{a(N)j (0)≤m}
E
[
1{vj>m}|F (N)0
]]
= E
 0∑
j=j0
1{a(N)j (0)≤m}
G(m)
G(a
(N)
j (0))

= E
[∫
[0,m)
G(m)
G(x)
ν
(N)
1 (0, dx)
]
.
Hence, taking expectations in (6.20) and using the independence of the initial conditions
and the arrival process for the third term on the right-hand side, we have
(6.21)
E
[
R(N)1(m,L),ℓ(T)
]
≤ E
[
ν
(N)
1 (0, (m, L))
]
+ E
[∫
[0,m)
G(m)
G(x)
ν
(N)
1 (0, dx)
]
+ G(m)E
[
E
(N)
(T)
]
.
Taking first the supremum over N and then the limit as m→ L of both sides of (6.19) and
(6.21), the claim (6.16) for both cases follows by using (6.7) and (6.8) in Lemma 6.7, the
bound (2.17), and the elementary identity limm→L G(m) = 0.
We now use the claim (6.16) to complete the proof of the lemma. Fix η > 0 and apply
(6.14) with ϕ = 1 and t = T, to conclude that the constant
(6.22) C(η, T)
.
=
2
η
sup
N
E
[
R(N)1,ℓ (T)
]
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is finite. Also, by (6.16), there exists a sequence {m(n, η)} with limn→∞ m(n, η) = L such
that
(6.23) sup
N
E
[
R(N)1(m(n,η),L),ℓ(T)
]
≤ η
n2n+1
.
The subset Kη,T of MF([0, L)×R+) defined as
Kη,T .=
{
µ ∈ MF([0, L)×R+) : 〈1, µ〉 ≤ C(η, T), µ((m(n, η), L)×R+) ≤ 1
n
∀n ∈ N
}
,
is compact because supµ∈Kη,T µ([0, L)×R+) ≤ C(η, T) and
inf
C⊂[0,L)×R+
C compact
sup
µ∈Kη,T
µ(Cc) ≤ inf
n
sup
µ∈Kη,T
µ
(
(m(n, η), L)×R+
)
= 0.
Finally, using (6.22) and (6.23), forW
.
= {R(N)·,ℓ (t) 6∈ Kη for some t ∈ [0, T]}, we have
P {W} ≤ P
{
R(N)1,ℓ (T) ≥ C(η, T)
}
+ ∑
n∈N
P
{
R(N)1(m(n,η),L),ℓ(T) >
1
n
}
≤ sup
N
E
[
R(N)1,ℓ (T)
]
C(η, T)
+ ∑
n∈N
nE
[
R(N)1(m(n,η),L),ℓ(T)
]
≤ η.
This shows that {R(N)·,ℓ }N∈N satisfies condition J1, and completes the proof.
6.1.4. Relative Compactness of State Variables.
PROPOSITION 6.15. Suppose Assumptions I, II.a and III.a hold. Then, for every ℓ ≥ 1,
the sequence {ν(N)
ℓ
}N∈N is relatively compact in DMF [0,L)[0,∞).
PROOF. By Lemma 6.7, the sequence {ν(N)1 }N∈N satisfies condition J1 with the com-
pact set Kη,T equal to either (6.10) or (6.9) depending on whether L is finite or infinite.
Moreover, for every interval I, t ≥ 0 and ℓ ≥ 2, ν(N)
ℓ
(t, I) ≤ ν(N)1 (t, I), and hence, condi-
tion J1 also holds for {ν(N)
ℓ
} with the same set Kη,T.
It remains to prove that {ν(N)
ℓ
} satisfies condition J2, for which it suffices, by Remark
6.3, to show that for f ∈ C1c [0, L), {〈 f , ν(N)ℓ (t)〉}N∈N is tight in DR[0,∞). It follows from
Proposition 4.5 and Remark 4.9 that
〈 f , ν(N)
ℓ
(t)〉 =〈 f , ν(N)
ℓ
(0)〉+
∫ t
0
〈 f ′, ν(N)
ℓ
(s)〉ds−D(N)f ,ℓ (t) + f (0)D(N)ℓ+1(t) +R(N)f ,ℓ (t).
Relative compactness of {〈 f , ν(N)
ℓ
(0)〉}N∈N follows from Assumption III.b, relative com-
pactness of {D(N)ℓ+1}N∈N and {D(N)f ,ℓ }N∈N follow from Lemma 6.5, and relative compact-
ness of {R(N)f ,ℓ }N∈N follows fromLemma 6.11.Moreover, the fact that {
∫ ·
0〈 f ′, ν(N)ℓ (s)〉ds}N∈N
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satisfies both criteria K1 and K2b, and hence is relatively compact, follows from the
bound
∣∣∣∫ t+δt 〈 f ′, ν(N)ℓ (s)〉ds∣∣∣ ≤ δ‖ f ′‖∞, which uses the fact that ν(N)ℓ (s) is a sub-probability
measure. Therefore, for all ℓ ≥ 1 and f ∈ C1b[0,∞), {〈 f , ν(N)ℓ (t)〉}N∈N is relatively com-
pact in DR[0,∞) (and therefore, tight, by Prohorov’s Theorem since DR[0,∞) is Pol-
ish).
We summarize all the results of this section in the following theorem.
THEOREM 6.16. Suppose Assumptions I, II.a, and III hold. Then, for each ℓ ≥ 1, the
sequence {(ν(N),D(N)·,ℓ ,R(N)·,ℓ )}N∈N is relatively compact inDS[0,∞)×DMF([0,L)×R+)[0,∞)2.
PROOF. By Proposition 6.15, for each ℓ ≥ 1, {ν(N)
ℓ
}N∈N is relatively compact in MF[0, L).
Therefore, by a diagonalization argument, every subsequence of {ν(N)}N∈N = {(ν(N)ℓ ; ℓ ≥
1)}N∈N has a further subsequence that is convergent, simultaneously for all ℓ ≥ 1. This
means that the sequence {ν(N)}N∈N ⊂ S is relatively compact with respect to the norm dS
defined in (2.5). Relative compactness of the other two components are proved in Lem-
mas 6.6 and 6.14, respectively.
6.2. Characterization of Subsequential Limits. Wenow show that any subsequential limit
of the sequence {ν(N)}N∈N is a solution to the hydrodynamic equations. Section 6.2.3
contains the proofs of Theorem 2.6, and Corollary 2.7.
6.2.1. Limit of the Departure Processes.
PROPOSITION 6.17. Suppose Assumptions I–III hold, and fix ℓ ≥ 1. If (D(N)·,ℓ , ν(N))
converges to (D·,ℓ, ν) in DMF([0,L)×[0,∞))[0,∞) × DS[0,∞) almost surely, then, for every
ϕ ∈ Cb([0, L)×R+), Dϕ,ℓ is continuous and for every t ≥ 0,
(6.24) Dϕ,ℓ(t) =
∫ t
0
〈ϕ(·, s)h(·), νℓ(s)〉ds, a.s.
PROOF. Using (5.6), the difference of the two sides of (6.24) is equal to
(6.25) Dϕ,ℓ(t)−D(N)ϕ,ℓ (t) +M(N)ϕ,ℓ (t) + A(N)ϕ,ℓ (t)−
∫ t
0
〈ϕ(·, s)h(·), νℓ(s)〉ds,
By the hypothesis of this proposition, D(N)ϕ,ℓ converges to Dϕ,ℓ almost surely, as N → ∞.
Moreover, by Lemma 5.5, only one departure can occur at each time, and hence the jump
size of D(N)ϕ,ℓ is bounded by ‖ϕ‖∞/N. Therefore, by [5, Theorem 13.4], Dϕ,ℓ is continuous
and the convergence also holds uniformly on compact sets, almost surely. SinceM(N)ϕ,ℓ (t)
also converges to zero in probability by Lemma 6.4, in view of (6.25) to prove (6.24) it
suffices to show that
(6.26) lim sup
N→∞
E
[∣∣∣∣A(N)ϕ,ℓ (t)− ∫ t
0
〈ϕ(·, s)h(·), νℓ(s)〉ds
∣∣∣∣] = 0.
However, (6.26) follows from Lemma 6.9(b).
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6.2.2. Limit of the Routing Processes. We begin with a preliminary result, which uses
the bounds obtained in Lemma C.1.
LEMMA 6.18. Suppose Assumption I holds.
1. For every 0 ≤ s ≤ t, the following limit holds in probability as N → ∞:
(6.27)
1
N
∫ t
s
h
(N)
E (R
(N)
E (u))du → (t− s)λ;
2. For every t ≥ 0,
(6.28) CE(t)
.
= lim sup
N→∞
E
[(
1
N
∫ t
0
h
(N)
E (R
(N)
E (u))du
)2]
< ∞.
PROOF. By Assumption I, E(N) is a pure renewal process with inter-arrival distribu-
tion G
(N)
E and backward recurrence time R
(N)
E . Applying Lemma C.1 with P
∗, G∗, h∗, r∗
and r∗0 replaced by E(N), G
(N)
E , h
(N)
E , R
(N)
E , and R
(N), respectively, it follows from (C.3) that
for every t ≥ 0,
P
{∣∣∣∣ 1N
∫ t
0
h
(N)
E (R
(N)
E (s))ds− λt
∣∣∣∣ > 2ǫ}
≤ 1
ǫ2
E
[(
1
N
∫ t
0
h
(N)
E (R
(N)
E (s))ds− E
(N)
(t)
)2]
+ P
{∣∣E(N)(t)− λt∣∣ > ǫ}
≤ 3
Nǫ2
(
4
N
+ E
[
E
(N)
(t)
])
+ P
{∣∣E(N)(t)− λt∣∣ > ǫ}
By (2.17), E[E
(N)
(t)] is finite, and E
(N)
(t) converges in expectation, and hence in prob-
ability, to λt by Lemma 6.10. Hence, the right-hand side of display above converges to
zero as N → ∞. Since both sides of (6.27) are linear in t, (6.27) follows.
To establish (6.28), by another application of (C.3), we have
E
[(
1
N
∫ t
0
h
(N)
E (R
(N)
E (s))ds
)2]
≤ 2
N2
E
[(∫ t
0
h
(N)
E (R
(N)
E (s))ds− E(N)(t)
)2]
+ 2E
[
E
(N)
(t)2
]
≤ 24
N2
+
6
N
E
[
E
(N)
(t)
]
+ 2E
[
E
(N)
(t)2
]
.
Taking the limit superior as N → ∞ of both sides of the inequality above and using (2.17),
(6.28) follows with CE(t) = 2 lim supN→∞ E
[
E
(N)
(t)2
]
, which is finite by (6.12).
PROPOSITION 6.19. Suppose Assumptions I, II.a, and III hold, fix ℓ ≥ 1, and let ηℓ
be defined as in (2.14). If (R(N)·,ℓ , ν(N)) converges to (R·,ℓ, ν) in DMF([0,L)×[0,∞))[0,∞) ×
DS[0,∞), almost surely as N → ∞, then for every ϕ ∈ Cb([0, L)×R+),Rϕ,ℓ is continuous
and satisfies for every t ≥ 0,
(6.29) Rϕ,ℓ(t) =
∫ t
0
〈ϕ(·, s), ηℓ(s)〉ds, a.s.
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PROOF. Fix ϕ ∈ Cb([0, L)×R+), ǫ > 0 and letW .= {|Rϕ,ℓ(t)−
∫ t
0 〈ϕ(·, s), ηℓ(s)〉ds| >
3ǫ}. Using the relation R(N)ϕ,ℓ = B(N)ϕ,ℓ +N (N)ϕ,ℓ from (5.3), we have
P {W} ≤ P
{∣∣∣Rϕ,ℓ(t)−R(N)ϕ,ℓ (t)∣∣∣ > ǫ}+ P {∣∣∣N (N)ϕ,ℓ (t)∣∣∣ > ǫ}
+ P
{∣∣∣∣B(N)ϕ,ℓ (t)− ∫ t
0
〈ϕ(·, s), ηℓ(s)〉ds
∣∣∣∣ > ǫ} .(6.30)
By the hypothesis of this proposition,R(N)ϕ,ℓ converges almost surely toRϕ,ℓ, in DR[0,∞).
Also, by (6.13), the jump sizes ofR(N)ϕ,ℓ are bounded by ‖ϕ‖∞ times the jump sizes of E(N),
which are at most 1/N. Therefore, the maximum jump size of R(N)ϕ,ℓ converges to zero as
N → ∞, and by [5, Theorem 13.4], Rϕ,ℓ is almost surely continuous and R(N)ϕ,ℓ converges
toRϕ,ℓ, almost surely, uniformly on compact sets:
(6.31) lim sup
N→∞
P
{∣∣∣Rϕ,ℓ(t)−R(N)ϕ,ℓ (t)∣∣∣ > ǫ} = 0, t ≥ 0.
Moreover, by (5.2) and (2.14), we can write
B
(N)
ϕ,ℓ (t)−
∫ t
0
〈ϕ(·, s), ηℓ(s)〉ds =
∫ t
0
(
1
N
h
(N)
E (R
(N)
E (u))− λ
)
fϕ,ℓ(u)du(6.32)
+
1
N
∫ t
0
h
(N)
E (R
(N)
E (u))( f
(N)
ϕ,ℓ (u)− fϕ,ℓ(u))du,
with
fϕ,ℓ(u)
.
=
{
ϕ(0, u)(1− S1(u)d) if ℓ = 1,
〈ϕ(·, u), νℓ−1(u)− νℓ(u)〉Pd (Sℓ−1(u), Sℓ(u)) if ℓ ≥ 2,
and f (N) defined analogously, but with Sℓ and νℓ replaced by S
(N)
ℓ and ν
(N), respectively,
for ℓ ≥ 1. By the hypothesis of this proposition, almost surely, ν(N)
ℓ
converges weakly to
νℓ, and hence, almost surely, S
(N)
ℓ = 〈1, ν(N)ℓ 〉 and 〈ϕ, ν(N)ℓ−1− ν(N)ℓ 〉 converge to Sℓ = 〈1, νℓ〉
and 〈ϕ, νℓ−1− νℓ〉, respectively. By Lemma 5.5, there is at most one arrival or departure at
each time, and hence, the maximum jump sizes of S
(N)
ℓ and 〈ϕ, ν(N)ℓ−1− ν(N)ℓ 〉 are bounded
by 1/N and ‖ϕ‖∞/N, respectively. Therefore, by [5, Theorem 13.4], Sℓ and 〈ϕ, νℓ−1 − νℓ〉
are continuous. Consequently, fϕ,ℓ is continuous, and f
(N)
ϕ,ℓ converges to fϕ,ℓ uniformly on
compact sets, almost surely.
Fix t ≥ 0 and δ > 0, and let w fϕ,ℓ(δ, t) be the modulus of continuity of fϕ,ℓ, and define
P = {0 = t0 < t1 < ... < tn = t} to be a partition of size δ = maxj |tj − tj−1|. We have
lim
N→∞
P
{
n−1
∑
j=0
fϕ,ℓ(tj)
∣∣∣∣ 1N
∫ tj+1
tj
h
(N)
E (R
(N)
E (u))du− (tj+1 − tj)λ
∣∣∣∣ > ǫ
}
= 0,(6.33)
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and, by the Markov and Cauchy-Schwartz inequalities and (6.28),
P
{
w fϕ,ℓ(δ, t)
n−1
∑
j=0
∫ tj+1
tj
∣∣∣∣ 1Nh(N)E (R(N)E (u))− λ
∣∣∣∣ du > ǫ
}
≤ 1
ǫ
E
[
w fϕ,ℓ(δ, t)
(
1
N
∫ t
0
h
(N)
E (R
(N)
E (u))du+ λt
)]
≤
√
2
ǫ
E
[
w2fϕ,ℓ(δ, t)
] 1
2
(
E
[(
1
N
∫ t
0
h
(N)
E (R
(N)
E (u))du
)2]
+ λ2t2
) 1
2
.
Taking the limit superior as N → ∞ of both sides of the display above, using (6.28) and
(6.33), we conclude that
lim sup
N→∞
P
{∣∣∣∣∫ t
0
(
1
N
h
(N)
E (R
(N)
E (u))− λ
)
fϕ,ℓ(u)du
∣∣∣∣ > 2ǫ} ≤ C(t)ǫ (E [w2fϕ,ℓ(δ, t)])1/2 ,
where C(t)
.
=
√
2(CE(t) + λ
2t2)1/2. Since fϕ,ℓ is continuous on [0, t], w
2
fϕ,ℓ
(δ, t) is bounded
and converges almost surely to zero as δ → 0. Sending δ → 0 in the last display and
applying the bounded convergence theorem, we see that
(6.34) lim sup
N→∞
P
{∣∣∣∣∫ t
0
(
1
N
h
(N)
E (R
(N)
E (u))− λ
)
fϕ,ℓ(u)du
∣∣∣∣ > 2ǫ} = 0.
Similarly, applying the Markov and Cauchy-Schwartz inequalities, we have
P
{∣∣∣∣ 1N
∫ t
0
h
(N)
E (R
(N)
E (u))( f
(N)
ϕ,ℓ (u)− fϕ,ℓ(u))du
∣∣∣∣ > ǫ}
≤ 1
ǫ
E
[
sup
u∈[0,t]
∣∣∣ f (N)ϕ,ℓ (u)− fϕ,ℓ(u)∣∣∣2
] 1
2
E
[(
1
N
∫ t
0
h
(N)
E (R
(N)
E (u))du
)2] 12
.
Together with (6.28), the almost sure uniform convergence of f
(N)
ϕ,ℓ to the bounded func-
tion f ϕ,ℓ, and the bounded convergence theorem, this implies
(6.35) lim sup
N→∞
P
{∣∣∣∣ 1N
∫ t
0
h
(N)
E (R
(N)
E (u))( f
(N)
ϕ,ℓ (u)− fϕ,ℓ(u))du
∣∣∣∣ > ǫ} = 0.
From (6.32), (6.34) and (6.35) it follows that
(6.36) lim sup
N→∞
P
{∣∣∣∣B(N)ϕ,ℓ (t)− ∫ t
0
〈ϕ(·, s), ηℓ(s)〉ds
∣∣∣∣ > ǫ} = 0.
Finally, (6.29) follows on sending first N → ∞ on the right-hand side of (6.30), next
invoking (6.31), (6.15) of Lemma 6.12 and (6.36), and then sending ǫ ↓ 0.
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6.2.3. Proofs of the Convergence Theorem and Propagation of Chaos.
PROOF OF THEOREM 2.6. By Assumption III, Lemma 6.10, and Theorem 6.16, the se-
quence
(6.37) Y(N)
.
=
(
ν(N)(0), E
(N)
, ν(N),D(N)·,ℓ ,R(N)·,ℓ ; ℓ ≥ 1
)
, N ∈ N,
is relatively compact in
(6.38) Y .= S×DR[0,∞)×DS[0,∞)×DMF([0,L)×R+)[0,∞)N0 ×DMF([0,L)×R+)[0,∞)N0 .
Therefore, for every subsequence {YNk}, there exists a a further subsequence {Nk j}, such
that as j → ∞, YNkj converges in distribution to a random element
(6.39) Y
.
= (ν(0),λId, ν,D·,ℓ,R·,ℓ; ℓ ≥ 1),
that takes values in Y . It follows from the Skorokhod representation theorem that there
exists a probability space that supports Y-valued random elements Y˜Nkj and the Y-
valued random element Y˜, such that Y˜ (Nkj ) d= Y(Nkj) for every j, Y d= Y˜, and as j → ∞,
Y˜ (Nkj) → Y˜ almost surely in Y . With a slight abuse of notation, since we are only in-
terested in distributional properties, we denote the subsequence {Nk j} just as {N} and
identify Y˜(N) and Y˜ with Y(N) and Y, respectively. Using this convention, we have
(6.40) Y(N) → Y in Y , a.s.
Now, we uniquely characterize the subsequential limit Y. Fix ℓ ≥ 1. For f ∈ Cb[0, L),
by (6.40), 〈 f , ν(N)
ℓ
〉 converge almost surely to 〈 f , νℓ〉 in DR[0,∞). Since for every N ∈ N,
the maximum jump size of 〈 f , ν(N)
ℓ
〉 is bounded by ‖ f‖∞/N (due to Lemma 5.5) the limit
〈 f , νℓ〉 is continuous, and hence ν is a continuous S-valued process, almost surely. Next,
let T be a countable dense subset of R+ which contains 0 (say the diadic numbers). For
t ∈ T , it follows from Proposition 6.17, with ϕ = 1, that the limit D1,ℓ of D(N)ℓ = D(N)1,ℓ
takes the form
(6.41) D1,ℓ(t) =
∫ t
0
〈h, νℓ(s)〉ds < ∞.
Therefore, sending N → ∞ on both sides of (4.25) in Proposition 6.19, for every t ∈ T ,
the identity
(6.42) 〈1, νℓ(t)〉 − 〈1, νℓ(0)〉 = Dℓ+1(t) +
∫ t
0
〈1, ηℓ(s)〉ds− Dℓ(t),
holds almost surely, where η is defined by (2.14). Moreover, almost surely the relations
(6.41) and (6.42) hold simultaneously for all ℓ ≥ 1 and t ∈ T because T is countable, and
therefore for all t ≥ 0 since both sides are continuous by Propositions 6.17 and 6.19.
Furthermore, let C be a countable dense subset of C1,1c ([0, L) × R+), and fix ϕ ∈ C
and t ∈ T . By Proposition 4.5, for every ℓ ≥ 1 and N ∈ N, Y(N) satisfies the equa-
tion (4.24). Since ϕ, ϕx and ϕs are all bounded continuous functions, 〈ϕ(·, t), ν(N)ℓ (t)〉 and
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0 〈ϕs(·, s) + ϕx(·, s), ν(N)ℓ (s)〉ds converge almost surely to 〈ϕ(·, t), νℓ(t)〉 and
∫ t
0 〈ϕs(·, s) +
ϕx(·, s), νℓ(s)〉ds, respectively. Also, as we have already shown, D(N)ℓ+1 converges to Dℓ+1
almost surely in DR[0,∞), and therefore, the associated sequence of Stieltjes integrals∫
[0,t] ϕ(0, s)dD
(N)
ℓ+1(s) converges almost surely to
∫
[0,t] ϕ(0, s)dDℓ+1(s). Finally, by Proposi-
tion 6.17, the sequence D(N)ϕ,ℓ (t) converges to
∫ t
0 〈ϕ(·, s)h(·), νℓ(s)〉ds, and by Proposition
6.19, R(N)ϕ,ℓ (t) converge to
∫ t
0
〈ϕ(·, s), ηℓ(s)〉ds. Sending N → ∞ on both sides of (4.24) we
then have
〈ϕ(·, t), νℓ(t)〉 =〈ϕ(·, 0), νℓ(0)〉+
∫ t
0
〈ϕx(·, s) + ϕs(·, s), νℓ(s)〉ds
−
∫ t
0
〈ϕ(·, s)h(·), νℓ(s)〉ds+
∫ t
0
ϕ(0, s)dDℓ+1(s)
+
∫ t
0
〈ϕ(·, s), ηℓ(s)〉ds,(6.43)
almost surely. The equation (6.43) above holds with probability one, simultaneously for
all ℓ ≥ 1, ϕ ∈ C and t ∈ T , because both C and T are countable. Moreover, since both
sides of the equation above are continuous functions of t, the identity holds simultane-
ously for all t ≥ 0, and since νℓ, D·,ℓ and R·,ℓ are finite Radon measures, the identity
holds simultaneously for all ϕ ∈ C1,1c ([0, L) × R+) using the Dominated Convergence
Theorem.
Consequently, it follows from (6.41),(6.42) and (6.43) and Proposition 3.1 that ν is a
solution to the hydrodynamic equations (2.10)-(2.14) associated to (λ, ν(0)), which is
proved to be unique in Theorem 2.4. This provides a unique characterization of all sub-
sequential limits of {ν(N)} and completes the proof.
PROOF OF COROLLARY 2.7. Since queues and servers are homogeneous and the rout-
ing algorithm is symmetric with respect to the queue indices, the queue lengths and age
distributions remain exchangeable for all finite times t ≥ 0. In particular, for any permu-
tation π : {1, . . . ,N} 7→ {1, . . . ,N},
(6.44)
(
X(N),i(t); i = 1, ...,N
)
d
=
(
X(N),π(i)(t); i = 1, ...,N
)
.
Recall that S
(N)
ℓ
(t) is the number of queues of length of at least ℓ, that is, with X(N),i(t) ≥
1. Therefore,
(6.45)
E
[
S
(N)
ℓ (t)
]
=
1
N
E
[
N
∑
i=1
1{X(N),i(t)≥ℓ}
]
=
1
N
N
∑
i=1
P
{
X(N),i(t) ≥ ℓ
}
= P
{
X(N),1(t) ≥ ℓ
}
,
where the last equality is due to (6.44). By Theorem 2.6, and since the solution ν to the
hydrodynamic equations is continuous, for every t ≥ 0, ν(N)(t) ⇒ ν(t) in S. Hence, by
the continuous mapping theorem, S
(N)
ℓ (t) ⇒ Sℓ(t). Since supN S
(N)
ℓ (t) is bounded by 1,
{S(N)ℓ } is uniformly integrable and so the convergence also holds in expectation.
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To prove the second claim, note that by (6.44),
E
[
k
∏
m=1
S
(N)
ℓm
(t)
]
=
1
Nk
E
[
N
∑
i1=1
, . . . ,
N
∑
ik=1
1{X(N),i1(t)≥ℓ1}, . . . , 1{X(N),ik(t)≥ℓk}
]
(6.46)
=
1
Nk
N
∑
i1=1
...
N
∑
ik=1
P
{
X(N),i1(t) ≥ ℓ1, . . . ,X(N),ik(t) ≥ ℓk
}
=P
{
X(N),1(t) ≥ ℓ1, . . . ,X(N),k(t) ≥ ℓk
}
.
Since ν(N)(t) ⇒ ν(t) in S, by the continuousmapping theorem,∏nm=1 S(N)ℓm (t) ⇒ ∏nm=1 Sℓm(t)
and, since supN ∏
n
m=1 S
(N)
ℓm
(t) is bounded by 1, the convergence also holds in expectation.
Taking the limit as N → ∞ of both sides of (6.46), (2.20) follows.
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APPENDIX A: A MARKED POINT PROCESS REPRESENTATION
For conciseness, throughout this section, we fix N and suppress the superscript (N),
and also assume that the arrival process E(N) is a pure renewal process with inter-arrivals
u
(N)
n ; n ≥ 1. The extension to a delayed renewal process is straightforward.
A.1. Construction of State and Auxiliary Processes. Recall that I0 defined in (4.3) is
the initial state of the network, uj, j = 1, 2, ... are inter-arrival times, ιj = (ιj(1), ..., ιj(d)), j =
1, 2, ... are queue indices randomly chosen by job j upon arrival and vj; j ∈ Z, are service
times, and define Data to be the vector of all input data,
(A.1) Data
.
=
(
I0, uj, ιj; j ≥ 1, vj, j ∈ Z
)
,
and FData to be the associated σ-algebra:
(A.2) FData .= σ(I0) ∨ σ(uj, ιj; j = 1, 2, ...) ∨ σ(vj; j ∈ Z).
LEMMA A.1. Suppose, almost surely, all inter-arrival times and service times are pos-
itive and the arrival process is non-explosive. Then, we can construct γj, αj and β j for
all jobs j, and the process Ei and Di on [0,∞) for all queues i = 1, ...,N, as measurable
functions of Data. In particular, Ft ⊂ FData for all t ≥ 0.
PROOF. First, define γ0 = 0 and note that the arrival time γj of a job j ≥ 0 satisfies
γj = ∑
j
j′=1 uj′ . We define κj, αj, β j and processes X
i, Ei and Di on (γj,γj+1] inductively.
First, define Ei(0) = 0 and Di(0) = 0 for i = 1, ...,N, and recall that the random variables
Xi(0), i = 1, ...,N, and κj, αj, β j, j ≤ 0, (initially in service) are measurable with respect to
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σ(I0). Now for j∗ ≥ 0, assume κj, αj, β j, j ≤ j∗, and Xi, Ei and Di on [0,γj∗ ] are defined as
measurable functions of I0. Define
Dij∗(t) =
j∗
∑
j=−X(0)+1
1{β j≤t}1{κj=i}, t ≥ 0,
to be the cumulative departure process of jobs from queue i with indices no greater than
j∗. By the induction hypothesis, this is a measurable function of Data. Since service times
are positive almost surely, the departure time β j of any job j ≥ j∗ + 1 satisfies β j ≥
γj + vj > γj∗+1, and hence, D = D
i
j∗ on [0,γj∗+1]. Thus, D
i can be extended to [0,γj∗+1] as
a measurable function of Data. Moreover, since E and hence Ei, i = 1, ...,N, are piecewise
constant on (γj∗ ,γj∗+1), the length of queue i right before the arrival of the (j∗ + 1)th job
can be obtained from the mass balance equation (4.21):
Xi(γj∗+1−) = Xi(0) + Ei(γj∗+1−) + Di(γj∗+1−) = Xi(0) + Ei(γj∗) + Di(γj∗+1−),
and so Xi(γj∗+1−) is also FData-measurable. Therefore, both the queue index κj∗+1 to
which the job j∗+ 1 is routed, as defined by (4.2), and the process Ei(t) = ∑
j∗+1
j=1 1{γj≤t}1{κj=i}
on [0,γj∗+1], are measurable functions of Data. The job j∗ + 1 joins the back of the queue
(if the queue is not empty), and enters service when the service requirement of all the
jobs ahead of it in the same queue is completed, that is at time
αj∗+1 = γj∗+1 +
j∗
∑
j=−X(0)+1
(
vj − aj(γj∗+1)
)
1{κj=κj∗+1},
and departs at time β j∗+1 = αj∗+1+ vj∗+1. Using these relations and theFData-measurability
of the age processes aj, j < j∗, defined by (4.1), due to the induction hypothesis, it follows
that αj∗+1 and β j∗+1 are also measurable functions of Data. This completes the induction
argument. Finally, note that since the arrival process is non-explosive, limj→∞ γj = ∞,
and hence, the above construction holds for the whole of [0,∞).
REMARK A.2. The assumptions of LemmaA.1 hold under our Assumptions I and II.a
because inter-arrival and service time distributions have densities gE and g, respectively,
and the arrival process is non-explosive by Corollary 5.6.
Next, we prove that the state and auxiliary processes defined in Section 4 are {Ft}-
adapted.
PROPOSITION A.3. Under the assumptions of Lemma A.1, for every job j, the arrival
time γj, service entry time αj and departure time β j are {Ft}-stopping times, and the age
and queue index processes aj(·) and κj(·) are {Ft}-adapted. Also, the processes Xi, i =
1, ...,N, Dℓ, and νℓ, ℓ ≥ 1, are {Ft}-adapted.
PROOF. First, note that E(t) = ∑Ni=1 E
i(t) isFt-adapted, and sinceXi(0) isF0-measurable,
the mass balance equation (4.21) for queue i implies that Xi is also adapted. Moreover,
Ei, Di and Xi are all right-continuous, and hence {Ft}-progressive.
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Noting that {γj ≤ t} = {E(t) ≥ j}, and E(t) is Ft-measurable, we see that γj is an
{Ft}-stopping time. Also, since there are notmultiple arrivals at the same time, the queue
κj to which job j is routed is the unique queue whose arrival process increases at γj, that
is,
κj = argmaxi∈{1,...,N}
(
Ei(γj)− Ei(γj−)
)
.
Since Ei, i = 1, ...,N, are {Ft}-progressive, each argument of the argmax above is Fγj-
measurable, and hence, so is κj. Therefore, κj(t) = 1{γj≤t}κj is {Ft}-adapted for j ≥ 1.
For jobs initially in network, that is j ≤ 0, for all t ≥ 0, κj(t) is equal to the F0-measurable
quantity κj, and hence is also {Ft}-adapted.
When a job j ≥ 1 arrives at time γj and joins the queue κj, there are (Xκj(γj)− 1) jobs
ahead of it in that queue. Hence, for job j to have entered service by time t, it must have
arrived at a queue prior to t and all the jobs ahead it in the same queuemust have already
departed, or, in other words,
{αj ≤ t} = {γj ≤ t} ∩ {Dκj(t)− Dκj(γj) ≥ Xκj(γj)− 1}, j ≥ 1.
Since γj is an {Ft}-stopping time, Di and Xi, i = 1, . . . ,N, are {Ft}-progressive, and
κj is Fγj-measurable, and Dκj(γj) and Xκj(γj) are Fγj-measurable, it follows that Dκj(t),
Dκj(γj) and X
κj(γj) are Ft-measurable on {γj ≤ t}. Therefore, {αj ≤ t} is Ft-measurable
and αj is an {Ft}-stopping time. Similarly,
{β j ≤ t} = {γj ≤ t} ∩ {Dκj(t)− Dκj(γj) ≥ Xκj(γj)}, j ≥ 1,
and thus, β j is also an {Ft}-stopping time. For jobs initially in network (j ≤ 0), the queue
index κj and the number of jobs pj ahead of job j in station κj at time 0 are F0-measurable,
and since {αj ≥ t} = {Dκj(t) ≥ pj} and {β j ≥ t} = {Dκj(t) ≥ pj + 1}, αj and β j for j ≤ 0
are also {Ft}-stopping times. Consequently, the age process a(N)j defined in (4.1) is {Ft}-
adapted for all j.
Finally, recall that χj(t) is the queue size observed by job j at time t ≥ γj, defined in
(4.6). Since κj is Fγj-measurable, 1{γj≤t}χj(t) is {Ft}-adapted, and also {Ft}-progressive,
as it is right-continuous. Therefore, since γj ≤ β j, χDj = Xκj(β j−) is Fβ j-measurable and
hence Dℓ defined in (4.16) is {Ft}-adapted. Moreover, since β j and aj are {Ft}-stopping
times, aj(·) is {Ft}-adapted and {αj ≤ t} ⊂ {γj ≤ t}, νℓ defined in (4.8) is {Ft}-adapted.
A.2. Preliminary Independence Results. We first list two elementary generic lem-
mas on conditioning in Section A.2.1. These are then used in Section A.2.2 to obtain some
preliminary conditional independence results on the model.
A.2.1. Elementary Lemmas. Recall that given a sigma algebra F and a subset A, the
trace of F on A is defined as F ∧ A = {A ∩ B : B ∈ F}. The following lemma is used in
the proof of Lemma A.6.
LEMMA A.4. Given a probability space (Ω,F ,P), suppose sub σ-algebras Gc,G f ⊂ F
and a set A ∈ Gc ∩ G f are such such that Gc ∧ A ⊂ G f ∧ A. Then, for every integrable
random variable X,
(A.3) 1{A}E [X|Gc] = 1{A}E
[
E
[
X|G f
] |Gc] .
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PROOF. For B ∈ Gc, by definition, A ∩ B ∈ Gc ∧ A. Since Gc ∧ A ⊂ G f ∧ A, we have
A ∩ B ∈ G f ∧ A. Hence,
E
[
1{B}1{A}E
[
X|G f
]]
= E
[
1{B∩A}E
[
X|G f
]]
= E
[
E
[
1{B∩A}X|G f
]]
= E
[
1{B}1{A}X
]
,
where the second equality uses A ∩ B ∈ G f ∧ A ⊂ G f and the last equality follows by
the tower property of conditional expectation. Hence, we have shown E
[
1{A}X|Gc
]
=
E
[
1{A}E
[
X|G f
] |Gc]. Since A ∈ Gc, (A.3) follows.
LetW1,W2, ...,Wn and Y be R ∪ {∞}-valued random variables defined on a probabil-
ity space (Ω,F ,P), and let G ⊂ F be a σ-algebra such that Wi, i = 1, ..., n, and Y are
conditionally independent given G. For i = 1, ..., n, define
Fi(a) = P {Wi > a|G} , a ≥ 0.
Also, define T
.
= min(W1, ...,Wn,Y) and let Z be a discrete-valued random variable such
that {Y < min(W1, ...,Wn)} = {Z = z0} for some value z0. The following lemma is used
in the proof of Lemma 5.5, whenWi’s and Y are replaced by certain arrival and departure
times.
LEMMA A.5. SupposeW1, ...,Wn,Y, T and Z are as described above. Then, on {Z =
z0},Wi − T; i = 1, ..., n, are conditionally independent given G, T and Z, that is, for every
b1, ..., bn ≥ 0,
(A.4) 1{Z=z0}P
{
Wi > T + bi; i = 1, ..., n
∣∣G, T,Z} = 1{Z=z0} n∏
i=1
P
{
Wi > T + bi
∣∣G, T,Z} ,
and, for b ≥ 0,
(A.5) 1{Z=z0}P
{
Wi > T + b
∣∣G, T,Z} = 1{Z=z0} Fi(T + b)Fi(T) .
PROOF. First, we claim that for every B ∈ B[0,∞),
E
[
1{T∈B}1{Z=z0}
n
∏
i=1
1{Wi>T+bi}
∣∣∣G] = E [1{T∈B}1{Z=z0} n∏
i=1
Fi(T + bi)
Fi(T)
∣∣∣G] .(A.6)
To prove the claim, note that since T = Y on {Z = z0} and Wi > Y + bi, i = 1, . . . , n
implies Z = z0, we have
{T ∈ B,Z = z0,Wi > T + bi; i = 1, ..., n} = {Y ∈ B,Wi > Y + bi; i = 1, ..., n},
Then the conditional independence ofW1, ...,Wn and Y implies the left-hand side of (A.6)
is equal to
P
{
Y ∈ B,Wi > Y + bi, i = 1, ..., n
∣∣G} = E [1{Y∈B} n∏
i=1
Fi(Y + bi)
∣∣∣G] .
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Similarly, since {T ∈ B,Z = z0} = {Y = T ∈ B,Wi > Y, i = 1, ..., n}, by the conditional
independence ofW1, ...,Wn and Y given G, the right-hand side of (A.6) is equal to
E
[
1{Y∈B,Wi>Y,i=1,...,n}
n
∏
i=1
Fi(Y+ bi)
Fi(Y),
∣∣∣G] = E [1{Y∈B} n∏
i=1
Fi(Y+ bi)
∣∣∣G] ,
and the claim (A.6) follows. Moreover, by definition of conditional expectations, (A.6)
implies
(A.7) 1{Z=z0}P
{
Wi > T+ bi; i = 1, ..., n
∣∣G, T,Z} = 1{Z=z0} n∏
i=1
Fi(T + bi)
Fi(T)
.
Now, substituting bi = b and bi′ = 0, i
′ 6= i, in (A.7) and observing that for all i, Wi > T
on {Z = z0}, (A.5) follows. Finally, (A.4) is obtained by substituting each term of the
product on the right-hand side of (A.7) from the equation (A.5).
A.2.2. Some Conditional Independence Results of the Model. Recall that by the non-idling
condition, when Xi(t) ≥ 1 for some t ≥ 0, there exists a job receiving service at queue i
at time t, which we denote by Ji(t). Note that 1{Xi(t)≥1} Ji(t) is well defined for all t ≥ 0.
Also, recall from Section 5.2 the mark zk associated with the event time τk; with zk =
(E, i) (respectively, zk = (D, i)) indicating that the event is the arrival of a job to queue i
(respectively, departure of a job from queue i).
LEMMA A.6. Suppose Assumptions I, II.a, and III.a hold, and fix k ≥ 1 and i ∈
{1, ...,N}. Then, on {zk = (E, i)}, the next interarrival time uE(τk)+1 and the service time
vE(τk) are independent of Fτk , and for every b ≥ 0,
(A.8) 1{zk=(E,i)}P
{
uE(τk)+1 > b
∣∣∣Fτk} = 1{zk=(E,i)}GE(b),
and
(A.9) 1{zk=(E,i)}P
{
vE(τk) > b
∣∣∣Fτk} = 1{zk=(E,i)}G(b).
Moreover, on {zk = (D, i),Xi(τk) ≥ 1}, vJi(τk) is independent of Fτk and for every b ≥ 0,
(A.10) 1{zk=(D,i),Xi(τk)≥1}P
{
vJi(τk) > b
∣∣∣Fτk} = 1{zk=(D,i),Xi(τk)≥1}G(b).
We prove Lemma A.6 at the end of this section, after we prove the following intuitive
auxiliary results. First, on the set Ak,i,n where the k
th event is the arrival of job n,
(A.11) Ak,i,n
.
= {zk = (E, i), E(τk) = n},
we claim the state of the network up to time τk depends only on the arrival times and
random queue choices of the first n jobs, and the service times of the first n− 1 jobs, or
equivalently, is FData≤n -measurable, where
(A.12) FData≤n .= σ(I0) ∨ σ(uj, ιj; j = 1, 2, ..., n) ∨ σ(vj; j ≤ n− 1).
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Similarly, on the set
(A.13) Bk,i,m
.
= {zk = (D, i),Xi(τk) ≥ 1, Ji(τk) = m},
where the kth event is a departure from queue i and an entry into service by job m, we
claim the state of the network up to time τk does not depend on the service time of job m,
or equivalently, is FData−m -measurable, where
(A.14) FData−m .= σ(I0) ∨ σ(uj, ιj; j ≥ 1) ∨ σ(vj; j ∈ Z\{m}),
REMARK A.7. Note that by the representation (5.12) of E(N),i and the relation E(N) =
∑
N
i=1 E
(N),i, Ak,i,n is Fτk-measurable. Also, since Ji(t) is the job with the largest index that
has entered service at queue i before time t, we have
1{Xi(t)≥1} J
i(t) = 1{Xi(t)≥1}max
{
j : αj ≤ t, κj = i
}
.
Since αj is an {Ft}-stopping time and κj is Fαj-measurable by Lemma A.1 and Xi is {Ft}-
adapted by Proposition A.3, the right-hand side above is {Ft}-adapted, and hence {Ft}-
progressive because it is right-continuous as a function of t. Therefore, 1{Xi(τk)≥1} J
i(τk),
and hence Bk,i,m, are Fτk-measurable.
LEMMA A.8. Suppose the assumptions of Lemma A.1 hold. Then, for k, n ≥ 1, i =
1, ...,N and m ∈ Z,
a. Ak,i,n is FData≤n -measurable and Fτk ∧ Ak,i,n ⊂ FData≤n ∧ Ak,i,n.
b. Bk,i,m is FData−m -measurable and Fτk ∧ Bk,i,m ⊂ FData−m ∧ Bk,i,m.
PROOF. For part a, consider an identical queuing network driven by the alternative
data
D˜ata = ( I˜0, u˜j, ι˜j; j ≥ 1, v˜j; j ∈ Z),
coupled with our original network so that I˜0 = I0, u˜j = uj, ι˜j = ιj; j = 1, 2, ..., n and
v˜j = vj; j ≤ n− 1, but u˜j = 1 and ι˜j(d′) = ιj(d′) = 1 for j ≥ n+ 1 and d′ = 1, ..., d and
v˜j = 1 for j ≥ n. Then clearly
F˜ D˜ata .= σ( I˜0, u˜j, ι˜j; j ≥ 1, v˜j; j ∈ Z) = σ(I0, ιj, uj; j = 1, ..., n, vj; j ≤ n− 1) = FData≤n ,
where we distinguish quantities associated to the alternative network from those of the
original network by a tilde. Clearly, the dynamics of the two networks are clearly iden-
tical up to the arrival time γn = γ˜n of job n. In particular, A˜k,i,n
.
= {E˜(τ˜k) = n, z˜k =
(E, i)} = Ak,i,n, and since A˜k,i,n is F˜τ˜k-measurable, so is Ak,i,n. But by Lemma A.1, F˜τ˜k ⊂
F˜ D˜ata = FData≤n , and hence Ak,i,n is FData≤n -measurable.
Moreover, for all t ≥ 0 and i = 1, ..., n,
Ei(t ∧ γn) = E˜i(t ∧ γn), Di(t ∧ γn) = D˜i(t ∧ γn),
and hence, by [10, Theorem T3 of Section III.1] and definition (4.22) of the filtration
{Ft; t ≥ 0}, and because γj is an {Ft}-stopping time by Lemma A.1, we have Fγn = F˜γn .
In particular, since γn = τk on Ak,i,n, another application of Lemma A.1 shows
Fτk ∧ Ak,i,n = Fγn ∧ Ak,i,n = F˜γn ∧ Ak,i,n ⊂ FData≤n ∧ Ak,i,n.
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Finally for part b, consider an alternative network driven by another D˜atawith I˜0 = I0,
u˜j = uj, ι˜j = ιj; j ≥ 1 and v˜j = vj; j ∈ Z\{m}, but with v˜m = 1. Having in mind that
the two systems are identical up to the service entry time αm of job m and that Bk,i,m is
Fτk-measurable by Remark A.7 and αm is an {Ft}-stopping time, the result follows from
exactly analogous arguments as in part a.
PROOF OF LEMMA A.6. To see (A.8), we partition the set {zk = (E, i)} based on the
value of E(τk), the index of the job that arrived at time τk. In other words, with Ak,i,n as
defined in (A.11), we have
(A.15) {zk = (E, i)} =
⋃
n∈N
Ak,i,n.
Lemma A.8.a and the fact that Ak,i,n is Fτk-measurable (see Remark A.7) show that the
conditions of Lemma A.4 are satisfied with A = Ak,i,n, X = 1{un+1>b}, Gc = Fτk and
G f = FData≤n . Therefore, using Lemma A.4, we have
(A.16) 1{Ak,i,n}P {un+1 > b|Fτk} = 1{Ak,i,n}E
[
P
{
un+1 > b|FData≤n
} ∣∣∣Fτk] .
By Assumptions I and III.a, the inter-arrival time un+1 has complimentary CDF GE and is
independent of the initial conditions, all other inter-arrival times and all service times and
hence, independent of FData≤n . Therefore, P{un+1 > b|FData≤n } = GE(b), which together
with (A.11), (A.15) and (A.16), yields
1{zk=(E,i)}P
{
uE(τk)+1 > b|Fτk
}
= ∑
n∈N
1{Ak,i,n}GE(b) = 1{zk=(E,i)}GE(b).
This proves (A.8). Similarly, by another use of Lemma A.4, with the same A, Gc, G f as
above and with X = 1{vn>b}, in the second equality below, we have
1{zk=(E,i)}P
{
vE(τk) > b|Fτk
}
= ∑
n∈N
1{Ak,i,n}P {vn > b|Fτk}
= ∑
n∈N
1{Ak,i,n}E
[
P
{
vn > b|FData≤n
} ∣∣∣Fτk] .
By Assumptions II.a and III.a, vn has the complimentary CDF G and is independent of
I0, the arrival process and the service times of jobs j < n, and hence, is independent of
FData≤n . This yields P{vn > b|FData≤n } = G(b). When combined with the last display, (A.9)
follows from another use of (A.15).
Finally to see (A.10), we partition the set {zk = (D, i),Xi(τk) ≥ 1} based on the value
of Ji(τk):
(A.17) {zk = (D, i),Xi(τk) ≥ 1} =
⋃
m∈Z
Bk,i,m,
where Bk,i,m, defined in (A.13), is Fτk-measurable by Remark A.7. (Note that Bk,i,m is
empty if there is no job with index m.) For every m ∈ Z, the conditions of Lemma A.4
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with A = Bk,i,m, X = 1{vm>b}, Gc = Fτk and G f = FData−m hold due to Lemma A.8.b, and
hence, using Lemma A.4, we have
(A.18) 1{Bk,i,m}P {vm > b|Fτk} = 1{Bk,i,m}E
[
P
{
vm > b|FData−m
} ∣∣∣Fτk] .
By Assumption II.a, vm has complimentary CDF G and is independent of I0, the arrival
process, and all other service times, and hence, is independent of FData−m , which implies
P
{
vm > b|FData−m
}
= G(b). When combined with (A.17) and (A.18), we obtain (A.10)
since
1{zk=(D,i),Xi(τk≥1)}P
{
vJi(τk) > b
∣∣∣Fτk} = ∑
m∈Z
1{Bk,i,m}G(b) = 1{zk=(D,i),Xi(τk≥1)}G(b).
Next, define zk,1 ∈ {E,D} and zk,2 ∈ {1, ...,N} to be the two components of zk, that
is, zk = (zk,1, zk,2). The next lemma shows that when the next event is an arrival, σ
i
k is
conditionally independent of the queue index to which the new arriving job is routed.
LEMMA A.9. Suppose Assumptions I and II.a hold. Then, for every k ≥ 1,
1{zk,1=E}P
{
σik > τk + bi, i = 1, ...,N|Fτk
}
= 1{zk,1=E}P
{
σik > τk + bi, i = 1, ...,N|Fτk−1 , τk, zk,1
}
.(A.19)
PROOF. Define Ak,n = {zk,1 = E, E(τk) = n}, and note that {zk,1 = E} = ∪n∈NAk,n.
On Ak,n, zk,2 is the queue index of the newly arrived job n, that is, zk,2 = κn, where
κn is defined by (4.2) and is a measurable function of ιn and X
i(τk), i = 1, ...,N. Since
Xi(τk−1), i = 1, ...,N, are Fτk−1-measurable by Lemma A.1, we have
Fτk ∧ An,k = (Fτk−1 ∨ σ(τk, zk)) ∧ Ak,n = (Fτk−1 ∨ σ(τk, zk,1, ιn)) ∧ Ak,n,
and therefore,
1{Ak,n}P
{
σik > τk + bi, i = 1, ...,N|Fτk
}
= 1{Ak,n}P
{
σik > τk + bi, i = 1, ...,N|Fτk−1 , τk, zk,1, ιn
}
.(A.20)
Moreover, for i ∈ Bk−1, σik is the departure time of the job Ji(τk−1) that is receiving ser-
vice at queue i at time τk−1, and hence, σik = αJi(τk−1) + vJi(τk−1). By Remark A.7, J
i(τk−1) is
Fτk−1-measurable, and since αj is a {Ft}-stopping time for all j ∈ Z and αJi(τk−1) ≤ τk−1,
αJi(τk−1) is Fτk−1-measurable. Also, since service times are independent of the random
queue choices, vJi(τk−1) is conditionally independent of ιn, given Fτk−1. On the other hand,
if i /∈ Bk−1, σik = ∞. Consequently, for every i = 1, ...,N, σik is conditionally independent
of ιn, given Fτk−1 , and therefore, (A.20) yields
1{Ak,n}P
{
σik > τk + bi, i = 1, ...,N|Fτk
}
= 1{Ak,n}P
{
σik > τk + bi, i = 1, ...,N|Fτk−1 , τk, zk,1
}
.
Equation (A.19) follows on summing both sides of the above display over n ∈ Z.
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A.3. Proof of Lemma 5.5 .
PROOF OF LEMMA 5.5. We prove the lemma using induction on k. As the induction
hypothesis, assume that for some k ≥ 1, P {Ω˜k−1} = 1, the next arrival time ξk and next
departure times σik, i = 1, ...,N, after τk−1 are conditionally independent given Fτk−1, and
(5.20) and (5.21) hold with k replaced by k− 1, that is, for every b > 0,
(A.21) P
{
ξk − τk−1 > b
∣∣Fτk−1} = GE(RE(τk−1) + b)
GE(RE(τk−1))
,
and for every i = 1, . . . ,N,
(A.22) 1{i∈Bk−1}P
{
σik − τk−1 > b
∣∣Fτk−1} = 1{i∈Bk−1}G(ai(τk−1) + b)G(ai(τk−1)) .
First, we prove P{Ω˜k} = 1. Since P{Ω˜k−1} = 1, by (5.19) we have, almost surely,
τk − τk−1 = min{ξk − τk−1, σik − τk−1; i = 1, ...,N},
By the induction hypothesis, givenFτk−1 , the randomvariables ξk− τk−1 and σik− τk−1, i =
1, ...,N, are conditionally independent, and by (A.21) and (A.22) and the fact that GE
and G have densities gE and g by Assumptions I and II.a, the random variables are
all distinct and strictly positive, taking values in (0,∞]. In particular, this shows that
P
{
τk > τk−1|Fτk−1
}
= 1, which impliesP
{
Ω˜k|Fτk−1
}
= 1, and hence,P
{
Ω˜k
}
= E
[
P
{
Ω˜k|Fτk−1
}]
=
1.
Next, we establish (5.20) and (5.21) and the conditional independence of ξk+1 and σ
i
k+1
given Fτk . Since P{Ω˜k} = 1, by (5.19) we have, almost surely,
(A.23) τk = min(ξk, σ
i
k; i = 1, ...,N).
Given the filtration {Ft} satisfies (5.14), by [10, Theorem T30 of Section A.2], Fτk =
σ(I0) ∨ σ(τk′ , zk′ ; 1 ≤ k′ ≤ k), and therefore Fτk = Fτk−1 ∨ σ(τk, zk). We partition Ω based
on the values of zk and the queue lengths right before the event time τk, and show the
conditional independence on each (measurable) subset of the partition. First, for every
i∗ ∈ {1, ...,N}, let Ai∗ .= {zk = (E, i∗)} be the set of realizations on which the kth event
(which was already shown to be almost surely distinctly defined) is an arrival to the
queue i∗. On Ai∗, τk = ξk and ξk+1 = τk + uE(τk)+1, and hence using Lemma A.6, for
every b0, b1, ..., bN ≥ 0 we have,
1{Ai∗}P
{
ξk+1 > τk + b0, σ
i
k+1 > τk + bi, i = 1, ...,N|Fτk
}
= 1{Ai∗}P
{
uE(τk)+1 > b0, σ
i
k+1 > τk + bi, i = 1, ...,N|Fτk
}
= 1{Ai∗}GE(b0)P
{
σik+1 > τk + bi, i = 1, ...,N|Fτk
}
.(A.24)
In particular, substituting b0 = b and bi = 0, i = 1, ...,N, in (A.24) and recalling that
RE(τk) = 0 on Ai∗ , we have
1{Ai∗}P
{
ξk+1 > τk + b
∣∣Fτk} = 1{Ai∗}GE(b) = 1{Ai∗}GE(RE(τk) + b)GE(RE(τk)) .(A.25)
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We now turn to the joint conditional distribution of σik, i = 1, ...,N, given Fτk . Con-
sider Y = ξk, Wi = σ
i
k, i = 1, ...,N, T = τk, Z = zk,1 and z0 = (E). By the induc-
tion hypothesis, ξk and σ
i
k, i = 1, ...,N, are conditionally independent given Fτk−1, and
Y,Wi, i = 1, . . . ,N, T,Z satisfy the setup of Lemma A.5. Using (A.23) and noting that
{ξk ≤ min(σik; i = 1, ...,N)} = {zk = (E, i) for some i = 1, ...,N} = {zk,1 = E}, we have
T = τk, Z = zk,1 and z0 = E. Therefore, and since Ai∗ ⊂ {zk,1 = E} and using (A.19)
of Lemma C.1 in the second and the last equality and (A.4) of Lemma A.5 in the third
equality, we have
1{Ai∗}P
{
σik > τk + bi, i = 1, ...,N|Fτk
}
= 1{Ai∗}1{zk,1=E}P
{
σik > τk + bi, i = 1, ...,N|Fτk−1 , τk, zk
}
= 1{Ai∗}
N
∏
i=1
P
{
σik > τk + bi|Fτk−1 , τk, zk,1
}
= 1{Ai∗}
N
∏
i=1
P
{
σik > τk + bi|Fτk
}
.(A.26)
Moreover, if i ∈ Bk−1, the conditional distribution of σki is given by (A.22), and hence
using (A.5) of Lemma A.5 and the fact that on Ai∗ , a
i(·) grows linearly on (τk−1, τk], we
have
1{Ai∗}1{i∈Bk−1}P
{
σik > τk + b
∣∣Fτk} = 1{Ai∗}1{i∈Bk−1}P {σik − τk−1 > τk − τk−1 + b∣∣Fτk−1 , τk, zk}
= 1{Ai∗}1{i∈Bk−1}
G(ai(τk−1) + τk − τk−1 + b)
G(ai(τk−1) + τk − τk−1)
= 1{Ai∗}1{i∈Bk−1}
G(ai(τk) + b)
G(ai(τk))
.(A.27)
Now we further partition Ai∗ into two subsets, Ai∗,1
.
= {zk = (E, i∗),Xi∗(τk−1) ≥ 1}
and Ai∗,2
.
= {zk = (E, i∗),Xi∗(τk−1) = 0}, on which the queue i∗ is non-empty and
empty, respectively, right before the arrival. Since an arrival to a non-empty queue does
not change the set of busy servers,Bk = Bk−1 and σik+1 = σ
i
k for all i = 1, ...,N, on Ai∗,1.
Substituting these identities in (A.26) and (A.27), respectively, we have
(A.28) 1{Ai∗,1}P
{
σik+1 > τk + bi, i = 1, ...,N|Fτk
}
= 1{Ai∗,1}
N
∏
i=1
P
{
σik+1 > τk + bi|Fτk
}
,
and for every i = 1, ...,N,
(A.29) 1{Ai∗,1}1{i∈Bk}P
{
σik+1 > τk + b
∣∣Fτk} = 1{Ai∗,1}1{i∈Bk}G(ai(τk) + b)G(ai(τk)) .
On the other hand, on Ai∗,2, the arrival makes the previously idle server i∗ busy, that is,
Bk = Bk−1 ∪ {i∗}, and also σik+1 = σik for all i 6= i∗ and σi∗k+1 = τk + vJi∗ (τk). Therefore,
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using (A.9) of Lemma A.6 in the second equality and (A.26) in the third equality, we have
1{Ai∗,2}P
{
σik+1 > τk + bi; i = 1, ...,N|Fτk
}
= 1{Ai∗,2}P
{
vJi∗ (τk) > bi∗ , σ
i
k > τk + bi; i 6= i∗|Fτk
}
= 1{Ai∗,2}G(bi∗)P
{
σik > τk + bi; i 6= i∗|Fτk
}
= 1{Ai∗,2}G(bi∗)
N
∏
i=1,i 6=i∗
P
{
σik > τk + bi|Fτk
}
.(A.30)
In particular, by substituting bi∗ = b and bi = 0 for i = 1, ...,N, i 6= i∗ in (A.30) and since
i∗ ∈ Bk on Ai∗,2 and ai∗(τk), the age of the job Ji∗(τk) that began receiving service in queue
i∗ at time τk, is zero, we have
1{Ai∗,2}1{i∗∈Bk}P
{
σi∗k+1 > τk + b|Fτk
}
= 1{Ai∗,2}1{i∗∈Bk}G(b)
= 1{Ai∗,2}1{i∗∈Bk}
G(ai∗ (τk) + b)
G(ai∗(τk))
.(A.31)
Finally, on Ai∗,2, for every i 6= i∗, 1{i∈Bk} = 1{i∈Bk−1} and σik+1 = σik, and so (A.27) implies
1{Ai∗,2}1{i∈Bk}P
{
σik+1 > τk + b
∣∣Fτk} = 1{Ai∗,2}1{i∈Bk}G(ai(τk) + b)G(ai(τk)) .(A.32)
Now consider the set Bi∗ = {zk = (D, i∗)} of realizations on which the kth event is a
departure from queue i∗. Consider Y = σi
∗
k ,Wi∗ = ξk andWi = σ
i
k for i = 1, ...,N, i 6= i∗,
T = τk, Z = zk and z0 = (D, i∗). By the induction hypothesis, ξk and σik, i = 1, ...,N, are
conditionally independent given Fτk−1 , and Y,Wi, i = 1, . . . ,N, T,Z satisfy the setup of
Lemma A.5. Therefore, using (A.4) of Lemma A.5 in the second equality below, we have
1{Bi∗}P
{
ξk ≥ τk + b0, σik > τk + bi, i = 1, ...,N, i 6= i∗|Fτk
}
= 1{Bi∗}1{τk=(D,i)}P
{
ξk ≥ τk + b0, σik > τk + bi, i = 1, ...,N, i 6= i∗|Fτk−1 , τk, zk
}
= 1{Bi∗}P {ξk > τk + bi|Fτk}
N
∏
i=1,i 6=i∗
P
{
σik > τk + bi|Fτk
}
.
(A.33)
Moreover, given Fτk−1 , the conditional distribution of ξk and σik for i ∈ Bk−1\{i∗} are
given by (A.21) and (A.22), respectively. Therefore, using (A.5) of Lemma A.5, we have
1{Bi∗}P
{
ξk > τk + b
∣∣Fτk} = 1{Bi∗}P {ξk − τk−1 > τk − τk−1 + b∣∣Fτk}
= 1{Bi∗}
GE(RE(τk−1) + τk − τk−1 + b)
GE(RE(τk−1) + τk − τk−1)
= 1{Bi∗}
GE(RE(τk) + b)
GE(RE(τk))
,(A.34)
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where the last equality uses the fact that on Bi∗ , RE(·) grows linearly on (τk−1, τk] (because
ξk+1 = ξk) and for every i 6= i∗,
1{Bi∗}1{i∈Bk−1}P
{
σik > τk + b
∣∣Fτk} = 1{Bi∗}1{i∈Bk−1}G(ai(τk−1) + τk − τk−1 + b)G(ai(τk−1) + τk − τk−1)
= 1{Bi∗}1{i∈Bk}
G(ai(τk) + b)
G(ai(τk))
,(A.35)
where the last equality uses the fact that i ∈ Bk and σik+1 = σik if and only if i ∈ Bk−1 and
ai(·) grows linearly on (τk−1, τk].
The value of σi∗k+1 depends on the length of queue i∗ right before the departure, and
hence we further partition Bi∗ into two parts. On Bi∗,1 = {zk = (D, i∗),Xi∗(τk−1) = 1},
queue i∗ becomes empty after the departure at τk, and hence σi∗k+1 = ∞ by definition.
Therefore, using (A.33), we have
1{Bi∗,1}P
{
ξk+1 ≥ τk + b0, σik+1 > τk + bi; i = 1, ...,N|Fτk
}
= 1{Bi∗,1}P
{
ξk > τk + b0, σ
i
k > τk + bi; i = 1, ...,N, i 6= i∗|Fτk
}
= 1{Bi∗,1}P {ξk > τk + b0|Fτk}P
{
σi∗k+1 > bi∗
} N
∏
i=1,i 6=i∗
P
{
σik > τk + bi|Fτk
}
,
(A.36)
where we use the trivial identity P{σi∗k+1 > bi∗}= 1 in the last equality. On the other
hand, on Bi∗,2 = {zk = (D, i∗),Xi∗(τk−1) ≥ 2}, a new job, namely Ji∗(τk), enters service
i∗ right after departure at τk, and hence σik+1 = σ
i
k for i 6= i∗ and σi∗k+1 = τk + vJi∗ (τk) and
ai∗(τk) = 0. Therefore, using (A.10) of Lemma A.6 in the second equality and (A.33) in
the third equality below, we have
1{Bi∗,2}P
{
ξk+1 ≥ τk + b0, σik+1 > τk + bi, i = 1, ...,N|Fτk
}
= 1{Bi∗,2}P
{
vJi∗ (τk) > bi∗ , ξk ≥ τk + b0, σik > τk + bi, i = 1, ...,N, i 6= i∗|Fτk
}
= 1{Bi∗,2}G(bi∗)P
{
ξk ≥ τk + b0, σik > τk + bi, i = 1, ...,N, i 6= i∗|Fτk
}
= 1{Bi∗,2}G(bi∗)P {ξk > τk + b0|Fτk}
N
∏
i=1,i 6=i∗
P
{
σik > τk + bi|Fτk
}
.(A.37)
In particular, substituting bi∗ = b and bi = 0 for i = 0, 1, ...,N, i 6= i∗ in (A.37) and using
the facts that i∗ ∈ Bk and ai∗(τk) = 0 on Bi∗,2, we have
1{Bi∗,2}1{i∗∈Bk}P
{
σi∗k+1 > τk + b|Fτk
}
= 1{Bi∗,2}1{i∗∈Bk}G(b)
= 1{Bi∗,2}1{i∗∈Bk}
G(ai∗ (τk) + b)
G(ai∗(τk))
.(A.38)
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To conclude the lemma, observe that
(A.39)
Ω =
N⋃
i∗=1
(Ai∗ ∪ Bi∗) , Ai∗ = Ai∗,1 ∪ Ai∗,2, Bi∗ = Bi∗,1 ∪ Bi∗,2, i∗ = 1, ...,N.
The conditional independence of ξk+1 and σ
i
k+1, i = 1, ...,N follows from (A.39) and the
conditional independence results on each set of the partition, namely, (A.24), (A.28),
(A.30), (A.36) and (A.37). Moreover, the form (5.20) for the conditional distribution of
ξk+1 given Fτk follows from (A.39), (A.25) and (A.34). Finally, for every i ∈ Bk, the form
(5.21) of the conditional distribution of σik+1 given Fτk follows from (A.39), (A.29), (A.31),
(A.32), (A.35) and (A.38).
APPENDIX B: COMPENSATOR OF THEWEIGHTED DEPARTURE PROCESS
In this section, we prove Proposition 5.2. We first identify the intensity of the process
D(N),i, defined in (4.20).
LEMMA B.1. Suppose Assumptions I, II.a and III.a hold. Then, for i = 1, ...,N, an
{F (N)t }-intensity of D(N),i is
(B.1)
{
1{X(N),i(t−)≥1}h
(
a(N),i(t−)
)
; t ≥ 0
}
.
REMARK B.2. Recall that although ai(t) is not defined if server i is idle at time t, the
quantity 1{Xi(t)≥1}h(ai(t)) is always well defined.
PROOF OF LEMMA B.1.. Fix N and suppress the superscript (N) for ease of notation.
Suppose that for every k ≥ 0, the following conditional density fD,ik+1 exists:
(B.2) P
{
τk+1 − τk ∈ A, zk+1 = (D, i)
∣∣Fτk} = ∫
A
fD,ik+1(ω, r)dr, ω ∈ Ω, A ∈ B[0,∞).
Then, by the representation (5.13) of Di in terms of the marked point process T (N) and
the non-explosiveness of the sequence {τk} proved in Corollary 5.6, it follows from [10,
Theorem III.T7, comment (β) below the theorem, and Eqn. (2.10) of the next remark] that
the process
(B.3)
∞
∑
k=0
fD,ik+1(t− τk)
P {τk+1 > t|Fτk}
1{τk<t≤τk+1}.
is an {Ft}-intensity of Di.
We now identify the process fD,ik+1 that satisfies (B.2). Recall that ξk+1 and σ
i
k+1 are,
respectively, the first arrival time and the first departure time from queue i after the event
time τk. Using (5.22), the next event after τk is a departure from queue i, that is, zk+1 =
(D, i), if the next departure from queue i occurs before the next arrival and the next
departure from every other queue, that is, σik+1 ≤ min(ξk+1, σi
′
k+1, i
′ = 1, ...,N, i′ 6= i). If
server i is idle at time τk, that is, i 6∈ B(τk), σik+1 = ∞ by definition, and the probability
that the next event is a departure from queue i is zero, and therefore,
(B.4) fD,ik+1 ≡ 0, ∀i 6∈ B(τk).
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On the other hand, for i ∈ B(τk), using the conditional independence, given Fτk , of ξk+1
and σik+1, i = 1, ...,N, established in Lemma 5.5 and (5.21), we have
1{i∈B(τk)}P {τk+1 − τk > t, zk+1 = (D, i)|Fτk}
= 1{i∈B(τk)}P
{
σik+1 − τk > t, ξk+1 ∧min
i′ 6=i
σi
′
k+1 > σ
i
k+1|Fτk
}
= 1{i∈B(τk)}
1
G(ai(τk))
∫ ∞
t
P
{
ξk+1 ∧min
i′ 6=i
σi
′
k+1 > τk + s|Fτk
}
g(s+ ai(τk))ds.
Thus, the conditional density fD,ik+1 exists and for every t ≥ τk,
(B.5) fD,ik+1(t− τk) = 1{i∈B(τk)}
1
G(ai(τk))
P
{
ξk+1 ∧min
i′ 6=i
σi
′
k+1 > t|Fτk
}
g(t− τk + ai(τk)).
Moreover, by (5.22), and Lemma 5.5, for i ∈ Bk we have
P {τk+1 > t|Fτk} = P
{
ξk+1 ∧ σik+1 ∧min
i′ 6=i
σi
′
k+1 > t|Fτk
}
= P
{
ξk+1 ∧min
i′ 6=i
σi
′
k+1 > t|Fτk
}
G(t− τk + ai(τk)).
G(ai(τk))
.(B.6)
Combining (B.4)–(B.6) with definition (5.17), the {Ft}-intensity of Di given in (B.3) takes
the form
∞
∑
k=0
1{i∈Bk}h(t− τk + ai(τk))1{τk<t≤τk+1} =
∞
∑
k=0
1{Xi(τk)≥1}h(t− τk + ai(τk))1{τk<t≤τk+1}
=
∞
∑
k=0
1{Xi(t−)≥1}h
(
ai(t−)
)
1{τk<t≤τk+1}
= 1{Xi(t−)≥1}h
(
ai(t−)
)
,
where the second equality uses the fact that for t ∈ (τk, τk+1] and i ∈ Bk, Xi(t−) = Xi(τk)
and ai(t−) = t− τk + ai(τk). This completes the proof.
PROOF OF PROPOSITION 5.2. Fix N ∈ N, ϕ ∈ Cb([0, L) ×R+) and ℓ ≥ 1, and recall
that a
(N)
j (·), vj and β(N)j are the age process, service time and the departure time of job
j, and that κ
(N)
j is the queue to which job j is routed and a
(N),k(t) is the age of the job in
service at queue k, if one exists. Thus, we have
a
(N),κ
(N)
j (β
(N)
j −) = a(N)j (β(N)j ) = vj.
Using this and (4.15), the process D(N)ϕ,ℓ (t) defined in (4.18) can be rewritten as
D(N)ϕ,ℓ (t) =
∞
∑
j=j0
ϕ
(
a
(N),κ
(N)
j (β
(N)
j −), β(N)j
)
1{β(N)j ≤t}
1
{X(N),κ
(N)
j (β
(N)
j −)≥ℓ}
=
N
∑
i=1
D(N),iϕ,ℓ (t),(B.7)
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where
D(N),iϕ,ℓ (t)
.
=
∞
∑
j=j0
ϕ
(
a(N),i(β
(N)
j −), β(N)j
)
1{β(N)j ≤t}
1{X(N),i(β(N)j −)≥ℓ}
1{κ(N)j =i}
.
By definition (4.20) of D(N),i, the process D(N),iϕ,ℓ can be represented as the following inte-
gral with respect to the departure process D(N),i:
(B.8) D(N),iϕ,ℓ (t) =
∫ t
0
ϕ
(
a(N),i(s−), s
)
1{X(N),i(s−)≥ℓ}dD
(N),i(s), t ≥ 0.
Consider the setup of Lemma 5.4with ξ, {Gt}, θ and ζ replaced byD(N),i, {F (N)t }, ϕ(a(N),i(s−), s)1{X(N),i(s−)},
and D(N),iϕ,ℓ , respectively. Since a(N),i and X(N),i are right-continuous and {F (N)t }-adapted
(see Proposition A.3), θ is bounded, {F (N)t }-adapted, and left-continuous. Hence, by
Lemmas B.1 and 5.4, the process {M(N),iϕ,ℓ (t); t ≥ 0} defined by
M(N),iϕ,ℓ (t)
.
= D(N),iϕ,ℓ (t)−
∫ t
0
ϕ
(
a(N),i(s−), s
)
h(a(N),i(s−))1{X(N),i(s−)≥ℓ}ds,
= D(N),iϕ,ℓ (t)−
∫ t
0
ϕ
(
a(N),i(s), s
)
h(a(N),i(s))1{X(N),i(s)≥ℓ}ds,(B.9)
is a local {F (N)t }-martingale. Moreover, by (5.16) and (5.5) we have
(B.10)
N
∑
i=1
∫ t
0
ϕ
(
a(N),i(s), s
)
h(a(N),i(s))1{X(N),i(s)≥ℓ}ds =
∫ t
0
〈ϕ(·, s)h(·), ν(N)
ℓ
(s)〉ds = A(N)ϕ,ℓ (t).
Summing up both sides of (B.9) over i = 1, ...,N, and using (B.7) and (B.10), we have
∑
N
i=1M(N),iϕ,ℓ = D(N)ϕ,ℓ − A(N)ϕ,ℓ = M(N)ϕ,ℓ , and hence,M(N)ϕ,ℓ is also a local {F (N)t }-martingale.
Moreover, by (5.9) of Lemma 5.4 with the setup described above, for all t ≥ 0,
[D(N),iϕ,ℓ ](t) =
∫ t
0
ϕ2
(
a(N),i(u−), u
)
1{X(N),i(u−)≥ℓ}dD
(N),i(u) = D(N),i
ϕ2,ℓ
(t).
Furthermore, for every i = 1, ...,N and i′ 6= i, D(N),iϕ,ℓ and D(N),i
′
ϕ,ℓ are pure jump processes
with no common jump times almost surely (see Lemma 5.5), and hence [D(N),iϕ,ℓ ,D(N),i
′
ϕ,ℓ ] ≡
0, almost surely. Togetherwith the fact that A
(N)
ϕ,ℓ = D(N)ϕ,ℓ −M(N)ϕ,ℓ is a continuous function
with finite variation, this implies
[M(N)ϕ,ℓ ] = [D(N)ϕ,ℓ ] = [
N
∑
i=1
D(N),iϕ,ℓ ] =
N
∑
i=1
[D(N),iϕ,ℓ ] =
N
∑
i=1
D(N),i
ϕ2 ,ℓ
= D(N)
ϕ2 ,ℓ
,
which completes the proof.
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APPENDIX C: A BOUND FOR RENEWAL PROCESSES
Fix r∗0 ∈ R+ and let P∗(t) be a delayed renewal processwith inter-arrival times {u∗n; n ≥
1} with common distribution G∗ and delay u∗0 with distribution G∗r∗0 :
(C.1) P {u∗0 ≤ x} = G∗r∗0 (x)
.
=
G∗(x+ r∗0)− G∗(r∗0)
1− G∗(r∗0)
.
Assume G∗ has a density, denote G∗ .= 1 − G∗ and let h∗ be the corresponding rate
function. Also, let r∗(t) denote the backward recurrence time of the renewal process P∗.
By convention, r∗(t) = r∗0 + t for t < u∗0, and in particular, r∗(0) = r∗0 .
LEMMA C.1. Given the quantities described above, for every t ≥ 0,
(C.2) E
[∫ t
0
h∗(r∗(s))ds
]
< ∞,
and
(C.3) E
[(∫ t
0
h∗(r∗(s))ds− P∗(t)
)2]
≤ 12+ 3E [P∗(t)] .
PROOF. Define the epoch times {tj; j ≥ 0} as t0 = u∗0 and tj = tj−1 + u∗j for j ≥ 1.
Then, we have
∫ t
0
h∗(r∗(s))ds =
∫ t0
0
h∗(r∗(s))ds+
P∗(t)
∑
n=1
∫ tn
tn−1
h∗(r∗(s))ds−
∫ tP∗(t)
t
h∗(r∗(s))ds
=
∫ r∗0+u∗0
r∗0
h∗(v)dv+
P∗(t)
∑
n=1
∫ u∗n
0
h∗(v)dv−
∫ u∗
P∗(t)
r∗(t)
h∗(v)dv.(C.4)
Defining the random variables yn, n ∈ N, s as yn .=
∫ u∗n
0 h
∗(v)dv, the second term on the
right-hand side of (C.4) can be written as ∑
P∗(t)
n=1 yn. Since the renewal times {u∗n; n ≥ 1}
are i.i.d. the sequence {yn}n∈N is also i.i.d. with
E [y1] =
∫ ∞
0
(∫ s
0
h∗(v)dv
)
G∗(s)ds =
∫ ∞
0
G∗(s)
G∗(s)
(∫ ∞
s
G∗(v)dv
)
ds = 1,
and E[(y1)
2] is equal to
∫ ∞
0
(∫ s
0
h∗(v)dv
)2
G∗(s)ds =
∫ ∞
0
(
log(G∗(s))
)2
G∗(s)ds =
∫ 1
0
(log(s))2 ds = 2.
Thus, the mean and variance of yn are both equal to 1. Now, define the discrete-time
filtration {Gn; n ≥ 0} by Gn = σ(u∗j ; j = 0, ..., n). Note that u∗n, and hence yn, are Gn-
measurable. Also, since the inter-arrival times are independent, yn+1, yn+2, ... are inde-
pendent of Gn. Finally, the random variable P∗(t) satisfies E [P∗(t)] ≤ U∗(t) < ∞.
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where U∗ is the renewal measure corresponding to the distribution G∗. (The inequal-
ity can be replaced by an equality if P∗ is replaced with a pure renewal process P˜∗, see
[4, Theorem 2.4.(iii) of Section V], and P∗ and P˜∗ can be coupled such that almost surely,
P∗(t) ≤ P˜∗(t) for all t ≥ 0.) Moreover, P∗(t) is an integrable {Gn}-stopping time because
{P∗(t) = n} = {tn−1 ≤ t < tn} ∈ Gn since both tn−1 and tn are Gn-measurable. Hence,
by Wald’s lemma [4, Proposition A 10.2],
(C.5) E
[
P∗(t)
∑
n=1
∫ u∗n
0
h∗(v)dv
]
= E
[
P∗(t)
∑
n=1
yn
]
= E [P∗(t)] E [y1] = E [P∗(t)] < ∞,
and E[(∑
P∗(t)
n=1
∫ u∗n
0
h∗(v)dv− P∗(t))2] is equal to
(C.6) E
(P∗(t)∑
n=1
yn − P∗(t)
)2 = E [P∗(t)]Var(y1) = E [P∗(t)] .
Now, for the first term on the right-hand side of (C.4), using (C.1), we obtain
E
[∫ r∗0+u∗0
r∗0
h∗(v)dv
]
=
1
G∗(r∗0)
∫ ∞
0
(∫ r∗0+u
r∗0
h∗(v)dv
)
G∗(r∗0 + u)du
=
1
G∗(r∗0)
∫ ∞
0
(
log(G∗(r∗0))− log(G∗(r∗0 + u))
)
G∗(r∗0 + u)du
=
log(G∗(r∗0))
G∗(r∗0)
∫ ∞
r∗0
G∗(u)du− 1
G∗(r∗0)
∫ G∗(r∗0)
0
log(v)dv
= 1,(C.7)
and E[(
∫ r∗0+u∗0
r∗0
h∗(v)dv)2] is equal to
1
G∗(r∗0)
∫ ∞
0
(∫ r∗0+u
r∗0
h∗(v)dv
)2
G∗(r∗0 + u)du
=
1
G∗(r∗0)
∫ ∞
0
(
log(G∗(r∗0))− log(G∗(r∗0 + u))
)2
G∗(r∗0 + u)du
= log(G∗(r∗0))2 − 2
log(G∗(r∗0))
G∗(r∗0)
∫ G∗(r∗0 )
0
log(v)dv +
1
G∗(r∗0)
∫ G∗(r∗0 )
0
(log(v))2dv
= log(G∗(r∗0))2 − 2 log(G∗(r∗0))(log(G∗(r∗0))− 1) + (log(G∗(r∗0))2 − 2 log(G∗(r∗0)) + 2)
= 2.
(C.8)
For the last term on the right-hand side of (C.4), since r∗(t) ≥ 0,
(C.9) E
[∫ u∗
P∗(t)
r∗(t)
h∗(v)dv
]
≤ E
[∫ u∗
P∗(t)
0
h∗(v)dv
]
= E
[
yP∗(t)
]
= 1
and
(C.10) E
[(∫ u∗
P∗(t)
r∗(t)
h∗(v)dv
)2]
≤ E
[(∫ u∗
P∗(t)
0
h∗(v)dv
)2]
= E
[
(yP∗(t))
2
]
= 2.
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Then (C.5) follows on taking expectations of both sides of (C.4) and using (C.5), (C.7), and
(C.9), while (C.3) follows on again applying (C.4), the elementary bound (a+ b+ c)2 ≤
3(a2 + b2 + c2), and invoking (C.6), (C.8) and (C.10).
APPENDIX D: PROOFS OF LEMMAS IN SECTION 6.1.2
In this section, we explain how the results on νN1 and associated quantities stated in
Section 6.1.2 can be deduced from the results on the GI/GI/N queue in [22]. Consider
a GI/GI/N model that has the same cumulative arrival process E(N), iid service times
distributed according to G, and initial number of jobs X(N)(0) and age measure ν
(N)
1 (0)
as in our model. We recall that in a GI/GI/N queue, arriving jobs choose an idle server
at random if one is busy, or if all servers are busy, join a common queue and enter service
in a FCFS manner when servers become free (see [22] for a more detailed description).
We will use the tilde notation to denote quantities associated with the GI/GI/N model,
to distinguish them from the SQ(d) model. Specifically, for t ≥ 0, let D˜(N)(t), K˜(N)(t)
and X˜(N)(t) denote the cumulative number of departures from the system by time t,
cumulative number of entries into service by time t, and the number of jobs in the system
at time t, respectively. Also, analogous to the definition of ν
(N)
1 (t) in (4.9), let ν˜
(N)(t) be a
finite measure that has a Dirac delta mass at the ages of each job in service at time t, that
is,
ν˜(N)(t)
.
= ∑
j∈V˜ (N)(t)
δ
a˜
(N)
j (t)
,
where V˜ (N)(t) is the set of indices of jobs in service at time t and a˜j is defined exactly as
in (4.1), but with α
(N)
j replaced by α˜
(N)
j , the time of service entry of job j in the GI/GI/N
model and β
(N)
j replaced by β˜
(N)
j
.
= α˜
(N)
j + vj. (Note that this coincides with the definition
in [22, Eqns. (2.7)-(2.8)] once one notes that the FCFS nature of GI/GI/N ensures that
V˜ (N)(t) ⊂ {−〈1, ν1(0)〉, . . . , K˜(N)(t)}.)
Simple mass balance relations [22, Eqns. (2.5)-(2.6)] then show that
(D.1) K˜(N)(t) + 〈1, ν˜(N)(0)〉 ≤ X˜(N)(0) + E(N)(t),
and it follows from [22, Theorem 5.1 and Eqn. (5.1)] that for any ϕ ∈ C1,1c ([0, L) × R+)
and t ∈ [0,∞),
〈ϕ(·, t), ν˜(N)(t)〉 =〈ϕ(·, 0), ν˜(N)(0)〉+
∫ t
0
〈ϕs(·, s) + ϕx(·, s), ν˜(N)(s)〉ds
− D˜(N)ϕ (t) +
∫
[0,t]
ϕ(0, s)dK˜(N)(s),(D.2)
where D˜(N), which is analogous to the quantity Q(N) in [22, Eqn. (5.1)], satisfies
D˜(N)ϕ (t) .= ∑
j∈Z:β˜(N)j ≤t
ϕ(vj, β˜
(N)
j ).
Also, for ϕ ∈ Cb([0, L)×R+), defining
A˜
(N)
ϕ (t)
.
=
∫ t
0
〈ϕ(·, s)h(·), ν˜(N)s 〉ds, t ≥ 0,
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it follows from [22, Lemma 5.4 and Corollary 5.5] that M˜(N)ϕ .= D˜(N)ϕ − A˜(N)ϕ is a mar-
tingale with respect to a certain filtration {F˜t} (defined in [22, page 40] and denoted by
{Ft} there).
REMARK D.1. Assumptions 1 and 2 in [22] follow from Assumptions I-III of this pa-
per. Specifically, Lemma 2.5 shows that Assumption 1(1) in [22] follows fromAssumption
I. Also, given that we set X˜(N)(0) = X(N)(0) and ν˜(N)(0) = ν
(N)
1 (0), Assumptions 1(2)
and 1(3) in [22] follow fromAssumptions III.b and III.c, respectively. Finally, Assumption
2 in [22] follows from Assumption II of this paper.
We start by providing the proof of Lemma 6.7.
PROOF OF LEMMA 6.7. Due to the coupling of the initial conditions, ν˜(N)(0) = ν
(N)
1 (0),
it follows from Remark D.1 that if {ν(N)(0)} satisfies Assumption III, then {ν˜(N)(0)} sat-
isfies Assumption 1(3) of [22]. Thus, it follows from [22, Lemma 5.12] that (5.33) and
(5.34) of [22] hold, which correspond exactly to (6.7) and (6.8) herein due to the fact that
ν˜(N)(0) = ν
(N)
1 (0).
To prove Lemma 6.5, we need the following result.
LEMMA D.2. Suppose Assumptions I-III hold, and fix T > 0.
a. For every non-negative function f ∈ L1[0, L), there exists a constant C < ∞ such
that
(D.3) sup
N
E
[∫ T
0
〈 f , ν(N)1 (s)〉ds
]
≤ C sup
u∈[0,L)
∫ (u+T)∧L
u
f (x)dx.
b. For every N ∈ N,
(D.4) lim
m↑L
sup
N
E
[∫ T
0
(∫
[m,L)
h(x)ν
(N)
1 (s, dx)
)
ds
]
= 0.
c. For every N ∈ N and ϕ ∈ Cb([0, L)×R+),
(D.5) lim
δ→0
sup
N
E
[
sup
t∈[0,T]
∣∣∣A(N)ϕ,1 (t+ δ)− A(N)ϕ,1 (t)∣∣∣
]
= 0.
PROOF. For part a, the analogous result for the GI/GI/N queue follows from [22,
Proposition 5.7]. Using [22, Assumption 1] and the bound (D.1) above, it was shown
in [22, Equation (5.31)] that for every f ∈ L1[0, L), ϕ ∈ Cb([0, L)×R+), and 0 ≤ r ≤ t,
(D.6)
1
N
∣∣∣∣∫ t
r
〈ϕ(·, s) f (·), ν˜(N)(s)〉
∣∣∣∣ ≤ ‖ϕ‖∞ 1N (X˜(N)(0) + E(N)(t)) supu∈[0,L)
∫ u+t−r∧L
u
| f (x)|dx.
Setting ϕ = 1, r = 0, and t = T in the bound above, and taking first expectations and
then the limit superior of both sides of (D.6), (D.3) holds with ν
(N)
1 replace by
1
N ν˜
(N) and
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C replaced by C˜
.
= lim supN
1
NE
[
X˜(N)(0) + E(N)(t)
]
, which is finite by [22, Assumption
1] and Remark D.1. To prove (D.3) for the SQ(d) model, note that by (4.46), (4.25) with
ℓ = 1, (4.14), and (4.17), the service entry process K(N) satisfies the bound
(D.7) K(N)(t) + 〈1, ν(N)1 (0)〉 ≤ X(N)(0) + E(N)(t)
which is analogous to (D.1). Therefore, by Assumption III and Remark D.1, (D.6) (with
ν˜(N) replaced by ν
(N)
1 ) can be established for the SQ(d) model, exactly as in the proof of
[22, Proposition 5.7]. The bound (D.3) then follows, as above, withC
.
= lim supN E[X
(N)
(0)+
E
(N)
(t)], which is finite by Assumption III.
For part b, the analogous result for the GI/GI/N queue is proved in [22, Lemma 5.8(1)].
Using equations (6.7) and (6.8) above, with ν
(N)
1 (0) replaced by
1
N ν˜
(N)(0), the results [22,
Corollary 5.5 and equation (5.29) of Lemma 5.6], and the bound (D.6) above, it has been
shown that (D.4) holds with ν
(N)
1 replaced by
1
N ν˜
(N); see [22, proof of Lemma 5.8(1)].
To prove the result for the SQ(d) model, note that the analogue of [22, Corollary 5.5] is
Proposition 5.2 and an analogue of [22, Equation (5.29)] can be provedwith D˜(N)ϕ replaced
by D(N)ϕ,1 , using the same argument as in [22, Lemma 5.6]. Combining this with equations
(6.7) and (6.8) and part a. of this Lemma, (D.4) follows from the same argument as used
in [22, Equation (5.29)].
For part c, the analogous result for the GI/GI/N queue is proved in [22, Lemma 5.8(2)].
Using [22, Equation (5.31)], [22, Lemma 5.8(1)], [22, Remark 3.1] (which follows from [22,
Assumption 1]), (D.5) is proved with A
(N)
ϕ,1 replaced by
1
N A˜
(N)
ϕ ; see [22, Lemma 5.8(2)]. To
prove a version of this result for the SQ(d) model, note that equivalences of [22, Equa-
tion (5.31)] and [22, Lemma 5.8(1)] for the SQ(d) model are proved in parts a and b of
this lemma, respectively, while the equivalence of [22, Remark 3.1] is proved in (2.18) of
Lemma 2.5. Equation (D.5) can then be proved using the exact same argument as in the
proof of [22, Lemma 5.8(2)].
PROOF OF LEMMA 6.5. SinceM(N)ϕ,ℓ is amartingale by Lemma 6.4, for t ≥ 0, E[M(N)ϕ,ℓ (t)] =
0, and hence E[A
(N)
ϕ,ℓ (t)] = E[D(N)ϕ,ℓ (t)]. Therefore, by Fatou’s lemma, we have
(D.8) lim sup
N→∞
E
[∣∣∣A(N)ϕ,ℓ (t)∣∣∣] ≤ lim sup
N→∞
E
[
A
(N)
|ϕ|,ℓ(t)
]
= E
[
D(N)|ϕ|,ℓ(t)
]
< ∞,
where the finiteness follows from (6.5), with ϕ replaced by
√|ϕ|. Kurtz’s K1 and K2b
conditions for relative compactness of the sequence {A(N)ϕ,1 }N∈N follow from (D.8), with
ℓ = 1, and (D.5) of Lemma D.2, respectively. In turn, this also implies that Kurtz’s condi-
tions are satisfied for {A(N)ϕ,ℓ }N∈N for ℓ ≥ 2 because the fact that 〈 f , ν(N)1 〉 ≥ 〈 f , ν(N)ℓ 〉 for
every non-negative function f , implies that for 0 ≤ s ≤ t, we have |A(N)ϕ,ℓ (t)| ≤ A(N)|ϕ|,1(t),
and
∣∣∣A(N)ϕ,ℓ (t)− A(N)ϕ,ℓ (s)∣∣∣ ≤ ∣∣∣A(N)|ϕ|,1(t)− A(N)|ϕ|,1(s)∣∣∣ . This proves the relative compactness of
{A(N)ϕ,ℓ }N∈N for ℓ ≥ 1. Now, by Lemma 6.4, the sequence {M(N)ϕ,ℓ }N∈N converges weakly
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to zero and thus is relatively compact, and hence, by (5.6), the sequence {D(N)ϕ,ℓ } is also
relatively compact. Setting ϕ = 1, this implies the relative compactness of {D(N)ℓ }N∈N
for ℓ ≥ 1.
Next, to prove Lemma 6.6, we need the following result.
LEMMA D.3. Suppose Assumptions I-III hold. Then, for η > 0 and T ≥ 0, there exist
a constant B(η) < ∞ and a sequence {m(n, η)} with m(n, η) → L as n→ ∞ such that
(D.9) P
{
D(N)·,1 (t) 6∈ Kη for some t ∈ [0, T]
}
≤ η,
for the compact subset Kη ⊂ MF([0, L)×R+) defined by
(D.10)
Kη .=
{
µ ∈ MF([0, L)×R+) : 〈1, µ〉 ≤ B(η), µ((m(n, η), L)× R+) ≤ 1
n
∀n ∈ N
}
.
PROOF. For every N ∈ N, t ≥ 0, the linear functional D˜(N)· (t) : ϕ 7→ D˜(N)ϕ (t) can be
identified with a finite non-negative Radon measure on [0, L)×R+ (see, e.g., [22, p. 96],
where this quantity is denoted by Q(N)). The analogous result for the GI/GI/N model
(with D(N)·,1 replaced by 1N D˜(N)· ) is proved in [22, Lemma 5.13] (with Q
(N)
there replaced
by 1N D˜(N)· here), using the results in [22, Lemma 5.8(1)]. As discussed in Lemma D.2
above, an equivalent of [22, Lemma 5.8] holds for the SQ(d) model. Thus the result fol-
lows from an argument exactly analogous to the one in the proof of [22, Lemma 5.13].
PROOF OF LEMMA 6.6. For ℓ ≥ 1, condition J2 of Proposition 6.2 holds by Lemma 6.5.
For ℓ = 1, condition J1 follows from Lemma D.3 above. Furthermore, for ℓ ≥ 2, by (4.18),
for every non-negative measurable function ϕ and t ≥ 0, D(N)ϕ,ℓ (t) ≤ D(N)ϕ,1 (t). Thus, the
bound (D.9) holds with the same compact set Kη defined in (D.10), even when D(N)ϕ,1 is
replaced by D(N)ϕ,ℓ , and so condition J1 holds for D
(N)
·,ℓ , ℓ ≥ 2.
Finally, we provide proofs of Lemmas 6.8 and 6.9.
PROOF OF LEMMA 6.8. The analogous result for the GI/GI/Nmodel is proved in [22,
Lemma 5.12] with ν
(N)
1 is substituted by
1
N ν˜
(N). The proof only uses relations (5.33) and
(5.34) in [22], and the fact that the ages of jobs in service grow linearly in time. The equiv-
alent of [22, Relations (5.33)-(5.34)] for the SQ(d) model (with ν(N) replaced by ν
(N)
1 ) was
shown above in Lemma 6.7, and thus an exactly analogous argument yields the corre-
sponding result for ν
(N)
1 .
PROOF OF LEMMA 6.9. We first prove the following estimate: for every m < L and
every non-negative function f ∈ L1loc[0, L) with support in [0,m], there exists L˜(m, T) <
∞ such that
(D.11)
∣∣∣∣∫ T
0
〈 f , ν1(s)〉ds
∣∣∣∣ ≤ L˜(m, T) ∫
[0,L)
f (x)dx.
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To prove the claim, note that the analogous result for the GI/GI/N queue is proved in [22,
Lemma 5.16]. Specifically, using (D.2) and the bound (D.1) above as well as Assumption
1 and Lemma 5.9 in [22] (which shows that 1NM˜(N) converges to zero as N → ∞), it was
shown in [22, Equation (5.46)] that (D.11) holds with ν1 replaced by any subsequential
limit ν˜ of 1N ν˜
(N). To obtain the result for the SQ(d) model, note that by equations (4.24),
(4.46) and (4.14), (D.2) is satisfied with ν˜(N) replaced by ν
(N)
1 , D˜(N)ϕ replaced by D(N)ϕ,1
and K˜(N) replaced by K(N). Therefore, the result can be deduced from the bound (D.7),
Assumption III and Remark D.1, and Lemma 6.4, which is analogous to [22, Lemma 5.9],
(D.11), using the same argument as in the proof Lemma [22, Lemma 5.16].
Now we prove (6.11). For ℓ = 1 the equation (6.11) can be proved in the same manner
as the corresponding result [22, Proposition 5.17] for the GI/GI/N model, using Lemma
D.2(b), in place of the analogous [22, Lemma 5.8(1)]. For ℓ ≥ 2, since ν(N)(t) and ν(t) both
lie in S, for every N ∈ N and t ≥ 0, 〈 f , ν(N)
ℓ
(t)〉 ≤ 〈 f , ν(N)1 (t)〉, and 〈 f , νℓ(t)〉 ≤ 〈 f , ν1(t)〉
for all ℓ ≥ 1 and every non-negative measurable function f . Thus, the bounds (D.4) and
(D.5) hold with ν
(N)
1 and A
(N)
ϕ,1 replaced by ν
(N)
ℓ
and A
(N)
ϕ,ℓ respectively, (D.9) holds with
D(N)·,1 replaced byD(N)·,ℓ , and (D.11) holds with ν1 replaced by νℓ. Therefore, (6.11) for ℓ ≥ 2
follows from the same argument as for the case ℓ = 1.
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