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SUMMARY 
The purpose of the investigation reported in this thesis was to 
develop a generalized cost model capable of managing certain multiple 
quality characteristics. A general method for choosing the sample size, 
frequency of sampling and critical region for multiple characteristic 
quality control tests is presented. To accomplish this objective, a 
general expected cost model was developed by treating movement of the 
process parameter as a finite Markov Chain. The process parameter in 
question is the mean vector of the process. A general method for calcu­
lating the steady state probabilities of the process being in or out of 
control is presented. From these steady state probabilities the expected 
cost is calculated. 
A two-stage numerical procedure is developed and programmed for 
a digital computer to determine the sample size (N), the interval between 
2 
samples (K) and the critical region parameter (T ) which minimizes the 
expected cost. 
The two-stage procedure is used to determine the optimal values 
2 
of N, K and T^ for quality control tests of the mean vector of a bivari-
ate normal process. The optimal test parameter values are tabulated for 
various values of the fixed cost of taking a sample and making the test, 
the cost of inspecting a unit, the cost of investigating and correcting 




This chapter is an overview of this investigation into multi­
variate quality control procedures, and is organized as follows: 
(a) statement of the problem to be investigated, and (b) survey of 
pertinent literature. Theories presented and solution methodology pro­
posed preliminarily in this chapter will be more thoroughly discussed 
in corresponding explanatory chapters. 
Control of Multiple Quality Characteristics 
An efficient monotoring system to control the stability of a 
random variable process is dependent upon reliable statistical quality 
control procedures. Patterns of variations revealed by these procedures 
attest to the stability of the system being used. Those variations 
within specified limits are accepted. For those variations outside 
these specified limits, specific causes must be sought and justified in 
order that the variation outside the stable pattern may be corrected. 
Many industrial processes are characterized by two or more qual­
ity characteristics. For example, in the production of axles the 
length, diameter, and weight may all be important quality characteris­
tics. The use of univariate methods in an attempt to control a process 
characterized by two or more statistically independent quality charac­
teristics would result in substantial error from the independent testing 
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and control of each variable. Therefore, the simultaneous control of 
two or more related variables when the joint effect of these variables 
determines quality, is very important. 
To illustrate this point, consider the following situation: Two 
quality characteristics x and y are distributed according to a bivari-
ate normal distribution with equal variances. Independent testing and 
control of each variable implies the use of separate control charts for 
each variable. If the control limits are set at plus and minus three 
standard deviations on each variable then 
Pr(x>x±3a_) = 0.003 x 
and 
Pr(y>y±3a_) = 0.003 
y 
Therefore, the process is considered to be in control if x and y do not 
exceed their long term averages by three standard deviations. However, 
note that the probability that both characteristics are simultaneously 
in control is given by 
[l-Pr(x>x+3a_)][l-Pr(y>y+3a_)] = (0,997)(0.997) = 0.995 
x y 
and the true probability of Type I error is 1 - 0.99 5 = 0.00 5. If the 
two characteristics are not statistically independent, then the true 
probability of Type I error may not be so easily determined.' In any 
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case, it is evident that the probability of Type I error is distorted 
badly by using univariate control procedures on multivariate data. 
Further, this example illustrates conditions in which the variance of 
both variables is equal and the critical region parameter is 3a. It 
follows, then, that the errors described above are compounded and become 
more serious when the control limits are set at values less than 3a, or 
when the quality characteristics are not statistically independent. 
In a majority of instances, the variances are not equal and the 
quality characteristics are not statistically independent. Therefore, 
control procedures must be based on multivariate statistical techniques 
which results in the control region becoming an ellipse. This correctly 
determines the error probabilities involved. 
These errors manifest themselves by incorrectly determining the 
state of the process which may be considered either in or out of con­
trol. The quality characteristics characterizing a process are con­
sidered random variables and are often highly interrelated. Therefore, 
errors and increased costs result from the independent application of 
univariate control methods to each characteristic. 
Problems of increasing errors and their associated costs have 
intensified in recent years and adequate techniques for multivariate 
quality control are necessary. Adequate detection of changes in the 
process parameters is mandatory, and achievement of this detection is 
contingent upon reliable process control techniques. 
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Purpose and Scope of the Thesis 
Advances in multivariate statistical quality control procedures 
have, until recently, primarily concerned theoretical matters. Few 
suggestions were offered to advance the application of these multivari­
ate procedures to practical problems. However, considerable attention 
has been directed toward improving techniques involving only a single 
quality characteristic. Several investigations were devoted to deter­
mining the various costs involved in univariate control tests. These 
endeavors have produced expected cost models which effectively ascertain 
optimal values for certain test parameters. The determination of 
optimal parameters result in minimum costs of the quality control pro­
cedures, regardless of the state of the process. 
The usual test parameters explicated in various univariate cost 
models in the literature include sample size, the time interval between 
samples, and the statistic defining the critical region. The effective­
ness of these cost models is compromised, however, by two serious limi­
tations. First, the quality characteristic used to control the process 
must be univariate in nature. Secondly, these models require an un­
realistic assumption, namely that the population variance is known. 
Further study of this general problem area is indicated, because 
many products have two or more quality characteristics which vary con­
tinuously, and exercise great influence on the ultimate function of the 
product. Furthermore, if the population variance is assumed, or must 
be assigned subjective values, the procedures involved in the cost 
models of other authors cannot be effectively applied in many realistic 
quality control situations. 
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A typical observation which corroborates the effect of these 
limitations is offered by Morrison. He indicates that the majority of 
practical situations require estimation of the population variance (in 
the univariate case) or covariance matrix (in the multivariate case) 
from a sample when the test of hypothesis involves the mean or mean 
vectors. Considering that controlling n characteristics would require 
knowledge of n variances, plus n(n-l) covariances, Morrison's observa­
tion is quite important. 
The goal of this investigation is the development of a generalized 
cost model capable of managing certain multiple quality characteristics. 
It is assumed that these quality characteristics are continuous random 
variables. Furthermore, this model should not require prior knowledge 
of the population covariance structure. If successful, this model would 
determine certain vital information for the multivariate quality control 
case: the optimal sample size, the optimal sampling interval, and the 
optimal critical region parameters. The application of this information 
would, hopefully, yield procedures for minimizing total costs of oper­
ating multivariate quality control systems. 
The scope of this inquiry will be restricted to an investigation 
of quality control test procedures for maintaining control of the means 
of the quality control characteristics. Further, the quality charac­
teristics are assumed to be described by a p-dimensional random variable 
following a multivariate normal distribution with mean vector, u, and 
variance-covariance matrix V. Furthermore, knowledge of the probability 
of occurrence of an assignable course, and of various costs is also 
assumed to be known. 
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Survey of the Literature 
The importance of multivariate statistical procedures was recog­
nized by Hotelling (13) as early as 1931. Generalization of the 
student's "t" distribution provided Hotelling with a basis for develop­
ment of a unique statistical procedure. This procedure broadened the 
horizons of multivariate analysis. It could be utilized in situations 
involving more than one variable, and in addition, those instances in 
which the variance must be estimated from a sample. Hotelling (13) 
showed that if N observations from a multivariate normal population with 
mean vector u and variance-covariance matrix V have been recorded, and 
the variance-covariance matrix V is estimated from the sample, by the 
statistic S, then the quadratic form 
T 2 = N(x-u0)'S_ 1(x-u 0) 
2 is distributed T > T . with frequency function p,N-l ^ J 
_ 2, _ 2r(N/2)TP 1 
F ( T ) - — O M 7 2 
r(p/2)r[(N-p)/2](N-l)[l+T /(N-l)] 
Hotelling's 19 31 offering has more recently been extended by 
Hicks (12), Jackson (15,16), and Kramer, Clyde and Jensen (18,19,20,21) 
These authors have unanimously endorsed the importance of Hotelling's 
techniques, and have demonstrated the utility of these techniques in 
practical situations. 
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A publication by Ghare and Torgersen (9) provides an interesting 
example of the type of error that may frequently occur when dealing with 
the multivariate case and unknown variance. The authors attempted to 
examine the procedure involved in controlling two or more variables 
simultaneously. They supported their discussion with an example of a 
bivariate control chart. This example uses the variance-covariance 
matrix which had been estimated from a random sample. Their procedure 
2 . 2 
utilized a X test which, m this case, was incorrect as the X sta­
tistic is applicable only when the variance-covariance matrix is known 
and not estimated from sample data. The chi-square test statistic is 
given by 
X 2 = N(x-UQ) V^x-UQ), 
where the frequency function of the chi-square distribution is 
, 2,(p-2)/2 r 2 / r ) 1 2, (v ) exp[-X /2J f(X ) = 2 P / 2R( P/2) 
2 
The appropriate test should be based on the Hotellmg's T distribution 
which has been discussed in the previous paragraph. 
The multivariate quality control literature does not contain a 
general method for determining the optimal test parameters. The only 
existing method suggested for this purpose is discussed by Morrison (22) 
and Anderson (2). This method is based on selection of a sample size 
and a critical region by arbitrary specification of the probability of 
8 
the Type I error (q 0) and the probability of Type II error (q^). This, 
essentially, specifies the magnitude of changes in the mean vector com­
ponents that it is desirable to detect with probability q^ for a given 
value of q^. 
The flaw in this approach is the lack of consideration of the 
frequency of sampling. Furthermore, the arbitrary choice of Type I and 
Type II error probabilities is no more defensible than an arbitrary 
choice of the critical region and the sample size. 
Nothing has been reported in the literature concerning the costs 
involved in controlling a multivariate process. Several authors have 
developed cost models for univariate statistical control procedures. 
Therefore, as a precedent to development of a multivariate cost model, 
those cost models involving a single process parameter will be summar­
ized. Those models chosen for review will be ones in which the assump­
tions made concerning the process are comparably simplified. Cowden 
(4) developed a cost model to study the economic design of tests for the 
mean of a process. The form of his model is 
C = C 0 + C l + C 2 
In this model the three costs involved are the operating cost, the 
engineering cost and the merchandising cost. The operating cost is 
defined as that associated with the testing procedure. The engineering 
cost involves the costs of investigating a process when there has been 
an apparent shift in the mean. The merchandising cost is associated 
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with costs incurred when the process is not in control and defective 
items are produced. 
To develop these costs Cowden makes the following assumptions: 
1. The process is considered to be out of control at the 
beginning of each day. 
2. Once the trouble is detected, it is corrected quickly 
and no further trouble can occur that day. 
3. The cost of looking for trouble is proportional to the 
shift in mean. 
4. The probability of finding trouble is a function of the 
cost of looking for trouble. 
The value of this model is minimized by unrealistic assumptions, par­
ticularly those assumptions concerning the status of the process at the 
beginning of each day, and the assumption that trouble occurs only at 
the beginning of the day. Furthermore, the third assumption involves 
the formulation of an equation for determining the cost of looking for 
trouble for a given shift in the mean. Since these costs are rarely 
available in actual practice, any equation used to obtain them must be 
developed in an arbitrary manner. 
The model of Duncan (5) involves maximizing the profit from a 
process instead of minimizing the cost of controlling quality. His 
model is of the form: 
Profit = Income - Cost 
Since Duncan assumes that income is independent of the quality control 
test chosen, maximizing profit is equivalent to maximizing cbst. There­
fore, the cost model would be: 
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c = c 0 + C ] _ T c 2 
In this model, is the average cost per hour for operating the 
quality control procedure, C, is the average cost per hour of looking 
for trouble, and is the average cost per hour of producing defectives. 
The following assumptions are made in the development of Duncan's 
model: When a shift in the mean occurs, it shifts by a constant amount. 
Secondly, that the average time the process will remain in control is 
1/A hours and the probability of shifting out of control between the 
time t and t + At is approximately Ae ^At for small At. His method of 
handling the probability of the process mean shifting to an out-of-
control state seems to be very realistic. However, the equation for 
determining the costs involved in looking for trouble and producing 
defectives seems to be simplified with respect to the probability 
involved. 
Knappenberger (17) developed the most comprehensive cost model 
for univariate quality control. The total cost per unit of product 
associated with the testing procedure is 
C = C 0 + C l + C 2 
where is the cost associated with the sampling and testing procedure, 
is the cost associated with rejecting the null hypothesis of sta­
tistical control, and is the cost associated with the production of 
defective units. Since C , C , or C may be random variables, the 
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general model is the expected value of the three costs involved, or 
E(C) = E(C Q) + E(C 1) + E(C 2) 
In this model it is assumed that the process may have more than two 
existing states, and that the process parameter is a continuous random 
variable. It is assumed that this parameter can be approximated by a 
discrete random variable. 
The cost of investigating and correcting a process which is out 
of control is also assumed to be a random variable. When the process 
goes out of control, the model assumes that it remains in that state 
until detected. However, the process can shift farther out of control 
before being detected. 
The complex methods required for determining the various proba­
bilities involved is the only limitation of Knappenbergerfs work. 
These complexities result when the mean is allowed to shift to more than 
one out-of-control state. The optimal values of the test parameters 
provide another interesting aspect with regard to the complexities of 
the model. The optimal test parameters obtained when only one out-of-
control state was allowed are not significantly different from those 
obtained when 6 or 12 similar states are considered. This occurrence 
may be attributed to the fact that regardless of the number of possible 
out-of-control states of the process , there is no effect on the optimal 
critical region parameter or the optimal time between samples. In addi­
tion, the effect on the optimal sample size does not seem large enough 
12 
to warrant the increased calculations required when allowances are made 
for the process to shift to a number of out-of-control states. 
Taylor (25) has published recent developments in optimal control 
procedures for the univariate case. Taylor's theory is based on the 
assumption that the process is either in or out of control. The 
important results of this work established that a fixed sample size and 
sampling interval will yield nonoptimal results. A more effective pro­
cedure stated that sampling should be determined at each stage by cur­
rent posterior probabilities. It appears that these suggestions have 
theoretical value, but minimal relevance to industrial application due 
to the continuous modification which would be required. 
The obviously increased complexities involved in controlling a 
multivariate process requires that the cost model developed for this 
purpose be kept as simple as possible. In doing so, hopefully, a useful 
tool for industrial application will result. 
This investigation will seek to develop such a model, operating 
under the assumption that the process parameter is either in or out 
of control. However, a number of different values of the magnitudes 
of the shift will be considered. Although non-optimal results have 
been previously obtained with a fixed sample size and sampling interval, 
the cost model developed will consider these values fixed. Fixed values 
are being applied in this case since it would be impossible to develop 
a general model capable of managing any number of quality characteris­
tics if these values were not fixed. The same case applies to a situ­
ation in which the process is allowed to be out of control 'more than 
once. More specifically, relaxing either restriction stated above would 
13 
demand development of a different cost model each time the number of 
quality characteristics changed. This alternative is obviously 
unacceptable; therefore, the ensuing model is developed with the limits 
of aforementioned practical restrictions. 
14 
CHAPTER II 
DEVELOPMENT OF THE MATHEMATICAL MODEL 
Quality Control Charts monitor the stability of a random variable 
and can be used to maintain control of a production process. This 
utility has established control charts as one of the most important 
monitoring devices for industrial management. A principal objective 
of management is control of the quality characteristics generated by 
their processes. It follows that the greater the degree of control 
obtained, the more efficient and reliable the resultant procedure will 
be. There are two advantages of effective and efficient quality control. 
First, a reduction in the cost of inspection and the cost of rejection. 
Second, the attainment of maximum benefits from quality production due 
to more uniform quality of the products. Realization of these advan­
tages has required the development of an effective method for determin­
ing the costs involved in the quality control procedure. This chapter 
will develop a cost model appropriate for the multivariate situation. 
General Assumptions and Nomenclature 
A general, minimum expected cost procedure is developed to deter­
mine optimum values for the following parameters for a process whose 
output is described by multiple quality characteristics: sample size, 
frequency of sampling, and the critical region for testing hypotheses 
for the multiple quality characteristics. The following notation will 
be employed: 
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N is the sample size in units of product. 
k is the total number of units of product produced between samples, 
which includes the units sampled. 
x is the quality characteristic, such that x_ ~ N(u_,V_). 
u is the mean vector of the quality characteristics being tested. 
V is the variance-covariance matrix of x. 
x is the vector of sample averages and is assumed to have a multi­
variate normal distribution with mean vector u and variance-
covariance matrix V/N. 
2 2 2 . . T is the test statistic, such that T ~ T „ .. Reiect H n if p,N-l J u 
T 2 > T 2 . T 2 = N(x-n)S" 1(x-u n). a,p,N-l 0 — 0 
S_ is an unbiased estimator of V_ based on a sample of size N. 
p is the number of quality characteristics. 
UQ is the value of the mean vector when the null hypothesis is true. 
(When all components of u_ equal u^.) 
u_̂  is the value of the mean vector when the alternative hypothesis 
is true. (When one or more components of the mean vector is out 
of control.) 
£_ is a vector of probabilities (qQ,qj_), where qQ and q^ are the 
probabilities of rejecting HQ when u = UQ and u = U p respec­
tively . 
_a is a vector of probabilities (otQ,a^), where olq and are the 
steady state probabilities that u_ = UQ and u_ = u^, respectively, 
at the time the test is made. 
f_ is a vector of probabilities (f^,f ) where the probability of 
producing a defective item is f^ and f when u_ = UQ and u_ = , 
respectively. 
is a vector of probabilities (YQ>YJ_)> where the probabilities of 
V HO 1 
tively. 
u = UQ and u = u^ at any point m time are YQ and y^, respec-
The quality control procedure used to maintain control of a 










against the alternative hypothesis 








The testing procedure is accomplished by randomly selecting N 
independent observation vectors, each containing p responses. These 




From these N vectors the vector of sample averages x is calculated as 
1 
I = N XM (2.1) i=l 
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The central limit theorem indicates that as N becomes large the limiting 
distribution of x can be assumed to approach a multivariate normal dis-
2 . . . . 
tribution. The quadratic form T of this distribution is given by 
T 2 = N(x-u )?S ^x-u.) (2.2) u — — —u 
where S is the estimate of V, the variance-covariance matrix of the 
vector x. Hotelling (13) showed that the quadratic form T has a 
2 T VT .. distribution. p,N-l 
To construct a control chart and define the confidence region 
tables of the central F distribution can be used since 
2 _ p(N-l) 
p,N-l N-P p,N-p 
when the null hypothesis is true. Therefore, accept if 
T 2 < T 2 = P ( N " 1 ) F 
a,p,N-l N-p a,p,N-p 
and reject if 
2 2 T > T a,p ,N-1 
2 
Graphically this amounts to accepting unless a value of T falls 
2 
above the upper control chart limit (UCL) defined by T . Figure 
Ot 2 P j IN —_L 





Figure 2.1 T Control Chart 
In Figure 2.1 the value T^ would result in rejection of the null 
hypothesis, whereas the other values shown would not. Obviously, 
2 . 
larger values of T indicate the process is further from the desired 
2 
standards. Therefore T charts require only an upper limit. In addi­
tion, the control chart makes use of one overall measure obtained from 
each combination of sample values. The advantages of using such a 
chart is that the status of the process can be characterized by one 
number and the chart retains the time scale, thereby summarizing the 
condition of the process over a period of time. The only disadvantage 
of the chart is that when an out-of-control condition exists, it is 
necessary to consider the original data to determine which component of 
the mean vector is out of control. Procedures to perform this task are 
not well defined. 
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General Form of the Model 
The total cost (C) of the testing procedure for each unit of 
product involves the following three component costs: 
c = c 2 + c 2 + c 3 
where 
C^ is the cost of testing and sampling. 
is the cost involved in rejecting the null hypothesis, H . 
Cg is the cost associated with producing defective units when HQ is 
not rejected. 
The expected value of the total cost equation will be utilized since the 
various costs involved may be random variables. That is, 
E(C) = E(C 1) + E(C 2) + E(C 3) (2.3) 
Expected Cost of Sampling and Testing 
Cowden (4), Duncan (5), and Knappenberger (17), assumed that the 
cost of sampling and testing consisted of a constant amount, independent 
of the number of units sampled, plus a constant amount for each unit 
sampled. In view of the difficulty of obtaining accurate cost estimates, 
more complex cost functions appear to be unwarranted. Thus, 
C l = a l + a 2 N ' 
where 
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a^ is the fixed cost per sample. 
a^ is the cost per unit of product sampled. 
Dividing the above cost by the number of units produced between samples, 
k, the sampling and testing cost per unit is 
a a N 
C = — + ——- . 
1 k + k 
For any given sampling plan, each of the components of the above cost 
is a constant; hence, the expected sampling and testing cost per unit 
is just 
a a„N 
Expected Cost of Rejecting 
Knappenberger (17) has considered the cost of rejecting the null 
hypothesis as the cost of determining and correcting the cause of an 
apparent shift of the process parameter u from u^, to some new value. 
Therefore, the cost per unit of rejecting the null hypothesis in a given 
sampling period is 
C = Z £ 
U 2 k 
Here y is a random variable which assumes the value of one if the null 
hypothesis is rejected, and the value of zero if the null hypothesis is 
not rejected, z represents the cost of investigating and correcting 
the process. 
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The true value of the parameter u is necessary to determine the 
cost of correcting a given shift in the process parameter. The cause 
of small shifts will be more difficult to find than the cause of large 
shifts. Yet, the cost of correcting the process after the cause has 
been determined can be assumed to be correspondingly larger for large 
shifts than for small shifts. 
It is improbable that prior information would be available 
regarding cost in a situation where the cost of correcting a process 
is a function of the true value of u. If prior information is avail­
able, it would probably concern the number of times the process goes 
out of control, the length of time the process is inoperable, and the 
cost per hour of an inoperable process. From this information, the 
average cost of getting the process back into operation can be deter­
mined with reasonable accuracy. 
It will be assumed, then, that the cost of investigating and 
correcting a process apparently out of control is a random variable, 
say z, whose distribution does not depend on the parameter u. It is 
further assumed that the random variables y and z are stochastically 
independent. Therefore, the expected cost per unit of rejecting HQ is 
E ( c 2 ) 
The expected value of y is the probability that the null hypothesis is 
rejected (i.e., the probability that y equals one). The expected value 
of z is the average cost of investigating and correcting the process. 
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If the expected value of z = a^, then the expected cost per unit 
associated with rejecting H n is 
E(C 2) = 
a3Pr(y=l) 
k 
The unconditional probability of rejecting H Q is equal to the sum of the 
conditional probability of rejecting H Q given that the process parameter 
is in control and the conditional probability of rejecting H Q given 
that the process parameter is out of control at the time the test is 
performed. Therefore, 
Expected Cost of Accepting 
The costs involving production of defective items is the major 
penalty associated with incorrectly accepting H . There is evidence to 
indicate that the relationship between the number of defectives pro­
duced and the cost of producing defectives is non-linear. This assertion 
is reasonable because a small number of defectives may go unnoticed by 
the consumer, while a large number of defectives may cause loss of 
future business. The nature of this non-linear relationship Would be 
Pr(y = l) = q Qa 0 + 
Hence, the expected cost is 
E ( c 2 } = "F C qoVVi ] (2.5) 
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difficult, if not impossible to determine; therefore, a more simple 
linear relationship will be assumed. 
If a^ represents the cost associated with producing a defective 
unit of product, the cost per unit associated with accepting HQ is 
C 3 = a 4w 
In this case, w is a random variable which takes on the value of one if 
the unit is defective, and the value of zero if the unit is not defec­
tive. Thus, the expected cost of accepting HQ is 
E(C 3) = a4Pr(w=l) 
The unconditional probability that a unit is defective is the sum of the 
conditional probabilities of producing a defective when the mean is in 
control (out of control) times the probability that the process is in 
control (out of control) at any time. Thus, the expected cost of 
accepting HQ is given by 
E(Cg) = V V O ^ I V ( 2' 6 ) 
Development of Probability Vectors 
This section will develop explicit definitions for the proba­
bility vectors q, a and y. Obviously, these play an important role in 
model construction. 
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The probability of rejecting H Q is defined as the probability 
vector q_ = (q^q.,) where q^ is the probability of rejecting when the 
process is in control and q^ is the probability of rejecting when the 
process is out of control. Previously, it was assumed that the vector 
of sample means x had a multivariate normal distribution, with mean u 
and variance-covariance matrix V/N. Thus, the probability of rejecting 
HQ when the process is in control is 
q = Pr(T 2>T 2 .. . ) , ^0 a,p,N-l 
or 
q 0 = / f(u)du (2.7) 
T 2 a,p,N-l 
2 
In this case f(u) is the central T distribution with p and N-l degrees 
of freedom and is given by 
, 2T(N/2)uP 1 
f(u) = r(p/2)r[(N-p)/2](N-l) p / 2[l+u 2/(N-l)] N / 2 
Obviously, q^ is just the probability of Type I error. The probability 
of rejecting when the process is out of control is 





f ( } _ y 2r[(2i+N)/2]A iu 2 i + P 1 
' i=0 r[(2i +p)/2]r[(N-p)/2]N C ( 2 i +P ) / 2 ]i![l +T 2/(N-l)] [ ( 2 i + N ) / 2 ] 
The probability q^ is generally referred to as the power of the test. 
The values for q^ and q^ in the above expression can be obtained from 
tables of the central F and noncentral F distributions. When the null 
hypothesis is true, the quantity 
F = N - P T 2 p(N-l) 
has the central F distribution with degrees of freedom p and N-p. 
Therefore, equation 2.7 can be replaced with 
q Q = / f(F,p,N-p)dF, (2.9) 
N - P T 2 
p(N-l) a,p,N-l 
where f(F,p,N-p) is the central F distribution with degrees of freedom 
p and N-p. 
When the alternative hypothesis is true, the quantity 
where f(u) is the noncentral T distribution with degrees of freedom p 
and N-l and noncentrality parameter A. The frequency function of the 
2 
noncentral T distribution is given by 
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has the noncentral F distribution with degrees of freedom p and N-p and 
noncentrality parameter X. Thus, equation 2.8 can be replaced with 
q1 = j f(F',p,N-p ,A)dF' , (2.10) 
N - P T 2 
p(N-l) a,p,N-l 
where f(FT,p,N-p,A) is the noncentral F distribution with p and N-p 
degrees of freedom and noncentrality parameter A. The frequency func­
tion f(F,p,N-p) is given by 
f(F,p,N-p) = R(N/2)[p/(N-P)]P/VP-2>/2 
r(p/2)r[(N-p)/2][l+pF/(N-p)]N/2 
For the noncentral F distribution the frequency function is 
F ( P , N ? R[(2i +N)/2][p/(N-p)] [ ( 2 I +P ) / 2 ]A ie- AF [ ( 2 I +P- 2 ) / 2 ] f(F' ,p,N-p,A) = I R(2i+N)/2l 
i = 0 r[(N-p)/2]r[(2i+p)/2]i![l+pF/(N-p) L^ 1 T i N ; / J 
Th e next probability vector to be considered will be a = (a^a^), 
where is the steady state probability that the process mean is in 
control at testing time, and is the steady state probability that the 
process mean is out of control when the test is conducted. To develop 
the probability vector a_ = (a Q,a^), a transition probability matrix (B_) 
is required. The elements of this matrix, say b̂ _. , represent the prob­
abilities of moving from state i at the time one test is conducted to 
state j at the time of the next test. Furthermore, to obtain the matrix 
B_, it is necessary to define the apriori probability vector P = (P ,P^), 
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where P Q is the probability that the process mean will remain in a state 
of control during the testing period, and is the probability of the 
process mean shifting to an out-of-control state during the testing 
period. 
Feller (7) considered the average time for an assignable cause to 
occur to be 1/A hours. He also considered the probability of a shift 
occurring in the interval t to t + At to be approximately Ae ^ for 
small values of At. Based on these assumptions, Feller shows that the 
probability P Q of remaining in state u^ for h hours is 
r. i i ""^tj, -Ah P Q = 1 - J Ae dt = e 
Since the process parameter is either in or out of control, the proba-
— \ Vi 
bility P, must be P = 1 - P = 1 - e , as P n + P = 1, 
J 1 1 0 0 1 
If R represents the production rate in units per hour, (R=k/h), 
then P Q becomes 
P Q = e _ A k / R , (2.11) 
and P^ becomes 
P = 1 - e " A k / R . (2.12) 
Assuming 
A' = A/R 
28 
(i.e., 1/A' is the average number of units produced before a shift 
occurs), PQ becomes 
and P^ becomes 
-A'k 
P 0 = 6 
P^ = 1 - e 
Absolute definition of the transition probabilities requires the 
following additional assumptions: First, it is assumed that when the 
process goes out of control (when u shifts from u^ to u^), the process 
stays out of control until detected. The length of time the process is 
out of control lasts until HQ is rejected. In this case, the process 
will not correct itself. It will also be assumed that only one shift is 




bio b n 
The probability (^QQ) °f "the process being in control at time t and 
being in control at time t+h is simply the probability P Q of remaining 
in control for h hours. The probability (t>Q̂ ) °f "the process being in 
control at time t and out of control h hours later is P , the probability 
that the process will shift out of control during that time. 
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The probability (b^) °f the process being out of control at the 
time t and in control at a later time is the probability of reject­
ing HQ when u = u_̂ , multiplied by the probability (PQ) of remaining in 
control for h hours. 
The probability (b^) °f a process being out of control at time 
t and still out of control at time t+h is the probability (q.̂ ) of 
rejecting when u_ = u_̂  times the probability (P-^) of returning to the 
out-of-control state in h hours, plus the probability (1-q^) of failing 
to reject at time t multiplied by the probability of remaining in 
the out-of-control state for h hours. The probability of remaining in 
the out-of-control state for h hours must be one, since the null 
hypothesis is not rejected at time t and the process is already out of 
control. 
From the above definitions , the transition probability matrix 
becomes 
B = 
Q I P Q QLPL + 1 - QX 
According to Feller (7), since the elements b.. are fixed, con-to 3 i] ' 
ditional probabilities of a process being in state j given that it was 
in state i the previous period, the matrix B is a stochastic matrix 
defining the transition probabilities of a Markov chain. If this is 
true, then the elements b.. must satisfy the condition 0<b..<l. This 
1 3 1 3 
must be true because of the way in which the probability vectors P and 
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q are defined. Also, the sum of each row of the matrix B equals one 
Therefore, the conditions 
p 0 + P = i 
and 
q i p o + q i p i + ( 1 " q i } = 1 
must be true. 
By definition 
P = e- X' k 0 
and 
P . — X ' k 1 = 
so obviously 
Since 
P = 1 - P 1 0 
the second condition can be written as 
q l P 0 + q l - ql PQ + 1 " q l = 1 
which reduces to 
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^1 P0 ' ii po +1=1. 
and the second condition is satisfied. 
Thus, according to Parzen (23), B_ is the transition probability 
matrix of an irreducible positive recurrent Markov chain and there 
exists a vector 
a_ = (a Q ,0^) , 
such that 
aB_ = a_, 
where the elements of a are the steady state unconditional probabilities 
of being in a particular state independent of the initial state of the 
process. 
Rewriting the above equation will yield 
aB - a = 0_, (2.13) 
or 
a(B-I_) = 0_, 
where I is a 2x2 identity matrix and 0_ is a row vector of 2 zeroes. By 
adding the condition that 
a Q + = 1, 
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equation (2.13) becomes 
a(B-lll) = (0,1) (2.14) 
where 1 is a 2x1 column vector of ones. 
The addition of the stipulations listed above, allows us to 
eliminate the first column on the left side of the above equation, and 
the corresponding zero on the right side. Thus we have 
aB = (0,1) (2.15) 
where 
B = 01 BU-I I 
Solving for a we have 
a = (0,1)B" 1 9 (2.16) 
where B ^ is the inverse of B_ . Parzen (23) has shown that a has a 
unique solution. Therefore, B_ must have an inverse. To determine the 
values of a consider the Matrix B in terms of the probabilities defined 
previously. That is, 
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" ql P0 
and the inverse is 
•-1 
p i + q i p o qi po p i 
thus 
a = 
q P 4 1 0 
P l + q i p o p i + q i p o 
or 
qi po 
o ? 1 + q i P 0 ' 
(2.17) 
and 
1 p i + qi po 
(2.18) 
The last probability vector to be defined in this section is 
X = [YQJYJ_]- First consider the following definition. Let F be the 
average fraction of the interval that elapses before the shift occurs. 
Duncan (5) has shown that given a shift between the n*"*1 and n+l S t sample 
F is given by 
F = 1 - (1+A
fk)e -A'k 
A'k(l-e" X' k) 
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The probability y Q that the process is in control (u_=Uq) at any point 
in time is 
This equation is equal to the steady state probability that the process 
is in control at the beginning of the sampling period, and stays there, 
plus F times the probability that the process is in control at the 
beginning of the sampling period and shifts out of control sometime 
during the period. The probability y that the process is out of con­
trol (u=u ) at any point in time is 
and is equal to the steady state probability that the process is in 
state (u_=u_-L) at the beginning of the period, plus (1-F), times the 
probability that the process shifts from the in control state to the 
out-of-control state during the period. 
(2.19) 
Y l = a l + ( 1 - F ) a 0 p (2.20) 
The sum of the probabilities of being in any state at any point 
in time must equal one. To verify this, consider 




P 0 = 1 - V 
we have 
•o " a o p i + a i + a o p i ' 
which reduces to + , which was previously defined to equal one. 
Consolidated Model Review 
The purpose of this section is to bring together all the com­
ponents of the model developed in previous sections. For ease of 
reference, the key definitions will be restated. 
In equation 2.1 the total expected cost was defined as 
Using equations 2.2, 2.3, and 2.4, the above equation becomes: 
In this equation, a^ is the fixed cost per sample, a^ is the inspection 
cost per unit of product, a^ is the average cost of investigation and 
correcting the process , a^ is the cost per unit associated with pro­
ducing defectives, N is the number of units in a sample and k is the 
E(C) = E(C 1) + E(C 2) + E(C 3) 
E ( c ) = i f + 4 - + if [ w ^ i a i ] + a 4 C f 0 W i ] (2.21) 
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number of units of product produced between samples (including the 
units sampled). 
The vector q = (q^q^) is the probability of rejecting H Q when 
U_=UQ and u=u_̂  respectively. The vector a_ = [0^,0^] is the steady state 
probability that U=UQ and u_=^» respectively, at the time the sample is 
taken. The vector y_ = »Y-^ is the steady state probability that 
U_=UQ and u_=u_ , respectively, at any point in time. The vector f_ = 
(f^,f^) is the probability of producing a defective when U=UQ and }£=u^, 
respectively. 
The probabilities q^ and q^ were defined as follows: 
q = / f(F,p,N-p)dF, 
N - p T 2 
p(N-l) a,p,N-l 
and 
q = / f(F'p,N-p,X)dF' 
N - P T 2 
p(N-l) a,p,N-l 
Th e probabilities a Q and were defined as 
qipo 
0 P l + q l P o ' 
and 
P 1 
1 " p l + q l P 0 ' 
where 
-X'k 
P 0 = 6 
and 
-A'k 
P 2 = 1 - e 
Letting 
K = A'k, 
then 
-K 
P 0 = e , 
and 
p 2 = 1 - e . 
The probabilities y and y are 
= ao po + F a o p i 
and 
Y l = a l + ^ 1 - F ) a 0 P 1 » 
where 
P = 1 - (ltA'k)e"X'k 
A'k(l-e" A' k) 
Using equation 2.22, F becomes 
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P = 1 - (l-K)e K 
K(l-e"K) 
The probabilities f and f have not been previously defined. 
The probability f of producing a defective given that U_=UQ depends on 
the process under consideration. For a given process with mean vector 
u, upper and lower limits are specified for each component of the mean 
vector. These limits define the range for each mean component that 
will produce an acceptable unit of product. 
When the process involves p quality characteristics the proba­
bility f is given by 
b. b 1 P 
f = 1 - / / 4>n(x)dxn ••• dx , (2.23) U ' U — 1 p a n a v 1 P 
where a^ and b^ represent the lower and upper limits of the i"^ mean, 
respectively. The joint density 4>Q(x) °f the p independent normal 
variates is 
4>n(x) = 
1 exp[-l/2(x-u0)'V 1(x-u 0)] 
0 " (2,) 1 / 2P|V| 1 / 2 
The probability f^ of producing a defective given that u_=_U-̂  depends on 
the specified limits on the mean components and the magnitude of the 
shift of each mean component from its hypothesized value. Therefore, 
the probability f is given by 
b b 1 1 




exp[-l/2(x-u1) *V 1(x-u_1)] 
= (2,) 1 / 2P V 1 / 5 
These probabilities may be obtained from tables for p^3, or evaluated 
numerically. 
Applying the change of variables given in equation 2.22 to equa­
tion 2.21, the result is 
a X' a X'N a X' 
E ( c ) = i r + - V + -f- [Vo +Vi ] + *JWW ( 2 - 2 5 ) 
If the equation 2.25 is divided by a^ and 
A. = a.XVa, l i 4 
for i=i,2, and 3, the resulting equation is 
E*(C) = ̂  t ^ t ^ C^^+Q AX] t [ f 0 Y 0 t f l Y l ] - (2.26) 
In the expression above E (C) is E(C) divided by a^. Since a^ is a 
2 * 
constant for any given problem, choosing N, K, and T^ to minimize E (C) 
is equivalent to minimizing E(C). Thus equation 2.26 is used as the 
model for determining the optimal sample size (N), sampling interval 
2 
(K), and critical region (T ). 
a 
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A Restricted Model 
The model developed in this chapter is based on the assumption 
that the variance-covariance matrix must be estimated from the sample. 
The purpose of this section will be to consider what changes would 
result in the model if the population variance-covariance matrix were 
assumed to be known. 
It is possible to consider the variance-covariance matrix V_ to 
be known when the same experimental variables have been under consider­
ation for an extended period of time. When such a situation does occur, 
the hypothesis H Q : U=U_Q can be treated by the test statistic 
X 2 = N(x-u 0) ,v" 1(x-u 0). (2.27) 
This test statistic may be used when N observations are taken from a 
multivariate normal population with mean u and variance-covariance 
2 
matrix V_. If the null hypothesis is true, x has a chi-squared dis­
tribution with p degrees of freedom. Therefore, the probability vector 
£. = ^o'^i^ w o u l d be defined as follows: 
q 0 = / f(x ,p)dx » (2.28) 
Xa,p 
2 
where f(x 5p) is the central chi-squared distribution with p degrees 
of freedom and is given by 
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The probability q is 
oo 
(2.29) 
where f(x }p }A) is the noncentral chi-squared distribution with p 
degrees of freedom and noncentrality parameter A. The noncentral chi-
squared distribution is given by 
The probabilities f and f^ are unchanged in that the equations 
defining f and f in the unrestricted model can be used in the 
restricted model. In both models a good estimate of the population 
covariance matrix V is required to evaluate the probability vector f. 
The requirement that we have knowledge of the population covariance 
matrix V_ seems to contradict one of the basic assumptions pertinent to 
this investigation. This apparent contradiction is easily clarified 
when you consider how the population covariance matrix is used in the 
two models. 
The restricted model requires knowledge of V to evaluate the 
test statistic, the noncentrality parameter and the probabilities of 
producing a defective. The unrestricted model required knowledge of 
V_ to evaluate the noncentrality parameter and the probabilities of pro­
ducing a defective. The noncentrality parameter is used to determine 
the probability of rejecting the null hypothesis when a shift has 
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occurred. In practice, the magnitude of the shift we would like to 
detect is arbitrarily selected. Thus, the estimate of _V need not be 
extremely accurate. Even when the estimate of V is accurate the true 
value of V may change with time. The same argument can be made con­
cerning an accurate estimate of V to determine f and f^, since the 
specified limits on the mean vector components are arbitrarily chosen. 
The test statistic is the basis of the quality control testing 
procedure. Therefore, if the initial estimate of V is inaccurate, or 
the value of V has changed with time, using the chi-squared test sta­
tistic could result in substantial error each time the test is con-
2 
ducted. The T test statistic defined m the unrestricted model 
involves estimating the population covariance matrix V from the sample 
each time the test is conducted. If the estimate of V_ from past data 
2 
is inaccurate, the T statistic is unaffected and the resulting quality 




The purpose of this chapter is to formulate a method for select­
ing the sample size (N), the interval between samples (K), and the 
2 
critical region parameter (T ), which minimizes the cost function given 
by equation 2.26. In addition, an example of an application of the 
model developed in the previous chapter will be presented. The example 
will be limited to an investigation of a process which is characterized 
by two quality characteristics. 
Optimization Techniques 
2 To determine the values of N, K and T , all of which minimize a 
the cost function (equation 2.26), implicit functions for the partial 
2 
derivatives of the expected cost with respect to N, K and T^ were con­
sidered. Each of these partial derivatives are functions of the inverse 
of the matrix B . Since the elements of B are functions of N, K and 
2 . 2 
T , explicit solutions for the optimal N, K and T^ appear to be im­
possible . 
To determine the nature of the cost function, numerical methods 
2 
for finding the values of N, K, and T , which cause the partial deriva­
tives to go to zero, were considered. Two major reasons exist for 
abandoning this approach. First, it is difficult to identify the 
presence of local minima since it may not be possible to solve the 
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equations defined by the first partial derivatives. Also, the second 
partial derivatives must be considered to determine whether the surface 
of the cost function is convex. Secondly, numerical study of the 
original cost function is simpler. Duncan (6) obtained information 
about the nature of the cost function developed in his paper through 
computer tabulations. The result was a rectangular array that was used 
to draw contours , thus giving a good picture of the nature of the cost 
function. Duncan's work indicated that cost surfaces arising from 
economic control charts models were likely to have numerous local 
minima. In light of this it seems reasonable to employ search tech­
niques to determine local minima for the cost model. 
The method adopted for analysis of the cost function involves 
two stages. The first stage is used to obtain estimates of the optimal 
2 
values of N, K and T . From the estimate obtained m the first stage, 
2 
the second stage searches for the optimal values of N, K and T . 
The calculations involved in this two-stage procedure require 
the use of a digital computer. In order to use a specific computer 
programming language"̂ " some changes in symbolism are necessary. These 
changes are listed in Appendix A. The discussion of the program in 
this chapter, however, is in the original model language. 
The methods described in this section are generally applicable to 
any number of quality characteristics greater than one. The computer 
UNIVAC 110 8, Fortran V is used in this investigation. The 
program was written in the conversational mode for use with remote 
terminal access. 
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program shown in Appendix B was written for the specific application 
described in the numerical example. 
To simplify the discussion the sample size (N), the interval 
2 
between samples (K), and the critical region parameter (T ) s will be 
called the quality control test parameters or simply the test param­
eters. The cost coefficients A^, and A^ will be called simply the 
cost coefficients. 
First Stage Procedure 
The basic function of the first stage procedure is to compute the 
expected cost for many combinations of test parameters, cost coeffi­
cients and a number of hypothetical problems. For each combination of 
cost coefficients the test parameters that yield the minimum expected 
cost for each problem will be chosen as the preliminary estimates for 
the second stage procedure. A flow diagram of the procedure described 
above is shown in Figure 3.1. 
Second Stage Procedure 
The function of the second stage procedure is to determine the 
optimal values of the test parameters with greater accuracy than that 
obtained in the first stage. For each combination of cost coefficients 
and example problem, the preliminary estimates (call them N , K and 
2* 
T^ ) of the optimal test parameters were obtained in the first stage. 
The desired accuracy for K (call it AK) and the desired accuracy for 
2 2 
T (call it AT ) are inputs to the second stage. The sample size 
accuracy is automatically set at one by the program. 
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READ ALL VALUES OF N 
READ ALL VALUES OF K 
READ ALL VALUES OF % 
>~ 
READ PROBLEM NW ffiER, F o AND F 
• 
READ ALL VALUES OF A 2 AND A 3 
CHOOSE A COMBINATION OF A , A , A 
CHOOSE A COMBINATION OF N, K AND Q 
CALCULATE A, V2, P Q, P l s F, Q1 
a 0 9 a i ' Yo A N D Y l 
CALCULATE EXPECTED COST E*(C) 
IS THIS Ei?(C) LESS THAN THAT FOR ANY OTHER N, K, Q Q 
COMBINATION FOR THE PRESENT A , A , AND A 
IS THIS THE LAST N, 
K, Q Q COMBINATION 
UPDATE THE ESTIMATE OF OPTIMAL 
COST AND RECORD N , K, AND T 2 
N X IS THIS THE LAST A , A , A COMBINATION 
t 
WRITE PAGE OF OUTPUT WITH PRELIMINARY ESTIMATES 
Figure 3.1 Flow Diagram of the First Stage Procedure 
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The expected costs are computed for all 27 combinations of 
N"-1, N", N % 1 , K"-AK, K'\ K%AK and T 2-AT 2, T 2 , T 2+AT 2. If the ' ' a a a ' a a 
* * 2 
expected cost for N , K , and T^ is not less than or equal to all other 
" ** z . 
- expected costs, a new value of N , K , and T^ is obtained by using the 
parameters yielding a minimum expected cost. The process is repeated 
* " 2 . . 
until N , K , and T yields the minimum of all 27 combinations. A flow 
diagram of the procedure described above is shown in Figure 3.2. 
A Hypothetical Example 
In this section an example of an application of the model 
developed in Chapter II is presented. The example will be restricted 
to a process characterized by two quality characteristics. The process 
2 
parameter is the mean vector u. The test statistic is T and is dis-
2 . . tributed T V T ,. The quality measurement x is assumed to have a bivari-p,N-l -
ate normal distribution with mean vector u and covariance matrix V, 
thus x_ has a bivariate normal distribution with mean vector u and 
covariance matrix V/N. 
The example was formulated by arbitrarily selecting values for 
u^, 6, p and V. The values chosen for the mean vector when the null 
hypothesis is true are 
HO = 
If we define 6_ as the shift parameter, then 6_ represents the magnitude 
of the shift of the mean vector that we would like to detect. The 




CHOOSE A COMBINATION OF A , A , A AND 
READ OPTIMAL PARAMETERS N*, K*, T 2* 
CALCULATE K AND T 2 
SET K=K*-AK, K*, K*+AK 
N=N*-1, N*, N*+l 
t2_ t2 s'C_AT , T 2*, T 2*+AT 2* 
COMPUTE E w(Cij k) FOR EACH OF THE 27 
COMBINATIONS OF K, N AND T 2 
KARE ALL E*(C ij k)'S GREATER THAN OR EQUAL TO VALUES OBTAINED FOR K* s N*, T 2* 5 SET K*, N*, T 2* TO COMBINATION 
YIELDING MINIMUM E*(G. .. ) 
il* 
- ( N ) - ^ I S THIS THE LAST COMBINATION OF A 1 , A G , A^>-(7) 
WRITE PAGE OF OUTPUT WITH FINAL ESTIMATES 
ARE THERE ANY MORE PROBLEMS? 
STOP 
Figure 3.2 Flow Diagram of the Second Stage Procedure 
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6 = 
Defining p as the specification on the mean vector, then ± ^repre­
sents the range in which the process produces nondefective units of 
product. The values chosen for p_ are 
The estimate of the covariance matrix in the vibariate case is given by 
V = 11 12 
a21 Q22 
where the diagonal elements represent estimates of the variances and 
the off diagonal elements are estimates of covariances based on past 
data. By varying the components of V, four problems were specified in 
an attempt to analyze the cost model under different conditions. The 










Calculation of the Vector q 
The probability of rejecting when u=u^, is q^ and the proba­
bility of rejecting when u^u^ is q n. The probabilities q n and q n 
were previously defined as 
q Q = / f(F sp sN-p)dF, 
N ' P T 2 p(N-l) a,p,N-l 
and 
/ f(F' .p.N-p.AMF1 , 
N - P T 2 p(N-l) a,p,N-l 
with frequency functions 
0 
f(F,psN-p) = r(N/2)[p/(N-p)]
p / 2F ( p- 2 ) / 2 
r(p/2)r[(N-p)/2][l+pF/(N-p)] N/2 
and 
f(Ff ,p,N-p,A) = j? r[(2i^N)/2][p/(N-p)]





To calculate the probabilities q Q and q with a digital computer 
approximations for the above integrals were used. The approximations 
are as follows: 
co e - Z 2 / 2 
*i = I 1/2 D Z ( 3' 1 } 
1 x (2tt) 1 / 2 
where the value of q is found by letting x in equation 3.1 equal 
[v 2T 2/v 1(N-l)] 1 / 3[l-2/9v 2] - [l-2/9v1] 
x = 
[2/9v 1+2/9v 2[v 2T 2/v 1(N-l)] 2 / 3] 1 / 2 
(3.2) 
and the value of q 1 is found by letting x in equation 3.1 equal 
[v 2T 2/(v 1 +X)(N-l)] 1 / 3[l-2/9v 2] - [l-2(v1+2X)/9(v1+X)2] 
X = 5 o 9/3 1/2 
[2(v1+2X)/9(v1+X)^ + 2/9v2[v1T^/(v1+X)(N-l)] / ] 
. (3.3) 
To simplify equations 3.2 and 3.3 the degrees of freedom p and N-p are 
replaced with v^ and v 2, respectively. The normal approximation for 
q^ was developed by Paulson (24). The approximation for q^ is an 
extension of Paulson's approximation and the derivation can be found 
in Appendix C. 
Hastings' (9) approximation of the normal integral was used in 
conjunction with the above approximations. He found that 
f __2 -t 2/2 
o ML/Z 
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can be approximated by 
1 _ . _ _ (3.4) 
Ll+a nx+a 0x +a 0x +a. x +a nx +a_x ] 
1 2 3 4 5 6 
where the values for a. are as follows: 
i 
a = .0705230784 
a 2 = .0422820123 
a = .0092705272 
a^ = .0001520143 
a c = .0002765672 
a^ = .0000430638 6 
From equation 3.4, it can be shown that equation 3.1 becomes 
L 15 
q i " r. 2 3 4 5 6.16 » ( 3 , 5 ) [1+C.X+C-X + C 0 X +C.X +c,_x +c_x ] 1 / 3 4 5 6 
where the value for x in equation 3.2 is used to find q^ and the value 
for x in equation 3.3 is used to find q^. The equation 
c. = a . / 2 i / 2 
1 1 
is used to find the following values: 
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c ± = .0498673470 
c 2 = .0211410062 
c 3 = .0032776263 
= .0000380036 
c c = .0000488900 
c c = .0000053830 b 
Hastings' approximation of the normal integral has an accuracy of 
.00000 3 and the approximations involving x are accurate to within .005 
of the true value. 
In the example v^ is set equal to two since the process is 
assumed to have only two quality characteristics. The noncentrality 
parameter is given by 
A = NCU^-UQW 1 ( U 1 - U ( ) ) . (3.6) 
Recall that 6 was defined as the magnitude of the shift in the mean 
vector. Thus , 
1 = SI " HO 
and the noncentrality parameter becomes 
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X = N(6 ,V* 16). 
For the example, a further simplification was made such that 
TT = (6'V 1 6 ) , 
thus 
X = NTT, 
where the values of TT were inputs for each problem. The values of IT 
are shown in Table 1. 
Table 1. Values of TT for the Four Example Problems 
Problem Number 
1 2 3 4 
TT 15.25 26.9 20.67 18.625 
Calculation of the Vector f_ 
The probability of producing a defective given that u=u^ is f 
and the probability of producing a defective given that u=u_̂  is f . 
The probabilities f and f^ were previously defined as 
b. b 
1 P 
f Q = 1 - / / 4»Q(x)dx1 ••• dx , 




± = 1 - / • ' • / P 8 1 ( x ) d x 1 • dx 
P 
1 P 
I n t h e b i v a r i a t e c a s e f and f become 
b b 
f 0 = 1 " / 1 / 2 * 0 ( x ) d x 1 d x 2 , 
a i a 2 
and 
f-L = 1 - / / 6 1 ( > L ) d x 1 d x 2 S 
d l a 2 
where t h e f r e q u e n c y f u n c t i o n s a r e 
and 
e x p [ - l / 2 ( x - u 0 ) , V 1 ( x - u 0 ) 
* 0 ( - = 1 A , - , 1 / 2 
U ( 2 T T ) 1 / 4 V 1 7 
e x p [ - l / 2 ( x - u 1 ) ' V 1 ( x - u 1 ) 
e ( x ) = 1 / 4 , ~ , i / 2 
1 ( 2 T T ) 1 / 4 V 1 
A d e f e c t i v e i s d e f i n e d as any p r o d u c t whose measurement x l i e 
o u t s i d e t h e i n t e r v a l 
To d e t e r m i n e t h e v a l u e s , fQ and f t a b l e s of t h e b i v a r i a t e no rma l d i s 
t r i b u t i o n f u n c t i o n (26) were u s e d . I n a p p l i c a t i o n of t h e t a b l e s , t h 
v a r i a b l e s a r e f i r s t s t a n d a r d i z e d , t h a t i s , t h e t r a n s f o r m a t i o n s 
r e q u i r e d f o r f a r e 
1 Ox 1 Ox 
_h = ± h = -
o 9 o 
x l x l 
and 
a 2 " U 0 x 9 b 2 " U 0 x 9 
" k = — k = — 
X 2 X 2 
To f i n d f , t h e t r a n s f o r m a t i o n s a r e 
a. - u . b . - u . 1 l x 1 l x 
-h = , h = 
and 
a ' a 
x l x l 
a 2 " U l x 9 b 2 " U l x 9 
" k = — ' k = ~ 
X 2 X 2 
where 
U l x ^ U ( ^ x i + ^ x j _ 
and 
U l K 2 = U 0 K 2 + *x 
The v a l u e s f o r a ^ , b , a^ , and b ^ i n t h e above e q u a t i o n s a r e as 
f o l l o w s : 
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1 Ox^ x^ 
b = u_ + p 
1 Ox 1 X l 
^ = U 0 K 2 " P K 2 
b = u + p 
2 0 x 2 x 2 
The v e c t o r f_ o f p r o b a b i l i t i e s of a d e f e c t i v e f o r t h e f o u r p rob l ems were 
i n p u t s i n t h e f i r s t s t a g e c o m p u t a t i o n s and a r e shown i n T a b l e 2 . 
T a b l e 2 . The V e c t o r f_ of P r o b a b i l i t i e s of a D e f e c t i v e 
Problem Number 
f 1 2 3 4 
f .002072 .004988 .0081124 .0127296 
f .581751 .545065 .577177 .596009 
F i r s t S t a g e Compu ta t i ons 
The f u n c t i o n of t h e f i r s t s t a g e of t h e c o m p u t a t i o n a l p r o c e d u r e 
i s t o p r o v i d e a means of s t u d y i n g t h e g e n e r a l b e h a v i o r of t h e model and 
2 
t o p r o v i d e p r e l i m i n a r y e s t i m a t e s of t h e o p t i m a l v a l u e s of N, K, and T^ 
f o r use i n t h e s econd s t a g e . T h i s f u n c t i o n i s a c c o m p l i s h e d by e v a l u a t i n g 
t h e e x p e c t e d c o s t f o r many c o m b i n a t i o n s of t e s t p a r a m e t e r s , c o s t c o e f f i ­
c i e n t s and example p r o b l e m s . T h e r e f o r e , t h e e x p e c t e d c o s t was computed 
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f o r t h e f o u r p rob lems p r e v i o u s l y s p e c i f i e d . The v a l u e s of t h e t e s t 
p a r a m e t e r (N) were chosen on t h e b a s i s of i n t u i t i v e judgment c o n c e r n i n g 
t h e most l i k e l y r a n g e of o p t i m a l v a l u e s . Sample s i z e s (N) of 3 , 5 , 7 , 
and 9 were c h o s e n . 
The s e l e c t i o n of t h e v a l u e s f o r t h e c r i t i c a l r e g i o n p a r a m e t e r 
2 
(T^) was somewhat more d i f f i c u l t . R e c a l l t h a t t h e p r o b a b i l i t y q^ 
2 
depends on t h e sample s i z e and t h e T^ v a l u e . T h e r e f o r e , a d i f f e r e n t 
2 . . 
T^ v a l u e f o r each N i s r e q u i r e d t o s p e c i f y a p a r t i c u l a r v a l u e of q . I n 
l i g h t of t h i s f a c t i t seemed r e a s o n a b l e t o i n p u t v a l u e s of q e q u a l t o 
. 0 0 1 , . 0 1 , . 1 , and . 2 5 . When one of t h e v a l u e s of q^ i s s e l e c t e d t h e 
2 
compute r c a l c u l a t e s t h e T^ v a l u e and p r i n t s t h e v a l u e a l o n g w i t h t h e 
v a l u e s of N and K t h a t a r e p r e l i m i n a r y o p t i m a l s f o r a s e t of c o s t 
c o e f f i c i e n t s . 
To i d e n t i f y a r e a s o n a b l e r a n g e of K, r e c a l l t h a t 
K = A ' k , 
where k i s t h e number of u n i t s p r o d u c e d be tween s a m p l e s , and i s a meas ­
u r e of t h e f r e q u e n c y of p r o c e s s s h i f t s , s i n c e 1 A T i s t h e a v e r a g e number 
of u n i t s p r o d u c e d b e f o r e t h e p r o c e s s goes o u t of c o n t r o l a f t e r i t h a s 
b e e n r e t u r n e d t o t h e c o n t r o l s t a t e . A v a l u e of K e q u a l t o one i n d i c a t e s 
a f r e q u e n c y of s a m p l i n g e q u a l t o t h e f r e q u e n c y of p r o c e s s s h i f t s . Thus 
v a l u e s of K g r e a t e r t h a n one i n d i c a t e r a t h e r i n f r e q u e n t s a m p l i n g , w h i l e 
s m a l l v a l u e s of K ( s a y K=.01) i n d i c a t e ve ry f r e q u e n t s a m p l i n g . Va lues 
of K be tween . 0 1 and 1 would a p p e a r t o i n c l u d e t h e r e a s o n a b l e r a n g e . 
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Thus t h e v a l u e s . 0 1 , . 0 2 , . 0 3 , . 0 5 , . 0 7 , . 1 0 , .20 , .30 , . 5 0 , . 7 0 , 1 . 0 , 
and 5 .0 were c h o s e n . 
The c h o i c e of v a l u e s f o r t h e c o s t c o e f f i c i e n t s i s a l i t t l e more 
c o m p l i c a t e d . R e c a l l , f o r e x a m p l e , t h e d e f i n i t i o n of A 
a A' 
A = 
1 s ' 
where a^ i s t h e c o s t of t a k i n g a sample and a^ i s t h e c o s t a s s o c i a t e d 
w i t h p r o d u c i n g a d e f e c t i v e u n i t . A^ and A^ a r e s i m i l a r l y d e f i n e d . I t 
i s d i f f i c u l t t o d e t e r m i n e i n t u i t i v e l y t h e p r a c t i c a l r a n g e of each A_̂  
s i n c e each i s composed of t h r e e v a r i a b l e s . For c e r t a i n c o m b i n a t i o n s 
of c o s t c o e f f i c i e n t s t h e o p t i m a l v a l u e of t h e i n t e r v a l be tween s ample s 
(K) c o u l d be e x p e c t e d t o i n d i c a t e t h a t a q u a l i t y c o n t r o l p r o c e d u r e i s 
u n w a r r a n t e d ( i . e . , a v e r y l a r g e v a l u e f o r t h e o p t i m a l K ) . For o t h e r 
c o m b i n a t i o n s of c o s t c o e f f i c i e n t s , t h e o p t i m a l v a l u e of K c o u l d be 
e x p e c t e d t o i n d i c a t e 100 p e r c e n t i n s p e c t i o n ( i . e . , v e r y s m a l l v a l u e f o r 
t h e o p t i m a l K ) . 
To i d e n t i f y t h e p r a c t i c a l r e g i o n f o r t h e c o s t c o e f f i c i e n t s , 
s e v e r a l r u n s of t h e f i r s t s t a g e p r o c e d u r e were c a r r i e d o u t . P r e l i m i n a r y 
e s t i m a t e s of t h e o p t i m a l v a l u e s of K were o b t a i n e d and t h e l a r g e s t v a l u e 
of each of t h e c o s t c o e f f i c i e n t s , f o r which t h e o p t i m a l v a l u e of K was 
l e s s t h a n o n e , was i d e n t i f i e d . These v a l u e s were chosen as t h e maximum 
v a l u e s of each c o s t c o e f f i c i e n t . O t h e r v a l u e s were shown as . 1 and . 0 1 
t i m e s t h e maximum v a l u e . The v a l u e s of t h e c o s t c o e f f i c i e n t s s e l e c t e d 
f o r s t u d y a r e shown i n T a b l e 3 . 
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T a b l e 3 . Values of Cos t C o e f f i c i e n t s S e l e c t e d f o r S tudy 
Va lues of Cos t C o e f f i c i e n t s 
A i A 2 A 3 
. 0 0 0 1 .00001 . 0 0 1 
. 0 0 1 . 0 0 0 1 . 0 1 
. 0 1 . 0 0 1 . 1 
Us ing t h e computer p rogram shown i n Appendix B, p r e l i m i n a r y 
2 
e s t i m a t e s of t h e o p t i m a l v a l u e s of N, K, and T , a l o n g w i t h t h e a s s o c i ­
a t e d e x p e c t e d c o s t s , were o b t a i n e d f o r p rob l ems one t h r o u g h f o u r . The 
r e s u l t s a r e t a b u l a t e d i n Appendix D. 
Second S t a g e Computa t ions 
The s econd s t a g e r e q u i r e s t h a t p r e l i m i n a r y e s t i m a t e s of t h e 
ft * 2* 
o p t i m a l v a l u e s of t h e t e s t p a r a m e t e r s (N ,K and T^ ) , as w e l l as t h e 
2 2 
d e s i r e d a c c u r a c y f o r K(AK) and T (AT ) , be s u p p l i e d as i n p u t d a t a . The 
e x p e c t e d c o s t s a r e computed f o r a l l 27 c o m b i n a t i o n s of N - 1 , N , N + 1 , 
K " - A K , K " , K%AK and T 2 " - A T 2 , T 2 ' \ T 2 % A T 2 . The s e a r c h p r o c e d u r e 
a a a a a 
ft * 2* 
i n v o l v e s s t a r t i n g w i t h t h e p o i n t (N ,K ,T ) and c a l c u l a t i n g t h e 
e x p e c t e d c o s t s f o r t h e o t h e r 26 c o m b i n a t i o n s . I f t h e s t a r t i n g p o i n t i s 
t h o u g h t of as b e i n g i n t h e c e n t e r of a c u b e , t h e n t h e r e m a i n i n g 26 
p o i n t s a r e t h e 8 c o r n e r p o i n t s , t h e c e n t e r of t h e 12 l i n e s d e f i n i n g t h e 
c u b e , and t h e p o i n t s l o c a t e d a t t h e c e n t e r of t h e 6 s u r f a c e s of t h e 
c u b e . 
6 1 
The r e s u l t s of t h i s s e a r c h p r o c e d u r e depend on t h e s t e p s i z e 
2 
( i . e . , AT^ and AK). T h e r e f o r e , a f t e r s e v e r a l p r e l i m i n a r y c a l c u l a t i o n s , 
2 2 AK and AT were s e t e q u a l t o 0 . 0 1 of t h e c u r r e n t v a l u e of K and T . a a 
2 
The above v a l u e s f o r AK and AT^ were deemed a d e q u a t e , s i n c e a change of 
2 2 one AK o r AT^, i n t h e r e g i o n of t h e o p t i m a l K and T , p r o d u c e d l e s s t h a n 
a 1 p e r c e n t change i n t h e e x p e c t e d c o s t . 
The r e s u l t s a l s o depend on t h e s t a r t i n g p o i n t s i n c e t h e c o s t 
f u n c t i o n may n o t be s t r i c t l y convex o r even convex and t h e s e a r c h p r o ­
c e d u r e w i l l l o c a t e o n l y a l o c a l minimum. However, t h e r e s u l t s o b t a i n e d 
f o r t h e example p r o b l e m , w h i l e most l i k e l y o n l y l o c a l min ima , do f a l l i n 
a r e a l i s t i c r e g i o n of t h e s u r f a c e s o f a r as p r a c t i c a l o p e r a t i n g c o n d i ­
t i o n s a r e c o n c e r n e d . 
A n a l y s i s of R e s u l t s 
The g e n e r a l model d e v e l o p e d i n C h a p t e r I I and t h e g e n e r a l s o l u ­
t i o n method p r e s e n t e d i n t h i s c h a p t e r were u s e d t o o b t a i n o p t i m a l t e s t 
p a r a m e t e r s f o r t h e t e s t s of h y p o t h e s i s abou t t h e mean v e c t o r of a 
p r o c e s s . The o p t i m a l sample s i z e ( N ) , t i m e be tween sample s (K) and 
2 
c r i t i c a l r e g i o n p a r a m e t e r (T ) a l o n g w i t h t h e minimum e x p e c t e d c o s t 
E (C) a r e shown i n Appendix E f o r s e l e c t e d v a l u e s of t h e c o s t c o e f f i ­
c i e n t s (A , A and A_) and f o u r example p r o b l e m s . The e f f e c t of each 
c o s t c o e f f i c i e n t and each p rob lem on t h e o p t i m a l v a l u e s of t h e t e s t 
p a r a m e t e r s i s d i s c u s s e d b e l o w . 
E f f e c t of V of Op t ima l E " ( C ) , N, K and T 2 £ 1 1 a— 
R e c a l l t h a t t h e f o u r p rob lems were s p e c i f i e d by v a r y i n g t h e com-
p o n e n t s of t h e c o v a r i a n c e m a t r i x V. The e s t i m a t e V i s u s e d t o e v a l u a t e 
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t h e n o n c e n t r a l i t y p a r a m e t e r (A.) and t h e p r o b a b i l i t i e s o f p r o d u c i n g a 
d e f e c t i v e ( f ) . S i n c e t h e e s t i m a t e may n o t be e x t r e m e l y a c c u r a t e , i t 
i s i m p o r t a n t t o d e t e r m i n e t h e models s e n s i t i v i t y t o v a r i a t i o n s i n V_. 
The e f f e c t of t h e f o u r p rob l ems on t h e v a l u e s of E ( C ) , N, K and T^ i s 
shown i n Tab le 4 f o r one v a l u e of A^, A^, and A^. 
T a b l e 4 . The E f f e c t of V on t h e Op t ima l 
Va lues of E * ( C ) , N, K and T 2 
a 
A = 0 . 0 0 1 ; A 2 = 0 . 0 0 0 1 ; A 3 = 0 . 0 1 . 
Op t ima l Cos t s and T e s t P a r a m e t e r s 
Pr ob lem E*(C) N K T~Z 
1 0, .06202 10, .0 0 , .08 17, .67 
2 0, .06092 CO
 
.0 0, .09 2 1 . . 82 
CO
 
0 , .06623 9 , .0 0, .09 19 . ,67 
4 0 , .07191 9, .0 0, .08 17 . ,67 
From T a b l e 4 i t i s s e e n t h a t v a r i a t i o n s i n V_ have l i t t l e o r no 
A 
e f f e c t on t h e e x p e c t e d c o s t E ( C ) , t h e o p t i m a l sample s i z e ( N ) , t h e 
o p t i m a l t i m e be tween samples (K) and t h e o p t i m a l c r i t i c a l r e g i o n 
2 
p a r a m e t e r T . T h e r e f o r e , i f t h e e s t i m a t e of t h e t r u e v a l u e of t h e a 
c o v a r i a n c e m a t r i x i s n o t a c c u r a t e , t h e model can s t i l l be e x p e c t e d t o 
p r o d u c e r e a s o n a b l e r e s u l t s . 
E f f e c t of A on t h e Opt ima l T e s t P a r a m e t e r s 
The e f f e c t of t h e f i x e d c o s t s a s s o c i a t e d w i t h t a k i n g a sample 
and making t h e t e s t ( A , ) on t h e o p t i m a l v a l u e s of t h e t e s t p a r a m e t e r s 
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i s shown i n Tab le 5 f o r one v a l u e of and A^ and t h e f o u r example 
p r o b l e m s . 
T a b l e 5 . The E f f e c t of Aj_ on t h e Op t ima l 
Va lues of N, K and T 2 
a 
A A = 0 . 0 0 0 1 and A„ = 0 . 0 1 
Cost Op t ima l T e s t P a r a m e t e r s 
Problem A i N K T 2 
0 . 0 0 0 1 10 , .0 0 .07 17 .67 
1 0 . 0 0 1 10, .0 0 .08 17 .67 
0 . 0 1 10 , .0 0 .22 14 . 5 1 
0 . 0 0 0 1 8, .0 0 .06 24 .0 CM 0 . 0 0 1 8, .0 0 .09 21 .82 
0 . 0 1 9, .0 0 .22 24 .0 
0 . 0 0 0 1 9, .0 0 .06 21 . 82 
3 0 . 001 9, .0 0 .09 19 .64 
0 . 0 1 9. .0 0 .22 17 .67 
0 . 0001 9. .0 0 .06 19 .64 
4 0 . 0 0 1 9 . 0 0 .08 17 .67 
0 . 0 1 10 . ,0 0 . 2 1 19 .45 
The e f f e c t of t h e c o s t A^ on t h e o p t i m a l c r i t i c a l r e g i o n pa ram-
2 
e t e r (T ) i s h i g h l y d e p e n d e n t upon t h e v a l u e s of t h e o t h e r c o s t c o e f f i ­
c i e n t s . No u s e f u l g e n e r a l i z a t i o n s a r e a p p a r e n t . 
As A^ i n c r e a s e s t h e r e i s a s l i g h t t e n d e n c y f o r t h e o p t i m a l v a l u e 
of N t o i n c r e a s e . T h i s i n c r e a s e i s more a p p a r e n t when t h e c o s t of 
i n s p e c t i n g a u n i t (A^) i s s m a l l . 
The e f f e c t of A^ on t h e o p t i m a l t i m e be tween samples (K) i s v e r y 
a p p a r e n t . As e x p e c t e d , an i n c r e a s e i n t h e f i x e d c o s t of t a k i n g a sample 
and making t h e t e s t i n c r e a s e s t h e o p t i m a l i n t e r v a l be tween s a m p l e s . 
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E f f e c t of on t h e Opt ima l T e s t P a r a m e t e r s 
The e f f e c t of t h e c o s t of i n s p e c t i n g a u n i t of p r o d u c t (A^) i s 
shown i n T a b l e 6 f o r one v a l u e of A and A and t h e f o u r example 
p r o b l e m s . 
T a b l e 6 . The E f f e c t of on t h e Op t ima l Va lues of N, K and T 
An = 0 . 0 0 1 and A 0 = 0 . 0 1 
Cost Op t ima l T e s t P a r a m e t e r s 
Problem A 2 N K T 2 
0 . 00001 14 .0 0 .07 28 .75 
1 0 . 0001 10 .0 0 .08 17 .67 
0, . 001 7 .0 0 .20 8 .160 
0 .00001 11 .0 0 .06 35 .14 
2 0 , . 0001 8 .0 0 .09 21 . 82 
0, . 001 5 .0 0 .18 8 .900 
0 , .00001 12 .0 0 .06 31 .95 CO 0 , .0001 9 .0 0 .09 19 .64 
0 , .001 5 .0 0 .18 6 .690 
0 , .00001 13 .0 0 .06 31 .95 
4 0. ,0001 9 .0 0 .08 17 .67 
0. ,001 6 .0 0 .18 8 .080 
I t i s a p p a r e n t t h a t t h e o p t i m a l v a l u e of N d e c r e a s e s , as 
e x p e c t e d , w i t h i n c r e a s e s i n A^. 
As A^ i n c r e a s e s , T a b l e 6 i n d i c a t e s t h a t t h e o p t i m a l v a l u e s of 
2 
t h e c r i t i c a l r e g i o n p a r a m e t e r (T ) d e c r e a s e s . Th i s d e c r e a s e i s p r o b a b l y 
a s s o c i a t e d w i t h t h e c o r r e s p o n d i n g d e c r e a s e i n t h e o p t i m a l sample s i z e . 
2 . . 
By d e c r e a s i n g T^ when N d e c r e a s e s , t h e p r o b a b i l i t y of a Type I I e r r o r 
i s s t a b i l i z e d . 
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The c o s t has a s i g n i f i c a n t e f f e c t on t h e o p t i m a l i n t e r v a l 
b e t w e e n s a m p l e s . When t h e c o s t of i n s p e c t i n g a u n i t i s s m a l l , more 
f r e q u e n t s a m p l i n g i s j u s t i f i e d . Thus i n c r e a s e s i n A^ c a u s e t h e o p t i m a l 
v a l u e of K t o i n c r e a s e . 
E f f e c t of A^ on t h e Opt ima l T e s t P a r a m e t e r s 
The e f f e c t of t h e c o s t of i n v e s t i g a t i n g and c o r r e c t i n g t h e 
p r o c e s s (A^) on t h e o p t i m a l v a l u e s of t h e t e s t p a r a m e t e r s i s shown i n 
T a b l e 7 f o r one v a l u e of A and A 0 and t h e f o u r example p r o b l e m s . 
T a b l e 7 . The E f f e c t of A on t h e Op t ima l Va lues of N, K and T 
A i = 0 . 0 0 1 and A 2 = 0 . 0001 
Cos t Op t ima l T e s t P a r a m e t e r s 
Problem A 3 N K T 2 
0 . 0 0 1 7 .0 0 .08 8.160 
1 0 . 0 1 10 .0 0 .08 17 .67 
0 . 1 13 .0 0 .09 29 .04 
0 . 0 0 1 5 .0 0 .08 8.090 
2 0 . 0 1 8 .0 0 .09 2 1 . 8 2 
0 . 1 11 .0 0 .08 4 2 . 5 2 
0 . 0 0 1 5 .0 0 .08 6 .0 80 
3 0 . 0 1 9 .0 0 .09 19 .64 
0 . 1 12 .0 0 .08 3 5 . 1 4 
0 . 001 6 .0 0 .08 7 .350 
4 0 . 0 1 9 .0 0 .08 17 .67 
0 . 1 12 .0 0 .08 31 .95 
The c o s t of i n v e s t i g a t i n g and c o r r e c t i n g t h e p r o c e s s (A ) does 
o 
n o t a f f e c t t h e o p t i m a l t i m e be tween samples (K) t o any s i g n i f i c a n t 
d e g r e e . 
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As t h e c o s t A„ i n c r e a s e s , d e c r e a s e s i n t h e o p t i m a l p r o b a b i l i t y 
of f a l s e l y r e j e c t i n g migh t be e x p e c t e d . T a b l e 7 i n d i c a t e s such a 
2 
t e n d e n c y w i t h i n c r e a s e s i n t h e o p t i m a l c r i t i c a l r e g i o n p a r a m e t e r (T ) 
and t h e o p t i m a l sample s i z e ( N ) . T h u s , i n most c a s e s , t h e d e c r e a s e s 
2 
m Type I e r r o r i s a c c o m p l i s h e d by i n c r e a s i n g T . 
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CHAPTER IV 
CONCLUSIONS AND RECOMMENDATIONS 
C o n c l u s i o n s 
I n t h e deve lopmen t of t h e g e n e r a l m o d e l , i t was assumed t h a t when 
t h e p r o c e s s p a r a m e t e r s h i f t s t o an o u t - o f - c o n t r o l s t a t e i t w i l l n o t 
s h i f t back i n c o n t r o l u n t i l t h e s h i f t i s d e t e c t e d by a v a l u e of t h e t e s t 
s t a t i s t i c f a l l i n g i n t h e c r i t i c a l r e g i o n . I t was f u r t h e r assumed t h a t 
i f t h e s h i f t i s n o t d e t e c t e d by t h e f i r s t sample t a k e n a f t e r t h e s h i f t 
o c c u r s , t h e p r o c e s s may n o t s h i f t t o a wor se s t a t e . Tha t i s , t h e p r o c e s s 
may n o t s h i f t t o a worse s t a t e n o r w i l l i t i m p r o v e . I t i s r e c o g n i z e d 
t h a t t h i s s i m p l i f i e d model does n o t a c c u r a t e l y d e s c r i b e t h e r e a l w o r l d 
b e h a v i o r ; h o w e v e r , i t was hoped t h a t t h e d e p a r t u r e from r e a l i t y would 
2 
n o t a f f e c t t h e o p t i m a l v a l u e s of N, K, and T . I n a r e c e n t a r t i c l e , 
Duncan ( 6 ) showed t h a t when t h e r e i s more t h a n one a s s i g n a b l e c a u s e , 
t h e model a p p r o a c h e s r e a l i t y b u t on ly t h e loca l -min imum s o l u t i o n s r e ­
ma in . F u r t h e r m o r e , t h e s o l u t i o n s o b t a i n e d can be a p p r o x i m a t e d by s o l u ­
t i o n s of s i n g l e - c a u s e m o d e l s . T h e r e f o r e , t h e model p r e s e n t e d i n t h i s 
t h e s i s c o n s i d e r e d on ly one o u t - o f - c o n t r o l s t a t e , and t h i s may be a d e q u a t e 
i n many a p p l i c a t i o n s . 
A t w o - s t a g e n u m e r i c a l p r o c e d u r e was d e v e l o p e d and programmed f o r 
a d i g i t a l compute r t o d e t e r m i n e t h e o p t i m a l sample s i z e ( N ) , t h e o p t i m a l 




The t w o - s t a g e p r o c e d u r e was used t o d e t e r m i n e t h e o p t i m a l v a l u e s 
2 
of N, K, and T^ f o r q u a l i t y c o n t r o l t e s t s of t h e mean v e c t o r of a 
b i v a r i a t e normal p r o c e s s . The o p t i m a l t e s t p a r a m e t e r v a l u e s a r e 
t a b u l a t e d f o r v a r i o u s c o s t and example p r o b l e m s . 
The r e s u l t s i n d i c a t e t h a t v a r i a t i o n s i n t h e e s t i m a t e of t h e 
c o v a r i a n c e m a t r i x (V) have l i t t l e o r no e f f e c t on t h e o p t i m a l v a l u e s 
ft o 
of E (C) , N, K and T . 
a 
The o p t i m a l v a l u e of N i s s i g n i f i c a n t l y i n c r e a s e d by d e c r e a s e s 
i n and i n c r e a s e s i n A . With s m a l l v a l u e s of A^, a d d i t i o n a l 
i n c r e a s e s i n t h e o p t i m a l v a l u e of N o c c u r w i t h i n c r e a s e s i n A . 
The o p t i m a l v a l u e of K i s g r e a t l y i n c r e a s e d by i n c r e a s e s i n A^ 
and t o a l e s s e r d e g r e e i n c r e a s e d by i n c r e a s e s i n A . The v a l u e of A 
h a s v i r t u a l l y no e f f e c t on t h e o p t i m a l v a l u e of K. 
2 
As t h e v a l u e of A i n c r e a s e s , t h e o p t i m a l v a l u e of T g r e a t l y 
o CL 
i n c r e a s e s . The same i s t r u e f o r d e c r e a s e s i n A^. The e f f e c t of A^ on 
2 
t h e o p t i m a l v a l u e of T^ depends on t h e v a l u e s of A^ and A g . 
Recommendations 
As a r e s u l t of t h i s i n v e s t i g a t i o n s e v e r a l a d d i t i o n a l r e s e a r c h 
t o p i c s may be p r o p o s e d . F i r s t , i t would be of i n t e r e s t t o e x t e n d t h e 
p r e s e n t model t o c o n s i d e r more t h a n one o u t - o f - c o n t r o l s t a t e . Recen t 
work by Duncan ( 6 ) h a s i n d i c a t e d t h a t i n t h e u n i v a r i a t e c a s e a s i n g l e 
a s s i g n a b l e c a u s e model i s s u f f i c i e n t , b u t i t i s n o t known i f t h i s h o l d s 
i n t h e m u l t i v a r i a t e c a s e . 
S e c o n d , t h e Markovian a s s u m p t i o n r e g a r d i n g o u t - o f - c o n t r o l s t a t e s 
s h o u l d b e i n v e s t i g a t e d . While t h i s a s s u m p t i o n i s r e a s o n a b l e i n many 
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p r o c e s s e s , Baker ( 3 ) h a s shown t h a t u n i v a r i a t e q u a l i t y c o n t r o l models 
a r e s e n s i t i v e t o t h i s a s s u m p t i o n . He c o n s i d e r s t h e number of p e r i o d s 
t h e p r o c e s s r e m a i n s i n c o n t r o l t o be d i s t r i b u t e d g e o m e t r i c a l l y , and 
shows t h a t i f t h e Markovian a s s u m p t i o n i s made , e r r o n e o u s r e s u l t s can 
be o b t a i n e d . Th i s i n v e s t i g a t i o n c o u l d b e e x t e n d e d t o t h e m u l t i v a r i a t e 
c a s e . 
T h i r d , t h e o p t i m i z a t i o n t e c h n i q u e used i n t h i s i n v e s t i g a t i o n 
i s p e r h a p s n o t t h e most e f f i c i e n t a v a i l a b l e . I t i s recommended t h a t 
v a r i o u s o p t i m i z a t i o n t e c h n i q u e s be t r i e d t o improve t h e e f f i c i e n c y o f 
t h e s o l u t i o n me thod . 
F o u r t h , t h e model d e v e l o p e d i n t h i s i n v e s t i g a t i o n r e q u i r e s t h a t 
a s h i f t i n t h e p r o c e s s mean be s p e c i f i e d . I t would be of c o n s i d e r a b l e 
i n t e r e s t t o i n v e s t i g a t e t h e s e n s i t i v i t y of t h e model t o t h e s h i f t 
s p e c i f i c a t i o n . I f t h e model i s i n s e n s i t i v e , t h e n t h e manner of t h e 
s h i f t s p e c i f i c a t i o n would n o t be t o o c r i t i c a l . 
F i n a l l y , t h e n a t u r e of t h e c o s t s u r f a c e s h o u l d be i n v e s t i g a t e d 
f u r t h e r , t o d e t e r m i n e i t s a p p r o x i m a t e c o n t o u r s and t h e l o c a t i o n of t h e 
l o c a l min ima . I t may be t h a t l o c a l minima a lways l i e i n r e a s o n a b l e 




CONVERSION OF MODEL TO COMPUTER LANGUAGE 






A 2 A2 
A 3 A3 
F F 
A LAMBA 
P Q PO 
P P I 
fQ FO 
f l F 1 
q 0 QO 
q-L Qi 
T 2 TSQ 

















FORTRAN PROGRAM FOR THE OPTIMIZATION PROCEDURE 
1 P0RMATCI2) 
2 FORMATC ) 
3 FORMATC • FOR PI = S F 1 5 . 8 * • ENTER VALUE FOR Al* A2* AND A3 •) 
5 FORMATC • ENTERS I 3* • VALUES IN FREE FIELD FORMAT') 
6 FORMATC • HOW MANY VALUES OF N CI2 FORMAT) •) 
7 FORMATC • ENTERS I 3* • VALUES EACH CONTAINING A C . ) AND • 
* •FOLLOWED BY A C* ) •) 
8 FORMATC • HOW MANY VALUES OF K CI2 FORMAT) •) 
9 FORMATC • ENTERS 13* • VALUES EACH CONTAINING A . AND • 
• •ENDING FOLLOWED BY A * *) 
10 FORMATC • HOW MANY VALUES OF QO CI 2 FORMAT) •) 
11 FORMATC* ENTER S 13* * VALUES IN FREE FIELD FORMAT *) 
12 FORMATC • ENTER T SQUARE ARRAY 4X4 EACH ROW ON A CARD') 
13 FORMATC • PLELI MI NARY ESTIMATES FOR PROBLEMS 13) 
113 FORMATC • OPTIMAL ESTIMATES FOR PROBLEMS 13) 
14 FORMATC 34C * * • ) * / * • COST * COST * PARAMETER * S 14X •COST 
1* 14X* •* S / * 4X* *A2 S 3X* •* A3 * S 1 IX* •* S 3C F9 . 7* • * •> ) 
15 FORMATC F8 . 7* • * S 9X* •* S 4C 1 IX* •* •) ) 
16 FORMATC9X* •* S F8. 6* * * E*CC) * S 3 C F 9 . 5 * ' * • ) ) 
17 FORMATC 9X* •* •* 9X* •* •* 5X* »N S 5X* •* •* 3C F7 . 1*4X* •* •) ) 
18 FORMATC9X* •* •*9X* •* S 5X* »K S 5X* •* S 3C F 7 . 2* 4X* •* •) ) 
19 FORMATC9X* •* S9X* •* TSQR * S FS• 2* 3X* •* S 2C FS • 2* 3X* •* • ) ) 
20 FORMATC 34C • * •) ) 
21 FORMATC 9X* 30C •* •) ) 
22 FORMATC • •) 
REAL LAMB 
DIMENSION QOC 4)* SNC 4)* SKC 11)* A1C 3)*A2C 3) 
1* A3C 3)* CMINC 3* 3* 3) * SNMC 3* 3* 3) * SKMC 3* 3* 3)* TSQMC 3* 3*3) 
2* COSC 3* 3* 3) 
DE Fl NE TSQC Y* X) =C C 1. 0/Y ) **C 2• 0/C X- 2 . 0) ) - 1. 0) * C X- 1 . 0) 
DEFINE DELCX) =. 1*X 




C5 = . 4 8 3 9 0 6E-4 
C6=. 538 3E-5 
Vl = 2 
C READ NUMBER OF N ' S AND N VALUES 
WRI TEC 6* 6) 
READ C5* 1) NSN 
WRI TEC 6* 7) NSN 
R£ADCS>2) CSNCI)*I = 1*NSN) 
C READ NUMBER OF K 'S AND K VALUES 
WRI TEC 6*8) 
READC5* 1) NSK 
WRI TEC 6* 7) NSK 
READC5*2) C SKC I ) * I = 1*NSK) 
C READ NUMBER OF QO fS AND QO VALUES 
WRI TEC 6* 10) 
RE ADC 5*1) N QO 
WRI TEC 6* 7) NQO 
READC5*2) C QOC I ) * I = 1*NQ0) 




READC 5*2* END= 501) PN*PI*F0*F1 
NP=PN 
30 FORMATC * ENTER VAUJE S FOR THE PROBLEM NUMBER* PI >F0 AND Fl *) 
WRITE ( 6 * 3 ) PI 
READC5*2) CA1CI)*I = 1*3) 
READC5*2) C A2C I ) * I = 1* 3) 
READC5*2) CA3CI)*I = 1*3) 
C INITIALIZE THE COSTMIN MATRIX FIRST 
DO 100 K=l*3 
DO 100 L = l * 3 
DO 100 M = l*3 
CMINCK*L*M) =10. 0**3 5 
C NEXT* FOR FIXED VALUES OF A*S TRY ALL N* K* AND QO VALUES 
DO 75 JN=1*NSN 
LAMB=PI*SN( JN) 
V2=SNCJN)-2.0 
DO 75 JK= 1*NSK 
PO=EXPC-SKC JK) ) 
Pl= 1. 0- PO 
F= 1. O/SKC JK) - P 0 / P 1 
DO 75 JQ=1*NQ0 
V1PL=V1+LAMB 
V2TSQ=V2*TSQ( QOC JQ) * SN( JN) ) 
Xl=(V2TSQ/C V 1 P L * ( S N ( J N ) - 1 . 0 ) ) ) * * ( 0 . 3 3 3 3 ) * ( 1 . - 2 . 0 / C 9 . 0 * V 2 ) ) 
X 2 = l . 0 - 2 . 0*( V l+2 . 0*LAMB)/(9. 0*C V1+LAMB)**2) 
X3=2.0*( Vl + 2.0*LAMB)/C9.0*C Vl+LAMB)**2)+2.0/C9.0*V2) 
**(V2TSQ/C CV1 + LAMB)*C SNCJN)- 1 . 0 ) ) ) * * ( 0 . 66667) 
X=(X 1-X2)/SQRTCX3) 
Q1=C 0 . 5)/C 1. 0+Cl*X+C2*X**2+C3*X**3+C4*X**4+C5*X**5 + C6*X**6)** 16 
ALFHAO=C Q1*P0) -C P1+Q1*P0) 
ALPHA 1=P1/C P1 + Q1*P0) 
GAMA0=ALPHA0*P0+ALPHAO* F* P1 
GAMA1 =ALPHA1 + C 1. 0-F) *ALPHA0*P1 
V2TSQ=V2*TSQC FO* SNC JN) ) 
C=C A1CK)+A2C L)*SNC JN)+A3C M)*C QOC JQ) * ALPHAO+ Ql* AL PH Al) ) 
1/SKC JK) + F0*GAMA0+F1* GAMA1 
I F CCGT. CMLNCK*L*M)) GO TO 73 
CMINC K*L*M) =C 
SNMC K* L* M) = SNC JN) 
SKMCK*L*M)=SKC JK) 




C WRITE A PAGE OF OUTPUT 
C 
WRI TEC 6* 13) NP 
WRI TEC 6* 14) CA1CI)*I =1* 3) 
WRI TEC 6*20) 
DO 300 J= 1* 3 
WRITEC6*15) A2CJ) 
DO 200 K=l* 3 
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WRI TEC 6* 16) A3CK)*CCMINCI*J*K)*I=1* 3) 
WRI TEC 6* 17) C SNMCI* J*K)*I = 1* 3) 
WRI TEC 6* 18) CSKMCI,J*K)*I = 1*3) 
WRIT£C6>19) C TSQMC I * J* K) * I - 1* 3) 
I F CK.NE.3) WRITEC6>21) 
200 CONTINUE 
WRI TEC 6* 20) 
300 CONTINUE 
DO 2000 1=1* 3 
DO 2000 J = l > 3 
DO 2000 K=l* 3 
DELTSQ=DELC TSQMCI * J* K)) 
DELK=DELC SKMCI * J* K)) 
TSQOsTSQMCI *J* K) 
TSQD = TSQ0-2. 0*DELTSQ 
SNO=SNMCI*J*K) 
SNDL=SN0-2. 0 




DO 1001 KTSQD=1,3 
TSQDSTSQD+DELTSQ 
DO 1001 KND=1*3 
IFCKND.EQ.1) SN D= SM DL 
SND=SND+ 1. 0 
DO 1001 KKD= 1*3 
I F CKKD.EQ. 1) SKD=SKDL 
SKD= SK D+ D ELK 
I F CSND.LT. 2 . 9 ) SND=3. 0 
LAMB=PI*SND 
V2 = SND-2.0 
PO=EXPC - SKD) 
Pl = l . 0-PO 
F * l . 0 /SKD-P0/P1 
V1PL=V1+LAMB 
V2TSQ=V2*TSQD 
X 1=CV2TSQ/C V1PL*C SND- 1. 0) ) ) **C 0. 3333) *C 1 . - 2 . 0/C 9 . 0*V2) ) 
X2=1 .0 -2 .0*C Vl + 2 . 0*LAMB)/C9.0*C V1 + LAMB)**2) 
X3 = 2 . 0*C Vl + 2 . 0*LAMB)/C9. 0*C V1+LAMB)**2)+2. 0/C 9 . 0*V2) 
**C V2TSQ/C C Vl+LAMB)*CSND-1. 0 ) ) )**C 0 . 66667) 
X=CX1-X2)/SQRTCX3) 
Q1=C 0. 5)/C 1.0+C1*X+C2*X**2+C3*X**3+C4*X**4+C5*X**5 + C6*X**6)** 16 
X1=CV2TSQ/C VI*C SND- 1. 0) ))**C 0 . 3333)*C 1. 0-C 2 . / C 9 . * V2) ) ) 
X 2 = l . 0-C 2 . / C 9 . * V l ) ) 
X3=2. /C9.*V1)+C 2 . / C 9 . * V 2 ) )*C V2TSQ/C VI*C S N D - 1 . ) ) ) * * C . 6 6 6 7) 
X=CX1-X2)/SQRTCX3) 
Q0D=.5/C l.+Cl*X+C2*X**2+C3*X**3+C4*X**4+C5*X** 5+C6*X**6)** 16 
ALPHAO=C Q1*P0)/C P1+Q1*P0) 
ALPHA1 = P1/C P1 + Q1*P0) 
GAMAO=ALPHAO*PO+ALPHA 0* F* Pl 
GAMA1=ALPHA1+C 1. 0-F) *ALPHA0*P1 
V2TSQ=V2*TSQC FO* SND) 
C=C A1C I )+A2C J)*SND+A3CK)*C QOD*ALPHAO+Ql* ALPHA 1) ) 
1 / SK D+ FO * G AM AO+ F1 * GAM A1 
1001 CO SCKTSQD>KND>KKD) =C 
C=10 .**35 
DO 1100 11 = 1,3 
DO 1100 J J = 1 > 3 
DO 1100 KK=1>3 






I F CC0SC2.2, 2 ) . E Q . C) GO TO 15 00 
DELTSQ=DEL( TSQO) 
DELK=DEL( SKO) 
TSQO = TSQO+CI IM-2)*DELTSQ 
TSQD=TSQ0-2. 0*DEL,TSQ 
SN0=SN0+( J J M - 2 . 0) 
I F (SNO.LT. 3 . 0 ) SN0 = 3 . 0 
SNDL= SN0-2 .0 
SK0=SK0+CKKM-2.0)*DELK 
I F ( SKO.LE. 0 . 005) SK0 = 0 .005 
SKDL=SK0-2.0*DELK 
MIKE=MIKE+1 
I F CMIKE. GT. 400) GO TO 15 00 
25 FORMATC 15) 
26 FORMATC 3E15 .5 ) 
27 FORMATC • PUNT *> I 5) 
I F CTSQD.GT..5) GO TO 1000 
9999 WRI TEC 6* 27) MIKE 
C=10.**25 
SNMCI> J , K ) = C 
SKMC I, J, K) =C 
TSQMCI>J,K)=C 
CMINC1,J,K)=C 
GO TO 2000 
15 00 SNMC I>J>K)=SNO 
SKMC I > J,K>=SK0 
TSQMCI>J,K)=TSQ0 
CMINCI>J,K)=C 
WRI TEC 6* 25) MIKE 
2000 CONTINUE 
DO 2001 KDAX=1> 3 
2001 WRI TEC 6> 22) 
C 
C WRITE A PAGE OF OUTPUT 
C 
WRI TEC 6* 113) NP 
WRITEC6#14) C A1CI ) , I = 1> 3) 
WRI TEC 6 ,20) 
DO 2300 J= l> 3 
WRITEC6>15) A2CJ) 
DO 2200 K=l , 3 
WRI TEC 6, 16) A3CK),CCMINCI>J.K)>1=1 
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WRI TEC 6> 1 7) 
WRITEC 6. 18) 
WRI TEC 6. 19 ) 
I F CK.NE. 3) 
2200 CONTINUE 
WRI TEC 6* 20) 
2300 CONTINUE 
5 00 CONTINUE 
GO TO 301 
501 CONTINUE 
END 
C SNMC I*«J>K)> 1 = 1* 3) 
C SKMCI*J*K)*I = 1 . 3) 
CTSQMCI#J*K)*I = 1*3) 
WRI TEC 6* 21) 
APPENDIX C 
APPROXIMATION FOR THE PROBABILITY INTEGRAL 
OF THE CENTRAL F DISTRIBUTION 
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P a u l s o n (24) found an a p p r o x i m a t i o n f o r t h e p r o b a b i l i t y i n t e g r a l 
of t h e c e n t r a l F d i s t r i b u t i o n by d e v e l o p i n g a m o d i f i e d s t a t i s t i c x , a 
f u n c t i o n o f F , such t h a t x i s n e a r l y n o r m a l l y d i s t r i b u t e d w i t h z e r o mean 
and u n i t v a r i a n c e . Tha t i s 
/ f ( F , v l 5 v 2 ) d F = / f ( z ) d z 
F a > V l > V 2 
where f ( F , v , v ) i s t h e f r e q u e n c y f u n c t i o n of t h e c e n t r a l F d i s t r i b u t i o n 
and f ( z ) i s t h e f r e q u e n c y f u n c t i o n of t h e normal d i s t r i b u t i o n and x i s 





, 1 / 3 1 - 9v 
9v 
2 F 2 / 3 + 2 
9v, 
1/2 
T h i s a p p r o x i m a t i o n i s u s e d t o c a l c u l a t e q^ i n t h e s econd s t a g e computa ­
t i o n s w i t h t h e f o l l o w i n g s u b s t i t u t i o n 
F = 
v 2 T 
v x ( N - l ) 
where v^ and v 2 a r e t h e d e g r e e s of f r eedom. 
To d e v e l o p h i s a p p r o x i m a t i o n , P a u l s o n (24 ) c o n s i d e r e d t h e F d i s ­
t r i b u t i o n as a r a t i o of two c e n t r a l c h i - s q u a r e d i s t r i b u t i o n s . That i s , 
F = 
2 , 
X l / V l 
2 , 
X 2 / v 2 
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w i t h d e g r e e s of f reedom and v ^ , r e s p e c t i v e l y . Wi lson and H i l f e r t y 
2 1/3 
(27 ) showed t h a t (x / v ) i s n e a r l y n o r m a l l y d i s t r i b u t e d w i t h mean 
( l - 2 / 9 v ) and v a r i a n c e 2 / 9 v . From t h i s , P a u l s o n (24 ) o b t a i n e d an approx-
1/3 
i m a t i o n t o t h e c e n t r a l F d i s t r i b u t i o n by r e g a r d i n g F as t h e r a t i o of 
two n o r m a l l y d i s t r i b u t e d v a r i a t e s . To a c c o m p l i s h t h i s , P a u l s o n (24 ) 
made u s e of work done by F i e l l e r ( 8 ) who shows t h a t i f two n o r m a l l y and 
i n d e p e n d e n t l y d i s t r i b u t e d v a r i a t e s x and y have means m^ and m^ and 
s t a n d a r d d e v i a t i o n s , r e s p e c t i v e l y , t h e n 
m - m x y 
R = 
^2 n l / 2 2 2 a + a x y 
i s n e a r l y n o r m a l l y d i s t r i b u t e d w i t h z e r o mean and u n i t v a r i a n c e . With 
t h e f o l l o w i n g s u b s t i t u t i o n s 
, 1 /3 = v_ 
x 
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P a u l s o n ( 2 4 ) found t h a t 
1 - 9v 
x = 
2J 




2 1 2 / 3 _2 
9v 
- 1 1 / 2 
i s n e a r l y n o r m a l l y d i s t r i b u t e d w i t h z e r o mean and u n i t v a r i a n c e . 
An a p p r o x i m a t i o n f o r t h e p r o b a b i l i t y i n t e g r a l of t h e n o n c e n t r a l 
F d i s t r i b u t i o n was d e v e l o p e d as an e x t e n s i o n of P a u l s o n ' s work . The 
n o n c e n t r a l F g i v e n by 
2 / 
2 . 
X 2 / v 2 
i s t h e r a t i o of a n o n c e n t r a l c h i - s q u a r e t o a c e n t r a l c h i - s q u a r e d i s ­
t r i b u t i o n w i t h v^ and v^ d e g r e e s of f r e e d o m , r e s p e c t i v e l y . From Wilson 
2 
and H i l f e r t y ( 2 7 ) we know t h a t ix^/v^) i s n e a r l y n o r m a l l y d i s t r i b u t e d 
2 2 2 1 w i t h mean 1 - - — and v a r i a n c e - — A b d e l - A t y ( 1 ) showed t h a t [ Y , / ( V , + A ) 1 
9 V 2 9 v 2 J A l 1 
i s n e a r l y n o r m a l l y d i s t r i b u t e d w i t h mean 
1 -
2 (v x +2A) 
9 ( v 1 + A ) 2 
and v a r i a n c e 
2 (v 1 +2X) 
9 ( v x + A ) 2 
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2 ' 
where x i s "the n o n c e n t r a l c h i - s q u a r e w i t h d e g r e e s of f reedom v^ and 
n o n c e n t r a l i t y p a r a m e t e r X. 
T h e r e f o r e , i f we c o n s i d e r t h e r a t i o 
2 , 
X l / V l _ ' 1 / 3 
2 , 
X 2 / v 2 
t h e n t h e r a t i o 
2 , 
X 2 / v 2 
1/3 
V 1 F 
v 1 t X 
1/3 
To u s e t h e r e l a t i o n s h i p d e v e l o p e d by F e i l l e r ( 8 ) , t h e f o l l o w i n g sub­
s t i t u t i o n s a r e made: 
V 1 F 
U / 3 
V-̂ +A 
x f / ( v 1 + X ) 
2 , 
X 2 / v 2 
1/3 
2 (v n +2A) 
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V 1 F 
U / 3 
v +A 1 -
2 (v 1 +2A) 
9 ( v 1 + A ) 2 u 
9v. v +A 
2 /3 2 ( V l + 2 A ) 
9 ( v 1 + A ) 2 
1/2 
i s n e a r l y n o r m a l l y d i s t r i b u t e d w i t h z e r o mean and u n i t v a r i a n c e . Note 
t h a t t h e e x p r e s s i o n above r e d u c e d t o t h a t of P a u l s o n ' s when A = 0 . 
86 
APPENDIX D 
PRELIMINARY ESTIMATES OF THE OPTIMAL VALUES 
OF THE TEST PARAMETERS 
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PLELI MI NARY ESTIMATES FOR PROBLEM 1 
A2 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* COST * PARAMETER * COST Al * 
* A3 * * • 0001000 * 0010000 * 0100000 , 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * 
* •OOIOOO * E*C C) * . 0 2 0 9 8 * . 0 3 9 9 3 * . 1 i 608 * 
N 7. 0 * 9 . 0 * 9 . 0 * 
* * K * • 03 * . 0 7 * . 30 * 
* TSQR 9 . 07 7. 45 * 7. 45 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
• 0 1 0 0 0 0 E*C C) * . 0337? * . 0553 6 * .1295 7 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* K * . 0 3 * . 0 5 * . 3 0 * 
* * TSQR 2 1 . 3 2 * 2 1 . 8 2 * 7. 45 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * 
* • 100000 * E*C C) * . 1 3 2 0 3 * • 16150 * . 2 549 6 * 
* * N * 9 . 0 9 . 0 9 . 0 * 
* * K * . 02 * . 0 7 * . 10 * 
* * TSQR * 4 9 . 5 7 2 1 . 8 2 * 2 1 . 3 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * 
* . 0 0 1 0 0 0 * E*C C) * . 0 3 58 3 * . 0 4 9 31 * . 1 13 61 * 
* * N 7. 0 7. 0 * 7 . 0 * 
* * K * . 05 * . 07 * . 30 * 
* * TSQR * 9 . 0 7 * 9 . 07 * 4 . 4 5 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 0 1 0 0 0 0 * E*CC> * • 05406 * . 06847 * . 13227 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 05 * . 07 * . 3 0 * 
* * TSQR * 2 1 . 3 2 * 2 1 . 8 2 * 7 . 4 5 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* • 100000 * E*C C) * • 15962 * . 1 7 3 0 6 * • 26153 * 
* * N * 7. 0 * 9 . 0 * 9 . 0 * 
* * K * . 03 * . 10 * . 30 * 
* * TSQR * 8 9 . 09 * 2 1 . 8 2 * 2 1 . 8 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * 
* . 0 0 1 0 0 0 * E*C C) * . 0 9 1 0 0 * . 1 0 0 0 0 * . 13961 * 
* * N * 5 . 0 * 5 . 0 * 7. 0 * 
* * K * . 10 * . 10 * . 30 * 
* * TSQR * 6. 08 * 6. 08 * 4 . 4 5 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* •010000 * E*C C) • 12240 * . 125 40 * • 15 540 * 
* * N * 7. 0 * 7 . 0 * 7. 0 * 
* * K * . 30 * . 30 * • 30 * 
* * TSQR * 9 . 07 * 9 . 0 7 * 9 . 07 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* • 100000 * E*( C) * . 2 4 5 06 * . 2 5 4 0 6 * . 2 8 8 5 8 * 
* * N * 9 . 0 * 9 . 0 9 . 0 * 
* * K * . 10 * . 10 * . 3 0 * 
* * TSQR * 2 1 . 3 2 * 2 1 . 8 2 * 2 1 . 8 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * 
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PLELI MI NARY ESTIMATES FOR PROBLEM 2 
A2 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* COST * PARAMETER * COST Al * 
* A3 * * 0001000 * 0010000 * 0100000 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * # * * * 
* * * * * 
* •OOIOOO * E*( C) * . 02069 * • 04021 * . 11332 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 03 * . 0 7 * . 3 0 * 
* * TSQR * 2 1 . 3 2 * 2 1 . 3 2 * 2 1 . 3 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * # * * * 
* . 0 1 0 0 0 0 * E*C C) * . 0323 3 * . 0 5 08 2 * • 12411 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 0 3 * . 07 * . 3 0 * 
* * TSQR * 2 1 . 3 2 * 2 1 . 8 2 * 2 1 . 8 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 1 0 0 0 0 0 * E*( C) * . 1 2 8 9 8 * . 1525! * . 2 3 2 0 7 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 0 3 * . 0 5 * . 30 * 
* * TSQR * 4 9 . 5 7 * 4 9 . 5 7 * 2 1 . 8 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * 
* . 0 0 1 0 0 0 * E*( C) * . 0 3 6 3 0 * . 049 50 * . 1 15 49 * 
* * N * 5 . 0 * 5 . 0 * 5 . 0 * 
* * K * . 05 * . 07 * . 3 0 * 
* * TSQR * 6.08 * 6. 08 * 6 . 08 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* • 010000 * E*C C) * . 049 53 * •06164 * • 1268 1 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 0 7 * . 10 * . 3 0 * 
* * TSQR * 2 1 . 3 2 * 2 1 . 3 2 * 2 1 . 3 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* • 100000 * E*C C> * . 15071 * . 16529 . 2 3 4 7 7 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 05 * . 10 * . 3 0 * 
* TSQR * 4 9 . 5 7 * 2 1 . 3 2 * 2 1 . 8 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * 
* . 0 0 1 0 0 0 * E*( C) * . 0 8 5 6 7 * . 0 9 467 * . 13049 * 
* * N * 5 . 0 * 5 . 0 * 5 . 0 * 
* * K * • 10 * . 10 * . 30 * 
* * TSQR * 6. 08 * 6. 08 * 6. 08 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 0 1 0 0 0 0 * E*C C> * . 11309 * • 1 13 48 * . 148 48 * 
* * N * 5 . 0 * 5 . 0 * 5 . 0 * 
* * K * . 10 * . 3 0 * . 30 * 
* * TSQR * 14 . 57 * 6.08 * 6 . 08 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 1 0 0 0 0 0 * E*C C> * . 228 77 * . 2 3 1 7 7 * . 2 6 1 7 7 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 30 * . 3 0 * . 3 0 * 
* * TSQR * 2 1 . 3 2 * 2 1 . 8 2 * 2 1 . 8 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
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PLELI MI NARY ESTIMATES FOR PROBLEM 3 
A2 
* * * * * * 4c * * * 4c 4c 4c 4c 4c 4c * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 
* COST * PARAMETER 4c COST Al 4c 
* A3 4c 4c • 0001000 4c . 0010000 4c . 0100000 4c 
* * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 
* * 4c 4c 4c 4c 
* .OOIOOO * E*C C) 4c . 0 2 4 4 7 4c . 0448 5 4c . 1 2 0 6 2 4c 
* * N 4c 9 . 0 4c 9 . 0 4c 7 . 0 4c 
* * K 4c . 03 4c . 0 7 4c . 30 4c 
* * TSQR 4c 2 1 . 8 2 4c 2 1 . 8 2 4c 9 . 07 4c 
* * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c * * 4c * * 
* . 0 1 0 0 0 0 * E*CC> 4c • 03660 4c . 05 545 4c • 13337 4c 
* * N 4c 9 . 0 4c 9 . 0 4c 9 . 0 4c 
* * K 4c . 03 4c . 0 7 4c . 30 4c 
4c * TSQR 4c 2 1 . 8 2 4c 2 1 . 8 2 4c 2 1 . 8 2 4c 
* * * * * * * * * * 4c 4c 4= 4c 4c 4t 4c 4c 4c 4c 4c 4c 4c 4c 4c * 4c 4c 4c 4c 
* . 1 0 0 0 0 0 * E*C C) 4c . 1358 0 * . 1 6 1 4 3 4c . 2408 3 4c 
* * N 4c 9 . 0 * 9 . 0 4c 9 . 0 4c 
* * K 4= . 02 4c . 0 7 4c . 3 0 4c 
* * TSQR 4c 4 9 . 5 7 4c 2 1 . 8 2 4c 2 1 . 8 2 4c 
* * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c * 4c * 4c * * 
* * 4c * 4c * 
* . 0 0 1 0 0 0 * E*C C) 4c . 0 4 0 3 5 * . 05 392 4c . 1 2 2 72 * 
* * N 4c 5 . 0 * 5 . 0 4c 7 . 0 * 
* * K 4c . 0 5 * . 07 4c . 3 0 4c 
* * TSQR 4c 6. 08 4c 6. 08 4c 9 . 0 7 * 
* * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c * * * * 4c 
* . 0 1 0 0 0 0 * E*C C) 4c . 0 5 4 1 6 * . 0 6689 4c . 13607 * 
* * N 4c 9 . 0 * 9 . 0 4c 9 . 0 * 
* * K 4c . 07 4c . 1 0 4c . 3 0 * 
* * TSQR 4c 2 1 . 8 2 * 2 1 . 8 2 4c 2 1 . 8 2 * 
* * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c * * * * * 
* . 1 0 0 0 0 0 * E*C C) 4= . 1 6 0 1 4 4c . 1 7 0 4 0 4c . 2435 3 * 
* * N 4c 9 . 0 4c 9 . 0 4c 9 . 0 * 
* * K 4c . 07 4c . 10 4c . 3 0 * 
* * TSQR 4c 2 1 . 8 2 4c 2 1 . 8 2 4c 2 1 . 8 2 * 
* * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c * * * 4c 
4c * 4c 4c 4c 4c 
* . 0 0 1 0 0 0 * E*C C) 4= . 09 0 63 * . 0 9 9 63 * . 13888 * 
4c * N 4c 5 . 0 4c 5 . 0 4c 5 . 0 * 
* * K 4c . 1 0 4c . 10 * . 30 * 
* * TSQR 4= 6 . 08 4c 6.08 * 6 .08 * 
* * * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c * * 4c * * * * 
* . 0 1 0 0 0 0 * E*C C) 4c . 1225 7 4c . 1268 2 * . 15 68 2 4c 
* * N 4c 5 . 0 4c 5 . 0 * 5 . 0 * 
* * K 4c . 10 4c . 3 0 * . 30 * 
* * TSQR 4c 6 .08 4c 6. 08 * 6 . 08 * 
* * * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c * * * * * * * 
* . 1 0 0 0 0 0 * E*C C) 4c . 23 753 4= • 2405 3 * . 2 7 05 3 * 
* * N 4c 9 . 0 4c 9 . 0 4c 9 . 0 * 
* * K 4c . 30 4c . 3 0 * . 3 0 * 
* * TSQR 4c 2 1 . 8 2 4c 2 1 . 8 2 4c 2 1 . 8 2 * 
* * * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c 4c * 4c * * * * * 
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PLE LI MI MARY ESTIMATES FOR PROBLEM 4 
A2 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* COST * PARAMETER * COST Al * 
* A3 * * 0001000 * 0010000 * 0100000 * 
* * * * * * * * * * * * * * * * * * * * * * * * 
* * * 
* .OOIOOO * E*C C> * . 0 2 9 8 3 * . 0 5 0 4 6 * . 1 2 7 2 2 * 
N 9 . 0 * 7. 0 9 . 0 
* K * . 03 * . 0 7 * • 30 * 
TSQR 2 1 . 3 2 * 9 . 07 * 7. 45 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 0 1 0 0 0 0 * E*C O * . 04195 * . 0 6 1 7 6 * • 14072 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 03 * • 07 * . 3 0 * 
* * TSQR * 2 1 . 3 2 * 2 1 . 8 2 * 7 . 4 5 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 1 0 0 0 0 0 * E*( C) * • 14163 * • 16751 * . 2 5 1 3 9 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 0 2 * • 07 * . 3 0 * 
* * TSQR * 4 9 . 5 7 * 2 1 . 8 2 * 2 1 . 8 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * 
* . 0 0 1 0 0 0 * E*C C> * . 045 79 * . 0 5 9 46 * . 12940 * 
* * N * 5 . 0 * 7 . 0 * 7 . 0 * 
* * K * . 05 * . 0 7 * . 30 * 
* * TSQR * 6. 08 * 9 . 07 * 9 . 07 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 0 1 0 0 0 0 * E*C C> * • 06047 . 07333 * • 14289 * 
* * N * 9 . 0 * 9 . 0 * 7. 0 * 
* K * • 07 * . 0 7 * . 30 * 
* * TSQR * 2 1 . 3 2 * 2 1 . 8 2 * 9 . 0 7 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 1 0 0 0 0 0 * E*CC> * • 16622 * . 1 7 7 1 0 * . 25 409 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 0 7 * . 1 0 * . 30 * 
* * TSQR * 2 1 . 3 2 * 2 1 . 8 2 * 2 1 . 8 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * 
* . 0 0 1 0 0 0 * E*C C) * • 09 69 0 * • 10590 * . 14830 * 
* * N * 5 . 0 * 5 . 0 * 5 . 0 
* * K * . 10 * . 1 0 * . 30 * 
* * TSQR * 6. 03 * 6. 08 * 6. 08 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 0 1 0 0 0 0 * E*( C> * • 128 78 * . 1 3 3 8 9 * . 16389 * 
* * M * 5 . 0 * 7. 0 * 7 . 0 * 
* * K * . 1 0 * . 30 * • 30 * 
* * TSQR * 6 . 08 * 9 . 07 * 9 . 07 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 1 0 0 0 0 0 * E*C C) * • 243 09 * . 2 5 1 0 9 * . 28 109 * 
* * N * 9 . 0 * 9 . 0 * 9 . 0 * 
* * K * . 3 0 * . 3 0 * . 3 0 * 
* * TSQR * 2 1 . 8 2 * 2 1 . 8 2 * 2 1 . 8 2 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * 
APPENDIX E 
OPTIMAL ESTIMATES OF THE OPTIMAL VALUES 
OF THE TEST PARAMETERS 
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OPTIMAL 
* * * * 
COST 
A2 
* * * * 
OOOOIOO 
ESTIMATES 
* * * * * 
COST 
A3 
* * * * 
* * * * 
0001000 
* * * * 
0010000 
* * * * 
001000 
* * * * 
. 0 1 0 0 0 0 
* * * * 
. 1 0 0 0 0 0 
* * * * 
001000 
* * * * 
. 0 1 0 0 0 0 
* * * * 
. 1 0 0 0 0 0 
* * * * 
001000 
* * * * 
. 0 1 0 0 0 0 
* * * * 
. 1 0 0 0 0 0 
* * * * 
FOR PROBLEM 
* * * * * * 
* PARAMETER 
* 















































* * * * * * 
1 
* * * * * * 
* 
* . 0 0 0 1 0 0 0 
* * * * * * 
* 
* . 0 1 8 8 9 
* 1 0 . 0 
* • 03 
* 1 7. 68 
* * * * * * 
* . 029 08 
* 13 . 0 
* . 0 3 
* 2 9 . 0 4 
* * * * * * 
* . 1 2 1 3 3 
* 16. 0 
* • 03 
* 4 3 . 73 
* * * * * * 
* 
* . 0 3 5 6 2 
* 7 .0 
* . 05 
* 8 . 1 6 
* * * * * * 
* . 0 5 0 1 6 
* 1 0 . 0 
* . 0 7 
* 1 7 . 6 7 
* * * * * * 
* . 159 71 
* 8 . 0 
* • 04 
* 72 . 1 7 
* * * * * * 
* 
* . 069 56 
* 3 . 0 
* . 12 
* . 8 2 
* * * * * * 
* . 108 15 
* 6 . 0 
* . 18 
* 6. 55 
* * * * * * 
* . 2 2 4 7 3 
* 1 0 . 0 
* . 19 
* 1 9 . 4 4 
* * * * * * 
* * * * * * 
COST Al 
* . 0 0 1 0 0 0 0 
* * * * * * 
* . 0 3 8 8 2 
* 1 0 . 0 
* . 0 6 
* 14. 5 1 
* * * * * * 
* . 048 60 
* 1 4 . 0 
* . 07 
* 2 8 . 75 
* * * * * * 
* . 1 4 1 8 9 
* 1 6. 0 
* . 0 6 
* 38 . 66 
* * * * * * 
* . 0 4 8 73 
* 7 . 0 
* • 08 
* 8 . 1 6 
* * * * * * 
* . 0 6 2 0 2 
* 1 0 . 0 
* • 08 
* 1 7 . 6 7 
* * * * * * 
* . 159 38 
* 1 3 . 0 
* . 0 9 
* 2 9 . 0 4 
* * * * * * 
* 
* . 0 7 6 6 1 
* 3 . 0 
* . 13 
* . 8 2 
* * * * * * 
* . 1 1 3 8 9 
* 7 . 0 
* . 20 
* 8 . 1 6 
* * * * * * 
* . 2 2 9 40 
* 1 0 . 0 
* . 19 
* 1 9 . 4 4 
* * * * * * 
* * * * * * * 
* 
* . 0 1 0 0 0 0 0 * 
* * * * * * * 
* * 
* . 108 11 * 
* 1 1 . 0 * 
* . 2 0 * 
* 1 5 . 9 6 * 
* * * * * * * 
* . 1 1 8 2 1 * 
* 1 4 . 0 * 
* . 2 0 * 
* 2 5 . 70 * 
* * * * * * * 
* . 2 1 7 4 2 * 
* 17 .0 * 
* . 1 8 * 
* 3 8 . 6 6 * 
* * * * * * * 
* * 
* . 11198 * 
* 6 . 0 * 
* . 2 2 * 
* 4 .89 * 
* * * * * * * 
* . 1 2 3 6 3 * 
* 1 0 . 0 * 
* . 2 2 * 
* 14.5 1 * 
* * * * * * * 
* . 2 2 4 5 9 * 
* 1 4 . 0 * 
* . 2 0 * 
* 2 8 . 75 * 
* * * * * * * 
* * 
* . 128 63 * 
* 4 . 0 * 
* . 2 4 4c 
4c 1. 72 4c 
* * * * * * * 
4c . 15348 4c 
4c 7 . 0 4c 
4c . 2 7 4c 
4c 8 . 1 6 4c 
* * * * * * * 
4c . 2 6 8 6 7 4c 
4c 1 0 . 0 4c 
4c . 2 7 4c 
* 1 7 . 67 4t 
* * * * * * * 
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OPTIMAL 
* * * * 
COST 
A2 
* * * * 
OOOOIOO 
* * * * 
0001000 
* * * * 
0010000 
* * * * 
ESTIMATES FOR PROBLEM 2 
* * * * * * * * * * * * * * * * 4c * 4c * * * * * * * * * * * 
* COST * PARAMETER * COST Al 4c 
* A3 * * • 0001000 * 0010000 * 0100000 * 
* * * * * * * * * * * * * * * * * * * * * * * 4c * * * * 4c * 
* * * * * * 
* . 0 0 1 0 0 0 * E*C C) * . 0 2 0 5 1 * • 04013 * • 10728 * 
* * N * 8 . 0 * 9 . 0 4c 9 . 0 4c 
* * K * . 03 * • 06 * • 22 * 
* * TSQR * 2 1 . 8 2 * 2 4 . 0 0 * 2 1 . 60 * 
* * * * * * * * * * * * * * * * * * * * 4c * * 4c * * * * * 4c 
* . 0 1 0 0 0 0 * E*( C) * • 0305 0 * • 0498 1 * . 1 1 7 3 3 * 
* * N * 1 1 . 0 * 1 1.0 * 1 1 . 0 * 
* * K * . 03 4c • 06 * • 20 * 
* * TSQR * 3 8 . 66 * 3 5 . 14 * 3 1 . 9 5 * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* . 1 0 0 0 0 0 * E*CC> * . 12255 4c . 14305 * • 21632 * 
* * N * 13 . 0 * 1 3 . 0 * 14. 0 * 
* * K * . 0 3 * . 0 6 * . 18 * 
* * TSQR * 5 8 . 79 * 5 3 . 45 * 5 1. 45 * 
* * * * * * * * * * * * * * 4c * * * * * * 4c * * * * * * * * 
* * * * * * 
* . 0 0 1 0 0 0 * E*( C) * • 03496 * • 043 4 2 * . 1 1 0 1 9 * 
* * N * 5 . 0 * 5 . 0 * 5 . 0 * 
* * K * .05 * • 08 4c • 22 4c 
* * TSQR * 8 . 9 0 * 8 . 0 9 * 6 . 69 * 
* * * * * * * * * * * * * * * * * * * 4c 4c 4c 4c * * * * * * 4c 
* . 0 1 0 0 0 0 * E*( C) * . 048 63 * . 0 6092 4c • 12142 * 
* * N * 8 . 0 * 8 . 0 * 9 . 0 * 
* * K * . 06 * . 0 9 * • 22 * 
* * TSQR * 2 4 . 00 * 2 1 . 3 2 * 2 4 . 00 * 
* * * * * * * * * * * * * * * * * * * * * * * 4c * * 4c * 
* . 1 0 0 0 0 0 * E*C C) * . 14533 * . 15 75 6 * • 22241 * 
* * N * 1 1 . 0 * 1 1 . 0 * 1 1.0 * 
* * K * • 06 * . 0 8 * • 20 * 
* * TSQR * 4 4 . 1 7 * 4 2 . 5 2 * 3 8 . 2 7 4c 
* * * * * * * * * * * * * * * 4c * * * 4c * * * * * * 4c 4c * * 
* * * * 4c 4c 
* . 0 0 1 0 0 0 * E*C C) * . 06895 * . 08 0 78 * • 12618 4c 
* * N * 3 . 0 * 4 . 0 * 4 . 0 * 
* * K 4c • 12 4c . 15 4c • 24 * 
* * TSQR 4c 2 . 12 * 4 . 43 * 3 .99 * 
* * * * * * * * * * * * * * * * * * * * * * * * 4c * * * * * 
* . 0 1 0 0 0 0 * E*C C) * • 10061 4c . 105 66 * • 14643 * 
* * N * 6. 0 * 5 . 0 * 5 . 0 * 
* * K 4c • 16 * • 18 * • 27 * 
* * TSQR * 13 . 11 * 8 . 9 0 * 8 . 09 * 
* * * * * * * * * * * * * * * * * * * * 4c * * * * * 4c * * 4c 
* . 1 0 0 0 0 0 * E*C C) * . 2 1 3 1 0 * • 218 18 * . 259 20 * 
* * N * 8 . 0 * 8 . 0 4c 8 . 0 * 
* * K * • 18 * • 18 * . 27 4c 
* TSQR 4c 24 . 00 * 24 . 00 * 2 4 . 00 4c 
* * + * * * * * * * * * * * * * * 4c 4c 4c 4c 4c 4c 4c 4c * * * * * 
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OPTIMAL 
* * * * 
COST 
A2 
* * * * 
OOOOIOO 
ESTI MATES 
* * * * * 
COST 
A3 
* * * * 
0001000 
* * * * 
0010000 
* * * * 
001000 
* * * * 
. 0 1 0 0 0 0 
* * * * 
. 1 0 0 0 0 0 
* * * * 
001000 
* * * * 
. 0 1 0 0 0 0 
* * * * 
. 1 0 0 0 0 0 
* * * * 
001000 
* * * * 
. 0 1 0 0 0 0 
* * * * 
. 1 0 0 0 0 0 
* * * * 
FOR PROBLEM 
4e * * * * * 
4= PARAMETER 
4c 
4c 4c * 4c 4c 4c 
4c 











































* 4c * * * * 
* * 4c 4c * * * * 4c 4c * * * * 4c * * * * 
* COST Al * 
* 0001000 * 0010000 * 0100000 * 
* * 4c 4c * * * * 4c 4c * * * * * * * * * 
* * * * 
* . 0 2 4 3 3 * . 0 4 4 3 1 * . 1 1 3 1 0 * 
* 9 . 0 * 10. 0 * 10. 0 * 
* . 0 3 * . 06 * . 2 0 * 
* 19 . 64 * 2 1 . 8 2 * 19. 45 * 
* * 4c 4c * * * * 4c 4c 4c * * * * * * * * 
* . 0 3 4 4 2 * .05 401 * . 12319 * 
* 12. 0 * 1 2 . 0 * 1 3 . 0 * 
* . 0 3 * . 06 * . 2 0 * 
* 3 5 . 14 * 3 1 . 9 5 * 3 1 . 63 * 
* * 4c 4c * * * * 4c 4c * * * * 4c 4c * * * 
* . 12653 * . 14728 * . 22245 * 
* 1 4 . 0 * 1 5 . 0 * 1 5 . 0 * 
* . 03 * . 0 6 * . 18 * 
* 4 9 . 08 * 4 6. 77 * 4 2 . 5 2 * 
* * 4c 4c * * * * * * * * * * * * * * * 
* * * * 
* . 0 4 0 1 1 * . 0 5 358 * . 1 1 6 5 3 * 
* 5 . 0 * 5 . 0 * 7. 0 * 
* . 0 5 * . 0 8 * • 22 * 
* 6 . 69 * 6. 08 * 9 . 9 8 * 
* * * * * * * * * * * * * * * * * * * 
* . 0 5 3 9 8 * . 0 6 6 2 3 * . 12795 * 
* 9 . 0 * 9 . 0 * 9 . 0 * 
* . 0 6 * . 0 9 * . 2 2 * 
* 2 1 . 8 2 * 19 . 64 * 17. 67 * 
* * * * * * * * * * * * * * 4c 4c * * * 
* . 1 5 1 0 1 * . 1 6 3 1 6 * . 2 2 8 78 * 
* 1 1 . 0 * 12 . 0 * 12 . 0 * 
* • 06 * . 0 8 * • 20 * 
* 3 5 . 14 * 3 5 . 14 * 3 1 . 9 5 * 
* * * * * * * * * * * * * * 4c 4c * * * 
* * * * 
* . 0 7 4 3 4 * . 08 659 * . 1 3 6 2 0 * 
* 3 . 0 * 4. 0 * 5 . 0 * 
* • 12 * . 15 * • 24 * 
* 1.53 * 3 . 2 3 * 4 . 9 2 * 
* * 4c * 4c * * * * * * * * * 4c 4c * * * 
* . 108 73 * . 1 1 5 0 6 * . 15592 * 
* 6. 0 * 5 . 0 * 5 . 0 * 
* . 1 6 * • 18 * . 2 7 * 
* 9 . 79 * 6 . 69 * 6. 08 * 
* * * * * * * * 4c 4c * 4c * * 4c 4c * * * 
* . 2 2 3 3 5 * . 228 3 7 * . 2 6 9 04 * 
* 9 . 0 * 9 . 0 * 9 . 0 * 
* • 18 * • 20 * . 2 7 * 
* 2 1 . 3 2 * 2 1 . 8 2 * 2 1 . 8 2 * 
* * 4c 4c 4c * * * * * * * * * 4c 4c * * * 
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0 PTIMAL 
* * * * 
COST 
A2 
* * * * 
OOOOIOO 
ESTIMATES 
* * * * * 
COST 
A3 
* * * * 
* * * * 
0001000 
* * * * 
0010000 
* * * * 
001000 
* * * * 
. 0 1 0 0 0 0 
* * * * 
. 1 0 0 0 0 0 
* * * * 
001000 
* * * * 
. 0 1 0 0 0 0 
* * * * 
. 1 0 0 0 0 0 
* * * * 
001000 
* * * * 
. 0 1 0 0 0 0 
* * * * 
. 100000 
* * * * 
FOR PROBLEM 
* * * * * * 
* PARAMETER 
* 
















































* * * * * * 
* * * * * * 
* 
* . 0 0 0 1 0 0 0 
* * * * * * 
* 
* . 029 32 
* 1 0 . 0 
* . 03 
* 2 1 . 8 2 
* * * * * * 
* . 0 3 9 4 1 
* 1 2 . 0 
* . 03 
* 3 1 . 9 5 
* * * * * * 
* . 13159 
* 15. 0 
* . 03 
* 4 8 . 5 9 
* * * * * * 
* 
* . 0 4 5 2 0 
* 6 . 0 
* . 05 
* 8 . 0 9 
* * * * * * 
* . 0 5 9 66 
* 9 . 0 
* . 06 
* 1 9 . 6 4 
* * * * * * 
* . 15675 
* 1 2 . 0 
* • 06 
* 3 5 . 1 4 
* * * * * * 
* 
* . 0 7 9 9 9 
* 3 . 0 
* . 12 
* 1.25 
* * * * * * 
* . 1 1 5 9 6 
* 6 . 0 
* . 1 6 
* 8 . 0 9 
* * * * * * 
* . 2 3 1 1 9 
* 9 . 0 
* . 18 
* 1 9 . 6 4 
* * * * * * 
* * * * * * * 
COST Al 
* . 0 0 1 0 0 0 0 * 
* * * * * * * 
* * 
* . 0 4 9 42 * 
* 1 0 . 0 * 
* . 0 6 * 
* 19 .45 * 
* * * * * * * 
* . 0 5 9 1 6 * 
* 1 3 . 0 * 
* . 0 6 * 
* 3 1 . 9 5 * 
* * * * * * * 
* . 1 5 2 4 1 * 
* 1 5 . 0 * 
* . 0 6 * 
* 4 2 . 5 2 * 
* * * * * * * 
* * 
* . 0 5 8 74 * 
* 6* 0 * 
* . 08 * 
* 7. 35 * 
* * * * * * * 
* . 0 7 1 9 1 * 
* 9 . 0 * 
* . 0 8 * 
* 17. 67 * 
* * * * * * * 
* • 16889 * 
* 1 2 . 0 * 
* . 0 8 * 
* 3 1 . 9 5 * 
* * * * * * * 
* * 
* . 0 8 7 1 1 * 
* 3 . 0 * 
* . 1 3 * 
* 1 . 1 3 * 
* * * * * * * 
* . 1 2 1 1 5 * 
* 6* 0 * 
* . 1 8 * 
* 8 . 08 * 
* * * * * * * 
* . 2 3 6 2 1 * 
* 9 . 0 * 
* . 2 0 * 
* 1 9 . 6 4 * 
* * * * * * * 
* * * * * * 
* 
. 0 1 0 0 0 0 0 * 
* * * * * * 
* 
. 119 05 * 
10. 0 * 
• 20 * 
1 7 . 38 * 
* * * * * * 
. 129 14 * 
13 . 0 * 
• 20 * 
28 . 2 7 * 
* * * * * * 
• 228 30 * 
16 .0 * 
• 18 * 
4 2 . 5 2 * 
* * * * * * 
* 
•12261 * 
7 . 0 * 
• 20 * 
8 . 9 8 * 
* * * * * * 
. 13409 * 
1 0 . 0 * 
. 2 1 * 
19 .45 * 
* * * * * * 
. 2 3 501 * 
1 3 . 0 * 
• 20 * 
31 .95 * 
* * * * * * 
* 
. 13935 * 
4 . 0 * 
• 24 * 
2 . 3 6 * 
* * * * * * 
• 1 6 2 2 4 * 
6. 0 * 
. 2 7 * 
7 . 3 5 * 
* * * * * * 
. 2 7 7 0 3 * 
9 . 0 * 
. 2 7 * 
1 9 . 6 4 * 
* * * * * * 
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