In [1], Busch et al. showed that it is possible to construct an error-disturbance relation having the same form as Heisenberg's original heuristic definition [2] , in contrast to the theory proposed by Ozawa[3] which we and others recently confirmed experimentally [4, 5] . With Ozawa's definitions of measurement error and disturbance, a relation of Heisenberg's form is not in general valid, and a new error-disturbance relationship can be derived. Here we explain the different physical significance of the two definitions, and suggest that Ozawa's definition better corresponds to the usual understanding of the disturbance that Heisenberg discussed.
Ten years ago, Ozawa showed that a common interpretation of the uncertainty principle -that any measurement of position with precision ∆X must invariably lead to a momentum disturbance of at leasth/(2∆X) in magnitude -was incorrect [3] . Erhart et al. [4] and we [5] independently provided experimental confirmations of Ozawa's modified error-disturbance relationship. It is important to note that this in no way disagrees with the rigorously proved "Robertson relationship" [6] [7] [8] between the variances of two complementary observables,
(also commonly known as the Heisenberg uncertainty principle). Recently, a paper [1] appeared claiming to invalidate this work, arguing in favor of a different set of definitions of error and disturbance, and proving that Heisenberg's original expression was in fact rigorously correct by these definitions. In what follows, we will clarify the origin of this seeming contradiction. In short, Busch et al. have shown that 'any measurement which is capable of achieving a measurement precision of ∆X on some states must be capable of imparting a momentum disturbance ofh/(2∆X) on some (potentially different) state.' Ozawa's result, on the other hand, demonstrates that when an actual measurement is done on a particular state, with a precision of ∆X, the momentum disturbance to that state need not be as large ash/(2∆X). This is what both we and the Hasegawa group have confirmed experimentally. In what follows, we will explain clearly how this difference of definitions arises, and will also point to some other properties of Busch et al.'s new proposed definition, which may be considered problematic. Busch et al.'s disturbance-Busch et al. first define the disturbance toP , for a given state, to be some measure of difference between the probability distribution over P before and after the measurement. They then go further and maximize this disturbance over all localized momentum states, arriving at their final disturbance, η B (P ). They have a similar definition for the error of anX measurement, B (X), where this error is maximized over all localized position states. It is these two maximized quantities that they prove are constrained by the relationship
which has the same form as equation 1. However, in general, the disturbance is maximized for one state (a state localized in momentum and spread out in position) and the measurement error for another (a state localized in position). Thus their relationship does not hold for a given state. In effect, what they actually quantify is not how much the state that one measures is disturbed, but rather how much "disturbing power" the measuring apparatus has -i.e., how much it could disturb the momentum distribution if you imagined sending in momentum eigenstates. In other words, their work implies that any device which could measure position to an accuracy of ∆X must be able to disturb the momentum of some states by at least ∆P =h/(2∆X) (but many states would be disturbed significantly less). This is obviously true, since if you began with a momentum-eigenstate and measuredX to ∆X, the final state would be required to possess an uncertainty in momentum, and that uncertainty could only come from the measurement. Ozawa instead asks whether or not that device would always disturb the momentum by such a large amount, and, as was shown experimentally, it need not do so [4, 5] .
Ozawa's disturbance -The idea of disturbance as defined by Ozawa [3] is quite straightforward. We simply wish to know how much the momentum,P , of a given state changes due to some process,Û . We can assumê U is unitary, but it may act on a larger Hilbert space, thus appearing non-unitary on the system sub-space (this allows measurement to be treated naturally in terms of a von Neumann system-probe coupling). Then a good measure of the disturbance to a state is the root-mean squared (RMS) difference betweenP before and after the process,Û :
Although it has been argued that such a definition has no physical meaning [9] this definition can be understood by comparing the value of a weak-measurement made prior to the process with that of a strong measurement after it [10] . Additionally, Ozawa's definition of disturbance can be used to quantify types of disturbance which are "missed" by Busch et. el.'s definition. Consider the position-disturbance of a process (not necessarily a measurement) which simply flips a particle's position wave function, takingX to −X. Ozawa's definition, applied to position, is η o (X) = (Û †XÛ −X) . This is at least equal to 2∆X. (The exact equality holds if X = 0.) But note that in the case of a symmetric wavefunction the position probability distribution will not change, therefore the unmaximized disturbance defined by Busch et. el. will be zero. This is reminiscent of the debate over the momentum disturbance required (or not) to destroy double-slit interference [11, 12] ; our group recently applied weak measurements in that case to show how non-zero disturbance can exist even when measures of "average disturbance" vanish [13] .
Ozawa's relationship -In order to derive an errordisturbance relationship, the error of a position measurement, o (X), must also be defined. This is done in a manner analogous to the definition of disturbance in equation 3. Now we imagine thatÛ describes a von Neumann coupling between the position of the particle and some probe. The error of a measurement is then the RMS difference between the value ofX on the system and the value of X read off of the probe:
This definition of measurement error has also recently been used to investigate complementarity relations [14] . Based on these definitions of error and disturbance (equations 3 and 4), Ozawa showed that the error and the disturbance must obey
where ∆X and ∆P are the usual uncertainties pertaining to the state, those appearing in the Robertson relationship. This relationship is very similar to equation 2, but with two additional terms. Since both terms are positive-definite, this inequality is strictly weaker than the Heisenberg expression -it may be satisfied while the latter is violated. Recently, a tighter relationship was derived, for the same error and disturbance quantities [15] , but it still has the property that it may be satisfied while the Heisenberg expression is violated.
To understand Ozawa's relationship (equation 5), let us first consider why it is that equations 2 and 1 are often confused -a confusion coming from an understandable mistake. If we measure the position of a particle with some associated error, (X), the post-measurement state   FIG. 1 . A simple position measurement -A particle's position is measured to an accuracy (X) by attempting to pass it through a slit. a) If the slit is wider that the spread in the particle's wavefunction (i.e. the particle's wavefunction is strictly zero outside of the slit), ∆X < (X), the particle is not disturbed, as shown in a'). b) If the slit is narrow compared to the particle's wavefunction, ∆X > (X), then the particle is disturbed and it is collapsed to a post-measurement state with ∆X ≈ (X) shown in b') is collapsed into a state having a wavefunction with a spread of at most (X). If this is the case, then since the state must satisfy equation 1, it must have a width in momentum of ∆P ≥h/(2 (X)). The mistake is to assume that this momentum uncertainty is all due to the measurement disturbance (i.e., η(P ) = ∆P ), forgetting that there was already momentum uncertainty present before the measurement. Therefore equation 2 must hold. Using a simple example, we will now show why this line of thought is in general false, and cannot be used to derive equation 2.
Consider a particle which starts in a wavefunction which is strictly localized between x 1 and x 2 (i.e. it has compact support), such that ∆X < x 2 − x 1 . Now imagine carrying out an imprecise measurement of position by checking whether the particle passes through a slit of width (X) (figure 1). If (X) > ∆X and the measurement succeeds, then the particle's wavefunction never encountered the slit, and is undisturbed; that is η(P ) = 0 [16] (figure 1a). So we see that we can perform a measurement with finite (X) which does not disturb the particle's momentum and thus (X)η(P ) = 0, in contradiction with equation 2. Although the final momentum uncertainty must satisfy the Robertson relation (with the small post-measurement position uncertainty), some of this final uncertainty may come from the initial uncertainty (∆P ) rather than relying on a contribution from the measurement (η(P )).
In summary, we have discussed Ozawa and Busch
