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AUTOMORPHIC LIE ALGEBRAS AND
MODULAR FORMS
V. KNIBBELER, S. LOMBARDO, AND A.P. VESELOV
Abstract. We introduce and study hyperbolic versions of automorphic
Lie algebras for the modular group SL(2,Z) acting naturally on the
upper half-plane H2 and on the Lie algebra g = sl(2,C) by conjugation.
1. Introduction
Let g be a simple finite-dimensional complex Lie algebra and gˆ be its
loop algebra: gˆ = g⊗ C[z, z−1], consisting of Laurent polynomials of z with
values in g. It can be considered geometrically as the Lie algebra of Laurent
polynomial maps
f : C∗ → g,
where C∗ = C \ 0, which can be considered as a complex version of S1.
This infinite-dimensional Lie algebra plays a very important role in the
theory of Z-graded Lie algebras initiated in 1968 by V.G. Kac [5]. It has
a famous unique central extension which, together with the derivation z ddz
forms the affine Lie algebra. For us the starting point will be just the loop
algebra gˆ itself. It has the following natural twisted versions.
Let σ be a finite order automorphism of g and consider the twisted loop
algebra gˆσ consisting of equivariant maps f : C∗ → g, such that
f(εz) = σf(z), εn = 1,
where n is the order of the automorphism σ. Kac proved that for every inner
automorphism σ the corresponding twisted Lie algebra is isomorphic to the
untwisted one as Z-graded Lie algebras:
gˆσ ∼= g⊗ C[z, z−1]. (1)
This important result implies that twisting is essential only for the outer
automorphisms σ, labelled modulo inner automorphisms by the symmetries
of the corresponding Dynkin diagram [6, Proposition 8.5].
The automorphic Lie algebras are natural generalisations of twisted loop
algebras, where C∗ is replaced by a Riemann surface X and the cyclic group
Z/nZ is replaced by a discrete group G acting by automorphisms on g and
by holomorphic automorphisms of X. The study of these Lie algebras for
X being the punctured Riemann sphere was initiated by Lombardo and
Mikhailov [8, 9], who were motivated by the theory of integrable systems.
The systematic classification for the same X and g = sl(2,C) was carried
out by Lombardo and Sanders [10].
It is interesting to note that the first non-loop example of automorphic
Lie algebras was introduced by Onsager in his seminal 1944 paper [12] on
the exact solution of the planar Ising model, although it was recognised only
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relatively recently [14, Proposition 1]. The Onsager Lie algebra corresponds
to X = C∗, g = sl(2,C) and G = Z/2Z acting on X with the involution
z 7→ z−1.
In this paper we consider the first hyperbolic example of automorphic Lie
algebras, when g = sl(2,C) and G = Γ = SL(2,Z) is the modular group
acting on the hyperbolic upper half plane X = H2 = {τ ∈ C : Im τ > 0}
and by the adjoint action on g.
The classical theory tells that in this case one should consider not only
the modular functions f(z), but also the modular forms f(z)dzk, k ∈ Z. This
motivates us to consider the following Lie algebra
m =
⊕
k∈Z
mk,
where the weight k subspace mk consists of the holomorphic maps f : H
2 →
sl(2,C) satisfying the property
f
(
aτ + b
cτ + d
)
= (cτ + d)kAdγf(τ), ∀γ =
(
a b
c d
)
∈ SL(2,Z).
The weight 0 subalgebra m0 ⊂ m consists of the maps H
2 → g, equivari-
ant under the natural action of SL(2,Z) on H2 and its adjoint action on
sl(2,C), and in that sense can be viewed as a straightforward analogue of
the automorphic Lie algebras in the previous literature.
We will consider also the subalgebra p ⊂ m, consisting of maps f growing
polynomially as the imaginary part of τ ∈ H2 goes to infinity.
Note that if we ignore the Lie algebra structure, then m and p will simply
become the spaces of vector-valued modular forms, going back to Selberg,
see the history and main definitions in Gannon [4]. This is why we call their
elements forms.
Let E4, E6 be the classical Eisenstein series (see the next section) and j
be the Hauptmodul of the modular group,
j =
1728E34
E34 − E
2
6
.
Our main result is the proof of the following two isomorphisms.
Theorem 1.1. We have the following isomorphism of graded Lie algebras
p ∼= sl(2,C)⊗C C[E4, E6].
This result can be considered as a hyperbolic version of the isomorphism
(1) of Kac, since the action of Γ on g is adjoint.
Theorem 1.2. The weight 0 subalgebra m0 ⊂ m is isomorphic to the fol-
lowing algebra
m0 ∼= C〈h, e, f〉 ⊗C C[j], (2)
where
[h, e] = 2e, [h, f ] = −2f, [e, f ] = j(j − 1728)h.
The proof is based on the important results from the theory of vector-
valued modular forms due to Knopp and Mason [7], Franc and Mason [3].
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2. Proofs
We will need the following deep results going back to the classical paper
by Ramanujan [13]. Recall that the Eisenstein series are defined by
Ek(τ) =
1
2
∑ 1
(mτ + n)k
, k > 2, Imτ > 0, (3)
where the summation goes over coprime pairs m,n of integers (see e.g. [1]).
Their Fourier coefficients have a deep arithmetic meaning: for even k
Ek(τ) = 1−
2k
Bk
∞∑
n=1
σk−1(n)q
n, q = e2πiτ .
where Bk are Bernoulli numbers and σm(n) is the sum of m-th powers of all
the divisors of n.
The last sum converges for k = 2, which allows to define the Eisenstein
series E2, which is a special case since the initial summation (3) for k = 2 is
divergent. The Eisenstein series E2 plays a special role in this theory since
it is not modular: it transforms as
E2(τ + 1) = E2(τ), E2(−τ
−1) = τ2E2(τ) +
12τ
2πi
.
Geometrically it defines the canonical connections (also known as modular,
or Serre derivatives) on the space of modular forms of weight k by
Dk = D −
k
12
E2, D =
1
2πi
d
dτ
.
This observation essentially goes back to Ramanujan [13], who found a re-
markable closed system of differential equations for the Eisenstein series
E2, E4, E6
DE2 =
E22 −E4
12
, DE4 =
E2E4 − E6
3
, DE6 =
E2E6 − E
2
4
2
,
which can be re-written as
D1E2 = −
E4
12
, D4E4 = −
E6
3
, D6E6 = −
E24
2
,
(the initial mismatch of subscripts is intended), see [1, Proposition 15, p.49].
In particular, this means that the quasi-modular extension C[E2, E4, E6] of
the ring of modular forms C[E4, E6] is closed under the usual derivatives.
We are now ready to study our Lie algebras. Let us start with an obser-
vation that
a−2(τ) =
(
τ −τ2
1 −τ
)
belongs to our space p−2 of forms of weight −2, which follows from two
simple identities
a−2(T (τ)) =
(
τ + 1 −(τ + 1)2
1 −τ − 1
)
= T
(
τ −τ2
1 −τ
)
T−1,
a−2(S(τ)) =
(
−τ−1 −τ−2
1 τ−1
)
= τ−2S
(
τ −τ2
1 −τ
)
S−1,
3
where
T =
(
1 1
0 1
)
, S =
(
0 −1
1 0
)
∈ Γ, T (τ) = τ + 1, S(τ) = −1/τ.
Note that a−2(τ) does not look like a typical modular form depending poly-
nomially on τ , but this phenomenon is well-known in the theory of vector-
valued modular forms, see Knopp and Mason [7, Theorem 2.2].
The form a−2(τ) plays a similar role here as the form A in [10, The-
orem 2.1]. By taking modular derivatives we produce two more forms
a0 = D−2 a−2 and a2 = D0 a0 of weights 0 and 2 respectively.
Due to Knopp and Mason [7, Theorem 3.13] we know that p is a free
module over C[E4, E6]. From the results of Franc and Mason [3] we can
derive that the corresponding Hilbert series is
t−2 + 1 + t2
(1− t4)(1 − t6)
.
Since a−2(τ), a0(τ), a2(τ) are linearly independent over C[E4, E6] (see [3,
Lemma 3.1]) it follows from the last formula that {a−2, a0, a2} is a basis for
p as a C[E4, E6]-module.
Computing their commutators, we find that the matrix of ad(a0) with
respect to this basis has the form
1
2πi

 −2 0 00 0 0
E4/18 0 2

 .
This motivates introducing the new basis
f = a−2, h = 2πi a0, e = π
2/36E4 a−2 + 2π
2 a2, (4)
or explicitly
f(τ) =
(
τ −τ2
1 −τ
)
,
h(τ) =
(
1
3 i πτE2 (τ) + 1 −
1
3 i πτ
2E2 (τ)− 2 τ
1
3 i πE2 (τ) −
1
3 i πτE2 (τ)− 1
)
,
e(τ) =
(
1
36 π
2τE2 (τ)
2 − 16 i πE2 (τ) −
1
36 π
2τ2E2 (τ)
2 + 13 i πτE2 (τ) + 1
1
36 π
2E2 (τ)
2 − 136 π
2τE2 (τ)
2 + 16 i πE2 (τ)
)
.
The remarkable fact is that they form a standard sl(2,C)-triple
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h.
Thus we have the following isomorphism of the graded Lie algebras
p = C〈h, e, f〉 ⊗C C[E4, E6] ∼= sl(2,C)⊗C C[X4,X6],
where the grading on sl(2,C) is defined by the adjoint eigenvalues −2, 0, 2
of a semisimple element and the grading of the formal variables X4 and X6
are 4 and 6 respectively. This proves our first theorem.
To prove the second theorem we consider the space Mk of the usual
modular functions of weight k with the only pole at q = 0.
Define the following isomorphism of groups
2Z/12Z→ Z/3Z× Z/2Z, 2¯ 7→ (2, 1),
4
and denote the corresponding residue map 2Z→ {0, 1, 2}×{0, 1} by (ω4, ω6).
The following fact is most likely well-known to the experts in modular
forms. Let
∆ =
E34 − E
2
6
1728
= q
∞∏
n=1
(1− qn)24
be the standard modular discriminant, and, as before, the j-invariant
j =
E34
∆
=
1
q
+ 744 + 196884q + 21493760q2 + . . . ,
(see e.g. [1]). Note that j − 1728 = E26/∆.
Lemma 2.1. If k is odd then Mk = {0}. If k is even, then Mk is the
one-dimensional module over C[j], generated by
Fk = ∆
−ℓE
ω4(k)
4 E
ω6(k)
6
with ℓ = (4ω4(k) + 6ω6(k)− k)/12.
This implies that that
f¯ = ∆−1E24E6 f, h¯ = h, e¯ = ∆
−1E4E6 e,
where f, h, e given by (4), form a basis of m0 as a module over C[j] and we
have the equality
m0 = C〈h¯, e¯, f¯〉 ⊗C C[j], (5)
where h¯, e¯, f¯ satisfy the commutation relations
[h¯, e¯] = 2e¯, [h¯, f¯ ] = −2f¯ , [e¯, f¯ ] = j(j − 1728) h¯. (6)
This proves our second theorem.
Note that the Lie algebra p is perfect in the sense that it coincides with
its commutator, while for m0 the abelianisation is m0/[m0,m0] ∼= C
2.
It is interesting that the formulae (5), (6) are similar to the Riemann
sphere case, see Lombardo and Sanders [10].
3. Concluding remarks
We can generalise our results to any simple Lie algebra g with an action
of Γ induced from a representation SL(2,C)→ Aut(g).
It would be interesting to study the case of other Fuchsian groups, includ-
ing principal congruence subgroups of Γ. The case of other representations
of Γ (not induced from SL(2,C)) is also worthy to be studied.
In this relation it is interesting to mention that the Jacobi modular forms
can be naturally interpreted as the vector-valued modular forms for Weil
representations of Γ (see Eichler and Zagier [2, Theorem 5.1]).
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