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a b s t r a c t
The matching preclusion number of a graph is the minimum number of edges whose
deletion results in a graph that has neither perfectmatchings nor almost-perfectmatchings.
Formany interconnectionnetworks, the optimal sets are precisely those inducedby a single
vertex. Recently, the conditional matching preclusion number of a graph was introduced
to look for obstruction sets beyond those induced by a single vertex. It is defined to be the
minimum number of edges whose deletion results in a graph with no isolated vertices and
neither perfect matchings nor almost-perfect matchings. In this paper, we prove general
results regarding thematching preclusionnumber and the conditionalmatching preclusion
number as well as the classification of their respective optimal sets for regular graphs. We
then use these general results to study the problems for Cayley graphs generated by 2-trees
and the hyper Petersen networks.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
A perfect matching in a graph is a set of edges such that every vertex is incident with exactly one edge in this set. An
almost-perfect matching in a graph is a set of edges such that every vertex except one is incident with exactly one edge in
this set, and the exceptional vertex is incident to none. So if a graph has a perfect matching, then it has an even number of
vertices; if a graph has an almost-perfect matching, then it has an odd number of vertices. The matching preclusion number
of a graph G, denoted by mp(G), is the minimum number of edges whose deletion leaves the resulting graph without a
perfect matching or almost-perfect matching. Any such optimal set is called an optimal matching preclusion set. We define
mp(G) = 0 if G has neither a perfect matching nor an almost-perfect matching. This concept of matching preclusion was
introduced in [4] and further studied in [11,7,22]. They introduced this concept as a measure of robustness in the event
of edge failure in interconnection networks, as well as a theoretical connection to conditional connectivity, ‘‘changing and
unchanging of invariants’’ and extremal graph theory. We refer the readers to [4] for details and additional references. This
concept has application in the underlying graph topology of interconnection networks [4,8].
Proposition 1.1. Let G be a graph with an even number of vertices. Then mp(G) ≤ δ(G), where δ(G) is the minimum degree of
G.
Proof. Deleting all edges incident to a single vertex will give a graph with no perfect matchings and the result follows. 
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We call an optimal solution of the form given in the proof of Proposition 1.1 a trivial optimal matching preclusion set.
As mentioned earlier, it is desirable for an interconnection network to have only trivial optimal matching preclusion sets. A
graphG is supermatched if mp(G) = δ(G) and every optimalmatching preclusion set is trivial. Given that it is unlikely that in
the event of random link failure, all of themwill be at the samevertex, it is natural to askwhat thenext obstruction sets are for
a graph with link failure to have no perfect matching subject to the condition that the faulty graph has no isolated vertices.
This motivates the following definition given in [8]. The conditional matching preclusion number of a graph G, denoted by
mp1(G), is the minimum number of edges whose deletion leaves the resulting graph with no isolated vertices and without
a perfect matching or almost-perfect matching. Any such optimal set is called an optimal conditional matching preclusion set.
We definemp1(G) = 0 if G has neither a perfect matching nor an almost-perfect matching. Wewill leavemp1(G) undefined
if a conditional matching preclusion set does not exist, that is, we cannot delete edges to satisfy both conditions in the
definition.
If we delete edges so that the resulting graph has no isolated vertices, then a basic obstruction to a perfect matching will
be the existence of a path u− v − w where the degree of u and the degree of w are 1 in the resulting graph. So to produce
such an obstruction set, one can pick any path u− v − w in the original graph and delete all the edges incident to either u
orw but not v. We define
νe(G) = min{dG(u)+ dG(w)− 2− yG(u, w) : u andw are ends of a path of length 2},
where dG(u) is the degree of vertex u and yG(u, w) = 1 if u and w are adjacent and 0 otherwise. (We will suppress G and
simply write d and y if it is clear from the context.) So mirroring Proposition 1.1, the following result follows from the above
discussion.
Proposition 1.2. Let G be a graph with an even number of vertices. Suppose that every vertex in G has degree at least 3. Then
mp1(G) ≤ νe(G).
We note that the condition ‘‘δ(G) ≥ 3’’ is to ensure that the resulting graph (after edges have been deleted) has no
isolated vertices. Moreover, this condition is not strictly necessary if we are willing to exclude certain exceptions such as
the 4-cycle. For our purposes, Proposition 1.2 suffices.
We call an optimal solution of the form induced by a 2-path giving νe a trivial optimal conditional matching preclusion
set. As mentioned earlier, the matching preclusion number measures the robustness of this requirement in the event of
link failures, so it is desirable for an interconnection network to be super matched. Similarly, it is desirable to have the
property that the only optimal conditional matching preclusion sets are trivial as well. Such an interconnection network is
conditionally super matched. [8] introduced this concept and considered the conditional matching preclusion problem for
a number of basic networks, including the hypercubes, and it was proved that they have this desired property. Although
technically one can consider whether a graph is conditionally super matched, given the motivation here, we will only study
whether a graph is conditionally super matched if it is super matched.
In addition to basic classes of graphs such as the complete graphs [4] and the complete bipartite graphs [4], thematching
preclusion problem was studied for many classes of popular interconnection networks, in particular, the hypercubes [4],
Cayley graphs generated by transposition trees (including the star graphs and the bubble-sort graphs) [11], the (n, k)-
star graphs [11], the arrangement graphs (generalizing both the star graphs and the alternating group graphs) [7], the
(n, k)-bubble sort graphs [14], Cayley graphs generated by 2-trees (a super class of the alternating group graphs) [7] and
the restricted HL-graphs [22]. These interconnection networks are super matched apart from small exceptional cases and
boundary (though infinitely many) subclasses. For the conditional matching preclusion problem, much less is known. This
problem is solved for the complete graphs, the complete bipartite graphs, the hypercubes [8], the augmented cubes [15],
the alternating group graphs and their generalization [10,9], and the tori [26,12]. They are conditionally super matched
apart from some exceptional cases. In addition, the conditional matching preclusion number is known for the restricted
HL-graphs [23] and the bipartite HL-graphs [23].
The crux of most of the existing proofs involves Hamiltonicity results. This is a natural form of attack, as a Hamiltonian
cycle (on even graphs) induces two edge-disjoint perfect matchings. Of course, the same can be said for the less stringent
condition of a collection of even cycles that spans the graph. Nevertheless, Hamiltonicity results are used due to the fact
that they are well-studied and most of these interconnection networks have optimal Hamiltonian results. In particular,
a typical result is if ‘‘many’’ vertices and/or edges are deleted, then the resulting graph has the property that there is a
Hamiltonian path between every pair of vertices. (If the graph is bipartite, additional restrictions are needed.) Such a result
is optimal in the sense that ‘‘many’’ refers to a number that is the best possible. See [17,18,21,19] for this type of Hamiltonian
results for popular interconnection networks. Since Hamiltonicity results are stringent, it is more desirable to replace it
with a less stringent condition. In this paper, we provide such sufficient conditions for regular graphs to be super matched
and conditionally super matched. We then apply these results to the Cayley graphs generated by 2-trees (including the
alternating group graphs) and the hyper Petersen graphs.
Weuse standard graph theory terminology. LetG be a graph. If the connectivity ofG is δ(G), thenG ismaximally connected;
if the edge-connectivity of G is δ(G), then G is maximally edge-connected. A graph G is (loosely) super connected if it is
maximally connected and every disconnecting set of size δ(G) is a set of neighbours of a vertex of minimum degree. This
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Fig. 1. An example.
concept can be strengthened. A graph G is tightly super connected if, after the deletion of at most δ(G) vertices, the graph
either remains connected or has exactly two connected components, one of which is a singleton. Note that a graph can be
(loosely) super connected but not tightly super connected; for example, Kn,n. Naturally, these concepts can also apply to
deleting edges, but in this case there is no difference between being loosely super edge-connected and being tightly super
edge-connected. Therefore we define a maximally edge-connected graph G to be super edge-connected if the deletion of at
most δ(G) edges results in either a connected graph or exactly two connected components, one of which is a singleton. (We
note that unlike deleting vertices, here we can replace ‘‘deleting at most δ(G) edges’’ by ‘‘deleting δ(G) edges’’.)
This paper is organized as follows. In Section 2, we give general results for the matching preclusion number and the
classification of optimal solutions for regular graphs. In Section 3, we give general results for the conditional matching
preclusion number and the classification of optimal solutions for regular graphs. In the subsequent sections, we apply
the results from Sections 2 and 3 to solve the (conditional) matching preclusion problem for a number of interconnection
networks.
2. Matching preclusion for regular graphs
In this section, we will give a sufficient condition for a graph to be super matched. We start with the following result due
to Plesník.
Theorem 2.1 ([24]). Let G = (V , E) be a k-regular graph with an even number of vertices. Suppose that G is (k − 1)-edge
connected. Then G− F has a perfect matching for every F ⊆ E with |F | ≤ k− 1.
This immediately tells us that mp(G) = k for k-regular (k−1)-edge connected graphs. The next task is to find a sufficient
condition for graphs to be super matched. It is natural to consider strengthening the condition of (k− 1)-edge connected to
maximally connected. Unfortunately, it is not enough. For example, the graph in Fig. 1 is not super matched. The next step is
to consider requiring the graph to be super edge-connected. This ismore encouraging, as it was shown in [5,6] that requiring
G to be super edge-connected is enough for regular bipartite graphs. Unfortunately, this does not extend to non-bipartite
graphs. Consider the graph obtained by adding a 5-cycle C on the bipartition set with 5 vertices in K3,5. (See Fig. 2.) Then it
is easy to check that it is 5-regular and super edge-connected. However, it is not super matched, as deleting the 5-cycle C
gives K3,5, which has no perfect matchings. One idea is to strengthen the requirement of being super edge-connected (see
Section 3 for such a concept) butwe did not find it useful. Another idea is to add an unrelated requirementwhichwewill use.
A subset of the vertex set of a graph G is an independent set if it does not contain adjacent vertices. The independence number
of G, denoted by α(G), is the size of the largest independent set in G. Our sufficient condition will involve the independence
number. Since we are studying perfect matchings, it is natural to start with Tutte’s Theorem [25].
Theorem 2.2 (Tutte’s Theorem, [25]). Let G = (V , E) be a graph. Then G has no perfect matchings if and only if there is a W ⊆ V
such that |W | < o(G−W ).1
Wewill refer toW in Theorem 2.2 as a Tutte set or an obstruction set. We are now ready to give a sufficient condition for
a graph to be super matched. We first observe that a connected 2-regular graph with an even number of vertices is an even
cycle and clearly it is not super connected if its size is at least 6. So there is no harm in ignoring 2-regular graphs in this and
subsequent sections of this paper. We need a little more notation. Let G = (V , E) be a graph. Suppose that X1, X2, . . . , Xp
are mutually disjoint subsets of V . We define δG(X1, X2, . . . , Xp) to be the set of all edges with one end in Xi and the other
1 We use o(H) to denote the number of odd components in the graph H .
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Fig. 2. An example.
in Xj, where 1 ≤ i < j ≤ p. If Xi = {v}, that is, a single vertex, we write v instead of Xi in δG(·). We will also write δG(X)
instead of δG(X, V − X) for notational simplicity. (We note that the use of δ should cause no confusion with the notation for
minimum degree of a graph as the argument for the minimum degree is a graph whereas, here, it is a subset of the vertex
set.) Finally, if X ⊆ V , we define γG(X) to be the set of edges with both ends in X . (The subscript Gmay be suppressed if it is
clear from the context.)
Theorem 2.3. Let G = (V , E) be a k-regular graph with an even number of vertices, where k ≥ 3. Suppose that G is super
edge-connected and α(G) < |V |−22 . Then G is super matched.
Proof. From Theorem 2.1, we know that mp(G) = k. Let F be a matching preclusion set, where |F | = k. So G − F has no
perfect matchings. By Tutte’s Theorem, G− F has an obstruction set. LetW be such a Tutte set in G− F .
Since G has an even number of vertices, o((G− F)−W ) and |W | have the same parity. Hence o((G− F)−W ) ≥ |W |+2.
Let X1, X2, . . . , Xp be the vertex sets of the odd components in (G− F)−W . (So p = o((G− F)−W ).) Moreover, let Yj be
the vertex set of the jth even component in (G− F)−W . We claim that δG(X1, X2, . . . , Xp) = F . Suppose not. Then there is
an e ∈ F such that either e is betweenW and some Xi’s, e is betweenW and some Yj’s, e ∈ γG(W ), e is in γG(Xi) for some i,
e is in γG(Yj) for some j, e is between Yj and Yl for some j ≠ l, or e is between some Xi and Yj. Then consider F ′ = F − {e}. In
the first three cases, clearly (G − F) −W is the same as (G − F ′) −W , and hence F ′ is a matching preclusion set, which is
a contradiction to mp(G) = k. In the fourth case (fifth case, respectively), Xi (Yj, respectively) remains the same (although
the component corresponding to Xi (Yj, respectively) has an extra edge, namely, e); in the last case, Xi and Yj merge into the
vertex set of one odd component in (G − F ′) − W . Nevertheless, o((G − F) − W ) = o((G − F ′) − W ), and hence F ′ is a
matching preclusion set, which is a contradiction to mp(G) = k. Thus δG(X1, X2, . . . , Xp) = F .
Now |δG(Xi)| ≥ k as G is k-edge-connected. Hence we have
p
i=1
|δG−F (Xi)| =
p
i=1
|δG(Xi)| − 2|δG(X1, X2, . . . , Xp)| ≥ pk− 2k.
Hence the number of edges betweenW and theXi’s is at least pk−2k. On the other hand, this number is atmost |W |k, as every
vertex inW has degree k inG−F . Hence |W |k ≥ (p−2)k. So |W | ≥ p−2. This, togetherwith p = o((G−F)−W ) ≥ |W |+2,
gives p = |W | + 2, which implies all inequalities given above are tight. In particular, there are exactly |W |k edges between
W and X1 ∪ X2 ∪ · · · ∪ Xp. Hence (G − F) −W has no even components, as G is connected. Moreover, γG(W ) = ∅, as G is
k-regular. Hence W is an independent set in G. In addition, |δG(Xi)| = k for every i. But G is super edge-connected. So for
every i, G− δG(Xi) has exactly two components, one of which is a singleton. We first suppose that |W | ≥ 1. Then, since G is
super edge-connected and p ≥ 3, |Xi| = 1 for every i. Hence |V | = |W | + |W | + 2 = 2|W | + 2. ButW is an independent
set in G and |W | = (|V | − 2)/2, which is a contradiction. Thus W = ∅, and hence p = o((G − F) − W ) = 2. Therefore
δG(X1) = δG(X2) = F and we may assume that |X1| = 1 as G is super edge-connected. So F is a trivial matching preclusion
set, and we are done. 
3. Conditional matching preclusion for regular graphs
If G is a k-regular graph, then νe(G) = 2k − 3 if G has a 3-cycle and νe(G) = 2k − 2 if G is triangle-free. Hence
mp1(G) ≤ 2k − 3 if G has a 3-cycle and mp1(G) ≤ 2k − 2 if G is triangle-free, by Proposition 1.2. In this section, we
give a sufficient condition for such an upper bound to be tight and one for G to be conditionally super matched. Recall
that the sufficient condition for a k-regular graph G to be super matched is an independence number condition plus the
requirement for G to be super edge-connected, that is, if whenever at most k edges are deleted, then the resulting graph is
either connected or it has two components, one of which is a singleton. Then it is perhaps reasonable to look for a condition
1940 E. Cheng et al. / Discrete Applied Mathematics 160 (2012) 1936–1954
in which, when ‘‘many’’ edges are deleted, the resulting graph is either connected or it has one big component and a couple
of small components. It turns out ‘‘many’’ should be about 3k. A graph is super m-edge-connected of order q if with at mostm
edges deleted, the resulting graph is either connected or it has one big component and a number of small components with
at most q vertices in total. So a super edge-connected graph G is super δ(G)-edge-connected of order 1. We are now ready
for our main theorems in this section. Define
ζ (G, p, q) = min{α(H) : H is an induced subgraph of Gwith p vertices and at most q edges}.
Theorem 3.1. Let G = (V , E) be a k-regular graph, where k ≥ 3, with an even number of vertices. Suppose that G contains a 3-
cycle, G is k-edge-connected and G is super (3k− 8)-edge-connected of order 2. Moreover, assume that either |γG(X)| > 2k− 4
for every X ⊆ V of size |X | = |V |+22 , or α(G) < ζ

G, |V |−22 , 2k− 8

. If k = 3, we require, additionally, that G be super
(3k− 7)-edge-connected of order 2. Then mp1(G) = 2k− 3.
Proof. We have already observed that mp1(G) ≤ 2k− 3, as G contains a 3-cycle. Suppose, on the contrary, that mp1(G) <
2k− 3. Let F ⊆ E where |F | ≤ 2k− 4 such that G− F has no isolated vertices. We will pick such an F such that it is minimal
by inclusion. We want to show that G− F has a perfect matching. Suppose not. Then there is a Tutte setW in G− F .
Since G has an even number of vertices, o((G− F)−W ) and |W | have the same parity. Hence o((G− F)−W ) ≥ |W |+2.
Let X1, X2, . . . , Xp be the vertex set of the odd components in (G − F) − W . (So p = o((G − F) − W ).) We claim that
δG(X1, X2, . . . , Xp) = F . Suppose not. We consider such an e ∈ F − δG(X1, X2, . . . , Xp) as in the proof of Theorem 2.3 to
conclude that F ′ = F − {e} is a conditional matching preclusion set, which is a contradiction to the minimality of F .
Now |δG(Xi)| ≥ k as G is k-edge-connected. Hence we have
p
i=1
|δG−F (Xi)| =
p
i=1
|δG(Xi)| − 2|δG(X1, X2, . . . , Xp)| ≥ pk− 2(2k− 4) = (p− 4)k+ 8.
Hence the number of edges between W and X1 ∪ X2 ∪ · · · Xp is at least (p − 4)k + 8. On the other hand, this number
is at most |W |k, as every vertex in W has degree k in G − F . So |W |k ≥ (p − 4)k + 8. We claim that p = |W | + 2.
Suppose not. Then p ≥ |W | + 4. So |W |k ≥ (p − 4)k + 8 ≥ |W |k + 8, which is a contradiction. Therefore p = |W | + 2.
We now claim that there are no even components in (G − F) − W . Suppose not. We first note that there can be at most
|W |k−(p−4)k−8 = |W |k−(|W |+2−4)k−8 = 2k−8 edges betweenW and the even components in (G−F)−W . Suppose
that there are at least two even components with vertex sets Y1 and Y2, respectively. Then |Y1 ∪ Y2| ≥ 4 and there are at
least 2|W | + 2 vertices in G− (Y1 ∪ Y2). We note thatW ≠ ∅, as otherwise, G is disconnected since F = δG(X1, X2, . . . , Xp).
So 2|W |+2 ≥ 4. Hence by deleting at most 2k−8 ≤ 3k−8 edges, the components in the resulting graph can be partitioned
into two sides, each with at least four vertices. This contradicts the assumption that G is super (3k− 8)-edge-connected of
order 2. So (G− F)−W has at most one even component with vertex set Y1. If |Y1| ≥ 4, then we get the same contradiction.
So |Y1| = 2, and hence it corresponds to a K2. But |δG(Y1)| = 2k− 2 > 2k− 8, which is a contradiction. So there are no even
components in (G− F)−W .
We now consider two cases. The first isW = ∅. Then p = 2, and G− F has two components with vertex sets X1 and X2.
Now δG(X1) = δG(X2) = F . Since G− F has no isolated vertices, |X1|, |X2| ≥ 3, as |X1| and |X2| are odd. But |F | ≤ 2k− 4, and
2k−4 ≤ 3k−8 for k ≥ 4. This contradicts the assumption that G is super (3k−8)-edge-connected of order 2. (For k = 3, we
have 2k− 4 = 3k− 7 and we use the stronger assumption.) The second case is |W | ≥ 1. We claim that |δG−F (Xi)| ≤ 3k− 8
for every i. To see this, recall that
|W |k ≥
|W |+2
i=1
|δG−F (Xi)| =
|W |+2
i=1
|δG(Xi)| − 2|δG(X1, X2, . . . , X|W |+2)| ≥
|W |+2
i=1
|δG(Xi)| − 2(2k− 4).
So
|W |+2
i=1
|δG(Xi)| ≤ |W |k+ 2(2k− 4).
But |δG(Xi)| ≥ k for every i. Hence |δG(Xi)| ≤ |W |k + 2(2k − 4) − (|W | + 1)k = 3k − 8. So if |Xi| ≥ 3 for some i, it
contradicts the assumption that G is super (3k − 8)-edge-connected of order 2 as |V − Xi| ≥ 3. So every Xi is a singleton.
Hence |V | = 2|W |+2. We first suppose that the condition |γG(X)| > 2k−4 for every X ⊆ V of size |X | = |V |+22 holds. Then
we get an immediate contradiction, as if we let X be X1∪X2∪· · ·∪Xp (each Xi is a singleton), then γG(X) = F but |F | = 2k−4.
So we assume that the independence condition holds. We now observe that |γG(W )| ≤ |W |k− (|W |+2−4)k−8 = 2k−8.
Hence W contains an independent set in G of size at least ζ

G, |V |−22 , 2k− 8

. This contradicts the assumption that
α(G) < ζ

G, |V |−22 , 2k− 8

. 
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Part of the sufficient condition in Theorem 3.1 is the ‘‘either |γG(X)| > 2k − 4 for every X ⊆ V of size |X | = |V |+22 , or
α(G) < ζ

G, |V |−22 , 2k− 8

’’. Our subsequent theorems have a similar requirements andwewill refer to it as the alternative
part of the condition. The ‘‘γ ’’ part is usually not very useful as interconnection networks are sparse. We will mostly use this
for our warm-up example of the complete graphs. The ‘‘ζ ’’ part may seem intractable, but for our applications, we will use a
simpler bound by noting that ζ (G, p, q) ≥ p−q. The proof for Theorem 3.1 is similar to the proof of Theorem 2.3 except that
the analysis is tighter. For example, it requires an additional argument to conclude that p = |W | + 2. Another difference
is that since there are more edges in F , γG(W )may no longer be empty. Therefore additional conditions are needed rather
than a simple independence number condition. The next theorem is for regular graphs to be conditionally super matched.
Again, the proof is along the same line but the analysis needs to be even tighter. Perhaps one may wonder why not combine
the proof of Theorem 3.1 with the next result. For example, we can always consider combining the two results by starting
the proof as follows: ‘‘Let F ⊆ E and |F | ≤ 2k − 3’’. We might then prove one of the following is true: G − F has a perfect
matching, G− F has an isolated vertex, and F is a trivial conditional matching preclusion set. However, this will require us
to use the same sufficient condition for both results but, in fact, showing mp1(G) = 2k− 3 requires less.
Theorem 3.2. Let G = (V , E) be a k-regular graph, where k ≥ 3, with an even number of vertices. Suppose that G has a 3-cycle,
mp1(G) = 2k − 3, |V | ≥ 8,G is super edge-connected, G is super (3k − 6)-edge-connected of order 3 and α(G) < |V |−42 .
Moreover, assume that either |γG(X)| > 2k− 3 for every X ⊆ V of size |X | = |V |+22 , or α(G) < ζ

G, |V |−22 , 2k− 6

. Then G is
conditionally super matched.
Proof. Let F ⊆ E, where |F | = 2k − 3, be a conditional matching preclusion set. We want to prove that F is trivial. Since
G− F has no perfect matchings, there is a Tutte setW in G− F .
Since G has an even number of vertices, o((G− F)−W ) and |W | have the same parity. Hence o((G− F)−W ) ≥ |W |+2.
Let X1, X2, . . . , Xp be the vertex sets of the odd components in (G − F) − W . (So p = o((G − F) − W ).) We claim that
δG(X1, X2, . . . , Xp) = F . Suppose not. We consider such an e ∈ F − δG(X1, X2, . . . , Xp) as in the proof of Theorem 2.3 to
conclude that F ′ = F − {e} is a conditional matching preclusion set, which is a contradiction to mp1(G) = 2k− 3.
Now |δG(Xi)| ≥ k as G is k-edge-connected. Hence we have
p
i=1
|δG−F (Xi)| =
p
i=1
|δG(Xi)| − 2|δG(X1, X2, . . . , Xp)| ≥ pk− 2(2k− 3) = pk− 4k+ 6.
Hence the number of edges betweenW and the Xi’s is at least (p−4)k+6. On the other hand, this number is atmost |W |k, as
every vertex inW has degree k in G−F . So |W |k ≥ (p−4)k+6.We claim that p = |W |+2. Suppose not. Then p ≥ |W |+4.
So |W |k ≥ (p− 4)k+ 6 ≥ |W |k+ 6, which is a contradiction. Therefore p = |W | + 2.
We now claim that there are no even components in (G− F)−W . Suppose not. We first note that there can be at most
|W |k− (|W | + 2− 4)k− 6 = 2k− 6 edges betweenW and the even components in (G− F)−W . Suppose that there are
at least two such even components with vertex sets Y1 and Y2. Then |Y1 ∪ Y2| ≥ 4 and there are at least 2|W | + 2 vertices
in G − (Y1 ∪ Y2). Since G is connected and F = δG(X1, X2, . . . , Xp), W ≠ ∅. So 2|W | + 2 ≥ 4. Since 3k − 6 ≥ 2k − 6,
this contradicts the assumption that G is super (3k − 6)-edge-connected of order 3. So (G − F) −W has at most one even
component with vertex set Y1. If |Y1| ≥ 4, then we get the same contradiction. So |Y1| = 2, and hence it corresponds to a
K2. But then |δG(Y1)| = 2k− 2 > 2k− 6, which is a contradiction. So there are no even components.
We now consider several cases. The first isW = ∅. Then p = 2 andG−F has two components X1 and X2. Wemay assume,
without loss of generality, that |X1| ≤ |X2|. Now δG(X1) = δG(X2) = F . Since G − F has no isolated vertices, |X1|, |X2| ≥ 3.
But |F | = 2k−3, and 2k−3 ≤ 3k−6 for k ≥ 3. This contradicts the assumption that G is super (3k−6)-edge-connected of
order 3, unless |X1| = 3. But then X1 is either a path of length 2 or it is a 3-cycle. In either case, this implies |δG(X1)| ≥ 3k−6.
But 3k−6 > 2k−3 if k ≥ 4, which is a contradiction. If k = 3, then 3k−6 = 3 = k. So |δG(X1)| = 3, which is a contradiction
since G is super edge-connected.
The second case is |W | = 1, sayW = {w}. Then p = 3. Since |W | = 1, |δG−F (X1)|+|δG−F (X2)|+|δG−F (X3)| = |δG−F (w)| =
|δG(w)| = k. So k = |δG(X1)| + |δG(X2)| + |δG(X3)| − 2|δG(X1, X2, X3)| = |δG(X1)| + |δG(X2)| + |δG(X3)| − 2(2k − 3) =
|δG(X1)| + |δG(X2)| + |δG(X3)| − 4k + 6. So |δG(X1)| + |δG(X2)| + |δG(X3)| = 5k − 6. But |δG(Xi)| ≥ k for every i. Thus
|δG(X1)| = 5k − 6 − |δG(X2)| − |δG(X3)| ≤ (5k − 6) − 2k. The same argument applies to |δG(X2)| and |δG(X3)|. Hence
|δG(Xi)| ≤ 3k − 6 for every i. Suppose that |δG(X3)| is the largest among |δG(X1)|, |δG(X2)|, |δG(X3)|. Then since G is super
(3k − 6)-edge connected of order 3, either |X3| ≤ 3 or |X1| + |X2| ≤ 3. Suppose that |X3| ≤ 3. Then |X3| = 3 as |X3| ≠ 1.
(Recall that |δG(X3)| is the largest and so |δG(X3)| > k for k ≥ 4. If k = 3, then |δ(X1)| = |δ(X2)| = |δ(X3)| = k. So
|X1| = |X2| = |X3| = 1, as G is super edge-connected. This implies |V | = 4, a contradiction.) Hence X3 is either a path
of length 2 or a 3-cycle. Since the former implies |δG(X3)| = 3k − 4, which is a contradiction, we may assume that X3 is a
3-cycle. Hence |δG(X3)| = 3k − 6 and thus |δG(X1)| = |δG(X2)| = k. Since G is super edge-connected, |X1| = |X2| = 1 and
hence |V | = 6, which is a contradiction. So wemay assume that |X1|+ |X2| ≤ 3. Since |X1| and |X2| are odd, |X1| = |X2| = 1.
Let v1 be the unique vertex in X1 and v2 be the unique vertex in X2. Then |F | = |δG(v1, X3)| + |δG(v2, X3)| + |δG(v1, v2)|. But
|F | = 2k− 3 and G is k-regular. Moreover, G− F having no isolated vertices implies thatw is adjacent to each of v1 and v2
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in G. So it is easy to see that in order for |F | = 2k−3, wemust have |δG(v1, X3)| = |δG(v2, X3)| = k−2 and |δG(v1, v2)| = 1.
This corresponds precisely to the case that F is a trivial conditional matching preclusion set.
The third case is |W | ≥ 2. We claim that |δG−F (Xi)| ≤ 3k− 6 for every i. To see this, recall that
|W |k ≥
|W |+2
i=1
|δG−F (Xi)| =
|W |+2
i=1
|δG(Xi)| − 2|δG(X1, X2, . . . , X|W |+2)| =
|W |+2
i=1
|δG(Xi)| − 2(2k− 3).
So
|W |+2
i=1
|δG(Xi)| ≤ |W |k+ 2(2k− 3) = |W |k+ 4k− 6.
But |δG(Xi)| ≥ k for every i. Hence |δG(Xi)| ≤ (|W |k+4k−6)− (|W |+1)k ≤ 3k−6 for every i. Consider δG(X1). Then since
G is super (3k− 6)-edge connected of order 3 and |V − X1| = |X2| + |X3| + · · · + |X|W |+2| + |W | ≥ 5 (as |W | ≥ 2), we get
|X1| ≤ 3. Suppose that |X1| = 3, so X1 is either a path of length 2 or a 3-cycle. Since the former implies |δG(X1)| = 3k − 4,
which is a contradiction, we may assume that X1 is a 3-cycle. Hence |δG(X1)| = 3k− 6. This implies
|W |+2
i=2
|δG(Xi)| ≤ |W |k+ 4k− 6− (3k− 6) = (|W | + 1)k.
But |δG(Xi)| ≥ k for i ≥ 2. So |δG(Xi)| = k for i ≥ 2 and
|W |+2
i=2
|δG(Xi)| = |W |k+ 4k− 6− (3k− 6) = (|W | + 1)k.
Since G is super edge-connected, |Xi| = 1 for all i ≥ 2. We note that since we now have
|W |+2
i=1
|δG(Xi)| = (|W | + 1)k+ 3k− 6 = |W |k+ 4k− 6,
we must have
|W |k =
|W |+2
i=1
|δG−F (Xi)|.
So γG(W ) = ∅. That is,W is an independent set in G. But |V | = 2|W |+4, since |X1| = 3 and |Xi| = 1 for i ≥ 2. So there is an
independent set of size (|V |−4)/2, which is a contradiction. So wemay assume that |X1| = 1. Apply the same argument for
each of the other Xi’s. Hencewemay assume that Xi is a singleton for every i. Hence |V | = 2|W |+2.We first suppose that the
condition |γG(X)| > 2k−3 for every X ⊆ V of size |X | = |V |+22 holds. Thenwe get an immediate contradiction, since if we let
X be the vertices in the Xi’s (all singletons), then γG(X) = F but |F | = 2k−3. So we assume that the independence condition
holds. We now observe that |γG(W )| ≤ |W |k − (|W | + 2 − 4)k − 6 = |W |k − k(|W | + 2) + 2(2k − 3) = 2k − 6.
Hence W contains an independent set in G of size at least ζ

G, |V |−22 , 2k− 6

. This contradicts the assumption that
α(G) < ζ

G, |V |−22 , 2k− 6

. 
Theorems 3.1 and 3.2 have their counterparts for triangle-free graphs, which wewill now give. The proofs are essentially
the same as, and perhaps even somewhat simpler than, those given above. For completeness, we will give the proofs in the
Appendix.
Theorem 3.3. Let G = (V , E) be a k-regular graph, where k ≥ 3, with an even number of vertices. Suppose that G is triangle-free,
G is k-edge connected and G is super (3k − 6)-edge-connected of order 2. Moreover, either |γG(X)| > 2k − 3 for every X ⊆ V
and |X | = |V |+22 , or α(G) < ζ

G, |V |−22 , 2k− 6

. Then mp1(G) = 2k− 2.
Theorem 3.4. Let G = (V , E) be a k-regular graph, where k ≥ 3, with an even number of vertices. Suppose that G is triangle-free,
mp1(G) = 2k−2, G is super edge-connected andG is super (3k−4)-edge-connected of order 3. Moreover, either |γG(X)| > 2k−2
for every X ⊆ V and |X | = |V |+22 , or α(G) < ζ

G, |V |−22 , 2k− 4

. Then G is conditionally super matched.
4. Application: complete graphs
Although complete graphs are not suitable as interconnection networks, we will consider K2n as an illustration of the
theorems obtained in the previous sections. By Theorem 2.1, mp(K2n) = 2n − 1. We will apply Theorem 2.3 to prove that
K2n is super matched. We note that because of the independence number condition, we require n ≥ 3. Indeed, it is easy to
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see that K4 is not super matched. Now, it is not difficult to see that K2n is super-connected and we have the following result
immediately.
Theorem 4.1 ([4]). Let m ≥ 4 be even. Then mp(Km) = m− 1. Moreover Km is super matched if m ≥ 6.
We note that Theorem 4.1 is tight, as K4 is not super matched. We now consider the conditional matching preclusion
problem. We use Theorem 3.1. Suppose that n ≥ 5. We consider the alternative part of the condition. Then for every
X ⊆ V (K2n) of size |X | = n + 1, |γ (X)| =

n+1
2

> 2(2n − 1) − 4. So the alternative part of the condition is satisfied
for n ≥ 5. The only remaining non-trivial condition to check is that K2n is super (3(2n − 1) − 8)-edge-connected of order
2. Let A ⊆ E(K2n) such that G− A does not satisfy the following: G− A is either connected or it has one big component and
the other components have at most 2 vertices in total. Then the components of G− A can be separated into two sets, where
each set has at least 3 vertices in total. So |A| ≥ x(2n − x) where x ∈ {3, 4, . . . , 2n − 3}. Since x(2n − x) is minimized at
x = 3, |A| ≥ 6n− 9 > 6n− 11, and we are done. Hence mp1(K2n) = 4n− 5 for n ≥ 5. Incidentally, mp1(K2n) = 4n− 5 is
not true for n = 3, 4, mp1(K6) is 6 and not 7, mp1(K8) is 10 and not 11. However, mp1(K4) = 3, which fits the formula.
The calculation of mp1(K2n) implies that we only have to check whether K2n is conditionally super matched if n ≥ 5.
(We are not considering n = 2 because K4 is not super matched.) We first observe that |V |−42 ≥ 2. Next, we consider
the alternative part of the condition in Theorem 3.2. If n ≥ 6, then for every X ⊆ V (K2n) of size |X | = 2n+22 = n + 1,
|γ (X)| =

n+1
2

> 2(2n − 1) − 3. The only remaining non-trivial condition to check is to show that K2n is super
(3(2n − 1) − 6)-edge-connected of order 3. Let A ⊆ E(K2n) such that G − A does not satisfy the following: G − A
is either connected or it has one big component and the other components have at most 3 vertices in total. Then the
components of G − A can be separated into two sets, where each set has at least 4 vertices in total. So |A| ≥ x(2n − x)
where x ∈ {4, 5, . . . , 2n − 4}. Since x(2n − x) is minimized at x = 4, |A| ≥ 8n − 16 > 6n − 9 for n ≥ 4, we are done.
So we have proved that if n ≥ 6, then mp1(K2n) = 4n − 5 and K2n is conditionally super matched. Incidentally, K10 is not
conditionally super matched. This, together with considering small cases separately, gives the following result.
Theorem 4.2 ([8]). Let m ≥ 4 be even. Then
mp1(Km) =

(m2 + 2m)/8 if m ∈ {4, 6, 8},
2m− 5 if m ≥ 10.
Moreover, if m ≥ 12, then Km is conditionally super matched.
5. Application: Cayley graphs generated by 2-trees
Let Γ be a finite group, and let ∆ be a set of elements of Γ such that the identity of the group does not belong to ∆.
The Cayley graph Γ (∆) is the directed graph with vertex set Γ with an arc directed from u to v if and only if there is an
s ∈ ∆ such that u = vs. The Cayley graph Γ (∆) is strongly connected if and only if∆ generates Γ . A Cayley graph is always
vertex-transitive. If whenever u ∈ ∆, we also have its inverse u−1 ∈ ∆, then for every arc, the reverse arc is also in the
graph. So we can treat this Cayley graph as an undirected graph by replacing each pair of arcs by an edge.
In this section, we choose the finite group to be the alternating group Γn, the set of even permutations on [n] =
{1, 2, . . . , n}, and the generating set ∆ to be a set of 3-cycles. In this paper, a permutation may be recorded and
referenced either via its cycle decomposition or as a rearrangement of symbols. For example, (12)(34)(567)(8) is the cycle
decomposition of the permutation whose rearrangement representation is [2, 1, 4, 3, 6, 7, 5, 8]. Thus the vertices of the
corresponding Cayley graph Γn(∆) are the even permutations. To get an undirected Cayley graph, we will assume that
whenever a 3-cycle (abc) is in ∆, so is its inverse, (acb). Since (abc), (bca), and (cab) represent the same permutation, the
set {a, b, c} uniquely represents this 3-cycle and its inverse. So we can depict∆ via a hypergraph with vertex set [n], where
a hyperedge of size 3 corresponds to each pair of a 3-cycle and its inverse in∆.
It is easy to see that the Cayley graph generated by the 3-cycles in ∆ is connected if its corresponding hypergraph
is connected. Since an interconnection network needs to be connected, we require this hypergraph to be connected; an
example is shown in Fig. 3. We would like to represent such a hypergraph by a graph on [n] whose edges are obtained
by forming a K3 among vertices a, b, c for every hyperedge {a, b, c}. Notice that in general this procedure may form
extra K3’s, e.g., for the hypergraph in Fig. 3 the corresponding graph becomes the graph shown in Fig. 4, in which the
K3 formed by vertices 1, 2, and 4 does not correspond to a hyperedge in the original hypergraph. We will avoid this
possibility by considering a simpler case when this graph has a tree-like structure, such as the graph shown in Fig. 5,
which consists of K3’s on {1, 2, 3}, {1, 2, 4}, . . . , {1, 2, n}. The graph H formed by K3’s corresponding to the 3-cycles of
∆ in this manner will be called the 3-cycle generating graph of Γn(∆) or simply its generating graph if it is clear from
the context. We call Γn(∆) the Cayley graph generated by H . H is simply a pictorial representation of the elements
in∆.
The alternating group graph AGn [20] can be viewed as the Cayley graph generated by the graph in Fig. 5 having a tree-like
(in fact, star-like) structure of triangles. Such a generalization of trees has been studied extensively, first in [2,3]. A k-tree
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Fig. 3. A connected hypergraph.
Fig. 4. A graph that is not a 2-tree.
Fig. 5. A star-like 2-tree.
Tk,n with n vertices is defined recursively as follows: A set of k+ 1 mutually adjacent vertices constitutes a k-tree Tk,k+1 and
a k-tree Tk,n+1 is any graph obtained by joining a new vertex to kmutually adjacent vertices of a k-tree Tk,n. So the graph in
Fig. 5 is a 2-tree. (This 2-tree is obtained by startingwith a K3 with vertices 1, 2, 3; then vertex 4 is added to form the K3 with
vertices 1, 2, 4; then vertex 5 is added to form the K3 with vertices 1, 2, 5 and so on.) The vertex n(≥ k+ 1) is called the tail
if it is the last vertex added in the recursion (this may not be uniquely determined just by the picture of Tk,n). Note that at
each step of the recursion, a Kk is extended to a Kk+1, and every Kk+1 in the graph is created in this manner. For our purpose,
k = 2. Hence when the generating graph is a 2-tree, it uniquely determines ∆, so with a slight abuse of terminology we
will identify ∆ with the generating graph. Fig. 6 gives another example of a 2-tree. It is formed by starting with a K3 with
vertices 1, 2, 3; then vertex 4 is added to form the K3 with vertices 2, 3, 4; then vertex 5 is added to form the K3 with vertices
3, 4, 5; then vertex 6 is added to form the K3 with vertices 1, 3, 6; and then vertex 7 is added to form the K3 with vertices
3, 6, 7. This graph is just a pictorial representation of the set ∆ whose elements are (123), (234), (345), (136), (367) and
their inverses.
We note that if n = 4, then Γ4(∆) is unique and it is the alternating group graph AG4 given in Fig. 7. (We note that, for
simplicity, a labelling is written as a1a2a3a4 rather than [a1, a2, a3, a4] in the figure.)
In this sectionwewill consider those Cayley graphswhose generating graphs are 2-trees, so let∆ be a 2-tree on n vertices.
This tree has exactly n− 2 triangles. Clearly, the number of 3-cycles in∆ is exactly 2n− 4, so Γn(∆) is (2n− 4)-regular on
n!/2 vertices.
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Fig. 6. A 2-tree.
Fig. 7. The alternating group graph AG4 .
It is easy to prove that if two 2-trees are isomorphic, then the corresponding Cayley graphswill also be isomorphic; hence
without loss of generality wemay assume that vertex n is the tail of the 2-tree. Then for n ≥ 4 the vertices corresponding to
even permutations endingwith i induce a subgraphHi that is also a Cayley graph generated by a 2-tree∆′, which is obtained
by deleting the edges corresponding to the two 3-cycles in∆ containing n. Thus we obtain the following easy result of the
recursive structure of Γn(∆):
Proposition 5.1. Let Γn(∆) be a Cayley graph generated by the 2-tree∆,∆′ = ∆−{n}, n ≥ 4, and Hi be the subgraph of Γn(∆)
induced by the even permutations ending with i. Then
(I) Γn(∆) consists of n vertex-disjoint subgraphs, H1,H2, . . . ,Hn, each isomorphic to Γn−1(∆′).
(II) Hi has (n− 1)!/2 vertices, and it is (2n− 6)-regular for all i.
(III) There are exactly (n− 2)! independent edges between Hi and Hj for all i ≠ j.
(IV) Each vertex in Hi has exactly two neighbours outside Hi; these two outside neighbours are in different Hk’s, and there is an
edge between them. Thus every vertex forms a triangle with its two outside neighbours.
This proposition gives the recursive structure of these graphs and we will use it extensively in the Appendix. We now
use results that we have developed from previous sections to study the matching preclusion and conditional matching
preclusion problems for these Cayley graphs. Let G = Γn(∆) be a Cayley graph generated by a 2-tree ∆. Then it is easy to
see that G contains a spanning subgraph where each component is a 3-cycle. So α(G) ≤ |V |/3. In fact, equality holds. In the
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study of ‘‘super connectivity’’, researchers usually delete vertices rather than edges as it is more severe, as the next result
shows.
We define a graph to be super m-connected of order q if after the deletion of at most m vertices, the resulting graph is
either connected or has a large component and a number of small components with at most q vertices in total. So a tightly
super connected graph G is super δ(G)-connected of order 1.
Lemma 5.2. Let G be a connected graph with at least m+ 2ξ + 2 vertices. Suppose there exist at most m edges whose deletion
results in a graph with components that can be partitioned into two sets, each with at least ξ+1 vertices. Then there exist at most
m vertices whose deletion also results in a graph with components that can be partitioned into two sets, each with at least ξ + 1
vertices.
Proof. Suppose that there exists a set F of at mostm edges such that the components of G− F can be partitioned into two
sets, where each set has at least ξ + 1 elements. Let C1 and C2 be the vertices in the two sets respectively. Let Fc be the set
of edges in G that are incident to both a vertex in C1 and a vertex in C2. Since G is connected, we know Fc ≠ ∅. In addition,
Fc ⊆ F , so |Fc | ≤ m.
We will construct a set Vc of vertices in G such that the vertices in G − Vc can be allocated into two sets Ca and Cb,
each of which has at least ξ + 1 elements, and there is no edge between Ca and Cb in G − Vc . Label the elements of Fc
as f1, f2, . . . , fr , where r ≤ m. Each fi, 1 ≤ i ≤ r , has one endpoint in C1 and one endpoint in C2. Thus, let fi = (ui, vi)
such that ui ∈ C1 and vi ∈ C2. We construct Vc as follows: Set Vc := ∅. For i = 1 to r , if |C1 − Vc | ≥ |C2 − Vc |, then
add ui to Vc (ui may already be in Vc); else add vi to Vc (vi may already be in Vc). We note that at the beginning of stage i,
|C1 − Vc | + |C2 − Vc | ≥ m + 2ξ + 2 − i + 1 = m + 2ξ + 3 − i. Moreover, during stage i, by construction, a vertex, if not
already in Vc , is added to Vc but such a vertex is chosen from the larger of the two sets C1 − Vc and C2 − Vc , so at the end of
stage i, |C1−Vc |, |C2−Vc | ≥ ξ + m+3−i2 −1. Hence, at the end of the construction, we have |C1−Vc |, |C2−Vc | ≥ ξ + 32 −1.
But these numbers are integers, so |C1−Vc |, |C2−Vc | ≥ ξ+1. So by construction, |Vc | ≤ m and there are no edges between
vertices in Ca = C1 − Vc and Cb = C1 − Vc . 
Theorem 5.3. Let q ≥ 1. Let G be a connected graph with at least max{m + 2q + 4, 3q + 1} vertices. Suppose that G is super
m-connected of order q. Then it is super m-edge-connected of order q.
Proof. Suppose not. Then we can delete m edges from G and the resulting graph will have components Y1, Y2, . . . , Yr in
nonincreasing order with respect to their sizes. So Y2, Y3, . . . , Yr have collectively at least q + 1 vertices. If |V (Y1)| = 1,
then each of Y1, Y2, . . . , Yr is a singleton component. But G is connected and we have deleted m edges. Therefore G has at
most m + 1 vertices, which is a contradiction. Therefore, |V (Y1)| ≥ 2. If |V (Y1)| ∈ {2, 3, . . . , q}, then we can collect some
remaining small Yi’s with Y1 to form S and the rest to form T . We can choose the collection so that S has at least q+1 vertices
and at most 2q vertices. Since G has at least 3q + 1 vertices, both S and T have at least q + 1 vertices. If |V (Y1)| ≥ q + 1,
then S consists of Y1 and T consists of the other components. So T also has at least q+ 1 vertices by assumption. Now apply
Lemma 5.2 with ξ = q to obtain a contradiction. 
Theorem 5.4 ([13]). Let G = Γn(∆) be a Cayley graph generated by a 2-tree∆. Then G is tightly super-connected for n ≥ 5. For
n = 4, if we delete four vertices in AG4, then there are three possibilities for the remaining graph: (1) it is connected; (2) it has
two components, one of which is a singleton; or (3) it has two components, each of which is a 4-cycle.
Theorem 5.5 ([13]). Let G = Γn(∆) be a Cayley graph generated by a 2-tree∆ for n ≥ 5, and let T be a set of vertices in G such
that |T | ≤ 6n− 20. Then G− T satisfies one of the following conditions:
(1) G− T is connected.
(2) G− T has two components, one of which is a singleton.
(3) G− T has two components, one of which is a K2.
(4) G− T has three components, two of which are singletons.
That is, G is super (6n− 20)-connected of order 2.
Theorem 5.6 ([13]). Let G = Γn(∆) be a Cayley graph generated by a 2-tree∆ for n ≥ 4, and let T be a set of vertices in G such
that |T | ≤ b(2n− 4)− 2b(b− 1)− 1, where b ≥ 1. Then G− T has at most b components: one large (connected) component
and some small components containing up to b− 1 vertices in total.
We are now ready for the solution to the matching preclusion and conditional matching preclusion problems.
Theorem 5.7. Let n ≥ 4 and G = Γn(∆) be a Cayley graph generated by a 2-tree ∆. Then mp(G) = 2n − 4 and G is super
matched.
Proof. If n = 4, then G is the graph given in Fig. 7 and can be checked by brute force. So assume that n ≥ 5. Since
α(G) ≤ |V (G)|/3, the result follows from Theorems 2.1 and 2.3 together with Theorems 5.3 and 5.4. 
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Fig. 8. The Petersen graph.
Theorem 5.8. Let n ≥ 4 and G = Γn(∆) be a Cayley graph generated by a 2-tree ∆. Then mp1(G) = 4n − 11 and G is
conditionally super matched.
We will give a short proof of Theorem 5.8. But for G being conditionally super matched, this short proof is only valid for
n ≥ 12. We defer the complete but longer proof to the Appendix. Now, to prove mp1(G) = 4n− 11, we apply Theorem 3.1.
Since α(G) ≤ |V (G)|/3 and n!6 <
 n!
2 − 2

/2 − 2(2n − 4) + 8 for n ≥ 4, the only difficult condition to check is for G to be
(3(2n − 4) − 8)-edge-connected of order 2. We note that 3(2n − 4) − 8 = 6n − 20. So we apply Theorems 5.3, 5.5 and
3.1 to conclude the result for n ≥ 5. To be precise, by Theorem 5.5, G is (3(2n − 4) − 8)-connected of order 2 if n ≥ 5.
Now apply Theorem 5.3 to conclude that G is (3(2n − 4) − 8)-edge-connected of order 2 if n ≥ 5. (We note that we have
m = 6n − 20 and q = 2. So max{m + 2q + 4, 3q + 1} = max{6n − 12, 7} = 6n − 12 as n ≥ 5. Since n!/2 ≥ 6n − 12 for
n ≥ 5, Theorem 5.3 is applicable.) Hence by Theorem 3.1, mp1(G) = 4n − 11. This leaves the case n = 4 uncovered. But
if n = 4, then 4n − 11 = 5. If |F | ≤ 4, then by Theorem 5.7, either G − F has a perfect matching or G − F has an isolated
vertex. So mp1(G) = 5 and the proof is complete.
To prove that G is conditionally super matched, we apply Theorem 3.2. Since α(G) ≤ |V (G)|/3 and n!6 <
 n!
2 − 2

/2 −
2(2n− 4)+ 6 for n ≥ 5, the only difficult condition to check is for G to be (3(2n− 4)− 6)-edge-connected of order 3. We
note that 3(2n− 4)− 6 = 6n− 18. We pick b = 4 in Theorem 5.6. This together with Theorems 5.3 and 3.2 shows that for
n ≥ 5, G is (8n − 41)-edge-connected of order 3. Now since 8n − 41 ≥ 6n − 18 for n ≥ 12, the result is true for n ≥ 12.
Hence, we have proved this part of the result for n ≥ 12.
We claimed the theorem for n ≥ 4 but we have only provided a proof for n ≥ 12. There are several reasons to why the
proof given above only works for n ≥ 12. The most obvious one is that the condition in Theorem 3.2 is not necessary and
sufficient. However, there are more fitting causes. The first is that Theorem 5.6 is an asymptotic result and the second is we
are converting results from deleting vertices to deleting edges. To alleviate this, we give a different proof that starts with
Theorem 5.5 for which the details will be presented in the Appendix.
6. Application: hyper Petersen networks
Let G1 = (V1, E1) and G2 = (V2, E2) be graphs. The Cartesian product of G1 and G2, denoted by G1 × G2 (or G1G2) has
V1 × V2 as its vertex set, and two vertices (u1, u2) and (v1, v2) are adjacent if and only if u1 = v1 and u2 is adjacent to v2 in
G2, or u2 = v2 and u1 is adjacent to v1 in G1. For example, the hypercube Q1 is K2 and Qn = Qn−1 × K2 for n ≥ 2. In [16], the
hyper Petersen networks PNn for n ≥ 3 were introduced as interconnection networks; additional properties of PNn can be
found in [1]. They define PN3 = P , where P is the Petersen graph, and PNn = Qn−3 × P for n ≥ 4. (Fig. 8 gives the Petersen
graph.) So PNn has 10 · 2n−3 vertices and it is n-regular. We refer the reader to [16] for the motivation of such a class of
networks. In this section, we use this as an example for triangle-free interconnection networks in which Theorems 3.3 and
3.4 can be applied easily. We need the following.
Proposition 6.1. Let G = (V , E) be an r-regular triangle-free graph with at least 3r vertices where r ≥ 3.
(1) If G is super edge-connected, then G× K2 is super edge-connected.
(2) If G is super (3r − 6)-edge-connected of order 2, then G× K2 is super (3r − 3)-edge-connected of order 2.
(3) Suppose that G is super (3r − 4)-edge-connected of order 3. If r ≥ 4, then G × K2 is super (3r − 1)-edge-connected of
order 3. If r = 3, then for every F ⊆ E(G × K2) where |F | ≤ 8, G × K2 − F has a large component and a number of small
components with at most 3 vertices in total or it has two components, one of which is C4, a cycle of length 4.
Proof. We first note that G × K2 is obtained by taking two copies of G and by adding a perfect matching between
corresponding vertices. So G×K2 is (r+1)-regular. Let G1 be the first copy of G and G2 be the second copy of G in G×K2. Let
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M be the set of edges between G1 and G2, which we will call cross edges. Let F ⊆ E(G× K2), F1 = E(G1)∩ F , F2 = E(G2)∩ F
and Fc = M ∩ F .
(1) Suppose that |F | = r+1. The first case is |F1|, |F2| ≤ r−1. ThenG1−F1 andG2−F2 are connected. Since |M| ≥ 3r ≥ r+2,
there is an edge in M − Fc . So (G × K2) − F is connected. The second case is |F1| = r . If G1 − F1 is connected, then the
proof is as in Case 1. Suppose that G1 − F1 is disconnected, then by assumption G1 − F1 has two components, one of
which is a singleton u. But G2− F2 is connected as |F2| ≤ 1, so it is easy to see that (G×K2)− F is connected (as |Fc | ≤ 1)
unless the unique cross edge incident to u is in F . In the latter scenario, (G× K2)− F has two components, one of which
is a singleton. The last case is |F1| = r + 1. Then |Fc | = 0 and G2 − F2 is connected. Hence (G× K2)− F is connected.
(2) Suppose that |F | = 3r − 3. The first case is |F1|, |F2| ≤ 3r − 6. Then each of G1 − F1 and G2 − F2 has a large component
and up to two vertices not in the large component. (This includes the case that they are connected.) For G1 − F1 to have
two components, one of which is a singleton, we must have |F1| ≥ r . For G1 − F1 to have three components, two of
which are singletons, we must have |F1| ≥ 2r − 1. For G1 − F1 to have two components, one of which is a K2, we must
have |F1| ≥ 2r − 2. The same is true for G2 − F2. Since 4r − 4 > 3r − 3 for r ≥ 2, G1 − F1 and G2 − F2 collectively can
have small components with at most three vertices. If they have three vertices, then |F1| + |F2| ≥ 2r − 2+ r = 3r − 2,
which is a contradiction. So G1 − F1 and G2 − F2 collectively can have small components with at most two vertices. If
both G1 − F1 and G2 − F2 are connected, then G − F is connected, as |M| ≥ 3r . If at least one of G1 − F1 and G2 − F2
is disconnected, then |FC | ≤ 3r − 3 − r = 2r − 3. Now since 3r − (2r − 3) − 2 = r − 1 > 0, as r ≥ 2, the large
component in G1 − F1 and the large component in G2 − F2 belong to one component in G− F . Hence (G× K2)− F has a
large component and up to two vertices not in this large component, and we are done.
The second case is |F1| ≥ 3r − 5. Then |F2|, |Fc | ≤ 2. Since r ≥ 3, G2 − F2 is connected. Let Y be the component in
(G× K2)− F containing G2 − F2. Let X be a component in G1 − F1. If X has at least three vertices, then X is part of Y , as
|Fc | ≤ 2. So the only components in G1−F1 that is not part of Y in (G×K2)−F are singletons or K2. Now a K2 component
is still part of Y unless the two cross-edges incident to this K2 are in F . A singleton is still part of Y unless the cross-edge
incident to it is in F . But |Fc | ≤ 2. Hence at most two vertices are not part of Y , and we are done.
(3) Suppose that |F | = 3r − 1. The first case is |F1|, |F2| ≤ 3r − 4. Then each of G1 − F1 and G2 − F2 has a large component
and up to three vertices not in the large component. (This includes the case that they are connected.) For G1− F1 to have
a singleton, we must have |F1| ≥ r . For G1 − F1 to have two singletons, we must have |F1| ≥ 2r − 1. For G1 − F1 to have
three singletons, we must have |F1| ≥ 3r − 2, as G1 is triangle-free, which is impossible since |F1| ≤ 3r − 4. For G1 − F1
to have a K2 component, wemust have |F1| ≥ 2r−2. For G1− F1 to have a K2 component and a singleton, wemust have
|F1| ≥ 3r − 3, as G1 is triangle-free, which is impossible since |F1| ≤ 3r − 4. For G1 − F1 to have a P3 component (a path
of length 2), |F1| ≥ 3r − 4, as G1 is triangle-free. The same is true for G2 − F2. If both G1 − F1 and G2 − F2 are connected,
then G × K2 − F is connected, as |M| ≥ 3r . So assume that at least one of G1 − F1 and G2 − F2 is disconnected. Hence
|FC | ≤ 3r − 1− r = 2r − 1. Now suppose one of them, say G2 − F2, is connected. Since there are at least 3r edges inM ,
it follows that there are at least 3r − (2r − 1)− 3 = r − 2 > 0 cross edges in G× K2 − F , so G× K2 − F is connected.
So assume that both G1 − F1 and G2 − F2 are disconnected. We look at several cases.
(a) G1 − F1 has only one small component and it is a singleton and G2 − F2 has only one small component and it is a
singleton. Then |Fc | ≤ 3r − 1− 2r = r − 1. Since 3r − (r − 1)− 2 = 2r − 1 > 0, there is a cross edge between the
large component of G1 − F1 and the large component of G2 − F2. So G× K2 − F has a large component and at most
2 vertices in the small components.
(b) G1 − F1 has only one small component and it is a singleton and G2 − F2 has only one small component and it is a
K2. Then |Fc | ≤ 3r − 1 − r − (2r − 2) = 1. Since 3r − 1 − 3 = 3r − 4 > 0, there is a cross edge between the
large component of G1 − F1 and the large component of G2 − F2. So G× K2 − F has a large component and at most
3 vertices in the small components.
(c) G1 − F1 has only one small component and it is a K2 and G2 − F2 has only one small component and it is a K2. Then
|F1| + |F2| = 4r − 4 > 3r − 1 for r ≥ 4, which is a contradiction. For the case r = 3, then 4r − 4 = 3r − 1 = 8. So
|Fc | = 0. Hence there is a cross edge between the large component of G1− F1 and the large component of G2− F2, as
3r − 4 > 0. So either G× K2 − F has small components with at most 3 vertices or the K2 component in G1 − F1 and
the K2 component in G2 − F2 form a component of a 4-cycle. (Note that G × K2 is triangle-free, |Fc | = 0 and every
vertex is incident to exactly one cross edge.)
(d) G1 − F1 has only two small components that are singletons, and G2 − F2 has only one small component and it is a
singleton. Then |Fc | ≤ 3r − 1− r − (2r − 1) = 0. Since 3r − 1− 3 = 3r − 4 > 0, there is a cross edge between the
large component of G1 − F1 and the large component of G2 − F2. So G× K2 − F has a large component and at most
3 vertices in the small components.
(e) G1− F1 has only two small components that are singletons, and G2− F2 has only one small component and it is a K2.
Then |F1| + |F2| = (2r − 2)+ (2r − 1) = 4r − 3 > 3r − 1, as r ≥ 3, which is a contradiction. Similarly, any other
configuration leads to a contradiction using r ≥ 3.
The second case is |F1| ≥ 3r − 3. Then |F2|, |Fc | ≤ 2. Since r ≥ 3,G2 − F2 is connected. Let Y be the component in
(G × K2) − F containing G2 − F2. Let X be a component in G1 − F1. If X has at least three vertices, then X is part of Y ,
as |Fc | ≤ 2. So the only components in G1 − F1 that are not part of Y in (G × K2) − F are singletons or K2. Now a K2
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Fig. 9. The Petersen graph is not super matched.
component is still part of Y unless the two cross-edges incident to this K2 is in F . A singleton is still part of Y unless the
cross-edge incident to it is in F . But |Fc | ≤ 2. Hence at most two vertices are not part of Y , and we are done.
The proof is now complete. 
Theorem 6.2. If n ≥ 3, then mp(PNn) = n. If n ≥ 4, then PNn is super matched. If n ≥ 4, then mp1(PNn) = 2n− 2. If n ≥ 5,
then PNn is conditionally super matched.
Proof. It is easy to see that the Petersen graph is super edge-connected. So by Proposition 6.1, PNn is super edge-connected
for n ≥ 3. So it follows from Theorem 2.1 that mp(PNn) = n. Since the vertices of PNn are covered by 2n−3 copies of the
Petersen graph and the independence number of the Petersen graph is 4, α(PNn) ≤ 4 ·2n−3 = 2n−1 < 10·2n−3−22 = |V (PN4)|−22
for n ≥ 4. So it follows from Theorem 2.3 that PNn is super matched for n ≥ 4. We note that 3 · 3 − 6 = 3 and the
Petersen graph is also super 3-edge-connected of order 2. Hence by Proposition 6.1, PNn is super (3n− 6)-edge-connected
of order 2 for n ≥ 3. Now ζ

PNn,
|V (PNn)|−2
2 , 2n− 6

≥ 10·2n−3−22 − (2n−6) > 2n−1 ≥ α(PNn) for n ≥ 6. So by Theorem 3.3,
mp1(PNn) = 2n−2 for n ≥ 6. Let us consider the case n = 5.Wemissed this case because our estimate of the independence
number is not tight. It is easy to check that α(PN4) = 7 and so α(PN5) ≤ 14. Hence, in the independence number option in
the alternative part of the condition, one should check 14 < 40−22 − 2 · 5+ 6, which is correct. So Theorem 3.3 covers n = 5.
For n = 4, this does not work, and we have to switch to the ‘‘γ ’’ option. Let X be a subset of the vertex set of size 11. Then
|X | = 9 and since α(PN4) = 7, |γ (X)| ≥ 2. So |δ(X)| ≤ 9 · 4 − 4 = 32. So |γ (X)| ≥ 11·4−322 = 6. So Theorem 3.3 covers
n = 4.
We now check the conditions of Theorem 3.4. We first note that 3 ·3−4 = 5. It is not difficult to check that although the
Petersen graph is not super 5-edge-connected of order 3, the only exception is when it breaks into 2 cycles. The exception
is unique up to isomorphism. The proof of Proposition 6.1 still applies apart from this exceptional case. This will happen
precisely when |F1| = 5 and G1 − F1 consists of two 5-cycles, using the terminology as in the proof of Proposition 6.1. So
|Fc | ≤ 3 and |F2| ≤ 3. If G2 − F2 is connected, then (G × K2) − F is connected. So we may assume that |F2| = 3 and that
G2 − F2 has two components and one of them is a singleton. Thus |Fc | = 0. It is now easy to see that the resulting graph is
connected. So PN4 is 8-edge-connected of order 3. Now by Proposition 6.1, PNn is super (3n− 4)-edge-connected for n ≥ 4.
Since 10·2
n−3−2
2 − (2n− 4) > 2n−1 for n ≥ 7, it follows from Theorem 3.4 that PNn is conditionally super matched for n ≥ 7.
For n = 6, we use our better estimate for α(PN6), namely, α(PN6) ≤ 28. Hence, in the independence number condition, we
should check 28 < 80−22 − 2 · 6+ 4 which is true. So Theorem 3.4 covers n = 6. For n = 5, this does not work, and we have
to switch to the ‘‘γ ’’ option. Let X be a subset of the vertex set of size 21. Then |X | = 19, and since α(PN5) = 14, |γ (X)| ≥ 5.
So |δ(X)| ≤ 19 · 5− 10 = 85. So |γ (X)| ≥ 21·5−852 = 10. So Theorem 3.4 covers n = 5. 
Theorem 6.2 is optimal in the sense that the bound on n is best possible. The Petersen graph P is not super matched.
Indeed, our theorem does not apply as it fails the independence number condition in Theorem 2.3. Indeed, let S be an
independent set of size 4. It is unique up to isomorphism. Then P − S has only 3 edges on 6 vertices. Hence S is indeed
our Tutte set. See Fig. 9. Three edges are deleted and the resulting graph is bipartite with square vertices on one side and
circle vertices on the other side, and so it has no perfect matchings. We note that PN4 is not conditionally super matched.
Consider PN4 in Fig. 10. For graphical simplicity, it omits the perfect matching between the two copies of the Petersen graph.
Let S be the set of 11 circle vertices. Then |γ (S)| = 6. Now the square vertices form a Tutte set in PN4 − γ (S), which has no
isolated vertices but γ (S) is not a trivial conditional matching preclusion set.
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perfect matching
Fig. 10. PN4 is not conditionally super matched.
7. Conclusion
In this paper, we gave a comprehensive study of matching preclusion and conditional matching preclusion for regular
interconnection networks. Earlier papers on this topic established such results by ad-hoc methods that usually involved
results regarding fault Hamiltonicity. Moreover, there were no general sufficient conditions for a network to be super
matched or conditionally super matched. Our goal for this paper was three-fold. The first was to find a general sufficient
condition. The second was to find a condition that is not as stringent as results regarding fault Hamiltonicity. Finally, we
wanted a condition that can be computed efficiently in practice. Each of Theorems 2.3 and 3.1–3.4 contains such a condition.
These results can be viewed as an extension of the classical theorem of Plesník. One may argue that the independence
number condition cannot be computed efficiently or that the ‘‘γ ’’ condition is not efficiently checkable either. However,
most interconnection networks are sparse, and so the ‘‘γ ’’ condition does not apply. The independence number condition is
relaxed enough that it should cause no problem in applications to interconnection networks. The only remaining condition is
to checkwhether a graph is superm-edge-connected of order qwhere q ∈ {1, 2, 3}. If a graph is not superm-edge-connected
of order q, then by deleting m edges, the resulting graph has components Y1, Y2, . . . , Yr in nonincreasing order of size and
Y2, Y3, . . . , Yr have collectively at least q+ 1 vertices. As in the proof of Theorem 5.3, if G has at least 3q+ 1 vertices, then
Y1, Y2, . . . , Yr can be partitioned into two groups so that each has at least q+1 vertices. Let S be a set of vertices of size q+1
from one group and T be a set of vertices of size q+1 from the other group. Then G has edge-cut of size at mostm separating
T from S. So one can test whether G (with at least 3q + 1 vertices) is super m-edge connected of order q by considering all
possible choices of S and T , each of size q+ 1, and by solving the corresponding cut problem. Since q ∈ {1, 2, 3}, this can be
done in polynomial time. In addition, we applied these results to a number of regular interconnection networks.
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Appendix A. Proof of Theorem 3.3
Theorem 3.3. Let G = (V , E) be a k-regular graph, where k ≥ 3, with an even number of vertices. Suppose that G is triangle-free,
G is k-edge connected and G is super (3k − 6)-edge-connected of order 2. Moreover, either |γG(X)| > 2k − 3 for every X ⊆ V
and |X | = |V |+22 , or α(G) < ζ

G, |V |−22 , 2k− 6

. Then mp1(G) = 2k− 2.
Proof. Since G is triangle-free, mp1(G) ≤ 2k − 2. Suppose, on the contrary, that mp1(G) < 2k − 2. Let F ⊆ E where|F | ≤ 2k− 3 such that G− F has no isolated vertices. Suppose that G− F has no perfect matchings. We will pick such an F
such that it is minimal by inclusion. Then there is a Tutte setW in G− F .
Since G has an even number of vertices, o((G− F)−W ) andW have the same parity. Hence o((G− F)−W ) ≥ |W | + 2.
Let X1, X2, . . . , Xp be the vertex set of the odd components in (G − F) − W . (So p = o((G − F) − W ).) Then by using the
usual argument, one can check that δG(X1, X2, . . . , Xp) = F , since F is minimal. Since G is k-edge-connected, we have
p
i=1
|δG−F (Xi)| =
p
i=1
|δG(Xi)| − 2|δG(X1, X2, . . . , Xp)| ≥ pk− 2(2k− 3) = pk− 4k+ 6.
Hence the number of edges betweenW and the Xi’s is at least (p− 4)k+ 6. On the other hand, this number is at most |W |k,
as every vertex inW has degree k in G. So |W |k ≥ (p− 4)k+ 6. We claim that p = |W |+ 2. Suppose not. Then p ≥ |W |+ 4.
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So |W |k ≥ |W |k + 6, which is a contradiction. Therefore p = |W | + 2. We claim that there are no even components in
(G− F)−W . Suppose not. Observe that there can be at most |W |k− (|W | + 2− 4)k− 6 = 2k− 6 edges betweenW and
the even components in (G− F)−W . Suppose that there are at least two even components with vertex sets Y1 and Y2. So
|Y1 ∪ Y2| ≥ 4 and there are at least 2|W | + 2 vertices in G − (Y1 ∪ Y2). Since G is connected and F = δG(X1, X2, . . . , Xp),
W ≠ ∅, and so 2|W | + 2 ≥ 4. This contradicts the assumption that G is super (3k − 6)-edge-connected of order 2, as
3k − 6 ≥ 2k − 6. So (G − F) −W has at most one even component with vertex set Y1. If |Y1| ≥ 4, then we get the same
contradiction. So |Y1| = 2, and hence it corresponds to a K2. But |δG(Y1)| = 2k − 2 > 2k − 6, which is a contradiction. So
there are no even components.
We now consider two cases. The first isW = ∅. Then p = 2, and G− F has two components with vertex sets X1 and X2.
Now δG(X1) = δG(X2) = F . Since G− F has no isolated vertices, |X1|, |X2| ≥ 3 as |X1| and |X2| are odd. But |F | ≤ 2k− 3 and
2k− 3 ≤ 3k− 6 for k ≥ 3. This contradicts the assumption that G is super (3k− 6)-edge-connected of order 2. So |W | ≥ 1.
We claim that |δG−F (Xi)| ≤ 3k− 6 for every i. To see this, recall that
|W |k ≥
|W |+2
i=1
|δG−F (Xi)| =
|W |+2
i=1
|δG(Xi)| − 2|δG(X1, X2, . . . , X|W |+2)| ≥
|W |+2
i=1
|δG(Xi)| − 2(2k− 3).
So
|W |+2
i=1
|δG(Xi)| ≤ |W |k+ 2(2k− 3).
But |δG(Xi)| ≥ k for every i. Hence |δG(Xi)| ≤ (|W |k + 4k − 6) − (|W | + 1)k = 3k − 6. Hence if |Xi| ≥ 3 for some i, it
contradicts the assumption that G is super (3k − 6)-edge-connected of order 2, as |V − Xi| ≥ 3. So every Xi is a singleton.
Hence |V | = 2|W |+2. We first suppose that the condition |γG(X)| > 2k−3 for every X ⊆ V of size |X | = |V |+22 holds. Then
we get an immediate contradiction, as if we let X be the vertices in the Xi’s (all singletons), then γG(X) = F but |F | = 2k−3.
So we assume that the independence condition holds. We now observe that |γG(W )| ≤ |W |k− (|W |+2−4)k−6 = 2k−6.
Hence W contains an independent set in G of size at least ζ

G, |V |−22 , 2k− 6

. This contradicts the assumption that
α(G) < ζ

G, |V |−22 , 2k− 6

. 
Appendix B. Proof of Theorem 3.4
Theorem 3.4. Let G = (V , E) be a k-regular graph, where k ≥ 3, with an even number of vertices. Suppose that G is triangle-free,
mp1(G) = 2k−2, G is super edge-connected andG is super (3k−4)-edge-connected of order 3. Moreover, either |γG(X)| > 2k−2
for every X ⊆ V and |X | = |V |+22 , or α(G) < ζ

G, |V |−22 , 2k− 4

. Then G is conditionally super matched.
Proof. Let F ⊆ E, where |F | = 2k − 2, be a conditional matching preclusion set. We want to prove that F is trivial. Since
G− F has no perfect matchings, there is a Tutte setW in G− F .
SinceG has an even number of vertices, o((G−F)−W ) and |W | have the same parity. Hence o((G−F)−W ) ≥ |W |+2. Let
X1, X2, . . . , Xp be the vertex sets of the odd components in (G−F)−W . (So p = o((G−F)−W ).) Thus, δG(X1, X2, . . . , Xp) = F
via the usual argument.
Now |δG(Xi)| ≥ k as G is k-edge-connected. Hence we have
p
i=1
|δG−F (Xi)| =
p
i=1
|δG(Xi)| − 2|δG(X1, X2, . . . , Xp)| ≥ pk− 2(2k− 2) = pk− 4k+ 4.
Hence the number of edges betweenW and the Xi’s is at least (p−4)k+4. On the other hand, this number is atmost |W |k, as
every vertex inW has degree k in G−F . So |W |k ≥ (p−4)k+4.We claim that p = |W |+2. Suppose not. Then p ≥ |W |+4.
So |W |k ≥ |W |k+ 4, which is a contradiction. Therefore p = |W | + 2. We now claim that there are no even components in
(G − F) −W . Suppose not. We first note that there can be at most |W |k − (|W | + 2 − 4)k − 4 = 2k − 4 edges between
W and the even components in (G − F) −W . Suppose that there are at least two such even components with vertex sets
Y1 and Y2. We note that |Y1 ∪ Y2| ≥ 4 and there are at least 2|W | + 2 ≥ 4 vertices in G − (Y1 ∪ Y2) (as W ≠ ∅ since G is
connected and F = δG(X1, X2, . . . , Xp)). So this contradicts the assumption that G is super (3k−4)-edge-connected of order
3, as 3k− 4 ≥ 2k− 4. So (G− F)−W has at most one even component with vertex set Y1. If |Y1| ≥ 4, then we get the same
contradiction. So |Y1| = 2, and hence it corresponds to a K2. But then |δG(Y1)| = 2k− 2 > 2k− 4, which is a contradiction.
So there are no even components.
We now consider three cases. The first isW = ∅. In this case p = 2, and (G− F)−W = G− F has two odd components
with vertex sets X1 and X2.Wemay,without loss of generality, assume that |X1| ≤ |X2|. Note that δG(X1) = δG(X2) = F . Since
G−F has no isolated vertices, we have that |X1|, |X2| ≥ 3. If |X1| = 3, then asG is triangle-free,G[X1], the subgraph of induced
by X1, is a path of length 2. This implies that |δG(X1)| = 3k − 4 > |F | = 2k − 2, which is a contradiction. Hence |X1| > 3.
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But |F | = 2k − 2 < 3k − 4 for k ≥ 3, which is a contradiction to the assumption that G is super (3k − 4)-edge-connected
of order 3.
The second case is |W | = 1, say W = {w}. Then p = 3. Since |W | = 1, k = |δG(w)| = |δG−F (w)| = |δG−F (X1)| +
|δG−F (X2)| + |δG−F (X3)| = |δG(X1)| + |δG(X2)| + |δG(X3)| − 2|δG(X1, X2, X3)| = |δG(X1)| + |δG(X2)| + |δG(X3)| − 2(2k− 2).
Hence |δG(X1)| + |δG(X2)| + |δG(X3)| = 5k − 4. But |δG(Xi)| ≥ k for every i. Hence |δG(Xi)| ≤ (5k − 4) − 2k = 3k − 4.
Suppose that |δG(X3)| is the largest of |δG(X1)|, |δG(X2)|, |δG(X3)|. Then since G is super (3k− 4)-edge connected of order 3,
either |X3| ≤ 3 or |X1| + |X2| ≤ 3. As in the proof of Theorem 3.2, this can be reduced to either |X3| = 3 or |X1| + |X2| ≤ 2.
Suppose that |X3| = 3. Then X3 is a path of length 2, as G is triangle-free. This implies |δG(X3)| = 3k − 4 > 2k − 2 = |F |,
which is a contradiction. So we may assume that |X1| + |X2| = 2. Let v1 be the unique vertex in X1 and v2 be the unique
vertex in X2. Then |F | = |δG(v1, X3)|+|δG(v2, X3)|+|δG(v1, v2)|. But |F | = 2k−2 and G is k-regular. Moreover, G−F having
no isolated vertices implies thatw is adjacent to each of v1 and v2 in G. This implies δG(v1, v2) = ∅, since G is triangle-free.
So it is easy to see that in order for |F | = 2k − 2, we must have |δG(v1, X3)| = |δG(v2, X3)| = k − 1 and |δG(v1, v2)| = 0.
This corresponds precisely to the case that F is a trivial conditional matching preclusion set.
The third case is |W | ≥ 2. We claim that |δG−F (Xi)| ≤ 3k− 6 for every i. To see this, recall that
|W |k ≥
|W |+2
i=1
|δG−F (Xi)| =
|W |+2
i=1
|δG(Xi)| − 2|δG(X1, X2, . . . , X|W |+2)| =
|W |+2
i=1
|δG(Xi)| − 2(2k− 2).
So
|W |+2
i=1
|δG(Xi)| ≤ |W |k+ 2(2k− 2) = |W |k+ 4k− 4.
But |δG(Xi)| ≥ k for every i. Hence |δG(Xi)| ≤ (|W |k + 4k − 4) − (|W | + 1)k = 3k − 4 for every i. Consider δG(X1). Then
since G is super (3k − 4)-edge connected of order 3 and |V − X1| = |X2| + |X3| + · · · + |X|W |+2| + |W | ≥ 5 (as |W | ≥ 2),
we get |X1| ≤ 3. Suppose that |X1| = 3, so X1 is a path of length 2, as G is triangle-free. This implies |δG(X1)| = 3k − 4,
which is a contradiction. So we may assume that |X1| = 1. Apply the same argument for each of the other Xi’s. Hence we
may assume that Xi is a singleton for every i. Hence |V | = 2|W | + 2. We first suppose that the condition |γG(X)| > 2k− 2
for every X ⊆ V and |X | = |V |+22 holds. Then we get an immediate contradiction, as if we let X be the vertices in the Xi’s (all
singletons), then γG(X) = F but |F | = 2k− 2. So we assume that the independence condition holds. We now observe that
|γG(W )| ≤ |W |k−(|W |+2−4)k−4 = 2k−4. HenceW contains an independent set inG of size at least ζ

G, |V |−22 , 2k− 4

.
This contradicts the assumption that α(G) < ζ

G, |V |−22 , 2k− 4

. 
Appendix C. Proof of Theorem 5.8
Theorem 5.8. Let n ≥ 4 and G = Γn(∆) be a Cayley graph generated by a 2-tree ∆. Then mp1(G) = 4n − 11 and G is
conditionally super matched.
We first note that we have already proved that mp1(G) = 4n− 11 for n ≥ 4. So we turn our attention to the statement
regarding conditionally super matched. We need a easy technical proposition.
Proposition C.1. Let n ≥ 4 and G = Γn(∆) be a Cayley graph generated by a 2-tree∆. Then G does not contain K4 − e, that is,
K4 with an edge deleted.
Proof. It follows from the definition that if u and v are adjacent, then there is a unique vertex that is mutually adjacent to
u and v. 
Our goal is to show that ifG = Γn(∆) is a Cayley graph generated by a 2-tree∆, thenG is super (6n−18)-edge-connected
of order 3. Of course, we have already proved this for n ≥ 12 using Theorem 5.6. So we need to give an alternate proof to
cover the missing cases. This together with Theorem 3.2 will prove that G is conditionally super matched.
Theorem C.2. Let n ≥ 6 and G = Γn(∆) be a Cayley graph generated by a 2-tree∆. Then G is super (6n− 18)-edge-connected
of order 3.
Proof. We know that for n ≥ 5, G is super (6n − 20)-edge-connected of order 2 by Theorems 5.3 and 5.5. We will prove
that G is (6n− 18)-edge-connected of order 3. We use Proposition 5.1. Let Hi be the subgraph of Γn(∆) induced by the even
permutations ending with i. We call the edges between two Hi’s cross edges. Let Fi = F ∩ E(Hi). For notational simplicity, we
assume that |F1| is largest. We consider several cases.
Case 1: |F1| ≤ 6n− 26. Since every Hi is isomorphic to Γn−1(∆′) for some∆′ and n− 1 ≥ 5, then Hi− Fi is either connected
or it has a large component and a number of small components with at most two vertices in total. Suppose that Hi − Fi
is not connected for some i. If it has only one small component (call this Type 1 disconnected), then it must be a singleton,
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and hence |Fi| ≥ 2n − 6. Otherwise, call this Type 2 disconnected. If it has two singleton components, then |Fi| ≥ 4n − 13;
if it has a K2 as a component, then |Fi| ≥ 4n − 14. We will call the largest component in Hi − Fi the main component.
(If Hi − Fi is connected, then it is the main component.) We claim that there is a component in G − F containing all the
main components. By Proposition 5.1, there are exactly (n− 2)! independent edges between Hi and Hj. So there are at least
(n−2)!−4 independent edges between themain component inHi and themain component inHj. But (n−2)!−4 > 6n−18
for n ≥ 6, so we are done. Therefore, the main components of all the Hi − Fi belong to the same component, say C . If Hi − Fi
is connected for every i, then we are done, as G − T is connected. If there are two Hi − Fi’s that are Type 2 disconnected,
then we have deleted at least 8n− 28 > 6n− 18 if n ≥ 6. So there can be at most one of them that is Type 2 disconnected.
Assume there is one, then again it is easy to see that there can be at most one Hi − Fi that is Type 1 disconnected. Hence
there can be at most three vertices not in C , and we are done. So assume that no Hi − Fi that is Type 2 disconnected. Since
each Hi− Fi that is Type 1 disconnected identifies 2n− 6 elements in F , there can be at most three of them. Hence there can
be at most three vertices not in C , and we are done.
Case 2: 6n − 25 ≤ |F1| ≤ 6n − 18. Then |Fi| ≤ 7 for i ≥ 2. We consider two subcases. The first is Hi − Fi is connected for
i ≥ 2. Then they are part of a component, say C , in G− F , as there are most 7 cross edges in F . It follows from Proposition 5.1
that each vertex v in H1 − F1 is incident to two cross edges. So v is part of C in G− F unless both cross edges incident to it
are in F . Therefore at most three vertices are not part of C , and we are done. The second case is one of the other Hi − Fi is
disconnected. For notational simplicity, say H2 − F2 is disconnected. Since |F2| ≤ 7, this can only happen when n = 6, as
otherwise 2n − 6 > 7. By Theorem 5.5, H2 − F2 has two components and one of them is a singleton; call this singleton v.
Moreover, |F2| ≥ 6. Then there is at most one cross edge in F . Now, let B be a component in H1 − F1. By Proposition 5.1, the
vertices in B are incident to 2|B| cross edges. But at most one of them can be in F and at most one of them is incident to v.
So B is part of C unless |B| = 1 and the unique vertex in B is incident to both a cross edge in F and it is adjacent to v. But
this can occur only once. So G− F is either connected or it has one large component and the small components have at most
two vertices in total. 
This still leaves the case n = 4 and n = 5. The proof in the above theorem misses the cases n = 4, 5 because certain
inequalities only hold for n ≥ 6. The next result covers the remaining two cases.
Proposition C.3. Let n ∈ {4, 5}. Let G = Γn(∆) be a Cayley graph generated by a 2-tree ∆. Then G is super (6n − 18)-edge-
connected of order 3.
Proof. The cases are similar. Indeed the case n = 4 is simpler, so we will only present the proof for n = 5. Let F ⊆ E(G)
such that |F | ≤ 6n − 18 = 12. Let Fi = F ∩ E(Hi) for i = 1, 2, 3, 4, 5 and Fc be the set of cross edges in F . We consider
several cases. For notational simplicity, we may assume that |F1| is the largest among all the Fi’s.
Case 1: 9 ≤ |F1| ≤ 12. Then Hi − Fi is connected for i ≥ 2 and |Fc | ≤ 3. Since there are 6 cross edges between every distinct
Hi and Hj in G, there is at least one edge between every distinct pair of Hi − F and Hj − F in G − F for i, j ≥ 2. So there is
a component C in G − F containing Hi − Fi for all i ≥ 2. (It is possible for C to be G − F .) Now every vertex v in H1 − F1
is incident to two cross edges. So v is part of C unless both cross edges are in F . But this can only happen once. So G − F is
either connected or it has two components, one of which is a singleton.
Case 2: 7 ≤ |F1| ≤ 8. Then |Fc | ≤ 5. We first suppose that Hi − Fi is connected for every i ≥ 2. Then we can repeat
the argument in Case 1 and conclude that G − F is either connected or it has a large component and a number of small
components with at most two vertices in total. Now assume, for notational simplicity, that H2 − F2 is not connected. Then
4 ≤ |F2| ≤ 5 and henceH2−F2 has two components, one of which is a singleton. Moreover |Fc | ≤ 1. So there is a component
C in G− F containing Hi− Fi for all i ≥ 3. Now every vertex v in either H1− F1 or H1− F2 is incident to two cross edges and
at least one of those is incident to a vertex in C . So v is part of C if this cross edge is not in F . But |Fc | ≤ 1. So G− F is either
connected or it has two components, one of which is a singleton.
Case 3: |F1| = 6. Then |Fc | ≤ 6. We first suppose that Hi− Fi is connected for i ≥ 2. Consider 2 ≤ i < j ≤ 5. Since there are 6
cross edges betweenHi andHj in G, there is at least one edge betweenHi−F andHj−F unless all 6 of them are in Fc . But this
can only happen once. So there is a component C in G− F containing Hi − Fi for all i ≥ 2. Now every vertex v in H1 − F1 is
incident to two cross edges. So v is part of C unless both cross edges are in F . But this can only happen three times. So G− F
is either connected or it has a large component and a number of small components with at most three vertices in total. Now
assume, for notational simplicity, that H2 − F2 is not connected. Then 4 ≤ |F2| ≤ 6. Moreover, Hi − Fi is connected for i ≥ 3
and |Fc | ≤ 2. So there is a component C in G − F containing Hi − Fi for all i ≥ 3. Now every vertex v in either H1 − F1 or
H2 − F2 is incident to two cross edges and at least one of those is incident to a vertex in C . So v is part of C if this cross edge
is not in F . But |Fc | ≤ 2. So this can happen to at most two vertices. So G− F is either connected or it has a large component
and a number of small components with at most two vertices in total.
Case 4: |F1| = 5. Then |Fc | ≤ 7. We first suppose that Hi− Fi is connected for i ≥ 2. Consider 2 ≤ i < j ≤ 5. Since there are 6
cross edges betweenHi andHj in G, there is at least one edge betweenHi−F andHj−F unless all 6 of them are in Fc . But this
can only happen once. So there is a component C in G− F containing Hi − Fi for all i ≥ 2. Now every vertex v in H1 − F1 is
incident to two cross edges. So v is part of C unless both cross edges are in F . But this can only happen three times. So G− F
is either connected or it has a large component and a number of small components with at most three vertices in total. Now
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assume, for notational simplicity, that H2 − F2 is not connected. Then 4 ≤ |F2| ≤ 5. Moreover, Hi − Fi is connected for i ≥ 3
and |Fc | ≤ 3. So there is a component C in G − F containing Hi − Fi for all i ≥ 3. Now every vertex v in either H1 − F1 or
H1− F2 is incident to two cross edges and at least one of those is incident to a vertex in C . So v is part of C if this cross edge is
not in F . But |Fc | ≤ 3. So this can happen to at most three vertices. So G− F is either connected or it has a large component
and a number of small components with at most three vertices in total.
Case 5: |F1| = 4. Then |Fc | ≤ 8. We first suppose that Hi − Fi is connected for i ≥ 2. Consider 2 ≤ i < j ≤ 5. Since there
are 6 cross edges between Hi and Hj in G, there is at least one edge between Hi − F and Hj − F unless all 6 of them are in
Fc . But this can only happen once. So there is a component C in G− F containing Hi − Fi for all i ≥ 2. Also H1 − F1 is either
connected or it has two components, one of which is a singleton. In either case, let B be the large component in H1 − F1. (If
H1 − F1 is connected, then B is H1 − F1.) So B is of size at least 11 and hence it is incident to at least 22 cross edges. Since
|Fc | ≤ 8, B is part of C . Hence G− F is either connected or it has two components, one of which is a singleton.
Now assume, for notational simplicity, that H2 − F2 is not connected. Then |F2| = 4. This has two subcases. The first is
when Hi − Fi is connected for each i ≥ 3. So |Fc | ≤ 4. Thus there is a component C in G− F containing Hi − Fi for all i ≥ 3.
Hence for i = 1, 2, Hi − Fi is either connected or it has two components, one of which is a singleton. (Actually, we know
H2 − F2 is disconnected but we have no such assumption for H1 − F1.) Let Bi be the large component in Hi − Fi for i = 1, 2.
So Bi is of size at least 11 and hence it is incident to at least 11 cross edges that are incident to vertices in C . Since |Fc | ≤ 4,
Bi is part of C for i = 1, 2. So G − F is either connected or it has a large component and a number of small components
with at most two vertices in total. Now assume, for notational simplicity, that H3 − F3 is disconnected. So |F3| = 4, Hi − Fi
is connected for i = 4, 5 and |Fc | = 0. Thus there is a component C in G − F containing Hi − Fi for all i = 4, 5. Hence for
i = 1, 2, 3,Hi−Fi is either connected or it has two components, one of which is a singleton. Let Bi be the large component in
Hi−Fi for i = 1, 2, 3. Since there are at least 4 edges between Bi and Bj, as |Fc | = 0, B1, B2, B3 belong to the same component
in G− F . Again, since |Fc | = 0, this component is C . So G− F is either connected or it has a large component and a number
of small components with at most three vertices in total.
Case 6: |F1| ≤ 3. Then Hi − Fi is connected for all i ≥ 1 and |Fc | ≤ 12. Consider 1 ≤ i < j ≤ 5. Since there are 6 cross edges
between Hi and Hj in G, there is at least one edge between Hi − F and Hj − F unless all 6 of them are in Fc . But this can only
happen twice. So G− F is connected. 
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