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Abstract
In Abhyankar’s Purdue lectures of 1971, the bivariate Jacobian Conjecture was settled for the case of two
plus epsilon characteristic pairs. In the published version, the epsilon part got left out. Here that omission
is taken care of by proving a sharper result.
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1. Introduction
As usual Z (respectively N, N+, Q, R) denotes integers (respectively nonnegative integers,
positive integers, rational numbers, real numbers). Also let R̂ = R ∪ {−∞,∞}. For any ring S
let S× denote the set of all nonzero elements of S. Call a pair of integers (N,M) principal if
either M divides N , or N divides M .
Consider the bivariate polynomial ring k[X,Y ] over an algebraically closed field k of charac-
teristic zero, and let there be given any two elements f = f (X,Y ) and g = g(X,Y ) in k[X,Y ].
Call (f, g) an automorphic pair if we have k[f,g] = k[X,Y ]. Let J (f,g) be the jacobian of f,g
relative to X,Y , i.e.,
J (f,g) = fXgY − gXfY ,
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The jacobian problem conjectures that every jacobian pair is an automorphic pair.
To do the jacobian problem, without loss of generality, we may assume that f and g are monic
polynomials of positive degrees N and M in Y with coefficients in k[X]. By Theorem (20.4)
[Ab1, p. 149] we see that:
if (f, g) is a jacobian pair then k(X,f,g) = k(X,Y ). (1.1)
Assuming f,g to be regular in Y , i.e., assuming their Y -degrees to coincide with their to-
tal degrees, let m0, . . . ,mh+1 be the characteristic sequence when we expand g in terms of
f as polynomials in Y , and let d1, . . . , dh+1 be the corresponding GCD sequence. Note that
(m0,m1) = (−N,−M) and for 1 i  h+ 1 we have mi−1 ∈ Z and di = GCD(m0, . . . ,mi−1).
Also note that h is called the number of characteristic pairs of the pair (f, g). Detailed definitions
of the quantities h,mi, di will be recalled in Sections 3 and 11.
Here we only observe that,
GCD(N,M) = 1 ⇔ h = 1,
whereas
GCD(N,M) = a prime number ⇒ h = 2.
As reported on p. 181 of the Engineering Book [Ab3], in Abhyankar’s Purdue lectures of
1971, it was shown that if (f, g) is a jacobian pair and
• either: h 2 (two characteristic pair case),
• or: h = 3 with d3  4 (plus epsilon case),
then (f, g) is an automorphic pair.
By using approximate roots to be recalled in Section 3, in Part II of this paper we shall write
down the modification of the proof of the two characteristic pair case (recalled in [Ab4]) required
to get a proof of the plus epsilon case. Actually, in the said Part II we shall prove the sharper
result which says that if h = 3 and d3 is even then (f, g) is an automorphic pair.
Here in Part I of the paper we establish the required machinery. This includes a thorough
discussion of Newton’s Polygonal Method of solving algebraic equations in terms of fractional
power series or more generally fractional meromorphic series. In this context the adjective “frac-
tional” applies to the exponents of the series. In Section 15 we deal with a single equation. In
Section 16 we prove that the Newton polygons of two polynomials whose jacobian depends only
on one of the variables are “parallel” in a sense which we make precise.
In Section 3 we discuss approximate roots and relate them to the classical theory of char-
acteristic pairs developed by Halphen and Smith. In Section 4 we apply this to polynomially
parametrized plane curves. In Sections 5 and 6 we develop the concept of two polynomials to be
related. In Section 5 we do this for univariate polynomials and then in Section 6 we pass on to
bivariate polynomials. In Sections 7 and 8 we apply the theory of related polynomials to prove
that if the jacobian of two polynomials is related to one of them, then the curves defined by the
polynomials have “at most two points at infinity” even in the weighted sense. This includes a
generalized version of claim (1.2) stated below.
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by realizing that it is only a different avatar of the chain rule for jacobians. In Sections 10 and 11
we apply the said product formula to prove a generalized version of claim (1.1) stated above. In
Section 12 we use claim (1.1) for proving the existence of “good specializations” which enables
us to reduce the study of a certain surface to the study of a plane curve obtained by taking a
generic plane section of that surface. In Section 13 we spell out certain special properties of
“pure meromorphic curves” required in Section 7.
In Section 14 we put all this together to establish some properties of the sequence of “strict
pseudoapproximate roots.” More of these properties will be established in Part II of the paper.
For the information of the reader, let us note that the following two results (1.2) and (1.3) were
proved in Theorems (18.13) and (19.4) of [Ab1, pp. 138 and 143], respectively. In these results,
and in Remark (1.4∗) following them, we do not assume f,g to be monic and regular in Y but
we let positive integers N,M stand for their total degrees. Recall that f has r points at infinity
means the degree form of f , i.e., the homogeneous polynomial consisting of the highest degree
terms in f , is a product of powers of r pairwise coprime homogeneous linear polynomials. Also
recall that the Newton polygon of f is a triangle means either N = 1 or there exist positive
integers ν,μ such that (0, ν), (μ,0) belong to the support of f and for every (i, j) in the support
of f we have iν + jμ νμ where the support of f is the set of all (i, j) ∈ N×N for which the
coefficient of XiY j in f is nonzero.
If (f, g) is a jacobian pair then f has at most two points at infinity. (1.2)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
The following four implications are equivalent.
(i) (f, g) is a jacobian pair ⇒ (f, g) is an automorphic pair.
(ii) (f, g) is a jacobian pair ⇒ the pair (N,M) is principal.
(iii) (f, g) is a jacobian pair ⇒ f has only one point at infinity.
(iv) (f, g) is a jacobian pair ⇒ the Newton polygon of f is a triangle.
(1.3)
Remark (1.4∗). Theorem (18.13) of [Ab1] proves (1.2) also in the weighted sense; in Theo-
rem (8.7) of Section 8 we shall reprove this. Afterwards in (11.4) of Section 11 we shall prove a
stronger version of (1.1) saying that if J (f,g) ∈ k[X]× then k(X,f,g) = k(X,Y ). In Part II of
the paper we shall reprove (1.3). Note that Sections 5–8 (respectively 9–12) do not use Sections 3
and 4 (respectively 7 and 8).
Although for simplicity of exposition we are assuming the ground field k to be algebraically
closed, as we shall indicate elsewhere, many of our results remain valid without that assumption.
Remark (1.5∗). We shall use the method of meromorphic series, i.e., we replace the algebraic
curves f (X,Y ) = 0 and g(X,Y ) = 0 by the meromorphic curves F(X,Y ) = f (X−1, Y ) and
G(X,Y ) = g(X−1, Y ). By a meromorphic curve (over the field k) we simply mean a polyno-
mial in Y with coefficients in the meromorphic series field k((X)). This is more appropriate than
expanding f (X,Y ) around some specific finite value of X because really there is no god-given
specific finite value. So it is better to expand things around infinity. Next we pass on to the
implicit equation Φ(X,Y ) = 0 satisfied by F and G, i.e., a monic polynomial Φ(X,Y ) of de-
gree N in Y with coefficients in K[X−1], where K is an algebraic closure of k(W), such that
Φ(F(W,Z)−1,G(W,Z)) = 0.
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vanishing of a nonzero nonunit bivariate formal power series) has only one point on it (namely
the origin), and a meromorphic curve has no point it.
Remark (1.6∗). It may be noted that the author’s Engineering Book [Ab3] cited above, is found
by many people to be an excellent motivational introduction to algebraic geometry in general,
and to the Jacobian Problem (Lectures 22 and 23) as well as the Problem of Resolution of Sin-
gularities of Algebraic and Arithmetical Varieties (Lectures 26–28), in particular. Although the
author has (somewhat facetiously) called his book “Algebraic Geometry for Scientists and En-
gineers” it can equally be used by Mathematicians. Indeed, to quote from the preface of the
book:
“Although mainly meant for the engineers, this book may even be found useful by those
students of mathematics who are having a difficulty understanding modern algebraic geometry
because the writing of it frequently lacks sufficient motivation. Such a student may find that
after browsing through this book, he is in a better position to approach the modern stuff.”
2. Notation
Taking indeterminates X,Y over an algebraically closed field K of characteristic zero, we
consider the polynomial ring RK in Y with coefficients in the meromorphic series field K((X))
over K , and the pure meromorphic series subring RK of RK consisting of those polynomials
whose coefficients are “pure meromorphic series” in X over K , i.e., belong to K[X−1]. To-
gether with these, we also consider the polynomial subring R˜K = K[X,Y ] of RK . Thus we are
considering the rings
RK = K
[
X−1
][Y ] ⊂ K((X))[Y ] = RK
and
R˜K = K[X,Y ] ⊂ K((X))[Y ] = RK
and we note that X 	→ X−1 gives K-isomorphisms
R˜K → RK → R˜K
which are inverses of each other. We also put
R

K = the set of all monic irreducible nonunits in RK
and we note the Y -degree of any member of this set is a positive integer.
For any φ = φ(X,Y ) in RK , by ordX φ and degY φ we respectively denote its X-order and
Y -degree (which are taken to be ∞ and −∞ in case φ = 0), and we note that if φ = 0 then upon
letting ordX φ = α we have
φ(X,Y ) = Xαp(Y )+ (terms of X-degree > α) with p(Y ) ∈ K[Y ]×
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infoX φ = Xαp(Y ) and incoX φ = p(Y )
(with the understanding that infoX 0 = 0 and incoX 0 = 0). In connection with the definition of
ordX φ, note that RK is a subring of the field k((Y ))((X)) as well as the field k((X))((Y )). We let
′ denote Y -derivative.
Thus
φ′(X,Y ) = φY (X,Y ) = Xαp′(Y )+ (terms of X-degree > α).
Given any other 0 = ψ = ψ(X,Y ), upon letting ordX ψ = β we have
ψ(X,Y ) = Xβq(Y )+ (terms of X-degree > β) with q(Y ) ∈ K[Y ]×,
where
infoX ψ = Xβq(Y ) and incoX ψ = q(Y ).
For the jacobian of φ,ψ relative to X,Y , by definition we have
J (φ,ψ) = φXψY −ψXφY
and hence
J (φ,ψ) = Xα+β−1(αpq ′ − βqp′)+ (terms of X-degree > α + β − 1)
and therefore {
ordXJ (φ,ψ) α + β − 1 with
ordX J (φ,ψ) > α + β − 1 ⇔ αpq ′ − βqp′ = 0. (2.1)
If φ = 0 then upon letting degY φ = γ we have
φ(X,Y ) = θ(X)Y γ + (terms of Y -degree < γ ) with θ(X) ∈ K((X))×
and we put
defoY φ = θ(X)Y γ and decoY φ = θ(X)
(with the understanding that defoY 0 = 0 and decoY 0 = 0).
For another algebraically closed field k of characteristic zero, we consider the corresponding
rings
Rk = k
[
X−1
][Y ] ⊂ k((X))[Y ] = Rk
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R˜k = k[X,Y ] ⊂ k((X))[Y ] = Rk
together with
R

k = the set of all monic irreducible nonunits in Rk.
Now the concepts of X-order, Y -degree, infoX , incoX , defoY , decoY , and jacobian relative to
X,Y , apply to members of Rk . Frequently k will be a subfield of K .
As in my previous lectures, let 0− denote an unspecified element of k×. This has been called
Abhyankar’s nonzero.
Any given w ∈ Q can be written in reduced form as
w = μ(w)/ν(w),
where
ν(w) ∈ N+ is minimal with μ(w) = wν(w) ∈ Z.
We also let
(w1,w2) =
(
ν(w),−μ(w)).
Eventually in Rk we shall put weights (ν(w),μ(w)) on (X,Y ), and in R˜k we shall put weights
(w1,w2) on (X,Y ).
3. Characteristic sequences and approximate roots
Consider a monic polynomial
Φ = Φ(X,Y ) = YN +
∑
1iN
Ai(X)Y
N−i ∈ RK
of positive degree N in Y with coefficients Ai(X) in K((X)), such that for some positive integer
divisor N˜ of N we have
Φ = Φ˜N/N˜ ,
where
Φ˜ = Φ˜(X,Y ) = Y N˜ +
∑
1iN˜
A˜i(X)Y
N˜−i ∈ RK
with A˜i(X) in K((X)). By Newton’s theorem
Φ
(
T N,Y
)= ∏
N
(
Y − y(ωT ))ω =1
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y(T ) =
∑
i∈Z
yiT
i ∈ K((T )) with yi ∈ K. (3.1•)
Recall that the support Supp(y(T )) of y(T ) is defined to be the set of all i ∈ Z for which yi = 0,
and note that it is independent of which root of Φ is called y(T ). The said support gives rise to
certain finite sequences of integers. Let us define them for any J ⊂ Z which is bounded from
below, rather than just for J = Supp(y(T )). First, following the Kyoto paper [Ab2] faithfully, let
us define them abstractly.
Now a GCD-sequence is a system d consisting of its length h(d) ∈ N and its sequence
(di)0ih(d)+2 where d0 = 0, di ∈ N+ for 1  i  h(d) + 1, di ∈ di+1Z for 0  i  h(d),
and dh(d)+2 ∈ R̂. A charseq (= characteristic sequence) is a system m consisting of its length
h(m) ∈ N and its sequence (mi)0ih(m)+1 where m0 ∈ Z×, mi ∈ Z for 1  i  h(m), and
mh(m)+1 ∈ R̂. The GCD-sequence of a charseq m is the GCD-sequence d(m) obtained by
putting h(d(m)) = h(m) and di = GCD(m0, . . . ,mi−1) for 0  i  h(m) + 2, where we let
GCD(P ) ∈ N with GCD(P )Z = PZ if P ⊂ Z, and GCD(P ) = ∞ if P ⊂ Z. The reciprocal se-
quence of a charseq m is the sequence n(m) = ni(m)1ih(m)+1 of positive integers obtained
by putting ni(m) = d1(m)/di(m) for 1 i  h(m) + 1. Given any charseq m, by the difference
sequence of m we mean the charseq q(m) defined by putting h(q(m)) = h(m), qi(m) = mi for
0  i  1, and qi(m) = mi − mi−1 for 2  i  h(m) + 1. Given any charseq q , by the inner
product sequence of q we mean the charseq s(q) defined by putting h(s(q)) = h(q), s0(q) = q0,
and si(q) = ∑1ji qj dj (q) for 1  i  h(q) + 1. Given any charseq q , by the normalized
inner product sequence of q we mean the charseq r(q) defined by putting h(r(q)) = h(q),
r0(q) = s0(q), and ri(q) = si(q)/di(q) for 1 i  h(q)+ 1.
Given any charseq m, by the characteristic pair sequence of m we mean the sequence
(m̂i(m), n̂i(m))1ih(m) defined by putting m̂i(m) = mi/di+1(m) and n̂i (m) = di(m)/di+1(m)
for 1 i  h(m); we call m̂(m) = m̂i(m)1ih(m) the derived numerator sequence of m, and we
call n̂(m) = n̂i (m)1ih(m) the derived denominator sequence of m.
A charseq m is upper-unbounded means mh(m)+1 = ∞.
Given any J ⊂ Z which is bounded from below and any l ∈ Z×, we define the GCD-dropping
sequence of J relative to l to be the unique upper-unbounded charseq m(J, l) such that
mi(J, l) =
⎧⎨⎩
l if i = 0,
min(J ) if i = 1,
min(J \∑0ji−1 mj(J, l)Z) if 2 i  h(m(J, l))+ 1.
Given any l ∈ Z×, we define the Newtonian charseq m(Φ, l) of Φ relative to l by putting
m(Φ, l) = m(Supp(y(T )), l).
Let
m = m(Φ, l), h = h(m), d = d(m), n = n(m),
q = q(m), s = s(q), r = r(q).
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(m̂i(m), n̂i(m))1ih are called the characteristic pairs of (Φ, l).
Now let us recall that for a monic polynomial U(Y ) of positive degree E in Y with coefficients
in a domain S of characteristic zero, and a positive integer D which divides E, the approximate
Dth root AppD(U) of U is the unique monic polynomial V = V (Y ) of degree E/D in Y with
coefficients in S such that
degY
(
U − VD)<E − (E/D).
We define the approximate root sequence of (Φ, l) to be the sequence (Φ[l,j ])1jh+1 where
Φ[l,j ] = Φ[l,j ](X,Y ) ∈ K((X))[Y ]
is obtained by putting
Φ[l,j ] =
{
Y if j = 1,
Appdj (Φ) if 2 j  h+ 1.
We are particularly interested in all this when |l| = N , i.e., when either l = N (analytic case)
or l = −N (meromorphic case).
Considering the condition
|l| = N = N˜ (3.1∗)
the main result of [Ab2] (which is the Theorem on Orders of Approximate Roots on p. 368 of
that paper) says that { if (3.1∗) then for 1 j  h+ 1 we have
Φ[l,j ] ∈ K((X))[Y ] with int(Φ,Φ[l,j ]) = rj , (3.1)
where, for any Θ = Θ(X,Y ), Ψ = Ψ (X,Y ) in RK , the intersection multiplicity int(Θ,Ψ ) is
defined by putting
int(Θ,Ψ ) = ordX ResY (Θ,Ψ ).
Note that, since ResY (Φ,Ψ ) =∏ωN=1 Ψ (T N,y(ωT )), we have
int(Φ,Ψ ) = ordT Ψ
(
T N,y(T )
)
.
Concerning (3.1∗), we note that obviously{
if |l| = N then dh+1 = N/N˜ ,
and moreover: N/N˜ = 1 iff Φ is irreducible. (3.1
∗∗)
Referring to (3.1•), we also see that
if |l| = N and yN−1 = 0 then N/N˜ = 1. (3.1∗∗∗)
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Ψj = Ψj (X,Y ) of degree nj in Y with coefficients in K((X)) such that int(Φ,Ψj ) = rj , with the
proviso that if j = 1 then Ψ1(X,Y ) = Y , i.e., we decree that Y is the only first pseudoapproximate
root of Φ . We denote the set of all such Ψj by Pseudoj (Φ, l), i.e., we put
Pseudoj (Φ, l) = the set of all j th pseudoapproximate roots of (Φ, l).
By (3.1) we see that
if (3.1∗) then for 1 j  h+ 1 we have Φ[l,j ] ∈ Pseudoj (Φ, l). (3.2)
We are particularly interested in those members of Pseudoj (Φ, l) whose coefficients belong to
k[X−1] for a certain subfield k of K . We call these members j th strict pseudoapproximate roots
of (Φ, l) over k, and we denote the set of all them by Strictj (Φ, l, k), i.e., we put
Strictj (Φ, l, k) = Pseudoj (Φ, l)∩Rk.
By the “Relation” assertion [Ab2, pp. 359–361] we see that{ if (3.1∗) then for any Ψj = Ψj (X,Y ) ∈ Pseudoj (Φ, l) with 1 j  h
we have Ψj ∈ k((X))[Y ] with int(Φ,Ψ ′j ) = rj −mj , (3.3)
where we recall that Ψ ′ = Ψ ′(X,Y ) denotes the (partial) Y -derivative of Ψ (X,Y ).
4. Polynomial parametrization
Let ξ(Z), η(Z) be polynomials of positive degrees N,M in an indeterminate Z with co-
efficients in K , where ξ(Z) is assumed to be monic in Z. We may view these as defining a
polynomially parametrized plane curve X = ξ(Z) and Y = η(Z). By analogy with a parabola
(which indeed is the only polynomially parametrizable conic), we may call such a curve a super-
bola.
Let φ(X,Y ) = 0 be a “naturally defined” implicit equation of the curve, i.e., φ(X,Y ) ∈
K[X,Y ]× is a “convenient” power of a “suitable” irreducible φ˜(X,Y ) ∈ K[X,Y ] such that
φ(ξ(Z), η(Z)) = 0. There are two equivalent ways of doing this.
In the first place, note that [
K(Z) : K(ξ(Z))]= N
and upon letting [
K
(
ξ(Z), η(Z)
) : K(ξ(Z))]= N˜
we have that N˜ is a positive integer divisor of N . Now let φ(X,Y ) be the monic polynomial
of degree N in Y over K(X) such that φ(ξ(Z),Y ) is the field polynomial of η(Z) relative
to the field extension K(Z)/K(ξ(Z)), and let φ˜(X,Y ) be the monic polynomial of degree
N˜ in Y over K(X) such that φ˜(ξ(Z),Y ) is the minimal polynomial of η(Z) over the field
K(ξ(Z)). Then φ(X,Y ) = φ˜(X,Y )N/N˜ ; see [ZaS, pp. 86–92]. Since Z is clearly integral over
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in K[X,Y ]. The polynomial φ˜(X,Y ) may also be characterized as a generator of the kernel of the
K-homomorphism K[X,Y ] → K[Z] sending (X,Y ) to (ξ(Z), η(Z)).
In the second place, it can be shown that the field polynomial φ(X,Y ) is characterized by the
equation
φ(X,Y ) = (−1)N ResZ
(
ξ(Z)−X,η(Z)− Y ) (4.1)
and the said resultant is the (N/N˜)-power of an irreducible member of K[X,Y ], which up to
multiplication by an element of K× must equal the minimal polynomial φ˜(X,Y ); see [Ab2].
Now, referring to [Ab1] or [Ab2] for further explanations, upon letting
Φ(X,Y ) = φ(X−1, Y ) and Φ˜(X,Y ) = φ˜(X−1, Y ) with l = −N (4.2)
we get
(m0,m1) = (−N,−M) (4.3)
and by (3.1•) as “expansion of η in terms of ξ” we have
η(Z) =
∑
−Mi<∞
yiξ(Z)
−i/N ,
i.e., {
η(Z) = y(T ) =∑−Mi<∞ yiT i where yi ∈ K with y−M = 0
and T = ξ(Z)−1/N or equivalently T −N = ξ(Z). (4.4)
Here the root y(T ) is determined only up-to multiplying T by an N th root of 1. To fix a
definite value of y(T ), and at the same time rederiving the expansion of η in terms of ξ more
directly, i.e., without referring to Section 3, we proceed thus.
Now
ξ(Z) = ZN + u1ZN−1 + · · · + uN with u1, . . . , uN in K (4.5)
and
η(Z) = v0ZM + v1ZM−1 + · · · + vM with v0 = 0, v1, . . . , vM in K. (4.6)
Upon letting
S = Z−1 with ξ̂ (S) = ξ(Z) and η̂(S) = η(Z) (4.7)
we get
ξ̂ (S) = S−N (1 + u1S + · · · + uNSN )
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η̂(S) = S−M(v0 + v1S + · · · + vMSM).
By the binomial theorem we obtain
ξ̂ (S)−1/N = ρ(u1, . . . , uN ,S) ∈ K[[S]],
where ρ(U1, . . . ,UN,S) is a power series in S with coefficients in the N -variable polynomial
ring Q[U1, . . . ,UN ] given by
ρ(U1, . . . ,UN,S) = S
∑
i∈N
(−N−1
i
)(
U1S + · · · +UNSN
)i (4.8)
with (−N−1
i
)
= −N
−1(−N−1 − 1) . . . (−N−1 − i + 1)
i! .
As power series in S with coefficients in Q[U1, . . . ,UN ] we have
ρ(U1, . . . ,UN,S) = S +
∑
1<i∈N
ρiS
i with ρi = ρi(U1, . . . ,UN) ∈ Q[U1, . . . ,UN ] (4.9)
and hence by inversion we get
ρ
(
U1, . . . ,UN,σ (U1, . . . ,UN,T )
)= T ,
where σ(U1, . . . ,UN,T ) is a power series in T with coefficients in Q[U1, . . . ,UN ] such that
σ(U1, . . . ,UN,T ) = T + (terms of T -degree > 1).
Thus
K(Z) = K(S) ⊂ K((S))
and we may identify K((S)) with K((T )) via the K-isomorphism given by
S 	→ σ(u1, . . . , uN ,T ).
Upon letting
τ(U1, . . . ,UN,V0, . . . , VM,T ) =
∑
Vjσ(U1, . . . ,UN,T )
−M+j0jM
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M + 1 variable polynomial ring Q[U1, . . . ,UN,V0, . . . , VM ], i.e.,
τ(U1, . . . ,UN,V0, . . . , VM,T ) =
∑
−Mi<∞
τi(U1, . . . ,UN,V0, . . . , VM)T
i, (4.10)
where
τi(U1, . . . ,UN,V0, . . . , VM) ∈ Q[U1, . . . ,UN,V0, . . . , VM ] (4.11)
with
τ−M(U1, . . . ,UN,V0, . . . , VM) = V0. (4.12)
Now for
τ(u1, . . . , uN , v0, . . . , vM,T ) ∈ K((T )) (4.13)
we have
τ(u1, . . . , uN , v0, . . . , vM,T ) =
∑
−Mi<∞
τi(u1, . . . , uN , v0, . . . , vM)T
i, (4.14)
where
τi(u1, . . . , uN , v0, . . . , vM) ∈ K (4.15)
with
τ−M(u1, . . . , uN , v0, . . . , vM) = 0. (4.16)
Under the above identification we get
ξ(Z) = T −N and η(Z) = τ(u1, . . . , uN , v0, . . . , vM,T ). (4.17)
Thus the definite value of y(T ) we spoke of and will henceforth take is given by
y(T ) =
∑
−Mi<∞
yiT
i = τ(u1, . . . , uN , v0, . . . , vM,T ) (4.18)
with
yi = τi(u1, . . . , uN , v0, . . . , vM). (4.19)
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Observation (2.1) motivates the theory of related polynomials developed in [Ab1]. We shall
reproduce it here and in the next section.
Given any
0 = P = P(Y ) ∈ k[Y ] with degY P = D
and
0 = Q = Q(Y) ∈ k[Y ] with degY Q = E
we say that P and Q are unirelated to mean that
PE = 0−QD for some D,E in N with D +E = 0.
We can write
P = P(Y ) = P0
∏
1iδ
(Y − αi)Di and Q = Q(Y) = Q0
∏
1j
(Y − βj )Ej
with P0 = 0 = Q0 in k, nonnegative integers δ, , positive integers D1, . . . ,Dδ , positive integers
E1, . . . ,E , pairwise distinct elements α1, . . . , αδ in k, and pairwise distinct elements β1, . . . , β
in k. We define the radicals of nonzero members of k[Y ] by putting
rad(P ) = P0
∏
1iδ
(Y − αi) and rad(Q) = Q0
∏
1j
(Y − βj ).
Note that ⎧⎨⎩
PQ has a multiple root
⇔ either Di  2 for some i or Ej  2 for some j
or αi = βj for some i, j
(5.1)
and hence by substituting a multiple root for Y we see that{
if aPQ′ − bQP ′ ∈ k× with a, b in k
then PQ has no multiple root.
(5.2)
Clearly
if DE = 0 then P and Q are unirelated (5.3)
and by a unique factorization argument we see that⎧⎪⎪⎨⎪⎪⎩
if DE = 0 then: P and Q are unirelated
⇔ rad(P ) = 0− rad(Q) and upon relabelling β1, . . . , β,
so that αi = βi for 1 i  δ =  (5.4)
we have EDi = DEi for 1 i  δ
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P and Q are unirelated
⇔ PE = 0−QD
⇔ P = 0−I D˜ and Q = 0−I E˜
for some I ∈ k[Y ]× and D˜, E˜ in N.
(5.5)
For any integers a, b we have (
Qa
Pb
)′
= aPQ
′ − bQP ′
P 1+bQ1−a
and hence {
for any integers a, b we have:
aPQ′ − bQP ′ = 0 ⇔ Pb = 0−Qa ⇔ P−b = 0−Q−a (5.6)
and therefore ⎧⎪⎪⎨⎪⎪⎩
if D +E = 0 and a, b are nonzero integers
such that aPQ′ − bQP ′ = 0
then P |b| = 0−Q|a| with Ea = Db and ab > 0
and P and Q are unirelated with DE = 0.
(5.7)
By (5.2) we see that⎧⎨⎩
if PQ has a multiple root and a, b are nonzero integers
such that aPQ′ − bQP ′ ∈ k
then aPQ′ − bQP ′ = 0.
(5.8)
Finally by (5.5) to (5.7) we see that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
if D +E = 0 then:
P and Q are unirelated ⇔ PE/GCD(D,E) = 0−QD/GCD(D,E)
and if DE = 0 then:
P and Q are unirelated
⇔ aPQ′ − bQP ′ = 0 for some nonzero integers a, b.
(5.9)
Remark (5.10∗). Informally speaking, P and Q are unirelated means they are (constant times)
powers of each other. Proposition (5.5) says that this is so iff they are powers of a common
polynomial. Proposition (5.5) also says that P and Q are unirelated iff PE = 0−QD . Lemma (5.3)
says that if either P or Q is constant then P and Q are unirelated. In case at least one of the two
polynomials P and Q is a nonconstant, Theorem (5.9) gives necessary and sufficient conditions
for them to be unirelated.
Remark (5.11∗). Most of the displays (x.y) where x is the section number and y is the formula
number without a superscript, such as (5.3) or (5.5) or (5.9) are what are traditionally called
lemmas or propositions or theorems. Another illustration of this is (3.1) which is a restatement of
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has a superscript such as (3.1•) or (3.1∗), it is a definition or condition or remark. As exception,
most items in Section 4, although the formula numbers have no superscripts, are definitions and
not lemmas.
Let us now prove a few lemmas giving some more assertions of the type of (5.2) and (5.8).
Lemma (5.12). Let a, b, t be integers with t  0 such that aPQ′ − bQP ′ = 0−P t . For every
p = p(Y ) ∈ k[Y ]× let V (p) either stand for degY p, or let it stand for ord(Y−α) p which means
the largest integer π such that (Y − α)π divides p(Y ) in k[Y ] where α ∈ k is fixed. Assume that
aV (Q) = bV (P ). Then V (Q) = 1 + (t − 1)V (P ).
Proof. In the deg case we have
aPQ′ − bQP ′ = 0−YV (P )+V (Q)−1 + (terms of Y -degree <V (P )+ V (Q)− 1)
and
0−P t = 0−Y tV (P ) + (terms of Y -degree) < tV (P )
and hence by the equation aPQ′ − bQP ′ = 0−P t we get the equation
V (P )+ V (Q)− 1 = tV (P )
which yields the equation V (Q) = 1 + (t − 1)V (P ).
The ord case follows by expanding in powers of (Y −α) and replacing < by > in the first two
displays. 
Lemma (5.13). Let a, b, t be integers such that aPQ′ − bQP ′ = 0−P t and a = 0 < t . For 1
i  δ let Êi = ord(Y−αi) Q with ord as in (5.12). Then we have the following.
(5.13.1) If aÊi = bDi for some i ∈ {1, . . . , δ}, then for that value of the integer i we
have Q/(Y − αi)1+(t−1)Di ∈ k[Y ] and hence in particular for that i we also have
Q/(Y − αi)(t−1)Di ∈ k[Y ].
(5.13.2) If aÊi = bDi for all i ∈ {1, . . . , δ}, then we have Q/(rad(P )P t−1) ∈ k[Y ] and hence in
particular we have Q/P t−1 ∈ k[Y ].
(5.13.3) If b/a > t − 1 then Q/(rad(P )P t−1) ∈ k[Y ].
(5.13.4) If b/a  t − 1 then Q/P t−1 ∈ k[Y ].
Proof. (5.13.1) follows from (5.12). The rest follows from (5.13.1) by noting that for any given
i ∈ {1, . . . , δ} we clearly have{
Q/(Y − αi)1+(t−1)Di ∈ k[Y ] ⇔ Êi > (t − 1)Di, and
aÊi = bDi with b/a > t − 1 ⇒ Êi > (t − 1)Di
and {
Q/(Y − αi)(t−1)Di ∈ k[Y ] ⇔ Êi  (t − 1)Di, and̂ ̂aEi = bDi with b/a  t − 1 ⇒ Ei  (t − 1)Di
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Q/(rad(P )P t−1) ∈ k[Y ]
⇔ Q/(Y − αi)1+(t−1)Di ∈ k[Y ] for all i ∈ {1, . . . , δ}
and {
Q/P t−1 ∈ k[Y ]
⇔ Q/(Y − αi)(t−1)Di ∈ k[Y ] for all i ∈ {1, . . . , δ}.

Lemma (5.14). Let a, b be integers such that aPQ′ − bQP ′ = 0− and Ea = Db. Then
D +E = 1.
Proof. Since aPQ′ − bQP ′ = 0, we get D +E  1. If D +E  2 then we get a contradiction
by the first display in the proof of (5.12). 
Lemma (5.15). Let a, b be integers with b = 0 and aPQ′ − bQP ′ = 0−P . Then rad(Q) = Q /∈ k
and we have P = P0∏1j(Y − βj )ij where i1, . . . , i in N with i1 + · · · + i = D.
Proof. Obviously Q /∈ k. If j ∈ {1, . . . , } is such that Ej > 1 then by substituting Y = βj in the
equation aPQ′ − bQP ′ = 0−P we get αij = βj for some ij ∈ {1, . . . , δ}. Since b = 0, given any
i ∈ {1, . . . , δ}, as in (5.12), by looking at ord(Y−αi) of the terms in the equation aPQ′ − bQP ′ =
0−P we find ji ∈ {1, . . . , } with βji = αi and Eji = 1. 
Lemma (5.16). Let a, b be integers with b = 0 such that aPQ′ − bQP ′ = 0−P and Ea = Db.
Then E = 1 and P = 0−QD .
Proof. In view of (5.15), it suffices to show that E = 1. But this is clear if D = 0 and follows
from (5.12) by taking V to be degY if D > 0. 
Lemma (5.17). Let p(Y ) ∈ k[Y ]× be such that, upon letting π = degY p(Y ), for every
i ∈ {1, . . . , π} with iw /∈ Z, the coefficient of Yπ−i in p(Y ) is zero. Assuming w = 0 with
−1/w ∈ N+, let Y − λ be a factor of γ Y−1/w + 1 in k[Y ] where γ (and hence also λ) be-
longs to k×. Let j ∈ N be such that (Y − λ)j divides p(Y ) in k[Y ]. Then (γ Y−1/w + 1)j divides
p(Y ) in k[Y ].
Proof. Let u = −1/w ∈ N+. We can write
p(Y ) = (Y − λ)j θ(Y )
with θ(Y ) ∈ k[Y ]. Substituting Y/X for Y and then multiplying both sides of the above equation
by Xπ we get
p̂(X,Y ) = (Y − λX)j θ̂(X,Y )
with p̂(X,Y ) = Xπp(Y/X) ∈ k[Xu,Y ] and θ̂ (X,Y ) = Xπ−j θ(Y/X) ∈ k[X,Y ]. Given any uth
root ω of 1 in k, by applying the k-automorphism (X,Y ) 	→ (ωX,Y ) of k[X,Y ] to the second
display above we see that p̂(X,Y ) = (Y − ωλX)j θ̂(ωX,Y ) with θ̂ (ωX,Y ) = Xπ−j θ(Y/X) ∈
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for different values of ω are coprime, their product, which equals γ−j (γ Y u + Xu)j , must di-
vide p̂(X,Y ) in k[X,Y ]. Now substituting X = 1 we see that (γ Y−1/w + 1)j divides p(Y )
in k[Y ]. 
Lemma (5.18). Suppose aPQ′ −bQP ′ = 0−P with a ∈ Z and b = μ(w)− ν(w). Assume that P
and Q both belong to the set k[Y ]w of all p(Y ) ∈ k[Y ]× such that, upon letting π = degY p(Y ),
for every i ∈ {1, . . . , π} with iw /∈ Z, the coefficient of Yπ−i in p(Y ) is zero. Also assume that
w < 0 and (μ(w)E − b)/ν(w) ∈ N. Then E > 0 and we have Q = 0−xy and P = 0−xiyj with
i, j in N, where x, y in k[Y ]× are as described below.
(1) If w = −1 = −E then x = α + Y and y = β + Y with α = β in k.
(2) If w = −1 = −E then x = 1 and y = β + Y with β ∈ k.
(3) If w < −1 then x = 1 and y = γ + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(4) If w > −1 then x = Y and y = 1 + γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case γ = 0.
Proof. Now w < 0 implies μ(w) < 0; since b = μ(w)− ν(w) with ν(w) > 0, we get b < 0. In
particular b = 0 and hence by (5.15) we get E > 0.
The conditions b = μ(w)− ν(w) and (μ(w)E − b)/ν(w) ∈ N tell us that
(5)
⎧⎨⎩
upon letting μ = −μ(w), ν = ν(w), E = E − 1,
we get μ, ν, E in N+ with (μ+ ν −μE)/ν ∈ N and GCD(μ, ν) = 1,
and upon letting w = −w we get w in N+ with w = μ/ν.
If we show that
Q = 0−xy with x, y in k[Y ]× as described in (1)–(4) (∗)
then by (5.15) and (5.17) we would get P = 0−xiyj with i, j in N, and we would be finished.
Considering (1) and (2), assume that w = −1. Then by assertion (5) we get μ = ν = 1E 
μ+ ν and hence E = 2 or 1. If E = 2 then by (5.15) we see that Q = 0−xy with x, y in k[Y ]× as
described in (1). If E = 1 then obviously Q = 0−xy with x, y in k[Y ]× as described in (2).
Considering (3), assume that w < −1. Then w > 1 and hence ν/μ < 1 and by (5) we have
E  (μ+ ν)/μ = 1+ (ν/μ). Therefore E = 1, and hence Q = 0−xy where x = 1 and y = γ +Y
with γ ∈ k. If γ = 0 then, because 0−(γ + Y) = Q ∈ k[Y ]w , we must have w ∈ N+.
Considering (4), assume that w > −1. Then w < 1 and by (5) we see that 1 + w − wE ∈ N.
Thus
(6) 1 +w −wE ∈ N with 0 <w < 1
and hence wE /∈ Z and therefore, because Q ∈ k[Y ]w , we must have Q(0) = 0. In view of (5.15)
it follows that upon letting
Q(Y) = Q(Y)/Y
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x = Y and y = 1. So now assume that E > 0. Then by (6) we get
wE = 1.
Therefore, again because Q ∈ k[Y ]w , we must have
Q(Y) = 0−(1 + γ YE) with γ ∈ k×.
So again we are done. 
6. Related polynomials
Let there be given any
0 = F = F(X,Y ) ∈ Rk and 0 = G = G(X,Y ) ∈ Rk.
In Rk we give weights (ν(w),μ(w)) to (X,Y ), i.e., we consider
F ∗ = F ∗(X,Y ) = F (Xν(w),Xμ(w)Y )
and
G∗ = G∗(X,Y ) = G(Xν(w),Xμ(w)Y ).
Let
ordX F ∗ = a and ordX G∗ = b
and, with P,Q,D,E as in Section 5, assume that
incoX F ∗ = P(Y ) and incoX G∗ = Q(Y)
and note that then {
F ∗(X,Y ) = F̂ (X,Y )+ (terms of X-degree > a) and
G∗(X,Y ) = Ĝ(X,Y )+ (terms of X-degree > b),
where {
infoX F ∗ = F̂ = F̂ (X,Y ) = XaP (Y ) and
infoX G∗ = Ĝ = Ĝ(X,Y ) = XbQ(Y ).
We say that F and G are w-prerelated to mean that Ea = Db with ab  0, and we say that
F and G are w-related to mean that they are w-prerelated and P and Q are unirelated. Given
any finite number of members G1, . . . ,Gp of Rk , we say that (F,G1, . . . ,Gp) are w-related or
F is w-related to G1, . . . ,Gp to mean that for 1 j  p we have that Gi = 0, and F and Gi are
w-related. In place of w-prerelated or w-related, we may say prerelated relative to w or related
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case (F ∗,G∗) = (F,G).
We define the w-defect of (F,G) by putting
defw(F,G) =
{
ordX J (F ∗,G∗)− (a + b − 1) if J (F ∗,G∗) = 0,
∞ otherwise,
where the reference to w may again be dropped in case w = 0.
We define the initials of Rk by putting
Rink =
{
H ∈ R×k : infoX H = H
}
i.e., equivalently, by putting
Rink =
{
Xπp(Y ): π ∈ Z and p(Y ) ∈ k[Y ]×}.
Note that the elements of Rink are the images of w-homogeneous elements of Rk (to be defined
in Section 8) under the map (X,Y ) 	→ (Xν(w),Xμ(w)Y ). An element of Rk is said to be initiatic
if it belongs to Rink .
Let {
J ∗(F,G) be obtained by substituting
(Xν(w),Xμ(w)Y ) for (X,Y ) in J (F,G)
and note that by the chain rule we have
J
(
F ∗,G∗
)= ν(w)Xμ(w)+ν(w)−1J ∗(F,G) (6.1)
and hence in particular
J
(
F ∗,G∗
)= 0 ⇔ J ∗(F,G) = 0 ⇔ J (F,G) = 0. (6.2)
Now {
J (F ∗,G∗) = J (F̂ , Ĝ)+ (terms of X-degree > a + b − 1)
with J (F̂ , Ĝ) = Xa+b−1(aPQ′ − bQP ′) (6.3)
and hence as partly noted in (2.1), we always have
ordX J
(
F ∗,G∗
)
 a + b − 1 (6.4)
and
if ordX J
(
F ∗,G∗
)= a + b − 1 then infoX J (F ∗,G∗)= J (F̂ , Ĝ), (6.5)
whereas
ordX J
(
F ∗,G∗
)
> a + b − 1 ⇔ J (F̂ , Ĝ) = 0 ⇔ aPQ′ − bQP ′ = 0. (6.6)
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defw(F,G) =
⎧⎨⎩
ordX J ∗(F,G)+μ(w)+ ν(w)− (a + b) 0
if J ∗(F,G) = 0,
∞ otherwise
(6.7)
and
J (F̂ , Ĝ) =
{
infoX J (F ∗,G∗) = 0 if defw(F,G) = 0,
0 otherwise.
(6.8)
If there exists
C(X,Y ) ∈ k[X,Y ] \ k[X] with C(F,G) = 0
then taking C to be of smallest positive Y -degree we get CY (F,G) = 0, and clearly we have
CX(F,G)FX +CY (F,G)GX = 0
and
CX(F,G)FY +CY (F,G)GY = 0
and hence J (F,G) = 0 because J (F,G) is the determinant of the two homogeneous linear
equations displayed above; similarly if there exists
C(X,Y ) ∈ k[X,Y ] \ k[Y ] with C(F,G) = 0
then again J (F,G) = 0. Therefore
if F and G are algebraically dependent over k then J (F,G) = 0. (6.9)
By (5.5) we get ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
F and G are w-related
⇔ F̂ E = 0−ĜD for some D,E in N with D +E = 0
⇔ F̂ E = 0−ĜD with ab 0
⇔ F̂ = 0−HD˜ and Ĝ = 0−HE˜
for some H ∈ Rink and D˜, E˜ in N
(6.10)
and hence in view of (5.6), (6.6) and (6.9) we see that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
F and G are w-related
⇒ F̂ and Ĝ are algebraically dependent over k
⇒ J (F̂ , Ĝ) = 0
⇒ F̂ b = 0−Ĝa
−b −a
(6.11)⇒ F̂ = 0−Ĝ .
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if F and G are w-prerelated
and GCD(D,E) = 0 = GCD(a, b)
then D/GCD(D,E) = a/GCD(a, b)
and E/GCD(D,E) = b/GCD(a, b)
(6.12)
and by (5.5) we see that⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
if GCD(a, b) > 0 ab then:
F̂−b = 0−Ĝ−a
⇔ F̂ |b| = 0−Ĝ|a|
⇔ F̂ b/GCD(a,b) = 0−Ĝa/GCD(a,b)
⇔ F̂ = 0−H |a|/GCD(a,b) and Ĝ = 0−H |b|/GCD(a,b)
for some H ∈ Rink .
(6.13)
Finally by (6.10)–(6.13) we see that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if GCD(a, b) > 0 ab then:
F and G are w-related
⇔ F̂ and Ĝ are algebraically dependent over k
⇔ J (F̂ , Ĝ) = 0
⇔ F̂ b = 0−Ĝa
⇔ F̂−b = 0−Ĝ−a
⇔ F̂ |b| = 0−Ĝ|a|
⇔ F̂ b/GCD(a,b) = 0−Ĝa/GCD(a,b)
⇔ F̂ = 0−H |a|/GCD(a,b) and Ĝ = 0−H |b|/GCD(a,b)
for some H ∈ Rink .
(6.14)
Remark (6.15∗). Again informally speaking, F and G are w-related means the infos of their
starred incarnations are (constant times) powers of each other. Now Lemma (6.10) says that this
is so iff the infos are powers of a common initial. In connection with various assertions which
follow, such as (6.17), (7.4), (7.5), (8.4), and (8.5), we note that the conditions μ(w)− ν(w) = 0
or μ(w) − ν(w) < 0 or μ(w) − ν(w) > 0 are respectively equivalent to the conditions w −
1 = 0 or w − 1 < 0 or w − 1 > 0, and in turn these conditions are respectively equivalent to the
conditions w = 1 or w < 1 or w > 1.
Having characterized relatedness in Proposition (6.14), we shall now prove two theorems
about the defect. We start by giving some auxiliary lemmas.
Lemma (6.16). For any A,B in Rk and Θ = Θ(Y),Δ = Δ(Y) in k[Y ] we have J (A,Θ(A)B) =
Θ(A)J (A,B) and J (A,Δ(B)+Θ(A)) = Δ′(B)J (A,B).
Proof. Obvious. 
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following.
(6.17.1) aPQ′ − bQP ′ = 0−Pu and a + b = π + ua.
(6.17.2) If a = 0 < u and either
(i) π/a  0 or
(ii) b/a  u− 1,
then Ĝ/F̂ u−1 ∈ Rink and J (F̂ , Ĝ/F̂ u−1) = 0−Xπ−1F̂ .
(6.17.3) If u = 1 then b = π , and if u = 0 then a + b = π .
(6.17.4) If π = μ(w) − ν(w) = 0 = u − 1 = Ea − Db then, referring to the preamble of the
next Section 7 for the definitions of G−w and F−w , we have G−w = 0−xy and F−w = 0−xiyD
with E = 1 and D = i ∈ Z where either
(1) (x, y) = (X−1, Y ) or
(2) (x, y) = (X−1, Y + γXw) with w ∈ Z and γ ∈ k×.
Proof. (6.17.1) follows from (6.3).
The equation a + b = π + ua tells us that if a = 0 then (i) and (ii) are equivalent, and hence
(6.17.2) follows from (5.13.4) and (6.16).
The equation a + b = π + ua tells us that (6.17.3) is true.
In view of (6.17.1) and (6.17.3) together with the relations between G−w,F−w and Ĝ, F̂ , by
(5.16) we get (6.17.4) where the inequality D = i follows from (6.9). 
Theorem (6.18). Assume that a = 0 and F is w-related to XθJ (F,G) with θ ∈ Z. Also as-
sume that F and G belong to Rk . Then there exists C ∈ Rk such that defw(F,C) = 0 and F is
w-related to XθJ (F,C).
Proof. Since F is related to XθJ (F,G), we have J (F,G) = 0, and hence by (6.2) and (6.7)
we get defw(F,G) ∈ N. To prove the existence of C we make induction on defw(F,G). If
defw(F,G) = 0 then the existence of C follows by taking C = G. Now assuming defw(F,G) > 0,
we shall find C ∈ Rk such that F is related to J (F,C) and defw(F,C) < defw(F,G). By an ob-
vious induction on defw(F,G), this will establish the desired existence of C.
Since defw(F,G) = 0, by (6.8) we get J (F̂ , Ĝ) = 0. If D + E = 0 then by (5.7) and (6.6),
and if D + E = 0 then because F and G belong to Rk , we also get ab  0. Consequently by
(6.14) we see that F is w-related to G and
Ĝ|a| = κF̂ |b| with κ ∈ k×.
Now upon letting
C = C(X,Y ) = G|a| − κF |b|
we clearly have C ∈ Rk and
(1) c > b|a| = a|b| with c = ordX C∗,
where
C∗ = C∗(X,Y ) = C(Xν(w),Xμ(w)Y )
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J (F,C) = |a|G|a|−1J (F,G).
By assumption F is w-related to XθJ (F,G), and as noted above F is w-related to G. Conse-
quently the above equation tells us that F is w-related to XθJ (F,C); see (6.10) or its mate (7.2)
in Section 7. The above equation also tells us that J (F ∗,C∗) = 0 = C∗ and by (6.1) we get
(2) ordX J
(
F ∗,C∗
)= b(|a| − 1)+ ordX J (F ∗,G∗).
By the definition of defect we have
(3) defw(F,G) = ordX J
(
F ∗,G∗
)− (a + b − 1)
and
(4) defw(F,C) = ordX J
(
F ∗,C∗
)− (a + c − 1).
By (1)–(4) we see that defw(F,C) < defw(F,G). 
Theorem (6.19). Assume that J (F,G) = 0. Also assume that F and G belong to Rk . Let
H = H(X,Y ) = X2J (F,G)
and
H ∗ = H ∗(X,Y ) = H (Xν(w),Xμ(w)Y ).
Then we always have
defw(F,G) = ordX H ∗ −
(
a + b + ν(w)−μ(w)) 0
and
if GCD(a, b) > 0
then we also have:
defw(F,G) > 0 ⇔ F is w-related to G.
Proof. In view of (6.1), (6.2), (6.7) and (6.8), this follows from the following variation (6.20) of
(6.14). 
Proposition (6.20). Assume that F and G belong to R×k . Also assume that GCD(a, b) > 0. Then
the following eight conditions are equivalent.
(1) F and G are w-related.
(2) F̂ and Ĝ are algebraically dependent over k.
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(4) F̂ b = 0−Ĝa .
(5) F̂−b = 0−Ĝ−a .
(6) F̂ |b| = 0−Ĝ|a|.
(7) F̂ b/GCD(a,b) = 0−Ĝa/GCD(a,b).
(8) ab 0 with F̂ = 0−H |a|/GCD(a,b) and Ĝ = 0−H |b|/GCD(a,b) for some H ∈ Rink .
Proof. In view of (6.10)–(6.13), this follows from the following lemma. 
Lemma (6.21). Assume that F and G in R×k are such that F̂ b = 0−Ĝa . Then ab 0.
Proof. Suppose if possible that ab < 0. Then either a < 0 < b or b < 0 < a. Now
F̂ b = 0−Ĝa ⇒ F̂ bĜ−a = 0− ⇒ F is a unit in Rk ⇒ F ∈ k× ⇒ a = 0
which is a contradiction. 
7. Jacobian related to one of the polynomials
Continuing with the situation of Section 6, for any
C = C(X,Y ) =
∑
CijX
iY j ∈ Rk with Cij ∈ k
we let
Supp(C) = {(i.j): Cij = 0}
and we define the w-order ordw C of C and the w-info infow C of C (abbreviated as C−w ) by
putting
ordw C = min
{
iν(w)+ jμ(w): (i, j) ∈ Supp(C)}
and
infow C = C−w = C−w (X,Y ) =
∑
{(i,j)∈Supp(C): iν(w)+jμ(w)=ordw C}
CijX
iY j
with the understanding that if Supp(C) = ∅ then these equal ∞ and 0, respectively. We define
the w-infos of Rk by putting
Rfow =
{
C ∈ R×k : infow C = C
}
.
An element of Rk is said to be w-infoatic if it belongs to Rfow . Furthermore, by a w-infoatic pair
we mean a pair (x, y) of elements in Rfow such that (x, y) is obtained by substituting X−1 for
X in an automorphic pair. Moreover, we say that F has one or two points at infinity in the w-
infoatic sense if there is a w-infoatic pair (x, y) such that F−w = 0−xi or 0−xiyj with i, j in N+,
respectively. If one of the above holds then we say that F has at most two points at infinity in the
w-infoatic sense.
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ordX C
(
Xν(w),Xμ(w)Y
)= ordw C(X,Y )
and
infoX C
(
Xν(w),Xμ(w)Y
)= C−w (Xν(w),Xμ(w)Y )
and hence in particular
F−w
(
Xν(w),Xμ(w)Y
)= XaP (Y )
and
G−w
(
Xν(w),Xμ(w)Y
)= XbQ(Y ).
We define the strict w-exponent of F and the strict w-radical of F by putting
sexpw F = GCD(a,D1, . . . ,Dδ)
and
sradw F =
{
Xa/ sexpw F
∏
1iδ(Y − αi)Di/ sexpw F if sexpw F = 0,
1 otherwise,
and we note that then F̂ = 0−(sradw F)sexpw F .
Lemma (7.1). We have ⎧⎪⎪⎨⎪⎪⎩
F is w-related to G
⇔ either G ∈ k× or sradw F = sradw G
⇔ Ĝ = 0−(sradw F)sexpw G
⇔ Ĝ = 0−(sradw F)e for some e ∈ N.
Proof. This is only a refinement of (6.10). 
Lemma (7.2). If G1, . . . ,Gp are any finite number of members of Rk such that F is w-related to
G1, . . . ,Gp then F is w-related to their product G1 . . .Gp .
Proof. Follows from (7.1). 
Lemma (7.3). Assuming that F and G belong to Rk we have the following.
(7.3.1) If F is w-related to X2J (F,G) with defw(F,G) = 0 = a, then there exists F =
F(X,Y ) ∈ R×k such that upon letting
(1∗) F˜ = F̂  = F̂ (X,Y ) = infoX F 
(
Xν(w),Xμ(w)Y
)
we have
(2∗) F̂ = 0−F˜ p with p ∈ N+
and
(3∗) J (F˜ , Ĝ) = 0−Xμ(w)−ν(w)−1F˜ u with u ∈ N.
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and such that either
(i) w < 0 or
(ii) a = 0 with (μ(w)− ν(w))/a  0 or
(iii) a = 0 with b/a  u− 1,
then there exists G = G(X,Y ) ∈ R×k such that upon letting
(1∗∗) G˜ = Ĝ = Ĝ(X,Y ) = infoX G(Xν(w),Xμ(w)Y )
we have
(2∗∗) Ĝ = 0−G˜F˜ v where v ∈ N with
v =
{
u if u = 0,
u− 1 if u = 0
and
(3∗∗) J (F˜ , G˜) = 0−Xμ(w)−ν(w)−1F˜ t with t ∈ {0,1}
and upon letting
(4∗∗) b˜ = ordw G˜ and E˜ = degY (infow G˜)
we have
(5∗∗) E˜a −Db˜ = Ea −Db.
(7.3.3) If F is w-related to X2J (F,G) and either
(i) w < 0 or
(ii) a = 0 with (μ(w)− ν(w))/a  0,
then there exist F = F(X,Y ) and G = G(X,Y ) in R×k such that upon letting (1∗)
and (1∗∗) we have (2∗) and (3∗∗).
Proof. To prove (7.3.1) assume that F is w-related to X2J (F,G) and we have defw(F,G) =
0 = a. Now by (6.8) we get
(1) J (F̂ , Ĝ) = infoX J
(
F ∗,G∗
)
with J (F ∗,G∗) = 0.
By (6.1) we also have
J
(
F ∗,G∗
)= 0−Xμ(w)+ν(w)−1J ∗(F,G),
where J ∗(F,G) is defined before (6.1), and by taking infoX of both sides we get
(2) infoX J
(
F ∗,G∗
)= 0−Xμ(w)+ν(w)−1 infoX J ∗(F,G).
Since a = 0, we have
(3) F̂ = 0−Fp∗ where F = sradw F and p∗ = sexpw F ∈ N+.
Since F is w-related to X2J (F,G), by (7.1) we see that
(4) X2ν(w) infoX J ∗(F,G) = 0−Fe∗ with e∗ ∈ N.
By (1), (2) and (4) we get
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Since F and G belong to Rk , by (3) and (5) (cf. (13.1) of Section 13)
(6)
{
we can find λ ∈ N+ and F ∈ R×k such that for F˜ = Fλ
we have F˜ = F̂  with p = p∗/λ ∈ N+ and e = e∗/λ ∈ N.
In view of (6.16), by (3) and (6) we get J (F̂ , Ĝ) = pF˜p−1J (F˜ , Ĝ) and hence by (5)
(7) J (F˜ , Ĝ) = 0−Xμ(w)−ν(w)−1F˜ u with u = e − (p − 1) ∈ N.
This proves (7.3.1).
To prove (7.3.2) assume that there exists F = F(X,Y ) ∈ R×k such that upon letting (1∗) we
have (2∗) and (3∗), and such that either (i) w < 0 or (ii) a = 0 with (μ(w)− ν(w))/a  0 or (iii)
a = 0 with b/a  u− 1.
In view of (3∗), if u = 0 then we get (2∗∗) and (3∗∗) by taking t = 0 and G = G.
Now assume that u > 0 and let v = u − 1. Clearly (i) implies (ii) (cf. (13.2) of Section 13),
and hence we may assume that we have (ii) or (iii). Now by (6.17.2) we see that Ĝ/F˜ v ∈ Rink
with
(8) J (F˜ , Ĝ/F˜ v)= 0−Xμ(w)−ν(w)−1F˜ .
Since F and G belong to Rk , (taking F˜ v for F in (13.3) of Section 13) we find
G ∈ R×k with Ĝ/F˜ v = Ĝ
and by (3∗) and (8) we get (2∗∗) and (3∗∗) by taking t = 1. This completes the proof of (2∗∗) and
(3∗∗). Since ordw and degY (infow) send products to sums, by (2∗) and (2∗∗) we see that upon
letting (4∗∗) we have (5∗∗). This proves (7.3.2).
To prove (7.3.3) assume that F is w-related to X2J (F,G) and either (i) w < 0 or (ii) a = 0
with (μ(w) − ν(w))/a  0. Now clearly (i) implies (ii) (cf. (13.2) of Section 13), and hence in
view of (6.18), by (7.3.1) and (7.3.2) we get (7.3.3). 
Proposition (7.4). Assume that J (F̂ , Ĝ) = 0−Xμ(w)−ν(w)−1F̂ (note that by (6.17.3) this implies
b = μ(w)− ν(w)). Also assume that we have either
(i) w < 0 or
(ii) w > 0 = μ(w)− ν(w) = 0 = Ea −Db.
Finally assume that F and G belong to Rk . Then E > 0 and we have G−w = 0−xy and F−w =
0−xiyj with i = j in N, where (x, y) is the w-infoatic pair as described below.
(1) If w = −1 = −E then x = αX−1 + Y and y = βX−1 + Y with α = β in k.
(2) If w = −1 = −E then x = X−1 and y = βX−1 + Y with β ∈ k.
(3) If w < −1 then x = X−1 and y = γXw + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(4) If 0 > w > −1 then x = Y and y = X−1 + γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case
γ = 0.
(5) If w > 0 = μ(w)− ν(w) = 0 = Ea −Db then x = X−1 and y = Y .
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Since J (F̂ , Ĝ) = 0−Xμ(w)−ν(w)−1F̂ , by (6.3) we get aPQ′ − bQP ′ = 0−P and b = μ(w) −
ν(w). Since F and G belong to Rk , we see that P and Q belong to the set k[Y ]w which was
introduced in (5.18). Since G belongs to Rk (cf. (13.4) of Section 13) we also see that (μ(w)E−
b)/ν(w) ∈ N. Therefore by (5.18), E > 0 and we have G−w = 0−xyX−i∗ and F−w = 0−xiyjX−j∗
with i, j, i∗, j∗ in N, where (x, y) is the w-infoatic pair as described in (1)–(4), and where j∗ = 0
if either x = X−1 or y = X−1.
In all the four cases (1)–(4) we see that ordw(xy) = b, and hence we get i∗ = 0. To prove
j∗ = 0, we may assume that we are either in case (1) or in case (4) with γ = 0. Now E =
degY (xy) > 1 and hence by (5.16) we have Ea = Db which implies ordw(xiyj ) = a and hence
j∗ = 0.
Thus G−w = 0−xy and F−w = 0−xiyj . Since J (F̂ , Ĝ) = 0, by (6.14) we see that F̂ , Ĝ are alge-
braically independent over k and hence so are F−w ,G−w . Therefore we must have i = j .
Next assume that (ii) w > 0 = μ(w) − ν(w) = 0 = Ea − Db. Then, since F and G belong
to Rk , upon letting x = X−1 and y = Y , by (6.17.4) we see that G−w = 0−xy and F−w = 0−xiyD
with E = 1 and D = i ∈ N. 
Proposition (7.5). Assume that J (F̂ , Ĝ) = 0−Xμ(w)−ν(w)−1 (note that by (6.17.3) this implies
a + b = μ(w)− ν(w)). Furthermore assume that we have either
(i) w < 0 or
(ii) w > 0 = μ(w)− ν(w) = 0 = Ea −Db.
Finally assume that F and G belong to Rk . Then D +E > 0 and, for the w-infoatic pair (x, y)
described in the following cases (1)–(5), we have (F−w ,G−w) = (0−x, 0−y) or (0−y, 0−x) with the
choice depending on the case.
(1) If w = −1 = −E then x = αX−1 + Y and y = βX−1 + Y with α = β in k.
(2) If w = −1 = −E then x = X−1 and y = βX−1 + Y with β ∈ k.
(3) If w < −1 then x = X−1 and y = γXw + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(4) If 0 > w > −1 then x = Y and y = X−1 + γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case
γ = 0.
(5) If w > 0 = μ(w)− ν(w) = 0 = Ea −Db then x = X−1 and y = Y .
Proof. By (6.16) we see that J (F,FG) = FJ(F,G). Therefore, invoking (4**) and (5**) of
(7.3.2) and replacing (F,G) by (F,FG) in (7.4), we see that F−w G−w = 0−xy. Consequently we
must have (F−w ,G−w) = (0−x, 0−y) or (0−y, 0−x). 
Proposition (7.6). Assume that F is w-related to X2J (F,G). Also assume that either
(i) w < 0, or
(ii) w > 0 = a with Ea −Db = 0 < (μ(w)− ν(w))/a.
Finally assume that F and G belong to Rk . Then F as well as G has at most two points at infinity
in the w-infoatic sense. More precisely F−w = 0−xiyj and G−w = 0−xi∗yj∗ where i, j, i∗, j∗ in N
with i − j = 0 = i + j = 0 = i∗ + j∗ and where (x, y) is the w-infoatic pair described below.
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that αβ∗ − α∗β = 0.
(2) If w < −1 then x = X−1 and y = γXw + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(3) If 0 > w > −1 then x = Y and y = X−1 + γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case
γ = 0.
(4) If w > 0 = a with Ea −Db = 0 < (μ(w)− ν(w))/a then x = X−1 and y = Y .
Moreover we have a = 0 and we have (I) and (II) stated below.
(I) defw(F,G) = 0 ⇔ F is w-related to G.
(II) defw(F,G) = 0 ⇒ (i∗, j∗) = (1 + ci,1 + cj) for some c ∈ Q.
Proof. If defw(F,G) = 0 then our assertions follows from (7.3.1), (7.3.2), (7.4) and (7.5). If
defw(F,G) = 0 then they follow from (6.18), (7.3.3), (7.4) and (7.5). (We are tacitly using the
fact that if w < 0 then a < 0; cf. (13.2) of Section 13. Likewise (6.19) tell us that in case (ii) we
must have defw(F,G) = 0.) 
Theorem (7.7). Assume that J (F,G) = 0−X−2. Further assume that either
(i) w < 0, or
(ii) w > 0 = a with Ea −Db = 0 < (μ(w)− ν(w))/a, or
(iii) w > 0 = b with Ea −Db = 0 < (μ(w)− ν(w))/b.
Finally assume that F and G belong to Rk . Then F as well as G has at most two points at infinity
in the w-infoatic sense. More precisely F−w = 0−xiyj and G−w = 0−xi∗yj∗ where i, j, i∗.j∗ in N
with i − j = 0 = i + j = 0 = i∗ + j∗ = 0 = i∗ − j∗ and where (x, y) is the w-infoatic pair
described below.
(1) If w = −1 then x = αX−1 + α∗Y and y = βX−1 + β∗Y where α,α∗, β,β∗ in k are such
that αβ∗ − α∗β = 0.
(2) If w < −1 then x = X−1 and y = γXw + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(3) If 0 > w > −1 then x = Y and y = X−1 + γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case
γ = 0.
(4) If w > 0 = a with Ea −Db = 0 < (μ(w)− ν(w))/a then x = X−1 and y = Y .
(5) If w > 0 = b with Ea −Db = 0 < (μ(w)− ν(w))/b then x = X−1 and y = Y .
Moreover we have GCD(a, b) = 0 and we have (I) and (II) stated below.
(I) defw(F,G) = 0 ⇔ F is w-related to G.
(II) defw(F,G) = 0 ⇒ either (i∗, j∗) = (1+ ci,1+ cj) for some c ∈ Q or (i, j) = (1+ ci∗,1+
cj∗) for some c ∈ Q.
Proof. Follows from (7.6), by using symmetry in F,G. 
Remark (7.8∗). In continuation of Remark (6.15∗), in connection with the above assertions (7.3),
(7.6) and (7.7), as well as the following assertions (8.6) and (8.7), we note that, for a = 0, the
condition (μ(w)−ν(w))/a > 0 is equivalent to the condition w > 1 or w < 1 according as a > 0
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have: i − j = 0 ⇒ i + j = 0.
8. At most two points at infinity
Given any
0 = f = f (X,Y ) ∈ R˜k and 0 = g = g(X,Y ) ∈ R˜k
we may assume that in the notation of Section 6 we have
F(X,Y ) = f (X−1, Y ) and G(X,Y ) = g(X−1, Y ).
Note that then
ordX F = −degX f and degY F = degY f.
In R˜k we give weights (w1,w2) = (ν(w),−μ(w)) to (X,Y ) in the sense that we define the
w-degree degw f of f by putting
degw f = max
{
iw1 + jw2: (i, j) ∈ Supp(f )
}
and we define the w-degree-form f+w of f by putting
f+w = f+w (X,Y ) =
∑
{(i,j)∈Supp(f ): iw1+iw2=degw f }
fijX
iY j ,
where fij is the coefficient of XiY j in f . To take of the zero polynomial, we put degw 0 = −∞
and 0+w = 0. Note that now
F ∗(X,Y ) = f (X−ν(w),Xμ(w)Y ) and G∗(X,Y ) = g(X−ν(w),Xμ(w)Y )
with
ordw F = ordX F ∗ = −degw f = a and ordw G = ordX G∗ = −degw g = b.
Also
F−w (X,Y ) = f+w
(
X−1, Y
)
and G−w(X,Y ) = g+w
(
X−1, Y
)
,
and
F̂ (X,Y ) = f+w
(
X−ν(w),Xμ(w)Y
)
and Ĝ(X,Y ) = g+w
(
X−ν(w),Xμ(w)Y
)
with
incoX F ∗ = f+w (1, Y ) = P(Y ) and incoX G∗ = g+w(1, Y ) = Q(Y).
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them to give a feeling of degree as opposed to order and to match up with the notation in [Ab1].
Note that w = −1 iff (w1,w2) = (1.1).)
We define the w-homos of R˜k by putting
Rhow = {H ∈ R˜k: H−w = H }.
An element of R˜×k is said to be w-homogeneous if it belongs to Rhow . Moreover, by a w-auto-
morphic pair we mean an automorphic pair whose constituents are w-homogeneous. Further-
more, we say that f has one or two points at infinity in the w-weighted sense if there is a
w-automorphic pair (x, y) such that f+w = 0−xi or 0−xiyj with i, j in N+, respectively. If one of
the above holds then we say that f has at most two points at infinity in the w-weighted sense.
We say that f and g are w-antiprerelated if F and G are w-prerelated. We say that f and
g are w-antirelated if F and G are w-related. Given any finite number of members g1, . . . , gp
of R˜k , we say that (f, g1, . . . , gp) are w-antirelated or f is w-antirelated to g1, . . . , gp if for
1 j  p we have that gi = 0, and f and gi are w-antirelated. In place of w-antiprerelated or
w-antirelated, we may say antiprerelated relative to w or antirelated relative to w, respectively.
The reference to w may be dropped in case w = −1.
Note that then by (6.10) we see that⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
f and g are w-antirelated
iff their w-degree-forms are (constant times)
powers of a common w-homogeneous polynomial,
i.e., iff f+w = 0−hD˜ and g+w = 0−hE˜
for some h ∈ Rhow and D˜, E˜ in N.
By the chain rule we have⎧⎨⎩
J (F,G) = −X−2J˜ (f, g)
where J˜ (f, g) is obtained by substituting
(X−1, Y ) for (X,Y ) in J (f,g).
(8.1)
By (6.1) and (8.1), or by another use of the chain rule, we get⎧⎨⎩J (F
∗,G∗) = −ν(w)Xμ(w)−ν(w)−1J˜ ∗(f, g)
where J˜ ∗(f, g) is obtained by substituting
(X−ν(w),Xμ(w)Y ) for (X,Y ) in J (f,g)
(8.2)
and hence
J (F̂ , Ĝ) = −ν(w)Xμ(w)−ν(w)−1J˜ ∗(f+w ,g+w ). (8.3)
Proposition (8.4). Assume that J (f+w ,g+w) = 0−f+w (note that by (6.17.3) and (8.3) this implies
b = μ(w)− ν(w)). Also assume that we have either
(i) w < 0 or
(ii) w > 0 = μ(w)− ν(w) = 0 = Ea −Db.
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g+w = 0−xy and f+w = 0−xiyj with i = j in N where (x, y) is the w-automorphic pair described
below.
(1) If w = −1 = −E then x = αX + Y and y = βX + Y with α = β in k.
(2) If w = −1 = −E then x = X and y = βX + Y with β ∈ k.
(3) If w < −1 then x = X and y = γX−w + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(4) If 0 >w > −1 then x = Y and y = X+ γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case γ = 0.
(5) If w > 0 = μ(w)− ν(w) = 0 = Ea −Db then x = X and y = Y .
Proof. By (8.3) we have J (f+w ,g+w) = 0−f+w ⇒ J (F̂ , Ĝ) = 0−Xμ(w)−ν(w)−1F̂ . So we are done
by (7.4). 
Proposition (8.5). Assume that J (f+w ,g+w) = 0− (note that by (6.17.3) and (8.3) this implies
a + b = μ(w)− ν(w)). Furthermore assume that we have either
(i) w < 0 or
(ii) w > 0 = μ(w)− ν(w) = 0 = Ea −Db.
Then fg has at most two points at infinity in the w-weighted sense. More precisely, for the w-
automorphic pair (x, y) described in the following cases (1)–(5), we have (f+w ,g+w) = (0−x, 0−y)
or (0−y, 0−x) with the choice depending on the case.
(1) If w = −1 = −E then x = αX + Y and y = βX + Y with α = β in k.
(2) If w = −1 = −E then x = X and y = βX + Y with β ∈ k.
(3) If w < −1 then x = X and y = γX−w + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(4) If 0 >w > −1 then x = Y and y = X+ γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case γ = 0.
(5) If w > 0 = μ(w)− ν(w) = 0 = Ea −Db then x = X and y = Y .
Proof. Follows from (7.5). 
Proposition (8.6). Assume that f is w-antirelated to J (f,g). Also assume that either
(i) w < 0, or
(ii) w > 0 = a with Ea −Db = 0 < (μ(w)− ν(w))/a.
Then f as well as g has at most two points at infinity in the w-weighted sense. More precisely,
f+w = 0−xiyj and g+w = 0−xi∗yj∗ where i, j, i∗, j∗ in N with i− j = 0 = i+ j = 0 = i∗ + j∗ and
where (x, y) is the w-automorphic pair described below.
(1) If w = −1 then x = αX + α∗Y and y = βX + β∗Y where α,α∗, β,β∗ in k are such that
αβ∗ − α∗β = 0.
(2) If w < −1 then x = X and y = γX−w + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(3) If 0 >w > −1 then x = Y and y = X+ γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case γ = 0.
(4) If w > 0 = a with Ea −Db = 0 < (μ(w)− ν(w))/a then x = X and y = Y .
Moreover we have a = 0 and we have (I) and (II) stated below.
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(II) degw(fg)− degw(XY)− degw(J (f,g)) = 0 ⇒ (i∗, j∗) = (1 + ci,1 + cj) for some c ∈ Q.
Proof. Follows from (6.19) and (7.6). 
Theorem (8.7). Assume that J (f,g) = 0−. Further assume that either
(i) w < 0, or
(ii) w > 0 = a with Ea −Db = 0 < (μ(w)− ν(w))/a, or
(iii) w > 0 = b with Ea −Db = 0 < (μ(w)− ν(w))/b.
Then f as well as g has at most two points at infinity in the w-weighted sense. More precisely
f+w = 0−xiyj and g+w = 0−xi∗yj∗ with i, j, i∗, j∗ in N with i − j = 0 = i + j = 0 = i∗ + j∗ =
0 = i∗ − j∗ and where (x, y) is the w-automorphic pair described below.
(1) If w = −1 then x = αX + α∗Y and y = βX + β∗Y where α,α∗, β,β∗ in k are such that
αβ∗ − α∗β = 0.
(2) If w < −1 then x = X and y = γX−w + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(3) If 0 >w > −1 then x = Y and y = X+ γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case γ = 0.
(4) If w > 0 = a with Ea −Db = 0 < (μ(w)− ν(w))/a then x = X and y = Y .
(5) If w > 0 = b with Ea −Db = 0 < (μ(w)− ν(w))/b then x = X and y = Y .
Moreover we have GCD(a, b) = 0 and we have (I) and (II) stated below.
(I) degw(fg)− degw(XY)− degw(J (f,g)) = 0 ⇔ F is w-related to G.
(II) degw(fg)− degw(XY)− degw(J (f,g)) = 0 ⇒ either (i∗, j∗) = (1 + ci,1 + cj) for some
c ∈ Q or (i, j) = (1 + ci∗,1 + cj∗) for some c ∈ Q.
Proof. Follows from (7.7). 
Theorem (8.8). Assume that J (f,g) = 0. Then we always have
degw(fg)− degw(XY)− degw
(
J (f,g)
)
 0
and
if GCD(a, b) > 0
then we also have:
degw(fg)− degw(XY)− degw
(
J (f,g)
)
> 0 ⇔ f is w-antirelated to g.
Proof. Follows from (6.19). 
9. Product formula for jacobians
Considering a characteristic zero field k and any F = F(X,Y ) and G = G(X,Y ) in R×k which
are of positive Y -degrees N and M with F being monic in Y , the product formula in the title
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the other term FXGY in the definition of the jacobian. By way of an explanation we first remark
that the usual notation FY for the Y -partial is not totally logical. A more complete notation for
the Y -partial is to denote it by FY,X by which we mean the Y -partial when the other variable
is X. With this enhancement, the factorization reads
J (F,G) = −GX,FFY,X, (9.1)
where GX,F is the X-partial of G when we “regard it as a function of X and F .” As another aid
to proving the said factorization, let us use a fuller notation for the jacobian of F,G relative to
X,Y by mentioning in it the variables X,Y as well as the functions F,G. So in place of J (F,G)
let us write
j (F,G)
j (X,Y )
which will reduce the factorization to the chain rule
j (F,G)
j (X,Y )
= j (F,G)
j (F,X)
j (F,X)
j (X,Y )
. (9.2)
To put things in proper perspective, let us regard Rk as a subring of the field
R̂k = k((X))
((
Y−1
))
which consists of all expressions
Θ = Θ(X,Y ) =
∑
(i,j)∈Z×Z
ΘijX
iY j with Θij ∈ k
for which (depending on Θ) there exists j∗ ∈ Z together with i∗j for every j  j∗ such that:
Θij = 0 whenever j > j∗, or j  j∗ with i < i∗j . The smallest such j∗ is denoted by degY Θ ,
and the summations
∑
ΘijX
iY j and
∑
ΘijX
i over all (i, j) with j = j∗ are denoted by defoY Θ
and decoY Θ , respectively; all this with the understanding that if Θ = 0 then degY Θ = −∞ and
defoY Θ = decoY Θ = 0. Note that R̂k is naturally isomorphic to the field k((X))((Y )). The mean-
ing of the ordinary X-partial and Y -partial of any Θ in R̂k being obvious, so are the meanings
of ΘX,Y and ΘY,X . To explain the meanings of GX,F and GF,X , let us write F and G in explicit
form as
F(X,Y ) = YN +
∑
1iN
Fi(X)Y
N−i with Fi(X) ∈ k((X))
and
G(X,Y ) = G0(X)YM +
∑
Gj(X)Y
M−j with Gj(X) ∈ k((X))1jM
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G(X,Y ) = y(T ) =∑−Mi<∞ yi(X)T i
where yi(X) ∈ k((X)) with y−M(X) = 0
and T = F(X,Y )−1/N or equivalently T −N = F(X,Y )
(9.3)
with the understanding that⎧⎨⎩
we have T = Y−1 +∑1<i∈N ρi(F1(X), . . . ,FN(X))Y−i
and yi(X) = τi(F1(X), . . . ,FN(X),G0(X), . . . ,GM(X))
where ρi and τi are as in (4.9), (4.11) and (4.12)
(9.4)
and hence in particular⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
if Fi(X) ∈ k[X] for 1 i N
then ρi(F1(X), . . . ,FN(X)) ∈ k[X] for 1 < i ∈ N,
and if Fi(X) ∈ k[X] for 1 i N
and Gj(X) ∈ k[X] for 0 j M
then yi(X) ∈ k[X] for −M  i < ∞.
(9.5)
Now by definition
GX,F =
∑
−Mi<∞
y
†
i (X)F
−i/N (9.6)
and
GF,X =
∑
−Mi<∞
(−i/N)yi(X)F−(i+N)/N , (9.7)
where, to avoid confusion with Y -derivative which has been denoted by ′, we let
† denote X-derivative.
Clearly the first factor in the right-hand side of (9.2) equals GX,F , and the second equals
−FY,X . Consequently (9.1) follows from (9.2).
We claim that ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
upon letting Ω = {i ∈ Z: i −M with yi(X) /∈ k}
we have J (F,G) = 0 ⇔ Ω = ∅,
and if J (F,G) = 0
then upon letting c = minΩ
we have defoY J (F,G) = −Ny†c (X)YN−1−c.
(9.8)
Namely, since clearly FY,X = 0, by (9.1) we see that
J (F,G) = 0 ⇔ GX,F = 0
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J (F,G) = 0 ⇔ Ω = ∅.
Now assuming Ω = ∅ and letting
c = minΩ
by (9.1), (9.3), (9.4) and (9.6) we get
defoY J (F,G) = −defoY (GX,FFY,X)
with
defoY GX,F = y†c (X)Y−c and defoY FY,X = NYN−1
and hence
defoY J (F,G) = −Ny†c (X)YN−1−c.
As an immediate consequence of (9.8) we see that⎧⎪⎪⎪⎨⎪⎪⎪⎩
J (F,G) ∈ k((X))×
⇔ yi(X) ∈ k for −M  i < N − 1 with yN−1(X) /∈ k,
and if J (F,G) ∈ k((X))×
then y†N−1(X) = (−1/N)J (F,G).
(9.9)
10. Epimorphic charseq and meromorphic charseq
Let us continue with the situation of Sections 3 and 4 by considering monic polynomials
ξ = ξ(Z), η = η(Z) of positive degrees N,M in an indeterminate Z with coefficients in the
field K . Define the epimorphic charseq mep(ξ, η) of (ξ, η) by putting
mep(ξ, η) = m(Φ, l) with l = −N.
The pairs of coprime integers (m̂i(m), n̂i(m))1ih, with mep = m(ξ,η), may be called the
epimorphic characteristic pairs of (ξ, η).
Moreover, let us also continue with the situation of Section 9 by considering nonzero poly-
nomials F = F(X,Y ),G = G(X,Y ) of positive degrees N,M in Y with coefficients in k((X)),
where F is assumed to be monic in Y . Let W,Z be indeterminates over k(X,Y ), and assume
that
K =
⎧⎨⎩
an algebraic closure of
k(W)(F1(W), . . . ,FN(W),G0(W), . . . ,GM(W))
inside an algebraic closure of k(X,Y,Z)((W)).
Taking
ξ(Z) = F(W,Z) and η(Z) = G(W,Z)
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mmo(F,G) = mep(ξ, η).
The pairs of coprime integers (m̂i(m), n̂i(m))1ih, with m = mmo(F,G), may be called the
meromorphic characteristic pairs of (F,G). Note that now
m = mmo(F,G), h = h(m), d = d(m), n = n(m),
q = q(m), s = s(q), r = r(q).
In view of (3.1∗)–(3.1∗∗∗), by (9.9) we see that⎧⎨⎩
if J (F,G) ∈ k((X))×
then dh+1 = N/N˜ = 1 with Φ = Φ˜
and mh N − 1 with K(F,G) = K(Y).
(10.1)
We claim that⎧⎪⎪⎨⎪⎪⎩
given any κ(X) ∈ k((X)),
upon letting F = F(X,Y ) = F(X,Y − κ(X))
and G = G(X,Y ) = G(X,Y − κ(X)),
we have J (F ,G) = J (F,G) and mmo(F ,G) = mmo(F,G).
(10.2)
This is an immediate consequence of the following assertion which is obtained by applying the
K-automorphism Z 	→ Z − κ to the material of Section 4 through (4.2) and which says that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
after the above paragraph where we defined mep(ξ, η)
but before the “Moreover” paragraph
where we related ξ, η to F,G,
given any κ ∈ K ,
upon letting ξ = ξ(Z) = ξ(Z − κ)
and η = η(Z) = η(Z − κ),
we have mep(ξ , η) = mep(ξ, η).
(10.3)
11. Jacobian charseq
In the situation of Section 10, assume that{
F(X,Y ) = f (X−1, Y ) with f = f (X,Y ) ∈ k[X,Y ]× and
G(X,Y ) = g(X−1, Y ) with g = g(X,Y ) ∈ k[X,Y ]×,
where ⎧⎨⎩
f = f (X,Y ) and g = g(X,Y ) are nonzero polynomials
of positive Y -degrees N and M with coefficients in k[X]
with f being monic in Y .
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K =
{
an algebraic closure of k(W)
inside an algebraic closure of k(W,X,Y,Z).
We define the jacobian charseq m(f,g) of (f, g) by putting
m(f,g) = mmo(F,G).
The pairs of coprime integers (m̂i(m), n̂i(m))1ih, with m = m(f,g), may be called the jaco-
bian characteristic pairs of (f, g). Note that now
m = m(f,g), h = h(m), d = d(m), n = n(m),
q = q(m), s = s(q), r = r(q).
In view of (4.4), by (9.3)–(9.5) we see that
Φ(X,Y ) ∈ k[W−1,X−1, Y ] is monic of degree N in Y (11.1)
and we have the expansion⎧⎪⎨⎪⎩
G(X,Y ) = y(T ) =∑−Mi<∞ yi(X)T i
where yi(X) ∈ k[X−1] with y−M(X) = 1
and T = F(X,Y )−1/N or equivalently T −N = F(X,Y ).
(11.2)
In view of (9.5), as an immediate consequence of (9.9) we see that⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
J (f,g) ∈ k[X]×
⇔ yi(X) ∈ k for −M  i < N − 1 with yN−1(X) /∈ k,
and if J (f,g) ∈ k[X]×
then degX yN−1(X−1) = 1 + degX J (f,g)
with y†N−1(X−1) = (−1/N)J (f,g).
(11.3)
As a special case of (10.1) we see that⎧⎨⎩
if J (f,g) ∈ k[X]×
then dh+1 = N/N˜ = 1 with Φ = Φ˜
and mh N − 1 with k(X,f,g) = k(X,Y ).
(11.4)
Finally, as a consequence of (10.2) we see that⎧⎪⎪⎨⎪⎪⎩
given any κ(X) ∈ k[X],
upon letting f  = f (X,Y ) = f (X,Y − κ(X))
and g = g(X,Y ) = g(X,Y − κ(X)),
we have J (f , g) = J (f,g) and m(f , g) = m(f,g).
(11.5)
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Continuing with Section 11, for 1 j  h+ 1 we let
Φj(W,X,Y ) = Φ[l,j ](X,Y ) with l = −N
and note that then {
Φj(W,X,Y ) is a monic polynomial of degree nj in Y
with coefficients in k[W−1,X−1]
and we call φj (W,X,Y ) the j th jacoapproximate root of (f, g).
For any κ ∈ k× we put
Φj,κ = Φj,κ(X,Y ) = Φj(κ,X,Y )
and note that then {
Φj,κ(X,Y ) is a monic polynomial of degree nj in Y
with coefficients in k[X−1]
and we call Φj,κ the specialization of Φj at κ . In view of the existence and uniqueness of
approximate roots we see that Φh+1,κ is obtained by substituting κ for W in Φ(X,Y ) and for
2 j  h+ 1 we have Φj,κ = Appdj (Φh+1,κ ).
By a good special value for (f, g) we mean κ ∈ k× such that yN−1(κ) = 0. By (11.3) we see
that
if J (f,g) ∈ k[X]× then there exist good special values for (f, g) (12.1)
and clearly (cf. [Ab2]) ⎧⎨⎩
if κ is any good special value for (f, g)
then for 1 j  h+ 1
we have Φj,κ(X,Y ) ∈ Strictj (Φ, l, k)
(12.2)
and hence by (3.2) and (3.3) we see that⎧⎪⎪⎪⎨⎪⎪⎪⎩
if κ is any good special value for (f, g)
then for 1 j  h
we have int(Φ,Φj,κ) = rj
and int(Φ,Φ ′j,κ ) = rj −mj .
(12.3)
In connection with Sections 3 and 4 it is clear that{
for any Γ = Γ (X,Y ) ∈ k[X−1, Y ]
−1 (12.4)we have int(Φ,Γ ) = −degZ Γ (ξ(Z) , η(Z))
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for any Θ = Θ(X,Y ) ∈ k[X−1, Y ]
we have int(Φ,Θ) = −degY Θ(F(X,Y )−1,G(X,Y )).
(12.5)
13. Pure meromorphic curves
Continuing with the first display of Section 11 (but NOT the rest of that section), i.e., as-
suming F = f (X−1, Y ) and G = g(X−1, Y ) with f = f (X,Y ) ∈ k[X,Y ]× and g = g(X,Y ) ∈
k[X,Y ]×, let us prove some lemmas to elucidate some points in the proofs of Section 7.
Lemma (13.1). Assume that F̂ = 0−Fp∗ and J (F̂ , Ĝ) = 0−Xμ(w)−ν(w)−1Fe∗ with w < 0 and
defw(F,G) = 0, where we have F = Xπp(Y ) with π ∈ N and p(Y ) ∈ k[Y ]×, and where p∗ ∈
N+ with e∗ ∈ N. Then we can find λ ∈ N+ and f  = f (X,Y ) ∈ k[X,Y ]×k such that for F˜ = Fλ
we have p∗/λ ∈ N+ and e∗/λ ∈ N with F˜ = 0− infoX f (X−ν(w),Xμ(w)Y ).
Proof. Let j = j (X,Y ) = J (f,g) ∈ k[X,Y ]. Then, in view of (6.1) and (6.8), by the chain
rule we see that (j+w )p
∗ = 0−(f+w )e∗ . Consequently, by the unique factorization of polynomials,
we can find λ ∈ N+ and f  = f (X,Y ) ∈ k[X,Y ]× such that p∗/λ ∈ N+ and e∗/λ ∈ N with
(f )+w = 0−(f+w )e∗/λ. Now clearly we have Fλ = 0− infoX f (X−ν(w),Xμ(w)Y ). 
Lemma (13.2). Assume that w < 0. Then f /∈ k ⇔ a = 0 ⇔ a < 0. Moreover, if a = 0 then
(μ(w)− ν(w))/a > 0.
Proof. Since w < 0, we have w2 = −μ(w) ∈ N+, and we always have w1 = ν(w) ∈ N+. As
displayed in the preamble of Section 8, we also have
ordw F = ordX F ∗ = −degw f = a.
Therefore f /∈ k ⇔ a = 0 ⇔ a < 0. Moreover, if a = 0, then a < 0 and hence what we want
to show is equivalent to saying that μ(w) − ν(w) < 0. This in turn is equivalent to saying that
ν(w)−μ(w) > 0 which is obvious because ν(w)−μ(w) = w1 +w2. 
Lemma (13.3). Assume that we have Ĝ/F̂ ∈ Rk . Then there exists some g = g(X,Y ) ∈
k[X,Y ]× such that Ĝ/F̂ = infoX g(X−ν(w),Xμ(w)Y ).
Proof. Our assumption clearly implies G−w(X,Y ) = F−w (X,Y )H(X,Y ) with H(X,Y ) ∈ Rfow .
Changing X to X−1 in this equation we obtain the equation g+w(X,Y ) = f+w (X,Y )H(X−1, Y ).
The k[Y ]-isomorphism Rk → R˜k which is given by X 	→ X−1 clearly maps Rfow onto Rhow . Upon
letting g = g(X,Y ) = H(X−1, Y ) we get g(X,Y ) ∈ k[X,Y ]× with Ĝ/F̂ =
infoX g(X−ν(w),Xμ(w)Y ). 
Lemma (13.4). Assume that b = μ(w)−ν(w) and w < 0. Then we have (μ(w)E−b)/ν(w) ∈ N.
Proof. Now −b = w1 +w2 and we want to show that w1 +w2 −Ew2  0. As in the above proof
of (13.2), we see that w1,w2 belong to N+, and by looking at a term of Y -degree E in g+w we find
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w1 +w2 −Ew2  0. If i = 0 then the said equation directly implies that w1 +w2 −Ew2  0. 
Remark (13.5∗). (13.2) tells us that for any F and G in R̂×k we have the implication: w < 0 with{F,G} ⊂ k ⇒ GCD(a, b) > 0 ab. This is relevant in connection with (6.20).
14. Strict pseudoapproximate roots
Continuing with Section 12, we shall now prove some theorems which deal with a sequence
of strict pseudoapproximate roots
Ψ = (Ψj )1jh+1
of (Φ, l) where we recall that l = −N and where we put
Ψj = Ψj (X,Y ) = Φj,κ(X,Y ) with a good special value κ for (f, g).
We augment this by putting
Ψ0 = Ψ0(X,Y ) = X−1.
For any
Θ = Θ(X,Y ) ∈ Rk = k
[
X−1, Y
]
let us put
Θ = Θ(X,Y ) = Θ(F(X,Y )−1,G(X,Y ))
and in concordance with the notation int, F ∗, a, P(Y ), and D, let us also put
I (Θ) = int(Φ,Θ) and Θ∗ = Θ∗(X,Y ) = Θ(Xν(w),Xμ(w)Y ),
and
a(Θ) = ordX Θ∗, PΘ(Y ) = incoX Θ∗ and D(Θ) = degY PΘ(Y ),
and
Δ(Θ) = ordX decoY Θ−w (X,Y ) with Δ = Δ(F).
Note that then
I (Ψj ) = rj for 0 j  h (14.1)
Referring to [Ab2, pp. 251–263] for definitions concerning adic expansion in terms of the
polynomial vector Ψ , consider the Ψ -adic expansion of Θ given by
Θ =
∑
ΘzΨ
z with Θz ∈ k
[
X−1
]
z∈B
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n-vectors
z = (z1, . . . , zh+1) ∈ Nh+1 with zj < nj+1/nj for 1 j  h
and where SuppΨ (Θ) is finite with the Ψ -support of Θ being defined by
SuppΨ (Θ) = {z ∈ B: Θz = 0}.
Note that z ∈ B is the n-adic expansion of
〈z,n〉 =
∑
1jh+1
zjnj
and
z 	→ 〈z,n〉 gives a bijection B → N
and we have that
if i ∈ {1, . . . , h+ 1} then
〈z,n〉 < ni ⇔ zj = 0 for i  j  h+ 1. (14.2)
Also note that
Θ = 0 ⇔ SuppΨ (Θ) = ∅.
Finally note that
Ψ z =
∏
1jh+1
Ψ
zj
j ∈ Rk
and
Ψ z is a monic polynomial of degree 〈z,n〉 in Y (14.3)
and hence ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
if Θ = 0 and ζ is the n-adic expansion of degY Θ
then ζ ∈ SuppΨ (Θ)
with degY Θ = 〈ζ,n〉 > 〈z,n〉 for all ζ = z ∈ SuppΨ (Θ)
and lecoY Θ = Θζ = 0
and: Θ is monic in Y ⇔ Θζ = 1.
Let B∗ be the set of all nonnegative left r-vectors
t = (t0, . . . , th) ∈ Nh+1 with tj < dj/dj+1 for 1 j  h.
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〈t, r〉 =
∑
0jh
tj rj
and
t 	→ 〈t, r〉 gives a bijection B∗ →
∑
0jh
rjN
and we note that
if i ∈ {0, . . . , h} then
〈t, r〉 ∈
∑
0ji
rjN ⇔ tj = 0 for i < j  h
where
∑
0ji rjN is the semigroup generated by r0, . . . , ri , i.e.,
∑
0ji
rjN =
{ ∑
0ji
τj rj : τ0 ∈ N, . . . , τi ∈ N
}
.
For every z ∈ SuppΨ (Θ) let z∗ ∈ B∗ be defined by putting
z∗j =
{
zj if 1 j  h,
ordX Θz if j = 0.
Clearly ⎧⎪⎪⎨⎪⎪⎩
if 0 degY Θ < nh+1
then there exists a unique τ ∈ SuppΨ (Θ)
such that I (Θ) = I (ΘτΨ τ ) = 〈τ ∗, r〉 < 〈z∗, r〉 = I (ΘzΨ z)
for all τ = z ∈ SuppΨ (Θ).
(14.4)
If in the above definition of τ we want to stress its dependence on Θ then we could denote it by
τ(Θ).
By (14.1)–(14.4) we see that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if 0 degY Θ < ne for some e ∈ {1, . . . , h+ 1}
and if for some 0 < π ∈ Q
we have a(Ψ j ) = I (Ψj )π for 0 j  e − 1
then a(Θ) = a((ΘτΨ τ )) = 〈τ ∗, r〉π < 〈z∗, r〉π = a((ΘzΨ z))
for all τ = z ∈ SuppΨ (Θ)
and hence a(Θ) = I (Θ)π
 ∗ τ  ∗
(14.5)and infoX(Θ ) = infoX((ΘτΨ ) ) .
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in the situation of (14.5),
if F is w-related to Ψ j for 0 j  e − 1
then F is w-related to Θ.
(14.6)
Now (where the first equation follows from (3.3) and the second is obvious)⎧⎪⎨⎪⎩
for 1 j  h
we have I (Ψ ′j ) = rj −mj
and degY Ψ ′j < nj
(14.7)
and hence by (14.6) we see that{ in the situation of (14.6) with e h,
we have (re −me)π = a(Ψ ′e) and F is w-related to (Ψ ′e). (14.8)
By the chain rule we have
j (F,Ψ

e )
j (X,Y )
= j (F,Ψ

e )
j (F,G)
j (F,G)
j (X,Y )
and clearly
j (F,Ψ

e )
j (F,G)
= (Ψ ′e)
and hence
J
(
F,Ψ e
)= (Ψ ′e)J (F,G) for 1 e h+ 1. (14.9)
By (14.8) and (14.9) we see that⎧⎨⎩
in the situation of (14.6),
if F is w-related to X2J (F,G)
then F is w-related to X2J (F, (Ψe)).
(14.10)
By (6.19) and (14.4)–(14.10) we get the following Theorem (14.11), and by also invoking
(7.6) and (13.5∗) we get the following Theorem (14.12).
Theorem (14.11). Assume that J (F,G) ∈ k((X))× and F is w-related to X2J (F,G). Let any
0 < π ∈ Q and e ∈ {1, . . . , h+ 1} be given such that for 0 j  e− 1 we have a(Ψ j ) = I (Ψj )π
and F is w-related to Ψ j . Then for every Θ ∈ R×k with degY Θ < ne we have a(Θ) = I (Θ)π
and F is w-related to Θ. Moreover, if e = h+ 1 then we always have
meπ − a
(
X2J (F,G)
)+ a(Ψ e )− I (Ψe)π  μ(w)− ν(w)− a
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{
meπ − a(X2J (F,G))+ a(Ψ e )− I (Ψe)π < μ(w)− ν(w)− a
⇔ F is w-related to Ψ e .
Theorem (14.12). Assume that J (F,G) ∈ k((X))× and F is w-related to X2J (F,G). Also let
any 0 < π ∈ Q and e ∈ {1, . . . , h} be given such that for 0 j  e−1 we have a(Ψ j ) = I (Ψj )π
and F is w-related to Ψ j . Assume that either
(i) w < 0 or
(ii) w > 0 = a with D(Ψ e )a −Da(Ψ e ) = 0 < (μ(w)− ν(w))/a.
Then F as well as Ψ e has at most two points at infinity in the w-infoatic sense. More precisely
F−w = 0−xiyj and (Ψ e )−w = 0−xi∗yj∗ where i, j, i∗, j∗ are nonnegative integers with i − j = 0 =
i + j = 0 = i∗ + j∗ and (x, y) is the w-infoatic pair described below.
(1) If w = −1 then x = αX−1 + α∗Y and y = βX−1 + β∗Y where α,α∗, β,β∗ in k are such
that αβ∗ − α∗β = 0.
(2) If w < −1 then x = X−1 and y = γXw + Y with γ ∈ k such that −w ∈ N+ in case γ = 0.
(3) If 0 > w > −1 then x = Y and y = X−1 + γ Y−1/w with γ ∈ k and −1/w ∈ N+ in case
γ = 0.
(4) If w > 0 = a with D(Ψ e )a −Da(Ψ e ) = 0 < (μ(w)− ν(w))/a then x = X−1 and y = Y .
Moreover we have a = 0 and we have (I) and (II) stated below.
(I) defw(F,Ψ e ) = 0 ⇔ F is w-related to Ψ e .
(II) defw(F,Ψ e ) = 0 ⇒ (i∗, j∗) = (1 + ci,1 + cj) for some c ∈ Q.
Note that here defw(F,Ψ e ) equals right-hand side minus left-hand side of the displays in (14.11),
i.e.,
⎧⎪⎨⎪⎩
defw(F,Ψ e )
= −meπ + a(X2J (F,G))− a(Ψ e )+ I (Ψe)π +μ(w)− ν(w)− a
with defw(F,Ψ e ) 0.
Remark (14.13∗). The proofs of (14.11), and the following assertions (14.14)–(14.22), do not
use any of the material from Sections 7, 8, 13. However, Section 9 is crucial, while Sections 10–
12 mostly paraphrase previous material. Section 13 is supplementary to Section 7. Material from
Section 7 is certainly used in proving Theorem (14.12). In connection with Theorem (14.12)
we note that, as observed in Remark (7.8∗), for a = 0, the condition (μ(w) − ν(w))/a > 0 is
equivalent to the condition w > 1 or w < 1 according as a > 0 or a < 0, and for any i, j in N we
have: i − j = 0 ⇒ i + j = 0.
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F is w-related to Ψ 0
with (a(Ψ 0 ), I (Ψ0)) = (a,−N)
and hence for any 0 < π ∈ Q we have:
a(Ψ

0 ) = I (Ψ0)π ⇔ π = −a/N.
(14.14)
Concerning the function a(Θ) in (14.11) we note that⎧⎪⎪⎨⎪⎪⎩
for every Θ ∈ R×k with degY Θ < nh+1
we have (Δ(Θ),D(Θ)) ∈ Supp(Θ−w )
and for every (Δ∗,D∗) ∈ Supp(Θ−w )
we have a(Θ) = D∗μ(w)+Δ∗ν(w)
(14.15)
and hence in particular
a = Dμ(w)+Δν(w). (14.16)
Note that {
since G = 0, we have η = 0, and hence h = 0
and by definition we have mh+1 = ∞. (14.17)
Inspired by the right-hand side of the inequalities in (14.11), we define the w-jaconumeric
Nw(F,G) of (F,G) by putting
Nw(F,G) = N −
(
μ(w)− ν(w))(N/a)
with the understanding that if a = 0 then Nw(F,G) = ∞, and we define the w-jacoelongation
ew(F,G) of (F,G) by putting
ew(F,G) = min
{
e ∈ {1, . . . , h+ 1}: me Nw(F,G)
}
.
Concerning Nw(F,G), by (14.16) we see that⎧⎪⎪⎨⎪⎪⎩
if a = 0
then Nw(F,G) = N −N(w − 1)/(Dw +Δ)
with Dw +Δ = a/ν(w) = 0 and Nw(F,G)(−a/N)
= right-hand side of the inequalities in (14.11)
(14.18)
and hence ⎧⎨⎩
if a = 0 with N = D −Δ
then Nw(F,G) = N − (D −Δ)(w − 1)/(Dw +Δ) (14.19)
with Dw +Δ = a/ν(w) = 0.
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if f is regular in Y with w = −1
then for every (u, v) ∈ Supp(F−w )
we have N = v − u
(14.20)
and hence ⎧⎪⎪⎨⎪⎪⎩
if f is regular in Y with w = −1
then −a/N = 1 and N = D −Δ
with (0,D) = (Δ,D) ∈ Supp(F−w )
and therefore by (14.19) we get Nw(F,G) = N − 2.
(14.21)
Finally, in the following theorem we show that Nw(F,G) is monotonic in w.
Theorem (14.22). Assume that a < 0. Let w∗ ∈ Q be such that w∗ < w and (Δ,D) ∈
Supp(F−w∗). Then for any  ∈ {<,=,>} we have:
Nw(F,G)Nw∗(F,G) ⇔ −ΔD.
Proof. By (14.15) and (14.18) we have
Nw −N
N
= w − 1−Dw −Δ with 0 < −Dw −Δ ∈ Q
and
Nw∗ −N
N
= w
∗ − 1
−Dw∗ −Δ with 0 < −Dw
∗ −Δ ∈ Q
and hence
Nw Nw∗ ⇔ (w − 1)
(−Dw∗ −Δ) (w∗ − 1)(−Dw −Δ).
Clearly
(w − 1)(−Dw∗ −Δ) (w∗ − 1)(−Dw −Δ) ⇔ −Δ(w −w∗)D(w −w∗)
which follows by transferring terms from the left to the right, and now dividing both sides by the
positive rational number w −w∗ we get
−Δ(w −w∗)D(w −w∗) ⇔ −ΔD.
Our claim follows from the last three displays. 
Remark (14.23∗). Note that (14.5) remains true if everywhere, except in the last line about info,
we replace a by Δ. Also note that the condition that π be positive is important and should not be
disregarded.
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Consider F = F(X,Y ) ∈ R×k of positive Y -degree N with explicit expressions
F(X,Y ) =
∑
0iN
FiY
N−i with Fi = Fi(X) ∈ k((X)) and F0 = 0
and
F(X,Y ) =
∑
FijX
iY j with Fij ∈ k.
Note that this is consistent with the notation of Section 9 except that we are not assuming F
to be monic in Y . We are also not assuming that F belongs to Rk (as in Sections 10–14). Note
that Supp(F ) is the set of all (i, j) with Fij = 0.
By Newton’s theorem, for a suitable positive integer ν we get a factorization
F
(
Xν,Y
)= F0(Xν) ∏
1iN
(
Y − zi(X)
)
with zi(X) ∈ k((X)).
We shall associate to F , various quantities O,L,Λ,P, ι also with subscripts and superscripts.
It can easily be seen that these quantities depend only on F and not on the choice of ν.
We define the final root order of F by putting
Ô(F ) = (1/ν)max{ordX zi(X): 1 i N}.
For any c ∈ Q∪ {∞} we define the vertical label of F at c and the starred vertical label of F at
c to be the nonnegative integers L(F, c) and L∗(F, c) obtained by putting
L(F, c) = ∣∣{i ∈ {1, . . . ,N}: ordX zi(X) cν}∣∣
and
L∗(F, c) =
{ |{i ∈ {1, . . . ,N}: ordX zi(X) > cν}| if c = ∞,
|{i ∈ {1, . . . ,N}: ordX zi(X) cν}| if c = ∞,
where | | denote size or cardinality. We define the final vertical label and the postfinal vertical
label of F by putting
L̂(F ) = L(F, Ô(F )) and L˜(F ) = L∗(F, Ô(F )).
We arrange the set {(1/ν)ordX zi(X): 1 i N} as an increasing sequence{
O1(F ) <O2(F ) < · · · <Oι(F)(F ) = Ô(F )
with preaugumentation O0(F ) = ordX F0(X)
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of the above set, and O0(F ),O1(F ),O2(F ), . . . ,Oι(F )(F ) are rationals with the exception that
Oι(F)(F ) may be ∞. Next we introduce the decreasing sequence of nonnegative integers{
L1(F ) > L2(F ) > · · · >Lι(F)(F ) Lι(F )+1(F ) = L˜(F )
with Li(F ) = L(F,Oi(F )) for 1 i  ι(F )
where we call Li(F ) the ith vertical label of F . The two sequences
O0(F ), . . . ,Oι(F )(F ) and L1(F ), . . . ,Lι(F )+1(F )
constitute the UNP(F ) = the Usual Newton Polygon of F .
For any c ∈ Q∪ {∞}, upon letting⎧⎨⎩
(< c) = {1 i N : ordX zi(X) < cν},
(= c) = {1 i N : ordX zi(X) = cν},
(> c) = {1 i N : ordX zi(X) > cν},
we define the horizontal level Λ(F, c) of F at c and the starred horizontal level Λ∗(F, c) of F
at c by putting
Λ(F, c) = O0(F )+
[ ∑
i∈(<c)
(1/ν)ordX zi(X)
]
+ c∣∣(= c)∣∣
and
Λ∗(F, c) = O0(F )+
[ ∑
i∈(<c)
(1/ν)ordX zi(X)
]
+ c∣∣(= c)∣∣+ c∣∣(> c)∣∣
with the understanding that 0 times ∞ is 0, and we also define the polynomial 0 = P (F,c) =
P (F,c)(Y ) ∈ k[Y ] of F at c by putting
P (F,c)(Y ) = IXF0(X)
[ ∏
i∈(<c)
IXzi(X)
][ ∏
i∈(=c)
(
Y − IXzi(X)
)]
Y |(>c)|,
where we have abbreviated incoX to IX . We define the final horizontal level and the postfinal
horizontal level of F by putting
Λ̂(F ) =
{
Λ(F,Oι(F )−1(F )) if ι(F ) = 1,
O0(F ) if ι(F ) = 1,
and
Λ˜(F ) = Λ(F, Ô(F ))
and we define final polynomial of F by putting
P̂ (F ) = P̂ (F )(Y ) = P (F,Ô(F ))(Y ).
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Λ1(F ) = O0(F ) and Λi(F ) = Λ
(
F,Oi−1(F )
)
for 2 i  ι(F )+ 1,
where we call Λi(F ) the ith horizontal label of F , and we introduce the sequence
P
(F)
i = P (F,Oi(F )) for 1 i  ι(F ),
where we call 0 = P (F)i = P (F)i (Y ) ∈ k[Y ] the ith polynomial of F .
Note that clearly we have{
Ô(F ) = Oι(F)(F ) and P̂ (F ) = P (F)ι(F ) = P (F,Ô(F )), and
degY P̂ (F ) = L̂(F ) = Lι(F )(F ) with L1(F ) = N
(15.1)
and
Λ˜(F ) = Λι(F)+1(F ) = ordX F(X,0) = int(F,Y ) with Λ1(F ) = O0(F ) (15.2)
and
Λ̂(F ) = Λι(F)(F ) and ordY P̂ (F ) = L˜(F ) = Lι(F )+1(F ), (15.3)
and for 1 i  ι(F ) we have
Λi+1(F ) = Λi(F )+
(
Li(F )−Li+1(F )
)
Oi(F )
= O0(F )+
∑
1ji
(
Lj (F )−Lj+1(F )
)
Oj(F ) (15.4)
and
degY P
(F)
i = Li(F ) and ordY P (F)i = Li+1(F ), (15.5)
and for any c ∈ Q∪ {∞} we have
Λ(F, c) =
⎧⎨⎩
Λ1(F ) if c <O1(F ),
Λi+1(F ) if Oi(F ) c <Oi+1(F ) with 1 i < ι(F ),
Λι(F )+1(F ) if Oι(F)(F ) c
(15.6)
and
Λ∗(F, c) = Λ(F, c)+ c∣∣(> c)∣∣ with (> c) as above, (15.7)
and
degY P (F,c) = L(F, c) and ordY P (F,c) = L∗(F, c). (15.8)
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⎧⎨⎩
for any c ∈ Q and ν ∈ N+ with cν ∈ Z
we have ordXF(Xν,XcνY ) = Λ∗(F, c)ν
with incoXF(Xν,XcνY ) = P (F,c)(Y ).
(15.9)
Remark (15.10∗). To relate the UNP with the customary picture in the real plane, we introduce
the CNP(F ) = the Customary Newton Polygon of F . It consists of the ι(F ) segments in the real
plane where, for 1 i  ι(F ), the ith segment or side of CNP(F ) joins the point (Λi(F ),Li(F ))
to the point (Λi+1(F ),Li+1(F )), with the understanding that if Ô(F ) = ∞ then the last side is
the half-infinite horizontal line emanating from the point (Λ̂(F ), L̂(F )) and going to infinity on
the right. For 1 i  ι(F ) we embellish the ith side of CNP(F ) by placing the ith polynomial
0 = P (F)i = P (F)i (Y ) ∈ k[Y ]
of F on it. Alternatively, CNP(F) may be constructed thus. Its first vertex is (Λ1(F ),L1(F )) =
(O0(F ),N). The first side is the line of slope O1(F ) starting at the first vertex and ending at
height L2(F ) giving us the second vertex. Inductively, the ith side is defined to be the line of
slope Oi(F ) starting at the ith vertex (Λi(F ),Li(F )) and ending at height Li+1(F ) giving us the
(i + 1)th vertex whose horizontal coordinate is defined to be Λi+1(F ). Letting this side continue
to height zero, the horizontal coordinate of the point so obtained is Λ∗(F,Oi(F )). Note that
we are interpreting the slope of a side to be the tangent of the angle it makes with the Y -axis.
The ith side of CNP(F ) may be called the ith Newton line of F ; for i = 1 we may call it the top
Newton line of F , and for i = ι(F ) we may call it the bottom Newton line of F . Likewise, for
1 i  ι(F )+ 1, the point (Λi(F ),Li(F )) may be called the ith Newton vertex of F .
Remark (15.11∗). A more traditional way of characterizing CNP(F ) is to note that the two
sequences (Λκ(F ),Lκ(F ))1κι(F )+1 and Oi(F )0iι(F ) can be completely and uniquely de-
scribed by only using Supp(F ) in the following way:
(1) ι(F ) ∈ N+.
(2) L1(F ) = N and Λ1(F ) is min u such that (u,N) belongs to Supp(F ).
(3) (Λκ(F ),Lκ(F ))1κι(F )+1 is a sequence of points (= pairs of integers) in Supp(F ), except
that if FN = 0 then Λι(F)+1 = ∞ and Lι(F )+1 is min v such that (u, v) belongs to Supp(F )
for some u.
(4) If FN = 0, i.e., if (u,0) belongs to Supp(F ) for some u, and then Λι(F)+1 is the smallest
such u and Lι(F )+1 = 0.
(5) If FN = 0 then Lι(F )(F ) = Lι(F )+1(F ) and Λι(F)(F ) is min u such that (u,Lι(F )(F )) be-
longs to Supp(F ).
(6) If FN = 0 and i is any integer with 1 i  ι(F )− 1 then (Λi+1(F ),Li+1(F )) is the unique
point in Supp(F ) with Li+1(F ) < Li(F ) such that for every (u, v) in Supp(F ) with v <
Li(F ) we have either
v Li+1(F ) and
u−Λi(F )  Λi+1(F )−Λi(F )
Li(F )− v Li(F )−Li+1(F )
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v < Li+1(F ) and
u−Λi(F )
Li(F )− v >
Λi+1(F )−Λi(F )
Li(F )−Li+1(F ) .
(7) If FN = 0 and i is any integer with 1  i  ι(F ) then (Λi+1(F ),Li+1(F )) is the unique
point in Supp(F ) with Li+1(F ) < Li(F ) such that for every (u, v) in Supp(F ) with v <
Li(F ) we have either
v  Li+1(F ) and
u−Λi(F )
Li(F )− v 
Λi+1(F )−Λi(F )
Li(F )−Li+1(F )
or
v < Li+1(F ) and
u−Λi(F )
Li(F )− v >
Λi+1(F )−Λi(F )
Li(F )−Li+1(F ) .
(8) O0(F ) = Λ1(F ) and for 1 i  ι(F ) the slope is given by
Oi(F ) = Λi+1(F )−Λi(F )
Li(F )−Li+1(F )
with the understanding that if i = ι(F ) and FN = 0 then Oi(F ) = ∞.
Remark (15.12∗). If the Y -degree of F ∈ R×k is N = 0, i.e., if F(X,Y ) = F0(X), then we let
ι(F ) = 0 and we regard UNP(F ) = CNP(F ) to be reduced to the single point (Λ1(F ),L1(F )) =
(O0(F ),L1(F )) = (ordX F0(X),0). If F = 0 then we regard UNP(F ) = CNP(F ) = ∅.
Remark (15.13∗). This brings us to the triangularness of the Newton polygon discussed in Sec-
tion 1. To tie it to the present set-up, let us say that UNP(F ) is a triangle to mean that either
N = 1 or
L1(F ) = N > 1 = ι(F ) = 1 +Λ1(F ) and L2(F ) = 0 = Λ2(F ).
So, assuming N > 1, the UNP is a triangle really means that it is a single nonvertical segment. It
becomes a triangle when we augment it by a vertical segment and a horizontal segment.
16. Parallelness of Newton polygons
We shall now prove that the Newton polygons of F and G are parallel, as will be defined
in a moment, if their jacobian depends only on X. This corresponds to Lemma (9.31) of my
joint paper [AbA] with Assi, and its original incarnation when the jacobian is a nonzero constant
(times X−2 in the pure meromorphic case) was included in my Purdue lectures of 1971.
So in the set-up of Section 15, also consider G = G(X,Y ) ∈ R×k of positive Y -degree M with
explicit expressions
G(X,Y ) =
∑
GjY
M−j with Gj = Gj(X) ∈ k((X)) and G0 = 00jM
S.S. Abhyankar / Journal of Algebra 319 (2008) 493–548 545and
G(X,Y ) =
∑
GijX
iY j with Gij ∈ k.
This is consistent with the notation of Section 9, but we are not assuming that G belongs to Rk
(as in Sections 10–14). Also we are not assuming F to be monic in Y or belongs to Fk , but we
are assuming it to be of positive Y -degree N .
Since the quantities introduced in Section 15 are independent of the choice of ν, we may
adjust the value of ν so that it works for F as well as G.
For 0 j min(ι(F ), ι(G)) we say that UNP(F ) and UNP(G) are j -step parallel, in sym-
bols we write UNP(F ) ||j UNP(G), if{
MO0(F ) = NO0(G), and for 1 i  j we have
Oi(F ) = Oi(G) and MLi(F ) = NLi(G).
Moreover, we say that UNP(F ) and UNP(G) are parallel, in symbols we write UNP(F ) ||
UNP(G), if
ι(F ) = ι(G) and UNP(F ) ||ι(F ) UNP(G).
Likewise, we say that UNP(F ) is smaller than UNP(G), in symbols we write UNP(F ) <
UNP(G), if⎧⎨⎩
Ô(F ) < Ô(G) with L̂(G) = 1, and
either ι(F ) = ι(G) with UNP(F ) ||ι(F )−1 UNP(G) and ML̂(F) = NL̂(G),
or ι(F ) = ι(G)− 1 with UNP(F ) ||ι(F ) UNP(G)
and we note that
UNP(F ) < UNP(G) ⇒ L∗(G,Ô(F ))= 1. (16.1)
Finally, we say that UNP(F ) and UNP(G) are pseudoparallel, in symbols we write
UNP(F ) |.| UNP(G), if either UNP(F ) || UNP(G) or UNP(F ) < UNP(G) or UNP(G) <
UNP(F ); note that these three conditions are mutually exclusive.
In view of (15.1), (15.2) and (15.4), by the definition of parallelness we see that{
if UNP(F ) || UNP(G) then
M int(F,Y ) = N int(G,Y ) and ML̂(F) = NL̂(G). (16.2)
With P,Q,D,E as in Section 5, by (5.7) and (5.8) we see that⎧⎪⎪⎨⎪⎪⎩
if D +E = 0 and a, b are nonzero integers
such that aPQ′ − bQP ′ = 0
then P |b| = 0−Q|a| with Ea = Db and ab > 0 (16.3)
and P and Q are unirelated with DE = 0
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if PQ has a multiple root and a, b are nonzero integers
such that aPQ′ − bQP ′ ∈ k
then aPQ′ − bQP ′ = 0.
(16.4)
Henceforth letting a, b,P,Q be as in Section 6, by (6.1) and (6.3) we see that
if J (F,G) ∈ k((X)) then aPQ′ − bQP ′ ∈ k. (16.5)
Note that in Section 15, the quantity c is essentially a weight. For instance, comparing Section
6 with (15.9) and identifying c with w we have w = (wν)/ν and hence ν/ν(w) ∈ N+. At any
rate, we can choose ν so that for the given weight w we have
ν/ν(w) ∈ N+.
Now by (15.2), (15.4), (15.6), (15.7) and (15.9) we see that
a  int(F,Y )ν(w) and b int(G,Y )ν(w) (16.6)
and hence {
if either int(F,Y ) < 0 or int(G,Y ) < 0
then either a < 0 or b < 0.
(16.7)
By (15.8) we see that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i) degY P > 0 ⇔ degY P  L̂(F ) ⇔ w  Ô(F ),
(ii) ordY P > 0 ⇔ ordY P  L̂(F ) ⇔ w < Ô(F ),
(iii) degY P > ordY P ⇔ w ∈ {O1(F ), . . . ,Oι(F )(F )},
(iv) degY Q> 0 ⇔ degY Q L̂(G) ⇔ w  Ô(G),
(v) ordY Q> 0 ⇔ ordY Q L̂(G) ⇔ w < Ô(G),
(vi) degY Q> ordY Q ⇔ w ∈ {O1(G), . . . ,Oι(G)(G)},
(vii) w <Oι(F)−1 with ι(F ) 2 ⇒ ordY P  2,
(viii) w <Oι(G)−1 with ι(G) 2 ⇒ ordY Q 2,
(16.8)
and hence ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
if either (i) w < min(Ô(F ), Ô(G)),
or (ii) w < Ô(G) with L̂(G) 2,
or (iii) w <Oι(G)−1(G) with ι(G) 2,
or (iv) w < Ô(F ) with L̂(F ) 2,
or (v) w <Oι(F)−1(F ) with ι(F ) 2,
(16.9)then ordYPQ 2,
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if either w ∈ {O1(F ), . . . ,Oι(F )(F )} \ {O1(G), . . . ,Oι(G)(G)}
or w ∈ {O1(G), . . . ,Oι(G)(G)} \ {O1(F ), . . . ,Oι(F )(F )}
then P and Q are not unirelated.
(16.10)
Main lemma (16.11). Let F and G in R×K be of Y -degrees N > 0 and M > 0, respectively,
and assume that J (F,G) ∈ k((X)) and UNP(F ) ||0 UNP(G). Let us also assume that either
int(F,Y ) < 0 or int(G,Y ) < 0. Then UNP(F ) |.| UNP(G), and for 1 i < min(ι(F ), ι(G)) the
polynomials P (F)i and P
(G)
i are unirelated. Moreover, if Ô(F ) = Ô(G) then UNP(F ) ||UNP(G)
and hence in particular we have M int(F,Y ) = N int(G,Y ) and ML̂(F) = NL̂(G).
Proof. By induction on j we shall show that, given any integer j with 0 j min(ι(F ), ι(G)),
we have (1j )–(6j ) stated below. By taking j = min(ι(F ), ι(G)) this will establish the lemma.
(1j ) If j < min(ι(F ), ι(G)) then we have: UNP(F ) ||j UNP(G), and the polynomials P (F)i
and P (G)i are unirelated for 1 i  j .
(2j ) If Ô(F ) = Ô(G) and j = min(ι(F ), ι(G)) then we have: j = ι(F ) = ι(G), UNP(F ) ||j
UNP(G), the polynomials P (F)i and P
(G)
i are unirelated for 1  i < j , and M int(F,Y ) =
N int(G,Y ).
(3j ) If Ô(F ) < Ô(G) and j = min(ι(F ), ι(G)) = ι(G) then we have: j = ι(F ), UNP(F )||j−1
UNP(G), the polynomials P (F)i and P
(G)
i are unirelated for 1 i < j , ML̂(F) = NL̂(G), and
L̂(G) = 1.
(4j ) If Ô(F ) < Ô(G) and j = min(ι(F ), ι(G)) = ι(G) then we have: j = ι(F ) = ι(G) − 1,
UNP(F ) ||j UNP(G), the polynomials P (F)i and P (G)i are unirelated for 1 i < j , and L̂(G) = 1.
(5j ) If Ô(G) < Ô(F ) and j = min(ι(F ), ι(G)) = ι(F ) then we have: j = ι(G), UNP(F )||j−1
UNP(G), the polynomials P (F)i and P
(G)
i are unirelated for 1 i < j , ML̂(F) = NL̂(G), and
L̂(F ) = 1.
(6j ) If Ô(G) < Ô(F ) and j = min(ι(F ), ι(G)) = ι(F ) then we have: j = ι(G) = ι(F ) − 1,
UNP(F ) ||j UNP(G), the polynomials P (F)i and P (G)i are unirelated for 1 i < j , and L̂(F ) = 1.
By hypothesis this holds for j = 0. So let j > 0 and assume for j − 1. Note that now (2j−1)–
(6j−1) are vacuous, and so in proving (1j )–(6j ) we shall only use (1j−1) and that we shall do
without mentioning it explicitly; we shall also tacitly use the fact that MLj(F ) = NLj(G) which
in case of j > 1 follows from (15.5) and the unirelatedness of P (F)j−1 and P (G)j−1, and is obvious in
case of j = 1 because L1(F ) = N and L1(G) = M . Since either int(F,Y ) < 0 or int(G,Y ) < 0,
upon taking w = min(Oj (F ),Oj (G)), by (16.5) we see that aPQ′ − bQP ′ ∈ k and by (16.7)
and (16.8) we see that a < 0 and b < 0. If j < min(ι(F ), ι(G)) then by (16.9)(i) we see that
PQ has a multiple root and therefore by (16.3), (16.4) and (16.10) we see that P = P (F)j and
Q = P (G)j are unirelated with Oj(F ) = Oj(G); this proves (1j ).
If Ô(F ) = Ô(G) and j = min(ι(F ), ι(G)) then by (1j ) we have j = ι(F ) = ι(G) with
Oj(F ) = Ô(F ) = Ô(G) = Oj(G) = Ô(G) and hence by (16.2) we see that M int(F,Y ) =
N int(G,Y ); this proves (2j ).
If Ô(F ) < Ô(G) and j = min(ι(F ), ι(G)) = ι(G) then by (16.10) we see that P and Q are
not unirelated and hence by (16.3), (16.4) and (16.9)(i), (ii) we get j = ι(F ) and L̂(G) = 1; this
proves (3j ).
548 S.S. Abhyankar / Journal of Algebra 319 (2008) 493–548If Ô(F ) < Ô(G) and j = min(ι(F ), ι(G)) = ι(G) then j = ι(F ) < ι(G) and by (16.8)(ii),
(v) we see that P and Q are not unirelated and hence by (16.3), (16.4) and (16.9)(ii), (iii) we get
j = ι(F ) = ι(G)− 1 with Oj(F ) = Oj(G) and L̂(G) = 1; this proves (4j ).
Interchanging F and G in the proof of (3j ) and (4j ) we get (5j ) and (6j ). 
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