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1．まえがき
近年，システムの大規模化に伴い発見的手法の重要性が増している．そのような手法の中で，組合せ最適化問題に対
しては局所探索法(LocalSe錘ch,ＬＳ)をベースにした手法がよく用いられ，実用的にも成果をあげている．
本論文では，組合せ最適化問題の中でも特に難しい問題の一つとされているジョブショップスケジューリング問題
(JSP)を取り上げ，この問題に対してＬＳの拡張である反復局所探索法(IteratedLocalSearch,ILS)4)を適用し，効
率性について検討を行う．
２．ジョプショップスケジューリング問題
スケジューリングとは，ある目的を達成するため共通に使われる資源の時間配分を決定することである．ＪＳＰは，複
数の異なる仕事を処理するために，機械群の時間的な割り当てを決定する問題であり，ｎ個の仕事を、台の機械で処
理することを考える(、×ｍJSP)．各仕事を処理する機械の順序(技術的順序)は仕事ごとにあらかじめ与えられてい
る．各機械上での仕事の処理を作業と呼ぶ．各作業は与えられた処理時間をかけて各機械上で中断なく処理される．こ
こで各機械はすべて異なり，同時に二つ以上の作業を処理することができないとする．すべての仕事を完成させるまで
の時間を総作業時間(makespan)と呼び，各仕事の技術的順序と，各作業の処理時間が与えられたもとで，makespan
を最小にするような各機械上での仕事の処理順序をすべて決定するものである3)．
ＪＳＰの解の表現方法として離接グラフ(DiSjunctiveGraph)がよく用いられる．ＪＳＰは離接グラフＧ＝(ⅨＯＵＤ）
を用いて次のように表現される．
．Ｖは節点の集合であり，作業に対応する節点および二つの特殊な節点ソース(O)とシンク(*)からなる．
。Ｏは節点間を結ぶ有向弧(ConjuctiveArc)の集合で技術的順序を表す．
。Ｄは離接弧(DiSjunctiveArc)の集合で，同一機械上の作業の対を表す．
各作業の処理時間は対応する節点に付与された重みによって表すＪＳＰの３×３問題の離接グラフを図１に示す．図１
において円は節点，すなわち作業を表し，実線は有向弧，破線は離接弧を表す．なお，○がは機械ｊでの仕事ｉの作業
を意味し，Ｂｊは○勺の処理時間を意味する．図１において，節点0,,は機械１で処理される仕事１の作業を表し，以
下同様に考える．仕事１は機械１，機械２，機械３の順番にスケジュールされることを意味し，仕事２は機械１，機械
３，機械２の順番にスケジュールされ，仕事３は機械２，機械１〆機械３の順番にスケジュールされることを意味する．
完全なスケジュールは同一機械上の作業の処理順序をすべて決定することによって得られる．離接グラフモデルにお
いて，このことはＤのすべての無向弧を有向弧に変えることに対応する．このときＤより得られた有向弧の集合を選
択とよぶ．ある選択Ｓが実行可能スケジュールを表現していることと，有向グラフＧ(S)＝(V;ＣＵＳ)が閉路を持た
ないことは同値である．このときＳは完全選択とよばれる．
一つの完全選択から対応するスケジュールを生成する際，各作業を可能な限り早く加工して一意に得られるスケジュー
ルをセミアクテイブスケジュールとよぶ．完全選択と対応するセミアクテイブスケジュールは同一視できるため，区別
せず同一の記号Ｓを用いて表す．Ｓの総作業時間Ｌ(S)は(O)から*に至る最も長い重みつきパスの長さによって与え
られる．節点(O)から(*)に至る最も長い重みつきの長さがmakespanになる．
3．反復局所探索法について
一般に，近似解法の研究においては多種多様な手法が試みられている．そのような近似解法における基本的な戦略
は，ＬＳがベースに置かれている．IbLbuSearchをはじめとする多くの近似解法では，解の間に適当に定められた近さ
の概念を利用する．ここでは簡単のため，二つの隣り合うジョブを交換することによって得られる解を近い解と定義す
る近い解の集合を近傍と呼び，実行可能解ｚの近傍を１V(z)とする．本論文では，ＬＳまたはInbuSearch(TS)2)をそれぞれ組み込んだ二つのILS(ILS,ILS+TS)およびMSLS(MSLS,MSLS+TS)について比較検討する．なお，ＬＳ
若宮利治・片山謙吾・成久洋之124
P1３Ｂ２日，
P3２Ｐ３，Ｐ３３
図１３×３問題の離接グラフ
およびＴＳで用いる近傍は，離接グラフ上の離接弧を１対反転したスケジュールの集合とする．以下，各々の探索法に
ついて簡単に説明する．
3.1ＬＳ
与えられた解Ｚに対して，ある近傍操作を加えることでその近傍Ｎ(z)から新しい解⑳'を生成し，その生成された
解勿'が与えられた解勿よりも良い評価値を有すれば，その解Z'を、とみなし，再び近傍操作を施すことで近傍Ⅳ(⑩）
から新しい解を生成および評価する改善処理を繰り返すものである．このＬＳによって最終的に得られる解勿は，Ⅳ(z）
の中に改善解が存在しなくなった時とされ，このＺは近傍Ⅳ(z)のもとで局所的に最適な解(局所解)となる．つまり
この局所解の質は，ＬＳで使用される近傍操作に大きく依存するものの，そこで使用される近傍操作ではこれ以上に評
価値の良い解は存在しないことを意味する．このようにＬＳの考え方は単純であり実装も容易であるが，一方で局所解
に陥って抜け出せなくなってしまうという欠点がある．
3.2ＴＳ
ＴＳは禁断探索法と呼ばれ，組合せ最適化問題の近似解を求めるために設計されるメタヒューリスティック解法であ
る．ＴＳはＬＳと同様に与えられた解に近傍操作を施し，その近傍から新しい解を生成および評価する改善処理を繰り
返すことによって近似解を得るが，以下の点で異なる．
ＯＴＳにおいては，目的関数値を減少させるような近傍が見つからないときでも停止せず，良好な解を得るために
目的関数値を増加させるような近傍への移動を行う．
．再び同じ解へ戻ること(巡回現象)を避けるために，ある解から別の解への移動に伴う何らかの情報を記憶して
おき，その情報をもとに探索を行う．
移動に伴う情報を属性と呼び，属性を記憶するリストをnbuList(禁断リスト）と呼ぶ．ＴＳにおいては，禁断リス
トを考慮に入れながら最良の方向に探索を進めるが，禁断リストが多くなるにつれ，探索する場所を失ってしまう可能
性がある．これを防ぐために，通常，ThbuListの長さを有限とし，ThbuListを先入れ先出しの待ち行列構造にする．
TabuListの長さは，TnbuLengthと呼ばれ，TEbuSearchの最重要パラメータである．また，移動がnbuListに
よって禁止されていても何らかの基準を満たせば，その移動を許すという方法も提案されている．nUbuSearchの終了
条件については一定のルールが確立しているという訳ではなく，アルゴリズム設計者や利用者の裁量の余地が大きい．
停止条件としてよく用いられているものに，計算時間やイテレーション数，最良解が更新されてからのイテレーション
数があげられる．
本研究でのＴＳは，上述したＬＳと同様の近傍を用いて探索を行う．ＴＳは，近傍解の生成に伴う情報を記憶するTnbu
Listを使用する．このTabuListによって，以前探索された解へ戻ることを禁止することができる．本実験では，高山
らの観測2)を参考にし，TEbuLengthを１０，終了までのイテレーションの回数を１０００回とする．
3.3MSLＳ
上述したＬＳによって得られる解はしばしば満足のいく上質な解ではないことがある．それは最適解の算出を保証す
る方法ではないため，最適解から離れ過ぎる解を算出してしまう傾向を否定できないからである．そこで，このＬＳを
用いてより良好な解を得るための最も簡単な方法としてはこのＬＳを許容される時間内，繰り返し実行する方法がある．
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この方法は極めて簡潔でありながら，比較的満足のいく解が得られ，実用上有効なアプローチの一つとされている．一
般にこの方法はランダム多点局所探索法(RandomMulti-startLocalSearch,MSLS)')と呼ばれる．
ＭＳＬＳはランダムな解から探索が行われ，局所解を得たならば再びランダムな解を生成し，ＬＳを繰り返し実行する
方法で，ある与えられた時間または繰り返し回数に到達したときを処理の終了条件とし，最終的に複数回実行されたＬＳ
で得られた解の中で最良な解を算出するものである．ＭＳＬＳのアルゴリズムを以下に示す．
MSLＳアルゴリズム
1.ランダムな解勿を生成する
2.1で発生した解勿にＬＳ(またはＴＳ)を実施する
3.2で算出された解の評価値cost(⑩)を評価する
４１～３までの処理を与えられた時間または繰り返し回数に到達するまで繰り返す
5.複数回実行されたＬＳ(またはＴＳ)の中で得られた最良の解を出力する
３．４１ＬＳ
比較的良好な解の近くには，更により良い解があるという経験からMSLＳのようにランダムな解を用いて再び局所
解を探索するのではなく，得られた局所解からＬＳで使用される近傍操作とは異なる近傍操作を利用して局所解からの
脱出を図り，再び探索を繰り返し行うものである．ＩＬＳのアルゴリズムを以下に示す・
ＩＬＳアルゴリズム
１.ランダムな解勿を生成する
２．１で発生した解⑩にＬＳ(またはＴＳ)を実施する
３．２で算出された解z'に近傍操作Ｎ１(またはＮ２)を施す
４．３で得られた解りに対して再びＬＳまたはＴＳを実施する
５．４で算出された解Zﾉ'が２で算出された解z'よりも良い評価値を有すれば(つまり，cost(Z/)＜cost(z'))，そ
の解z/をz'とみなす
６．３～５までの処理を与えられた時間または繰り返し回数に到達するまで繰り返す
７.複数回実行されたＬＳ(またはＴＳ)で得られた最良の解を出力する
本研究では，局所解から脱出を図るために２つの異なる近傍操作を考える．なお，異なる近傍操作は，現在までに算出
された最良解に対して与えるものとする．ここで，異なる近傍操作とは，機械上で割り当てられる仕事をランダムに二
つ選び，それらを入れ替える操作(Ⅳ1)と，割り当てられる仕事の区間をランダムに決め，その区間内の仕事を入れ巷
える操作(jV2)とするＪＶ１とⅣ2の近傍操作の例を図２，図３に示す．
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図２６×６問題におけるjV1の近傍操作の適用例
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図３６×６問題におけるⅣ２の近傍操作の適用例
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4．実験結果
本論文では，６×６，１０×１０および２０×５のベンチマーク問題に対して，ＬＳまたはＴＳをそれぞれ利用したＭＳＬＳ
法およびILS法について比較検討を行う．また，異なる近傍操作の有効性を見るために，Ⅳ１，Ｎ２の操作を，それぞ
れ１回，５回，１０回行うものとし，近傍操作を行う確率をＭ,jV2ともに1.0とする．さらに１０×１０問題に関して，
IEbuLengthを５から５０まで５ずつ変化させたものに対するmakespanの関係について検討を行う．
本実験で使用する計算機は，FUJITSUS-4/20Ｈであり，計算打ち切り時間は，ILSにおいては６×６問題が15秒，
１０×１０問題が500秒，２０×５問題が1000秒とする．各探索法の試行回数は５回行う．また各問題例の最適解は，６
×６問題が５５，１０×１０問題が９３０，２０×５問題が１１６５である．使用言語はＣ言語である．
表１，表２，表３は各ベンチマーク問題においてＭＳＬＳとMSLS＋ＴＳ，ＩＬＳとILS＋ＴＳの４つの探索法に対する
makespanの最良値と平均値および平均値の解の質を示したものである．図４は，１０×１０問題においてMSLS＋ＴＳ
のTEbuLengthを５から５０まで５ずつ変化させたものとmakespanの関係を示したもので，各々の試行回数が５回
のときのものを表している．
ここで，
解の質＝得られた解一最適解×,00(％）長ユヱ旨ら刀最適解へ…’'ｗ
で求めるものとした．なお，計算打ち切り時間が本実験で設定した値よりも長ければ，
に良質な解が得られるものと考えられる．
本実験で得られた解よりもさら
表１ＭＳＬＳとMSLS＋ＴＳの実験結果
ＭＳＬＳ MSLS＋ＴＳ
問題例 〕estavg･ 解の層 ｡estavg．解の震
６×６
１０×１０
２０×５
57
1094
1370
59.4
1118.8
1384.4
0.08
0.20
0.16
５５
945
1196
５５
954.2
1206.8
0.00
0.03
0.04
表２Ｎ１を用いたILSとILS＋ＴＳの実験結果
１回
司笥題F「
ILS ILS＋ＴＳ
〕estavg， 解の層 ｡estavg･ 解の贋
６×６
１０×１０
２０×５
58.4
1110.6
1411.2
55
1095
1385
0.06
0.19
0.21
５５
950
1211
５５
962.8
1223.8
0.00
0.04
0.05
IIzS５区 ＩＬＳ＋ＴＳ
￣問題『「 〕estavg， 解の贋 Destavg．解の贋
６×６
１０×１０
２０×５
５６
１１１７
１３８８
58.2
1126.4
1400.2
0.06
0.21
0.20
55
937
1198
５５
951.2
1213.8
0.00
0.02
0.04
１０匹 Ⅱ ＩＬＳ＋Ｔ
￣FH題移「 〕estavg．解の贋 〕estavg･ 解の儂
６×６
１０×１０
２０×５
58
1109
1373
58.6
1119.8
1401.2
0.07
0.20
0.20
５５
９６１
１２１１
５５
968.8
1218.8
0.00
0.04
0.06
表３１V２を用いたILSとILS＋ＴＳの実験結果
一T五百一三℃目下了§
￣問題F「 〕eｓｔａｖｇ解の層 〕ｅｓｔａｖｇ 解の層
６×６
１０×１０
２０×５
５８
１１１１
１４１６
59.4
1118.6
1426.2
0.08
0.20
0.22
５５
949
1201
５５
960.8
1207.0
0.00
0.03
0.04
￣問題『「 〕estavg･ 解の贋 〕estavg．解の蔭
６×６
１０×１０
２０×５
５８
１１１０
１３６８
59.0
1120.4
1407.4
0.07
0.20
0.21
５５
957
1210
５５
959.6
1219.6
0.00
0.03
0.05
１０回
一問題『「
ILS ILS＋ＴＳ
Destavg、 解の展 〕estavg．解の層
６×６
１０×１０
２０×５
55
1084
1391
57.4
1108.6
1422.8
0.04
0.19
0.22
５５
958
1198
５５
968.4
1215.4
000
0.04
0.04
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図４MSLS＋ＴＳのmakespanとTbLbuLengthの関係
5０0
5．考察
表１～３よりＭＳＬＳのほうがILSよりもわずかに良質な解を得ているが，それほど解の質に大きな差が生じないこ
とがわかる．これは，ＪＳＰにおいて２つの探索法の形質が似ているため，解の質に大きな差が生じるほど影響を及ぼ
さないものであるといえる．表２，表３よりILS＋ＴＳに関して，近傍操作がⅣ１のときは，近傍操作の回数が５回の
場合に比較的解の質が良いことがわかり，近傍操作がlV2のときは，近傍操作が１回の場合が比較的良質な解が得られ
ることがわかる．同様にILSに関して，近傍操作がⅣ１のときは近傍操作の回数が１０回の場合に比較的良質な解を得
ており，近傍操作がIV2のときは近傍操作の回数が１０回の場合に比較的良質な解を得ていることがわかる．このこと
から近傍操作の回数によって解の質には影響を及ぼすが，回数を増やせば必ずしも良質な解が得られるわけではないこ
とがいえる．これは探索法や問題の大きさによって，良質な解を得る近傍操作やその回数が違ってくるものであると考
えられる．
図５～１０は，本研究で得られた結果で，１０×１０問題にILS+ＴＳを適用した場合において，２つの異なる近傍操作の
回数がそれぞれ１回，５回，１０回のときのnbuLengthを５から５０まで５ずつ変化させたものに対するmakespan
の関係を示したもので，各々の試行回数が５回のときのものを表しており，図５～１０の内容は，
●図５は，近傍操作jV1の回数が１回の場合のTEbuLengthとmakespanの関係
・図６は，近傍操作jV2の回数が１回の場合のnbuLengthとmakespanの関係
●図７は，近傍操作Ⅳ１の回数が５回の場合のnbuLengthとmakespanの関係
・図８は，近傍操作Ｍの回数が５回の場合のIbUbuLengthとmakespanの関係
・図９は，近傍操作jV1の回数が１０回の場合のThbuLengthとmakespanの関係
●図１０は，近傍操作jV2の回数が１０回の場合のThbuLengthとmakespanの関係
を示したものである．
図４～図１０より，ILS＋ＴＳのほうがMSLS＋ＴＳよりもIEbuLengthを変化させたときに解の質の差が小さいこと
がわかる．これは，MSLSがランダムに解を繰り返し生成することから解の質の差にばらつきが生じることが考えられ
る．また，近傍操作や近傍操作の回数を変化させると解の質に影響を及ぼすが，解の質の差にそれほど大きな差が生じ
ないことがわかった．これは，異なる二つの近傍操作の性質が，ＪＳＰに関してそれほど解の質の差が生じるほどの影響
を及ぼさないものであるといえる．
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6．むすび
本論文では，ＪＳＰを取り上げ，ＭＳＬＳおよびILSにＬＳまたはＴＳを組み込んだ探索法を適用し，比較検討した．そ
の結果から，ＴＳの方がＬＳよりも有効な探索法であることが確認された．また，jV1がjV2よりも比較的良質な解を得
ることが観測され，異なる近傍操作を行う回数の違いによっても算出される解の質に影響を及ぼすことがわかった．し
かし，良質な解が得られるかどうかは近傍操作の回数が多い少ないにかかわらず，問題の大きさや探索法およびnbu
Lengthにより影響を及ぼしていくものだと考えられる．IHbuLengthについては１０くらいが最良な解が得られるこ
とが確認でき，THbuLengthの長さが１５から増えていくと解の質が悪くなる傾向がみられる．これはnbuLengthをより大きくすると離接弧の反転をすべて禁止してしまうことがあるので，良質な解が得られる可能性が低くなるもの
であると思われる．今後は，他の探索法について検討する予定である．
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（ReceivedNovember4,1999）
AlmostallcombinatorialoptimizationproblemsareNP-hardproblems；ｉｔｉｓｉｍｐｏｓｓｉｂｌｅｔｏｏｂｔａｉｎａｎ
ｅｘａｃｔｏptimalsolutionwithinpolynomialｔｉｍｅ・However，heuristicalgorithmsareabletofindnear
optimalsolutionswithinreasonabletilne・Heuristicalgorithmssuchasiteratedlocalsearches,silnulated
annealing,tabusearchesandgeneticalgorithｍｓａｒｅｋｎｏｗｎｔｏｂｅａｂｌｅｔｏｆｉｎｄｍｕｃｈｂｅttersolutionsthan
standardortraditionalheuristics・
Thispaperpresentsiteratedlocalsearchesfbrsolvingthejob-shopschedulingproblem・GenerallytheiteratedlocalsearchconsistsofalocalsearchphaseandmutationphaseForbothphasesoftheiterated
localsearch,weinvestigatedilIerentsuitableoperationsfbrseveralbenchmarkinstancesofthejob-shopschedulingproblem・Ourexperimentalresults,showthatthesearchabilitiesoftheiteratedlocalsearches
dependontheseoperations．
