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Cell nuclei are multifunctional. Not only do they house and protect the genome, but they 
additionally provide mechanical stability to the surrounding cell and convert extracellular mechanical cues 
into biochemical responses. For example, forces exerted upon integrins at the cell surface propagate 
through the cytoskeleton and into the nucleus, resulting in local stretching of chromatin and transcription 
upregulation. The mechanical integrity of the nucleus, however, is often compromised in an array of 
diseases ranging from cancers to laminopathies. These diseases have targeted effects on specific 
nuclear constituents, and in turn lead to altered cellular migration properties, increases in DNA damage 
and genomic instability, and compromised nuclear mechanotransduction. Consequently, the 
mechanobiology of the cell nucleus has garnered increasing attention over the past several decades. 
Studies in nuclear biomechanics primarily make use of force probes and/or light microscopy to quantify 
mechanical properties of nuclei and their responses to physical perturbations. In the first half of this 
thesis, I describe two novel methodologies for studying nuclear mechanobiology. The first is a side-view, 
light-sheet fluorescence microscope combined with an atomic force microscope (AFM-LS) that enables 
time-correlated, multi-color, 3D light-sheet imaging coupled with AFM. The second method is a unique 
combination of light-sheet microscopy and fluorescence recovery after photobleaching (FRAP) known as 
SPIM-FRAP, which I used to simultaneously quantify diffusion across an entire 2D image. In the latter half 
of this thesis, I describe how I have used both AFM-LS and SPIM-FRAP to study nuclear 
mechanobiology. SPIM-FRAP is used to show how intranuclear diffusion of NLS-GFP is slowed in 
nucleoli, but overall uncorrelated with chromatin structure on the length scale of single fluorophores. 
Additionally, I use SPIM-FRAP to show that sites of DNA damage are more stable than the surrounding 
diffuse repair proteins. AFM-LS is used to separate of the roles of chromatin and lamin A/C in nuclear 
iv 
compression, regarding both the mechanical response of the nucleus as well as local nuclear curvature. I 
also use multi-channel, 3D AFM-LS to show how compression alone via AFM, independent of nuclear 
rupture, is sufficient to induce DNA damage in nuclei. This indicates a novel mechanism by which nuclei 
incur double-stand DNA breaks. Finally, I provide the first review of mechanical models of nuclei, along 
with the development of a continuum mechanical model for AFM indentation. Together, these 
developments in methodologies along with the coupled insights into intranuclear dynamics, nuclear 
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CHAPTER 1: INTRODUCTION 
1.1 A Brief Overview 
 Until the past several decades, cells were viewed primary as chemical input-output systems. 
Specific drugs or chemical signals trigger biochemical responses within a cell that then governs both fate 
and function. However, there is a growing appreciation for the physical nature of biology, leading to the 
relatively new field of mechanobiology. Studies in mechanobiology have revealed how cells use 
mechanical forces to pull and tug on their environment to migrate [1], how cells are mechanosensors and 
can regulate differentiation based upon the stiffness of the surrounding environment [2], and how 
cancerous cells can be characterized and discerned from healthy cells by their mechanical properties [3], 
amongst many other groundbreaking results. Under the broad umbrella of mechanobiology lie numerous 
nascent sub-fields. This dissertation resides within one of the most promising sub-fields known as nuclear 
mechanics. 
 The cell nucleus is the largest and stiffest subcellular structure, and akin to the growing 
appreciation of mechanics in biology is the new understanding that mechanics is equally important to the 
cell nucleus. Parallels to each of the aforementioned mechanobiology results exist in the subfield of 
nuclear mechanobiology. For example, the nucleus acts as a propagator of force during cell migration [4] 
and serves as the rate limiting step in constricted environments [5]. Additionally, the nucleus is a 
mechanosensor that regulates chromatin compaction to mitigate DNA damage [6]. Nuclear shape and 
mechanics are also known to be compromised in various cancers and diseases [7, 8]. In studying nuclear 
mechanobiology, it is first prudent to understand the connections from nuclear mechanics to pathologies 
and cell functions. It is next important to establish the mechanical properties of the nucleus itself, so that 
we can predict how the nucleus translates mechanical forces to biochemical signals (Figure 1.1). Nuclear 
mechanics is far from a simple problem. The nucleus itself is comprised of intricate substructures that are 
precisely organized and interlinked. Each substructure and its connections have mechanical roles, and 
our understanding of these roles are informed by combinations of microscopy and force probes. In 
2 
parallel, nuclear mechanics can be investigated through computational modeling wherein each nuclear 
substructure is treated as a specific material and simulations of physiological processes inform the roles 
of each structure. Modeling and live-cell studies iteratively inform each other, with simulations providing 
predictions to be tested through experimentation and experimental observations being validated by 
simulations. 
 
Figure 1.1: A schematic representation of studying nuclear mechanobiology. 
 This thesis describes advances in methodologies for studying nuclear mechanobiology (Chapters 
2 – 4), discoveries in nuclear mechanics and computational modeling (Chapters 5, 6), and preliminary 
observations for promising future directions (Chapter 7). The conclusions and details of these chapters 
assume first a working knowledge of the structures within the cell nucleus. The following section 1.2 
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serves to provide this base. Next, I describe in brief some of the existing technologies for studying nuclear 
mechanobiology as to lay the foundation for why my methodological advances are of interest. Finally, to 
appreciate the conclusions of my work in nuclear mechanobiology, it is crucial to understand the broader 
scope in which this work exists. Section 1.4 aims to provide the reader an understanding of why nuclear 
mechanobiology is an important topic to study. 
 
1.2 Nuclear Substructures 
 The cell nucleus itself is made up of a myriad of subnuclear components (Figure 1.2). Here, I step 
through each substructure and note how it has been modeled in simulation. A more thorough treatment of 
mechanical modeling of cell nuclei is presented in Chapter 6, constituting the first published review on the 
topic [9]. Beginning with the nuclear interior, approximately three meters of DNA is condensed to fit within 
the nuclear volume (~100s of cubic microns for mammalian cell nuclei). This DNA is surrounded by fluid 
known as the nucleoplasm, which is roughly eight times more viscous than water [10]. DNA is compacted 
by wrapping itself around a group of proteins collectively called a nucleosome, to form the fundamental 
unit of compacted DNA known as chromatin. In turn, the nucleosomes are comprised of histones, of 
which there are five (H1, H2A, H2B, H3, H4) [11]. The latter four histones make up the core histones and 
two copies of each of the core histone form a nucleosome. The H1 histone is a linker histone which 
mediates interactions between nucleosomes [11]. Chromatin is further organized into closed and open 
regions, known as heterochromatin and euchromatin respectively. Heterochromatin is generally located 
towards the nuclear periphery and is transcriptionally inactive while euchromatin is more central and 
transcriptionally active. Each individual chromosome is positioned within the nucleus in a non-random 
way in regions known as chromosome territories. Chromatin provides mechanical resistance to nuclei 
[12], specifically at small length-scale deformations [13, 14]. In simulations, chromatin has been treated 




Figure 1.2: Schematic view of the cell nucleus and its connections to the cytoskeleton. Reproduced with 
permission from Maurer et al [15] 
Also within the nuclear interior, but localized to the periphery is the nuclear lamina, which 
interacts with chromatin at lamin-associated domains (LADs). The nuclear lamina is comprised of A- and 
B-type lamins, which are type V intermediate filament proteins [16]. A-type lamins consist of lamin A and 
lamin C and are encoded by the gene LMNA. B-type lamins consist of lamin B1 and B2 and are encoded 
by the genes LMB1 and LMB2 respectively [16]. The primary difference between A- and B-type lamins is 
that A-type lamins are not farnesylated when incorporated into the nuclear lamins while B-type lamins 
retain the farnesyl group [16]. Additionally, lamin B1/B2 reside slightly (~1 – 2 nm) closer to the nuclear 
envelop (NE) than lamin A/C [17]. Historically, the nuclear lamina was thought to be the primary 
mechanical constituent of the cell nucleus prior to studies on the role of chromatin [18]. Given that it forms 
a shell surrounding the chromatin, the nuclear lamina is often treated as a thin, elastic or viscoelastic shell 
or a dense polymer meshwork [9]. 
The NE is a comprised to two lipid bilayers: the outer nuclear membrane (ONM) and the inner 
nuclear membrane (INM). The ONM and the INM are separated by the perinuclear space, which is 
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approximately 50 nm wide [19]. The NE also is contiguous with the endoplasmic reticulum, which serves 
as a reservoir to expand the surface area of the NE. The INM and the ONM are connected adjacent to 
nuclear pore complexes (NPCs). NPCs are selectively permeable channels which mediate 
nucleocytoplasmic transport [19]. Furthermore, there exist a set of proteins that span the NE, connecting 
the cytoskeleton outside of the nucleus to the nuclear lamina inside the nucleus. This complex of proteins 
is known as the linker of nucleoskeleton and cytoskeleton (LINC) complex [20]. The LINC Complex is 
made up primarily of two sets of protein: SUN domain proteins and KASH domain proteins. SUN domain 
proteins span the INM, binding to the nuclear lamina [20]. KASH domain proteins, primarily nesprins, 
span the ONM and bind to the cytoskeleton [20]. SUN and KASH domain proteins interact within the 
perinuclear space, completing the mechanical link from the inside to outside of the nucleus. These 
connections to the cytoskeleton often present themselves as boundary conditions in models that consider 
both the nucleus and the surrounding cytoskeleton [9]. 
 While not a direct constituent of the nucleus, the cytoskeleton – composed of actin, microtubules, 
and intermediate filaments – serves as a filamentous network that protects the nucleus from external 
stresses [21-25], transfers force signals from the cell surface to the chromatin [26-29], and assists in 
nuclear translation during migration [30]. One of the most studied cytoskeletal proteins relevant to nuclear 
mechanics is actin. In spread cells, actin forms a series of filaments that run atop the nucleus parallel to 
its long axis [31]. This specific structure has been named the “actin cap”, which exerts a compressive 
stress on the nucleus from above [31-33]. The integrity of the actin cap is dependent on cellular 
morphology. This was confirmed by plating cells on fibronectin micropatterned substrates with varied 
geometries; cells plated on long, rectangular patterns formed distinct actin caps that shrunk nuclear 
height, while cells plated on circular patterns exhibited taller, rounded nuclei [31, 34, 35]. Furthermore, 
temporal fluctuations in nuclear shape were shown to be dependent on these same micropatterns. 
Disruption of actin was also shown to increase these temporal fluctuations, showing that actin helps 
determine both overall nuclear morphology as well as small, temporal fluctuations. This implies that cells’ 
sensitivity to the local environment indirectly regulates nuclear morphology.  Similarly, microtubules have 
also been shown to help regulate shape fluctuations [34]. The actin cap prestresses the nucleus, which is 
critical for transducing forces from integrins to the cell surface [28]. The degree of prestress is dependent 
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on the stiffness of the substrate upon which cells are plated, with stiffer substrates showing an increase in 
actin prestress and a decrease in nuclear height [36, 37]. In fact, cells plated on polyacrylamide gels 
show a similar reduction in the percentage of the actin cap that is present to cells plated on glass and 
treated with Latrunculin B to depolymerize actin. In some instances, this prestress is sufficient to cause 
rupture on the nuclear membrane [33]. Basal actin is also important for nuclear positioning, as it provides 
a link between focal adhesions on the substrate to the nucleus that can pull the nucleus during cell 
spreading and migration [23, 30, 38]. In the context of mechanical modeling, the cytoskeleton is often 
either ignored or treated as a means of applying external forces upon the nucleus. 
 This complex nuclear architecture maintains proper nuclear function and mechanical integrity. 
However, individual components of this architecture can be modified to compensate for or respond to the 
extracellular environment. For example, it is well documented the heterochromatin resides primarily 
towards the periphery of nuclei while euchromatin is more centrally located [39]. Strikingly, this positioning 
is reversed in the rod photoreceptor cells of nocturnal animals [40]. In this case, positioning has an optical 
effect. Positioning the dense heterochromatin towards the center and the less dense euchromatin 
towards the nuclear periphery provides a lensing effect akin to a gradient index of refraction (GRIN) lens. 
The allows for increased light collection for these nocturnal animals. A second example is a landmark 
result in the field of mechanobiology. Stem cells direct their differentiation based upon the stiffness of the 
extracellular matrix [2]. Later studies showed tissues adjust their elasticity based on the collagen content 
of the surrounding matrix, which then subsequently adjusts levels of lamin A in positive correlation with 
elasticity [41]. These studies illustrate how individual constituents of the nucleus are intricately related to 
global mechanical properties, which furthermore have implications for fundamental processes such as 
differentiation and proliferation. 
 
1.3 Methods in Studying Nuclear Mechanobiology 
 With a working understanding of nuclear architecture, it is next prudent to discuss the currently 
available techniques for studying nuclear mechanics and dynamics. Here, I review some of the most 
prevalent methodologies for physically perturbing nuclei, extracting nuclear mechanical properties, and 
7 
studying intranuclear diffusive processes. This serves to set the stage for my innovations in microscopy 
and force measurements, as are discussed in Chapters 2 – 4. 
 
1.3.1 Mechanics 
 Methods for studying nuclear mechanics can broadly be broken down into two categories: force 
measurements and cellular deformation measurements (Figure 1.3). Though both of these classes serve 
to physically perturb the cell nucleus, force measurements provide a direct readout of the force being 
applied while cellular deformation measurements primarily leverage microscopy to monitor the 
deformation of particular structures due to external stresses. Each are useful in their own right, however 
uniquely powerful techniques make use of both force and deformation measurements, which when 
measured together lead to direct characterizations of mechanical properties with minimal assumptions. In 
Chapters 2 and 3, I will describe the microscopy advances and coupling of force and deformation 
measurements that we use to overcome some of these hurdles. 
 
Figure 1.3: Techniques for physically probing the cell nucleus. 
Atomic Force Microscopy (AFM, Figure 1.3) is a prevalent technique for measuring forces on cell 
nuclei, both isolated [25, 42-45] an intact [22, 24, 25, 43, 46-52].  AFM is our preferred choice for 
measuring forces on nuclei, and I will describe AFM in greater detail in Chapter 3. In a conventional AFM 
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experiment, a flexible cantilever is lowered upon a cell or nucleus of interest as a means of measuring 
and applying an external force. The deflection of the cantilever is measured by reflecting a super-
luminescent diode off of the back of the cantilever and monitoring its displacement on a quadrant 
photodiode [53]. The spring constant of the cantilever is most commonly determined either through the 
thermal tune method [54] or the Sader method [55]. The cantilever is treated as a simple spring system 
and thus the force applied to the cell or nucleus is given by Hooke’s Law. Often various contact 
mechanics models, most notably the Hertz model, are applied to the resulting force versus displacement 
curves (FD curves) which allow users to extract effective elastic moduli: a parameter often used as a 
metric for nuclear stiffness [56]. AFM has been integrated with both confocal microscopy [22, 24, 25, 43, 
47, 48] as well as light sheet microscopy [49] in order to monitor nuclear structure and integrity during an 
AFM experiment. This has allowed users to determine separate elastic moduli for the nucleus and the 
whole cell that contribute at different levels of indentation [25, 43, 49], monitor nuclear anisotropy during 
indentation [22], measure changes in nuclear height at various levels of force [24], and monitor nuclear 
rupture events during compression [47]. 
Micromanipulation is a second technique that provides an explicit readout of forces being applied 
to cell nuclei [13]. In the configuration shown in Figure 1.3, two pipettes are attached to adjacent ends of 
a cell. One pipette is translated to stretch the cell while the other is fixed in place at the rear end of the 
pipette, allowing the free end to deflect. The effective spring constant of the fixed pipette is calibrated 
prior to the experiment, and the deflection is measured as the cell is stretched. Given the spring constant 
of the pipette and the amount it is deflected, one can back out an applied force. This has been used to 
separate the contributions of chromatin and lamin A/C in extension-based measurements [13], as well as 
to establish the role of HP1α in the mechanical integrity of chromatin [57]. 
Magnetic or optically-trapped beads (Figure 1.3) can also be used to apply and measure forces 
on cells or nuclei through either twisting or pulling [27-29, 58-60]. Similar to the two aforementioned 
techniques, magnetic and optically-trapped beads require careful calibration in order to extract a measure 
of applied force [61]. For optically-trapped beads, a focused, high-intensity laser traps the particle and 
based upon the mean-squared displacement of the trapped particle one can extract an effective stiffness 
of the trap itself. For magnetic beads, the applied force can be extracted from the magnetic properties of 
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the bead itself and the applied field. Typically, these techniques are used for confidently measuring forces 
on the single-molecules level, that is in the range of 10s - 100s of pN. AFM, on the other hand, has a 
noise floor around 10s of pN but can measure forces up to 100s of nN. While trapped beads have been 
used to directly probe nuclear mechanics in detecting higher bead displacements in LMNA -/- MEF cells 
[60] and strain stiffening in isolated nuclei [58], it has primarily been a tool for studying force transmission 
from the cell surface into the nucleus. By coating magnetic beads in fibronectin, beads can bind to 
integrins along the cell surface. Twisting and pulling of integrin-bound magnetic beads has shown that 
there exists a mechanical link from the cell surface to the chromatin capable of transmitting force, 
providing a pathway for mechanotransduction to the nucleus [27]. Interventions to LINC complex proteins, 
actin, and lamin A/C have been shown to break this mechanical path [28, 29], and furthermore this 
technique has shown that gene transcription can be upregulated through stretching of chromatin resulting 
from mechanical perturbations at the cell surface [29]. 
The second suite of techniques are targeted at visualizing deformations within the nucleus as 
opposed to measuring the force being applied. These techniques are more common in nuclear 
mechanobiology as they require only a physical perturbation without a specific force calibration. They 
generally use optical microscopy to quantify the deformation of the nucleus as it is subjected to external 
stresses. Figure 1.3 highlights four main methods: constricted migration, substrate stretching, plate 
compression, and micropipette aspiration (MA). Constricted migration assays are simply transwell 
membranes [62] or microfluidic chambers [5, 63] with micron-scale constrictions through which cells can 
migrate. Chemoattractant gradients are used to spur this directed migration. When coupled with 
fluorescence microscopy, such studies (as reviewed in Xia et al [64]) have quantified both migration 
speed [5, 65] and nuclear strain [63, 66] as well as monitored nuclear plastic damage [63, 66, 67], nuclear 
envelope rupture [33, 62, 68-71], and subsequent DNA damage and repair [68, 69, 71, 72]. Substrate 
stretching is a technique that can be used to apply either constant or cyclic strain to cell monolayers. This 
is traditionally done with flexible gel substrates coated with adhesion proteins that are subjected to 
motorized strain. Substrate stretching has been used extensively for studying chromatin 
mechanotransduction, which will be discussed in detail in Section 1.4.1. Plate compression similarly 
applies uniform stress to cell monolayers, just in the orthogonal direction. For example, an investigator 
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has developed multi-cellular compressive strain assays by which a weighted coverslip is placed atop cells 
plated on fibronectin-patterned substrates, thus providing a uniform compressive stress across hundreds 
of cells simultaneously [35]. This allowed for the discovery that compressive forces cause reversible 
condensation of chromatin through transport of HDAC3 into the nucleus, rendering it into a less 
transcriptionally active state. 
Finally, and potentially the most utilized technique in nuclear mechanobiology, we have 
micropipette aspiration. Used to study both isolated and intact nuclei, MA is a technique by which a small 
pipette tip with an opening of a few microns is brought adjacent to a cell, a pressure gradient is applied, 
and the cell is pulled into the pipette. Dynamically monitoring the geometry of the nucleus during this time 
allows for the extraction of relevant mechanical properties such as effective stiffness or tension [41, 45, 
67, 73-79] and viscosity [41, 45, 76]. One of the more powerful aspects of MA comes from coupling the 
aspiration with high temporal-resolution fluorescence microscopy. This has allowed investigators to study 
the dynamics of specific cellular structures under deformation by MA. Specifically, investigators have 
observed nuclear plasticity [76], stretching of the nuclear lamina [75] and chromatin [80], chromatin flow 
[76], segregation of chromatin and mobile nuclear proteins (53BP1) [62], and nuclear rupture [62]. 
Volumetric imaging during MA experiments has also shown decreases in both volume and surface area 
[73], suggesting that water is actively being forced out of the nucleus during severe compressions. 
Together, these techniques have provided tremendous insight into nuclear mechanobiology. Yet, 
there is always room for development and improvement. Many of the aforementioned deformation 
measurement techniques use confocal or widefield fluorescence microscopy, which are limited in that 
they lead to significant photobleaching and phototoxicity. This subsequently compromises fast, live-cell 
volumetric imaging. There is a need for microscopes that can perform gentle, fast, 3D, multi-color imaging 
that can be integrated with force probes. In Chapter 2, I describe our open-top, single-objective light-
sheet microscope that remedies many of these issues. Furthermore, many of the probes that measure 
forces directly are generally not coupled with microscopy at all. This can happen for a variety of reasons, 
but a dominant one is that coupling of physical motion of microscope parts with the force probe can 
compromise the force measurements themselves. In Chapter 3, I will describe how we have coupled AFM 
with our microscope detailed in Chapter 2. Our system provides synchronized force measurements with 
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fluorescence microscopy in the plane of applied force with effectively no compromise in the sensitivity of 
our force measurements. 
 
1.3.2 Dynamics 
 Dynamics within the nucleus are equally important as mechanical properties when studying 
nuclear mechanobiology. The nucleus relies on effect transport of proteins and small molecules both 
throughout the nuclear volume as well as across the nuclear envelope. Such dynamics inherently rely on 
the viscous properties of the nucleoplasm along with supplementary effects of binding and crowding. In 
studying intranuclear dynamics, investigators have turned to three primary tools: particle tracking, 
fluorescence correlation spectroscopy (FCS), and fluorescence recovery after photobleaching (FRAP). 
Single particle tracking is a relatively straightforward technique in that it simply requires imaging a single 
fluorescent tracer particle as it diffuses through a sample. Based upon the trajectory over time, one can 
then extract the mean-squared displacement which can be used to infer both the type of diffusion (free, 
confined, etc.) as well as the rheological properties of the surrounding fluid [81]. In the context of nuclear 
dynamics, this technique has been used to show how nanospheres diffusing in the nucleus can become 
confined within chromosome territories [82]. Furthermore, by varying the size of the tracer fluorescent 
proteins, investors have been able to study the specific material behavior of chromatin across length 
scales [83]. FCS, on the other hand, makes use of intensity fluctuations in a fluorescence image 
sequence to infer how single particles are diffusing in and out of a region of interest [84]. One of the 
primary benefits of FCS is that it can be used on diffuse samples such as GFP tagged with a nuclear 
localization sequence (NLS). This is in contrast to having to inject fluorescent nanospheres into a 
biological specimen. FCS has been extensively used in nuclear dynamics to quantify the diffusion 
coefficient of small fluorescent proteins within the nucleus [85-88]. FRAP is the final technique most 
notably used for single-cell diffusion studies. The principle of FRAP is to use a high-intensity focused 
laser spot to selectively photobleach a region of interest within a sample. Diffusion or binding kinetics then 
leads to a recovery of fluorescent signal within the previously bleached region. One can then quantify 
both the rate of recovery and the recovery percentage as metrics of diffusion and the strength of binding 
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[89]. Similar to FCS, FRAP has been used to study diffusion of small molecules within the cell nucleus 
[86]. 
 While each of these techniques have clearly proven useful in quantifying intranuclear dynamics, 
each method has inherent drawbacks. With single particle tracking, one must insert foreign particles 
within a biological sample, which could have unknown consequences. Furthermore, you are limited in the 
number of probes that may be tracked simultaneously, and often tracking in 3D requires quite 
sophisticated instrumentation in order to gently image at a high rate for an extended period of time while 
maintaining cell viability. With FCS, there is sufficient sampling requirements and intensity conditions that 
must be met in order to extract useful information. FRAP measurements are restricted to single regions of 
interests, and cannot address any heterogeneity within a sample. In Chapter 4, I will describe my 
approach to mitigate some of these issues by combining light-sheet microscopy with FRAP to provide 
simultaneous FRAP measurements across all pixels in a given image. Furthermore, in Chapter 7 I 
describe how I have incorporated this method with AFM to study how compressive force can locally alter 
intranuclear diffusion. 
 
1.4 The Relevance of Nuclear Mechanobiology  
1.4.1 Chromatin and Nuclear Mechanotransduction 
 Increasing evidence has shown that the nucleus behaves as a mechanosensor [15, 90-96], 
meaning that it converts mechanical forces and changes in the extracellular environment into biochemical 
signals that subsequently alter cellular and nuclear functions. These responses vary in nature, from 
modulation of chromatin compaction [97] to decoupling of the nucleus from the cytoskeleton [98]. Several 
mechanisms exist for mediating nuclear mechanotransduction – that is, the conversions of mechanical 
stimuli into biochemical signals and responses. One such mechanism is the altered transport of 
biochemical effectors across the nuclear envelope. A remarkable example of this is the localization of 
YAP/TAZ to the nucleus. YAP/TAZ is a transcription coactivator that alters its localization within the cell in 
response to mechanical force and subsequently modulates transcriptional activity within the nucleus [99-
103]. In Chapter 7, I provide insight into how precisely force may lead to local influxes of YAP into the 
nucleus due to heterogeneous strain in the nuclear envelope. As a second example, calcium signaling is 
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known to be necessary for many nuclear mechanotransduction pathways [104, 105]. Calcium oscillations 
increase in magnitude and frequency in response to mechanical force [106, 107], and blocking 
mechanosensitive ion channels can mitigate the ability of the nucleus to respond to mechanical stimuli 
[97, 98, 102, 108]. Beyond these examples, nucleocytoplasmic shuttling of other transcription cofactors 
such as MKL [109], NF-κB [110], and MRTF [111] as well as enzymes regulating histone acetylation [112, 
113], and their subsequent activation, also serves to control nuclear mechanotransduction. This 
nucleocytoplasmic shuttling is presumably mediated by stretch-activation of NPCs [96]. Many of the 
above examples of nucleocytoplasmic shuttling subsequently lead to altered chromatin compaction for 
the purposes of either nuclear protector or altered gene transcription. 
Within the nucleus, chromatin serves two primary functions: (i) packing of DNA in a non-random 
organization to facilitate proper gene expression and cell function, and (ii) providing mechanical integrity 
and protection to the nucleus. Mechanosensation through the nucleus subsequently serves to regulate 
both of these functions through altering chromatin compaction, chromosome dynamics and gene 
expression. Chromatin compaction is modulated through either histone (de)acetylation or methylation 
[114, 115]. Adding or removing an acetyl group to the histone tail either removes or adds a positive 
charge respectively. This then alters the electrostatic interaction with the negatively charged DNA. 
Histone acetylation then decompacts chromatin, while histone deacetylation compacts chromatin [114]. 
Acetylation or deacetylation is generally mediated by enzymatic reactions with histone acetyltransferase 
(HAT) or histone deacetylase (HDAC) [114]. Histone methylation is the process by which methyl group(s) 
are added to specific lysine residues [115]. These are mediated by epigenetic factors such as H3K9me3, 
which is a trimethylation of the 9th lysine of histone 3. Methylation can either compact or decompact 
chromatin based upon the location at which the methyl groups are added [115]. Several drug treatments 
exist to modulate chromatin compaction, either through modifying histone (de)acetylation (ex. Trichostatin 
A (TSA), histone deacetylation inhibitor [116], later used in Chapters 4 and 5) or histone methylation (ex. 
3-Deazaneplanocin-A (DZNep), histone methyltransferase inhibitor [117]). More interestingly, however, is 
that cells respond dynamically to external mechanical stimuli and regulate the compaction of chromatin 
through these epigenetic factors and enzymatic reactions. 
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One of the primary means of studying such nuclear mechanotransduction is through the 
application of tensile strain to a monolayer of cells. These assays serve as a model for the strain the cells 
undergo during tissue morphogenesis; understanding how mechanical forces regulate the formation of 
tissue is paramount as dysregulation can lead to a variety of disease states [118]. This strain can be 
constant or cyclic with varied amplitudes, frequencies, and durations. Surprisingly, the chromatin-based 
response of nuclei to tensile strain varies widely with the stress application parameters. That is, chromatin 
has been shown to either compact [98, 102, 119, 120] or decompact [97, 113] itself due to tensile strain. 
Intriguingly, these mechanoresponses seemingly have little to do with transcriptional activity. Strain-
induced chromatin compaction has been shown to either have minimal impact on transcriptional activity 
[98] or lead to an overall suppression of transcription [120]. This is not to be confused with changes in 
transcriptional activity that have been shown to occur at sites of local chromatin strain [29, 121], but rather 
these results show that actual alterations in the compaction state as a result of global nuclear strain tend 
to occur as transcriptionally inactive sites. For example, strain-induced chromatin decompaction occurs 
primarily at the edges of chromosomes and at non-coding regions, leading to little correlation between 
increased epigenetic markers for euchromatin and transcriptional activity [97]. This agrees well with other 
assays such as plate compression and constricted migration, which show either transcriptional repression 
[112] or chromatin remodeling at transcriptionally inactive sites [122] respectively. It then appears as 
though modulation of chromatin compaction in response to external strain is not for regulation of 
transcriptional activity, however recent work may suggest otherwise [123]. The alternate hypothesis is 
that this mechanoresponse is for regulation of nuclear mechanics. 
The full parameter space of tensile strain frequency, duration, and magnitude has yet to be 
explored. Nonetheless, some trends still emerge from current literature. First, low strain magnitude (~3% - 
10%) generally leads to chromatin compaction [98, 102, 119, 120]. Intriguingly, this low-strain regime has 
been previously shown to be dominated by chromatin mechanics [13, 124]. Increasing nuclear stiffness in 
the low-strain regime via chromatin compaction mitigates the amount of strain that is propagated to the 
nucleus. Therefore, it seems as though cells respond to low magnitude tensile strain by compacting 
chromatin in order to minimize nuclear deformation. Furthermore, high tensile strain (~40%) has been 
shown to decompact chromatin on short timescales (~30 minutes) in order to reduce DNA damage [97]; 
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this high strain regime is dominated by lamin mechanics [13, 124]. A second trend present in the current 
literature is that low frequency deformations (< 0.1 Hz) lead to chromatin decompaction [97, 113]. At 
present, there is little explanation as to why lower frequency strain application induces this response, 
however it is presumably related the relative timescales of the deformation and nuclear viscosity.  
It should finally be noted that modulations of chromatin compaction are not the only 
mechanoresponse to cyclic tensile strain. Nuclei protect themselves from such strain in a manner of 
ways. First, strain can lead to nuclei decoupling from the cytoskeleton via turnover of SUN2 proteins [98], 
which minimizes force propagation to the nucleus. Additionally, cell monolayers will align perpendicular to 
the direction of strain [97] and form actin fibers with correlated lines of LINC complex proteins and NPCs 
[103]. This alignment and structural organization helps to mitigate deformation of the nucleus. Finally, 
cyclic strain can cause altered localization of nuclear proteins, such as emerin localizing to the outer 
nuclear membrane [120] or lamin A/C localized to the nuclear periphery [102].. 
Cyclic strain, however, is not the only means of demonstrating chromatin-related nuclear 
mechanotransduction. Osmotic stress can reversibly alter the compaction levels of chromatin [125]. 
Furthermore, increasing extracellular divalent cations can lead to a calcium influx through 
mechanosensitive ion channels and subsequent chromatin compaction. This serves to mechanically 
stabilize the nucleus and mitigate nuclear blebbing [108]. Global compression via a weighted coverslip 
also depolymerizes apical actin and increases chromatin compaction through shuttling of HDAC3 into the 
nucleus in order to render the nuclear into a transcriptionally inactive state [112]. These results can be 
mimicked by depolymerization of actin fibers alone without compressive force. The induction of cellular 
migration also leads to an upregulation of heterochromatin [126], which has recently come to light as a 
necessary part of wound healing and constricted migration [127]. The sites of chromatin that are 
remodeled during constricted migration are generally transcriptionally inactive [122], pointing towards this 
response as being purely for mechanical benefit. 
 As previously mentioned, chromatin not only functions as a mechanical and rheological element 
providing stability to the nucleus, but also serves to compact the DNA into a non-random organization 
which subsequently regulate transcription and gene expression. This function of chromatin is also 
regulated by mechanical signals and cues. The mechanical pathway linking integrins at the cell surface to 
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chromatin serves as a means of transmitting mechanical signals [26, 27]. It has been shown that by 
mechanically perturbing the cell surface, chromatin is stretched and transcription is upregulated in the 
exact region that is being stretched [29]. Furthermore, this phenomenon is dependent upon the alignment 
of the force with actin stress fibers and the integrity of the stress fibers themselves [128]. It has also been 
shown that changes in cell shape can lead to chromatin alterations, which subsequently regulate gene 
expression that adapts the cell to a given surface. To study this, NIH 3T3 fibroblasts were plated on 
micropatterned substrates of varying size and shape [111]. They observed that elongated shapes 
(rectangular versus circular) led to an increase in expression of genes related to actomyosin contractility 
and motility as well as a downregulation of genes related to apoptosis and cell division [111]. 
Furthermore, increases in euchromatin markers (H3K9ac) were shown to correlate with increases in 
nuclear volume and that decreased actomyosin contractility led to increased heterochromatin via shuttling 
of HDAC3 into the nucleus. Together, these studies show how the nucleus acts a mechanosensor that 
alters which genes are expressed in order to adapt the cell to different substrate shapes [111]. Recently, 
a mechanical model was proposed to better understand this feedback loop between the cytoskeleton, the 
nucleus, and cell adhesions [129]. Cell morphology has also been shown to alter chromosome volume, 
location, and intermingling, which again alters gene expression [130]. This is also shown to be true for 
cyclic strain application [120]. 
 
1.4.2 The Nucleus and Pathology 
 One of the primary motivations for studying the cell nucleus is its implication in a myriad of 
pathological conditions. Here, we briefly review two of these instances in which nuclear integrity and 
mechanics are altered in disease. Arguably the largest subset of these disease states arises from 
mutations in the nuclear lamina, also known as laminopathies [16]. Laminopathies primarily occur from 
alterations in lamin A/C, which are the lamin isoforms which govern, in part, nuclear mechanical 
properties [18]. Laminopathies can be further broken down into four categories based on which systems 
they effect, namely striated muscles, adipose tissue, peripheral nerves, and multiple systems. The first 
laminopathy to be discovered was autosomal-dominant Emery–Dreifuss muscular dystrophy [131], which 
affects striated muscles and cause joint contractures and muscle weakening [16]. Interestingly, mutations 
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in the gene encoding for emerin – a protein spanning the INM – can also lead to autosomal-dominant 
Emery-Dreifuss muscular dystrophy [132]. Laminopathies also effect adipose tissue, such as in 
Dunnigan-type familial partial lipodystrophy [133]. Intriguingly, alterations in the mechanical properties of 
the cell nucleus are only observed for laminopathies affecting muscle phenotypes and not adipose 
phenotypes, despite both being caused by mutations in LMNA [134]. Laminopathies can further affect the 
peripheral nerves, leading to, for example, Charcot-Marie-Tooth type 2 peripheral neuropathy [135]. 
Finally, laminopathies have been shown to alter multiple systems simultaneously, most notably leading to 
Hutchinson-Gilford Progeria Syndrome (HGPS) [136]. HGPS occurs because abnormally processed 
prelamin A known as progerin, results in lamin A maintaining its farnesyl group as opposed to having it 
cleaved as in the case of healthy processing of prelamin A [16]. These association of lamin A/C with 
these rare and often fatal disease has spurred on research into the mechanical properties of the nuclear 
lamina, revealing that nuclear stiffness is decreased in striated muscle laminopathies, unchanged in 
adipose tissue laminopathies, and increased in HGPS [74, 134]. 
 The cell nucleus, specifically chromatin organization, is also subjected to mutations and 
alterations in various cancers. These alterations occur at different levels, including the nucleosome level, 
the chromatin loop level, the chromatin domain level, and the whole nucleus level [137]. At the level of the 
nucleosome, chromatin can either be aberrantly compacted (ex. colon cancer) [138] or decompacted (ex. 
Leukemia) [139]. Furthermore, chromatin loops and domains can experience conformational changes as 
a result of cancer [137]. At the whole nucleus level, nuclear morphology is known to be altered not only in 
cancer [140, 141] but also in many of the aforementioned laminopathies [16]. It is clear then that to 
understand these complex diseases, we need to first understand the connections between mutations and 
altered nuclear mechanics and morphology. In Chapter 5, I address this topic by studying how chromatin 
compaction and lamin A/C knockdowns (as a surrogate for disease sates) alter the nuclear responses to 
external forces in terms of shape, stiffness, and curvature. 
 
1.4.3 The Nucleus and Migration 
 Cell migration is one of the most intuitively physical processes in biology. It can be both 
beneficial, as in wound healing, or detrimental, as in cancer metastasis. Within dense tissue, cells must 
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navigate complex interstitial spaces in order to relocate. The nucleus is known to be the stiffest and 
largest subcellular structure, and subsequently is the rate-limiting factor as cells migrate through tight 
pores [5]. It is then likely that altered nuclear mechanical properties can contribute to the ability of a 
cancerous cell to metastasize, as it has been shown that lower lamin levels alter constricted migration 
speeds [67]. Not only does constricted migration deform nuclei significantly, but it can also lead to nuclear 
rupture [69]. This rupture then leads to cytoplasmic nucleases entering the nucleus and subsequently 
cleaving DNA. This DNA damage is thought to lead to further alterations in the genome and may be at the 
heart of several rare diseases. Recent studies, however, have shown that this DNA damage can occur by 
deformation alone during migration [142], highlighting multiple cell-line dependent mechanisms at play. In 
Chapter 5, I provide the first quantification of nuclei incurring DNA damage due to targeted compression 
with AFM, independent of nuclear rupture. 
 The nucleus is highly relevant for healthy migration as well. A topic of recent interest is the role of 
chromatin compaction in migration [143]. At the onset of migration, such as in a scratch wound assay, 
investigators have observed increased in epigenetic marks for heterochromatin [126]. Additionally, 
through traction force microscopy studies it has been shown that the nucleus acts to transmit forces 
throughout the cell to facilitate migration [4]. Connecting these two results, it may be inferred that the 
stiffening due to chromatin compaction leads to more effective force propagation, which then increases 
the ability of a cell to migrate efficiently. It is then clear that at the heart of both metastasis and healthy 
migration lies the nucleus, and its inherent mechanical properties serve to regulate the process of cell 
migration. 
  
1.5 Significance and Goals 
 The goals of the work fall into two categories: instrumentation and cell nuclear mechanics. 
Regarding the former, I have sought to improve upon the work of previous graduate students (Kellie 
Beicker and Evan Nelsen) who laid the groundwork for our combined atomic force microscopy and light-
sheet microscopy system (AFM-LS) [144, 145]. These specific improvements include transitioning from a 
Gaussian light sheet (GLS) to a line Bessel light sheet (LBS) as well as transitioning from 2D, single-
channel imaging with AFM to 3D, multi-channel imaging with AFM. The transition from using a GLS to an 
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LBS significantly improves our depth of field for a given light sheet thickness, meaning that we can image 
taller samples with similar contrast and signal-to-noise as the previous generation instrument. The further 
improvement of multi-channel, 3D imaging is significant in that we now can study multiple structures of 
interest throughout the entirety of the cell with coupled force measurements, providing a more complete 
view of the cell and nucleus as mechanical elements. My second goal regarding instrumentation is the 
development of a novel methodology for studying intracellular dynamics, namely selective plane 
illumination fluorescence recovery after photobleaching (SPIM-FRAP). SPIM-FRAP improves on 
traditional FRAP by including additional spatial information while also improving on FCS through an order 
of magnitude improvement in data acquisition rate. Together, these instrumentation developments 
constitute significant contributions to microscopy community and open up new suites of questions to be 
answer in the field of mechanobiology. 
The second category of goals surround studies of cell nucleus mechanics. As is mentioned 
above, the cell nucleus is implicated in many disease states, and also serves as a mechanosensor to 
regulate cell function in response to external mechanical stimuli. My goals are to utilize our AFM-LS 
system to better understand the roles of chromatin and lamin A/C in nuclear compression both through 
experimentation and mechanical modeling. Specifically, I sought to correlate nuclear morphology – a 
common alteration in cancer and laminopathies – with external force. This allows us to understand which 
nuclear mechanical constituents are deformed at different magnitudes of strain, which improves our 
understanding of how and why alterations in chromatin compaction and the nuclear lamina lead to 
misfunction. Furthermore, I sought to understand how compressive forces can lead to double-stranded 
DNA breaks. Such DNA breaks are thought to alter cell function, so my work then illuminates how cells in 
mechanically stressful environments may be more susceptible to genomic alterations due to external 
strain. Together, these goals have led to an improved understanding of nuclear mechanics which lays the 
base for further studies of mechanotransduction and disease. 
 
This dissertation is organized into seven chapters: 
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1. Chapter 1 provides an introduction to the constituents of the cell nucleus and means of studying 
their mechanical properties. Additionally, I discuss the relevance of nuclear mechanobiology in 
the context of mechanotransduction, migration, and pathology. 
2. In Chapter 2, I discuss our multi-modal microscope known as the versatile illumination engine 
with modular optical design (VIEW-MOD). Specifically, this includes my design for LBS 
illumination, how we implement multi-color 3D imaging in a single-objective LSFM, and 
characterizations of the system’s dynamic optical elements. This original system features multiple 
modalities and is able to perform the light-sheet imaging of orthogonal planes in a single-objective 
system. 
3. Chapter 3 discusses how we combine single-objective LSFM with AFM, constituting the first 
system capable of multi-color, volumetric LSFM imaging with time-correlated, 10 pN sensitive 
force measurements. To do so, I give an introduction to AFM and other combinations with 
fluorescence microscopy, followed by 2D (membrane tether mechanics) and 3D (nucleoli 
translocation) AFM-LS examples. 
4. Chapter 4 details my invention of SPIM-FRAP, which provides simultaneous, FRAP-based 2D 
maps of diffusion. I discuss the specifics of the methodology as well as its applications to 
intranuclear diffusion of NLS-GFP and turnover of 53BP1-mCherry. 
5. In Chapter 5, I show how we have used AFM-LS to study the mechanical properties of cell nuclei. 
In doing so, I discover the separate roles of chromatin and lamin A/C in nuclear compression – 
both regarding nuclear stiffness as well as nuclear curvature. Furthermore, I show the first 
observed instances of AFM compression leading to DNA damage independent of nuclear rupture, 
and perform a mechanical characterization of two cell lines that show different mechanisms of 
DNA damage formation. 
6. Chapter 6 is the first review of mechanical models of cell nuclei [9]. I both discuss my model for 
AFM-LS compression of cell nuclei to validate the conclusions from Chapter 5 as well as review 
the current literature on modeling cell nuclei. 
7. In Chapter 7, I discuss further directions for this work. Specifically, this includes measuring 
intranuclear strain, combining AFM-LS and SPIM-FRAP, and studying mechanotransduction at 
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the nuclear surface. Though this chapter is exclusively unpublished results, it constitutes many 




CHAPTER 2: VERSATILE ILLUMINATION ENGINE WITH MODULAR OPTICAL DESIGN1 
In studying nuclear mechanobiology, having the right tools is half the battle. As I described in 
Chapter 1, microscopy is a fundamental tool in monitoring deformation and strain of nuclei as they are 
subjected to external force. However, there is a current need for microscopes that can image with high 
spatiotemporal resolution in 3D and multiple-channels, while also being able to accommodate force 
probes and maintain sample viability. In this Chapter, I present our custom microscope termed VIEW-
MOD (Versatile Illumination Engine with Modular Optical Design). This single-objective light-sheet 
microscope is unique in that it can image directly either x-z or x-y cross sections with simple software 
adjustments. Additionally, the VIEW-MOD system can be modified slightly to perform a suite of 
applications ranging from variable angle total internal reflection fluorescence (TIRF) microscopy to 
localized photoactivation. Chapter 2 will describe in detail my design of a Line Bessel Sheet (LBS) 
illumination scheme, highlight imaging of orthogonal planes of cell nuclei, and demonstrate fast, multi-
color volumetric imaging on an open-top, single-objective light sheet system. 
 
2.1 Introduction 
Fluorescence microscopy (FM) is one of most powerful techniques in biological and biomedical 
research. A handful of FM techniques have been developed to accelerate acquisition speed, improve 
resolution, reduce background and/or reduce phototoxicity. The excitation strategies of FM can be divided 
into three major categories: widefield, point-scanning, and light-sheet illumination. In a widefield 
configuration collimated light exits the objective illuminating the entire sample. We are specifically 
interested in TIRF microscopy which effectively channels the illumination light to within a few hundred 
 
1 Portions of this chapter are previously published in Nelsen, E., et al. (2020). "Combined Atomic Force Microscope and Volumetric 
Light Sheet System for Correlative Force and Fluorescence Mechanobiology Studies." Sci Rep 10(1): 8133. and Liu*, B. and 
Hobson* C., et al. (2019). "VIEW-MOD: a versatile illumination engine with a modular optical design for fluorescence microscopy." 
Opt Express 27(14): 19950-19972. 
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nanometers of the substrate. With point-scanning, the objective focuses a collimated light source onto a 
diffraction limited point, which is raster scanned across the sample to render an image. In light-sheet 
illumination a thin sheet of excitation light is created either by focusing one axis of the illumination source 
or rapidly scanning a focused beam along a single direction.  Scanning the light sheet across the sample 
can then create a 3D volume.  In the following, we briefly introduce these three modes to highlight the 
advantages of a combined system.  
Total internal reflection fluorescence microscopy (TIRF) is a widefield illumination technique that 
suppresses out-of-focus fluorescence by adopting evanescent waves for excitation. TIRF has been 
broadly used for single molecule detection and for studying dynamic events near the membrane. Data 
acquisition, however, suffers from the interference fringes due to the coherent nature of lasers. Several 
groups have reduced the coherence of the laser light prior to illumination either through a multi-mode fiber 
[146] or spinning/vibrating a diffusor [147, 148]. Other groups have performed fast scanning of the 
azimuth angle during a single exposure through a rotating wedge [149], a steering mirror [150-152], an 
Acoustic Optical Deflector [153], or a Digital Micromirror Device [154]. The former may lead to loss of light 
polarization that is critical in many applications. Uniform TIRF illumination can alternatively be achieved 
by forming a ring of laser illumination at the back-focal-plane (BFP) of the objective.  The 360-degree in-
plane (from all sides), polarized illumination will generate a radially symmetric evanescent field exhibiting 
a flattop intensity profile across the field-of-view [155]. This technique is commonly referred to as variable 
angle or spinning TIRF (vaTIRF or spinTIRF). Commercially available vaTIRF systems such as iLas2 
from Roper Scientific and TILL/ FEI’s iMIC with the Polytrope illuminator are expensive and lack the 
flexibility to combine other imaging modalities.   
Point illumination is also a powerful technique as it allows researchers to selectively illuminate a 
portion of the sample without perturbing other areas. This technique is particularly useful in the field of 
optogenetics to precisely activate or inhibit particular proteins with precise spatiotemporal resolution. 
However most of the experiments were carried out with either a separate photoactivation module [156] or  
a commercialized confocal microscope [157]. Implementing both point and widefield in the same light 
path is non-trivial, yet would allow for further techniques to be employed in separate paths of an optical 
system.  
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Light sheet fluorescence microscopy (LSFM) is an increasingly popular technique for imaging 
biological specimens at high spatiotemporal resolution with reduced background and phototoxicity; 
therefore LSFM is well suited for long-term 3D imaging of both single cells and tissue [158]. Numerous 
variations of light sheets (Gaussian, Bessel beam, line Bessel sheet, Airy beam, etc.) have been 
demonstrated in the past, each providing a unique means of illuminating a thin slice of a given sample 
[158]. The most notable of these techniques is lattice light sheet, where a two-dimensional optical lattice 
is used to create thin, structured illumination sheets that are dithered during a single exposure [159]. 
Traditionally LSFM requires two objective lenses, one for illumination and one for detection, placed at a 
90-degree angle relative to each other such that the light sheet from the illumination source coincides with 
the imaging plane of the detection objective [159-166]. Such systems can be less user-friendly than 
conventional microscopes. High numerical aperture (N.A.) immersion objectives are almost precluded 
from LSFM applications due to the geometry configurations and the physical dimensions of the 
objectives. Both our research group and others have implemented LSFM in a single-objective system 
[144, 167-179]; here we present how we can combine single-objective LSFM into a microscope design 
that allows for other FM techniques.   
Each of the above imaging modalities has distinct advantages; a system capable of each 
technique is then ideal for studying various biological processes. In the past few decades, tremendous 
efforts have been done to integrate different imaging modalities, such as combining force measurements 
with fluorescence imaging [180-182], combing Raman spectroscopy with fluorescence imaging [183, 
184], and combining electron microscopy with light microscopy [180, 185, 186].  Other groups have also 
explored multi-modality fluorescence microscopes that combine wide-field illumination with optical 
tweezers [187], two separate super resolution methods [188], multiple light sheets [189], or 
epifluorescence and TIRF [190-192]. Groups have also integrated multiple excitation approaches with 
different detection schemes, such as combining dark-field, TIRF and confocal illumination with wide-field, 
confocal and spectroscopy detection [193]. These systems are however not adaptable to all the 
illumination techniques we have outlined. Here, we present a novel microscope design capable of 
widefield (particularly vaTIRF), point scanning, and LSFM. Our design is compact, modular for 
customization, cost effective, and built upon a conventional inverted microscope, allowing it to be 
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implemented in most laboratories. The different illumination modes can run independently or be switched 
in a single experiment, allowing one to combine or change the imaging modality to fit the experiment at 
hand. The microscope is operated with an open-source software package to calibrate and control the 
system, which is independent of the microscope automation software 
 
2.2 System Design 
 Here we present a versatile optics design that provides precise control of the translation, tilt, and 
shape of illumination light at the back focal plane (BFP) of the objective and/or the sample plane, as well 
as axial control of the imaging plane through a series of electrically tunable lenses (ETL) and scanning 
mirrors (SM) (Figure 2.1). Our design is conceptually divided into a series of modules (Figure 2.1, dashed 
box 1-5), each with a specific purpose for shaping and controlling the light through the system. Modules 
1-4 govern the illumination pathway while module 5 lies in the detection pathway. Through using some or 
all of the modules available, our system can implement a variety of imaging modalities. Here, we outline 
the theory and purpose of each module, with the reader directed to Figure 2.1 for the optical layout. 
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Figure 2.1: Schematic of the VIEW-MOD system. Linearly polarized lasers are expanded, collimated and 
exit Module 1. The light propagates to Module 2 through either pathway 1 (blue dashed-line) for TIRF and 
point-scanning or pathway 2 (red dashed-line) for LSFM, depending on the orientation of its polarization 
axis. For TIRF, ETL1 is adjusted to 125 mm effective focal length to focus the beam onto SM1, resulting in 
a collimated light beam coming out the objective. For point-scanning ETL1 is set to ~ 0 volts, equivalent to 
f=∞ (flat plate). For LSFM, we either put a 125 mm cylindrical lens to create a Gaussian light sheet or use 
a combination of a cylindrical lens and an annulus to create a Line Bessel Sheet (LBS) (red insert box). 
Steering Mirrors 1 and 2 (SM1 and SM2) are optically conjugated with the specimen plane and the Back 
Focal Plane (BFP) of the objective, respectively. ETL2 provides axial scanning of the illumination light. In 
the detection module (Module 5), the image is projected to the camera through a relay lens group (RL1 and 
RL2) with ETL3 placed in the center (mimicking Module 4) to achieve an adjustable image plane. Schematic 
was generated with GW Optics component library (http://www.gwoptics.org/ComponentLibrary/). 
 
2.2.1 Module 1: beam expansion and polarization modulation 
Module 1 controls the size and polarization of the illumination light. Multiple linearly polarized 
lasers are coupled into a single-mode, polarization-maintaining fiber (PM-S405-XP, Thorlabs). The light 
from the fiber is collimated by an achromatic beam collimator (BC) (PAF-X-18-PC-A, Thorlabs) and is 
27 
then expanded/collimated through two commercially available expanders/collimators (BE052-A and 
GBE03-A, Thorlabs). The first is a 0.5-2x beam expander/reducer; the second has a fixed 3x zooming 
capability. Both beam expanders can adjust the output light collimation and feature an achromatic design. 
With two expanders, we can modulate beam size from 4.5 mm to 18 mm and fine-tune the collimation. 
This properly sizes the incident beam for a given application, such as filling the back aperture of the 
objective lens for point illumination to obtain the tightest focus. The beam size from the expanders will not 
change during the following experiments. The polarization axis of the light exiting the optical fiber is then 
adjusted by either rotating a half-wave plate (AHWP05M-600, Thorlabs) or through a liquid crystal 
retarder (LCC1111T-A, Thorlabs). A polarized beam splitter (PBS) redirects the light to different light 
paths of module 2 to switch between a circular beam cross section or a cylindrical (light sheet) cross 
section. The PBS determines the orientation of the polarization of the beam, and the tunable waveplate 
governs the amplitude of the light going into each arm of the following module. We note that the system is 
designed such that when using light sheet illumination, the polarization vector of the illumination light is 
aligned with the plane of the light sheet. In some cases, it may be useful to switch the polarization state of 
the illumination beam at the specimen. That can be accomplished by adding a second waveplate after 
module 2. The use of a tunable filter allows computer control of these operations. 
 
2.2.2 Module 2: beam shaping 
The beam-shaping module accommodates two light paths for different applications. The switching 
between light path 1 (LP1) or LP2 is achieved by altering the polarization direction of the incident laser 
using module 1. This can be computer controlled by employing the liquid crystal retarder. LP1 retains the 
incident circular cross section, while allowing for quick transitions from widefield illumination to point 
illumination with ETL1 (EL-16-40-TC, Optotune). When the ETL is set such that the focal length 
approaches infinity, light is not deflected resulting in a collimated beam at the BFP of the objective; the 
objective focuses the light to a diffraction-limited point at the sample. This will be useful, for example, for 
photoactivation employed below. The focal length of the ETL can be adjusted such that the beam is 
focused at the BFP of the objective, resulting in a wide, collimated illumination at the sample. This will be 
employed for our TIRF imaging.  The response and settling times of the ETL are 5 ms and 25 ms 
28 
respectively, allowing for dynamic switching of imaging modalities on the order of exposure times for 
biological imaging. LP2 is used to shape the illumination light to be cylindrical in cross section, which is 
frequently used in light sheet imaging. LP2 contains an optic, typically a cylindrical lens, to converge one 
of the transverse axes of the light while keeping the second axis collimated, creating a cylindrical pattern. 
Alternatively, we can use a combination of a cylindrical lens and an annulus to achieve Line Bessel Sheet 
(LBS) (Figure 2.1, red solid-line box). These two paths are then rejoined through a second polarized 
beam splitter. Having two illumination geometries in a single system allows one to employ drastically 
different illumination techniques (e.g. LSFM and point scanning) on a single sample. 
 
2.2.3 Module 3: beam steering 
Module 3 controls the steering of the illumination light both at the BFP of the objective and at the 
sample plane using two fast steering mirrors (SM1,2) (OIM 101 1”, Optics In Motion LLC). SM1 is optically 
conjugate to the BFP of the objective while SM2 is optically conjugate to the sample plane. The former 
controls the position of the beam at the sample plane and the latter adjusts the tilt at the sample plane. 
SM1 and SM2 are driven by voice coils and are each able to control two axes of tilt in a single mirror. This 
allows a more compact design for optical conjugation with a single mirror compared with using galvo-
scanners, which typically needs two mirrors in a 4f configuration. While galvo-scanners are notably faster, 
SM1 and SM2 can execute a 1 mrad step in under 5 ms, providing enough speed for sub-second 
volumetric imaging. 
 
2.2.4 Module 4: axial beam scanning 
Module 4 provides control of the axial position of the illumination light without physical 
displacement of the objective lens. Keeping the objective motionless is ideal as it reduced small motions 
of the sample that are coupled to objective movement. We use a 4f system to relay the beam and position 
a second ETL (ETL2) (EL-16-40-TC, Optotune) midway between the second and third relay lens 
(conjugate to the BFP of the objective). Adjusting the focal length of ETL2 subsequently scans the focus 
of the illumination light axially [194]. This can be especially useful for both LSFM and point scanning to 
ensure that the tightest focus of the illumination light is at the desired axial location in the sample. 
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2.2.5 Module 5: axial image plane scanning 
Module 5 is an identical 4f system to that of module 4, lying in the detection path. Similarly, we 
place an ETL (ETL3) (EL-16-40-TC, Optotune) midway between two relay lenses.  Adjusting the focal 
length of ETL3 then shifts the axial position of the imaging plane [168, 195, 196]. One can dynamically 
manipulate the focus of an image during an experiment without moving the objective lens or the 
illumination light. It should be noted that large scale changes of the optical power of ETL3 will (de)magnify 
the image [163, 197]. Other groups have used an ETL for axial control of the imaging plane by placing the 
ETL directly behind the detection objective [163, 197-200], however using ETL3 in a 4f system makes it 
easier to access and adjust as well as minimizes the (de)magnification effects [195, 196]. We ensure that 
ETL3 lies flat (its optical axis is normal to the table) to avoid gravitational effects which would distort the 
Optotune lens. 
 
2.3 Single-Objective Light-Sheet Fluorescence Microscopy Implementation 
2.3.1 Line Bessel Sheet Illumination Design 
 To implement LSFM, we employ modules 1-5. Module 1 properly sizes the beam and rotates the 
polarization state such that the light passes through LP2, the cylindrical cross section path of module 2, 
and the polarization vector is in the plane of the light sheet. One could easily create a Gaussian light 
sheet by placing a cylindrical lens, CL f100 (LJ1567RM-A, Thorlabs), before SM1 in place of the current 
LBS pathway (Figure 2.1, module 2, LP2). To gain an extended depth of field for a given waist size, we 
use a Line Bessel Sheet (LBS). To create an LBS we use a cylindrical lens (LJ1567RM-A, Thorlabs) to 
focus one axis of a collimated light source at the location of the annulus (R1DF200, Thorlabs), resulting in 
two coherent bands of light that propagate through the remaining optical path (Figure 2.1, red insert box). 
The annulus is optically conjugate to the BFP of the objective. When the two coherent bands pass 
through the objective lens (UplanSAPO 60x/1.2 W, Olympus), they interfere with each other resulting in a 
Line Bessel Sheet [166]. Our light sheet is not a theoretical Bessel light sheet as the central lobe is not 
propagation invariant. It is then a Bessel-Gauss light sheet as the bands at the BFP of the objective are of 
finite thickness [201]. 
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 When designing the LBS illumination scheme, we sought to model the theoretical light sheet 
profile at the sample plane. To do so, we first use the matrix method to propagate the illumination light 
through our optical path to the back focal plane (BFP) of the objective [202]. In this matrix-based 
approach to Gaussian optics, each lens in the system is represented by a refraction matrix, given by 
 







where 𝑓 is the focal length of the lens. Likewise, a propagation through free space is represented by a 
transfer matrix, given by 




where 𝑑 is the distance between lenses. The optical path is represented by a product of these matrices 
beginning with the first lens and ending with a propagation to the BFP. That is, the system matrix is given 
by  
𝑀(𝑓𝑛, … , 𝑓2, 𝑓1, 𝑑𝑛 , … , 𝑑2, 𝑑1) =  (
𝐴 𝐵
𝐶 𝐷
)  =  𝑇(𝑑𝑛) ∙ 𝑅(𝑓𝑛) ∙ … ∙ 𝑇(𝑑2)  ∙ 𝑅(𝑓2) ∙ 𝑇(𝑑1) ∙ 𝑅(𝑓1) (2.3) 
Knowing that the laser light coming out of the optical fiber and into our system is collimated with an initial 
beam waist, 𝜔0 𝑖, and an initial Raleigh length, 𝑧0 𝑖, which is calculated through the relationship 




where 𝜆 is the wavelength of light. We can use the system matrix, 𝑀, to understand the beam profile at 
the BFP. Specifically, we can calculate the Raleigh length at the BFP, 𝑧0 𝑏𝑓𝑝, through the relationship 




where 𝐷 is given in Eq. 2.3. We then can convert the 𝑧0 𝑏𝑓𝑝 to the beam waist at the BFP, 𝜔0 𝑏𝑓𝑝, through 
Eq. 2.4 to understand the beam profile propagating into the objective. However, because we have a 
cylindrical lens in our optical path, the system matrix is different for the two axes orthogonal to the 
propagation direction. That is, we can calculate a separate 𝑀𝑥 and 𝑀𝑦 to propagate the two axes 
separately and subsequently calculate the beam waist at the BFP in each direction, 𝜔0𝑥 𝑏𝑓𝑝 and 𝜔0𝑦 𝑏𝑓𝑝. 
Knowing the beam profile at the BFP is crucial for properly modeling the LBS at the sample plane. As 
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Gaussian optics does not hold for objective lenses, we make use of the full 3D electromagnetic wave 
propagation theory [203-205]. The magnitude of the electric field at the BFP is given by 
𝐸0(𝜃𝑏𝑓𝑝, 𝜙𝑏𝑓𝑝) = 𝐴 𝑒
−(












where 𝐴 is a constant representing peak magnitude of the electric field, 𝑓 is the characteristic focal length 
of the objective lens, and 𝜃𝑏𝑓𝑝 and 𝜙𝑏𝑓𝑝 are the polar and azimuthal angle coordinates at the BFP. The 
three components of the electric field at the sample plane, represented by the polar coordinates 𝑟𝑠 𝜃𝑠, and 
𝜙𝑠, are given by the following equations. 
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                                                              𝑒𝑖 𝑘 𝑟𝑠 (cos 𝜃𝑠 cos 𝜃𝑏𝑓𝑝+sin 𝜃𝑠 sin 𝜃𝑏𝑓𝑝 cos 𝜙𝑏𝑓𝑝−𝜙𝑠) 𝑑𝜙𝑏𝑓𝑝 𝑑𝜃𝑏𝑓𝑝
 
Here, 𝑘 =  2𝜋/𝜆 is the wave vector, and 𝛼1 and 𝛼2 are the polar angles that correspond to the minimum 
and maximum 𝑁𝐴 = 𝑛 sin 𝛼 of the annular aperture used to create the LBS magnified to the BFP. If 𝛼1 is 
set to zero and 𝛼2 is set to match the 𝑁𝐴 of the objective lens, Eqs. 2.7 – 2.9 can be used to model a 
typical Gaussian light sheet. For our system, however, 𝑁𝐴1 = 0.08 and 𝑁𝐴2 = 0.38. 
After modeling the LBS at the sample, we subsequently characterized the actual lateral and axial 
beam profiles. The measured lateral and axial FWHM of the LBS is 771 nm (Figure 2.2(a)) and 14.8 μm 
(Figure 2.2(b)) respectively, both of which match well with the theoretical value as determined via the 
theory given above. A Gaussian light sheet of the same lateral FWHM would have an axial FWHM of 4.81 
µm [202]. Our LBS then has a three-fold larger characteristic propagation length. The lateral FWHM is 
designed to approximately match the axial FWHM of the point-spread function (PSF) of the objective lens 
such that the side-lobes of the LBS are minimized in the overall system PSF [166]. 
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Figure 2.2: Profile of LBS. (a) Lateral profile of the LBS. A 100 nm fluorescent bead was stepped laterally 
in 100 nm increments by a piezo stage; intensity of the bead was measured in FIJI for each position. (b) 
Axial profile of LBS. 100 nm fluorescent beads were imaged as the LBS was stepped axially by ETL2 in 2 
mA increments. Intensity of 7 beads was tracked across the scan in FIJI, error bars are standard deviations 
in intensity. Orange represents measured intensity from the fluorescent beads; blue represents a theoretical 
profile [203-205]. 
There are some distinct advantages and limitations to using an LBS as opposed to a Gaussian 
light sheet (GLS). As previously mentioned, the first advantage is that an LBS provides an extended 
depth of field for a given beam waist when compared to a GLS (Figure 2.3) [206]. This allows one to 
either obtain a longer light sheet or reduced the sheet thickness with less tradeoff than when using a 
GLS. It has recently been shown, however, that GLSs can obtain similar depth of fields for a given beam 
waist to square lattice light sheets [207]. However, the GLSs used in this work are fundamentally not 
Gaussian as light sheet profile as the sample is modulated by an aperture conjugate to the BFP as 
opposed to modulating the actual beam profile at the BFP. These light sheets are the effectively LBSs 
with an inner NA of 0. However, it is still quite intriguing that this intermediate GLS/LBS can obtain similar 
beam properties to that of a square lattice light sheet. The second major advantage of a LBS is that it has 
an inherent “self-healing” property [208]. That is, it can reconstruct itself beyond an obstruction. This 
occurs because the energy forming the light sheet is incident at an angle, so an obstruction at the front of 
the sheet does not occlude the energy from propagating past it and reforming the sheet behind the 
obstruction. This is particularly useful for imaging biological sample due to their inherent heterogeneity.  
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Figure 2.3: Simulation of Gaussian and Bessel light sheets. See also Video 2.1 and Video 2.2. 
There are tradeoffs, however, when using an LBS as opposed to a GLS. First, we generate our 
LBS by passing a GLS through an annular aperture. This then blocks out the center of the GLS and 
subsequently a sizeable portion of the illumination light. For our system specifically, we estimate that we 
lose approximately 50% of the initial laser power at the annulus. This can be mitigated with high intensity 
lasers, though they come at an additional cost. Furthermore, an LBS is accompanied by concentric side 
lobes (Figure 2.2A, Figure 2.3), whereas a GLS is not. These side lobes illuminate the sample outside of 
the image plane of the detection objective, and therefore work against the fundamental concept of LSFM. 
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However, if the system is optimized such that the PSF of the detection objective matches in size the 
thickness of the central band of the LBS, these side lobes are sufficient damped in the total system PSF 
and therefore cause little background fluorescence. They will, however, still work to bleach regions 
outside of the plane of interest and reduce the overall intensity of the central band, which adds further 
issues. Whether or not to use an LBS is a system-dependent question, and there is no one answer for all 
microscopes. For our system, the trade-off of the additional side lobes and loss of light at the sample 
were worth the additional depth of field and self-healing properties and therefore we chose to implement 
an LBS. 
 
2.3.2 Horizontal and Vertical Light Sheet Imaging of Chromatin 
Modules 3 and 4 provide complete control of all three spatial positions of the illumination light 
while module 5 allows us to adjust the axial position of the imaging plane. We use a home-built LabView 
program that controls two NI DAQ boards (PCIe-6323 and PCI-6723). One controls voltages to the SM1 
controller and ETL3 controller (TR-CL180, Gardasoft) while the other controls an acousto-optic tunable 
filter (AOTF:AOTnC-400.650-TN, Opto-Electronic) in our light engine to gate the laser light. We use the 
Optotune software to control the current applied to ETL2 which subsequently varies the optical power.  
We employed two LSFM methods, Horizontal Light Sheet (HLS) and Vertical Light Sheet (VLS), to image 
chromatin of cell nuclei (Figure 2.4). For both methods we introduced a small (180 µm) right-angle 
reflective prism (8531-607-1, Precision Optics) attached to a 6 degree-of-freedom mount, and lowered the 
mirror adjacent to the cell of interest [144]. For HLS imaging, the LBS reflected off the mirror and 
illuminated a single x-y plane. SM1, ETL2, and ETL3 were used to appropriately position the LBS and the 
imaging plane. For VLS imaging, the LBS propagated vertically out of the objective and through the cell, 
illuminating a single y-z slice. The objective was raised until the imaging plane intercepted the reflective 
optic. This rotated the imaging plane from x-y space to y-z space. As the objective was continually raised, 
the imaging plane stepped through the cell in X until it was aligned with the illuminated slice. Raising the 
objective lens outside of its traditional operating range can induce spherical aberration, so we have opted 
for a water immersion objective lens in order to minimize this impact. As a demonstration of these 
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techniques, we used both HLS and VLS to sequentially image orthogonal planes of a COS-7 cell nucleus 
stably expressing HaloTag-H2B labeled with Janelia Fluor 549 (JF549) (Figure 2.4(c,d)). 
 
Figure 2.4: LSFM of orthogonal planes of heterochromatin and euchromatin. (a) Imaging setup for 
Horizontal Light Sheet. The light sheet emerges from the objective and is reflected by a right-angle prism. 
The image plane is matched (by module 5) to the plane of the reflected light sheet. (b) Imaging setup for 
Vertical Light Sheet.  The light sheet emerges from the objective and creates a vertical slice through sample. 
The right-angle prism creates a virtual side-view image of the vertical slice. Horizontal (c) and vertical (d) 
light sheet images of the same COS-7 nucleus expressing HaloTag-H2B labeled with Janelia Fluor 549. 
Scale bar = 5 µm. 
Transitioning from HLS to VLS is straightforward, fast, and can be done entirely through software. 
It is important to note that resolution can be affected by imaging in VLS as light collected is altered when 
imaging off of the prism [145]. Additionally, using an ETL for axial scanning of either the image plane or 
the illumination light will introduce additional spherical aberration; this can decrease the lateral and axial 
resolution by as much as a factor of two when using the full range of the ETL [200]. To transition from 
HLS to VLS requires movement of the image plane on the order of 50 µm, so one must understand the 
system’s tradeoff between maximizing resolution and rapid transitions between HLS and VLS modes 
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using ETL3. Minimal adjustments of ETL3 (~10% of the full operating range) to maintain focus while in 
either HLS or VLS modes introduces minimal spherical aberration and negligibly impacts resolution.  
Because of LSFM’s ability to illuminate a single plane, we obtained images with low background 
and high signal-to-noise of orthogonal planes of the same nucleus. We observed that the light collection 
efficiency for a given illumination intensity and exposure time using HLS is approximately double that of 
using VLS. For highly sensitive imaging techniques such as FRET it is beneficial to use HLS imaging due 
to the larger signal-to-noise. However, AFM studies are better served with VLS imaging as it allows the 
user to take fast, high resolution images of the plane in which the AFM tip is applying force without the 
need for taking whole stacks [181, 209, 210]. Because of the lack of background fluorescence, we could 
discern heterochromatin (high H2B density) from euchromatin (low H2B density) within the nucleus. 
Specifically, we observed that a thin ring of heterochromatin surrounds the nucleolus. Visualizing 
chromatin structure is important in understanding chromosome territories and gene expression [90]. 
Several other variants of single-objective (so)LSFM exist and have proven useful for imaging live 
biological samples of varying scales. There are two primary variants of soLSFM: reflective-based soLSFM 
[167-169, 174, 179] and oblique plane illumination microscopy (OPIM) [170, 171, 175-178]. The former is 
akin to our HLS approach, wherein a reflective optic is located adjacent to the sample of interest and the 
single objective located beneath the sample captures the emitted light resulting from excitation with a 
horizontal light sheet. This technique has been implemented with a scanned beam approach [168] and a 
traditional Gaussian light sheet generated through a cylindrical lens approach to LSFM [179]. 
Furthermore, investigators have leveraged atomic force microscopy (AFM) cantilevers as the reflective 
optic in order to make reflective-based soLSFM compatible with multiwell plates [174]. The second class 
of soLSFM techniques is OPIM. The primary idea in OPIM is to illuminate the sample with a tilted light 
sheet from below (angles range typically between 30⁰ - 45⁰), then use the same objective lens to capture 
the emitted photons. The emitted light is then propagated to a remote focusing unit which features two 
objective lens that are positioned at the same relative angle as the oblique light sheet is to the single 
objective at the sample. The first objective in the remote focusing unit re-images the light sheet at the 
sample, and the second objective captures this image as the proper alignment places the image plane of 
the second objective in the same plane as the reformed image. For volumetric imaging, either the sample 
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can be moved through the oblique light sheet [178] or the light sheet can be scanned through the sample 
with the resulting image being de-scanned by the same scanning mirror [175, 176]. The beauty of this 
approach is that neither the objective lens at the sample nor the objectives in the remote focusing unit 
need to physically move in order to capture volumetric images. Clever innovations in the remote focusing 
unit have allowed OPIM to be adapted to higher NA objective lenses [170, 171]. While reflective-based 
soLSFM and OPIM encompass a majority of soLSFM techniques, our VLS approach to soLSFM is 
entirely unique as it rotates the image plane itself with a reflective optic as opposed to rotating the plane 
of the light sheet or re-focusing remotely. This provides a unique view (side-view) that no other soLSFM 
method is able to image. 
 
2.4 System Characterization 
2.4.1 Steering Mirror and Tunable Lens Calibrations 
 As noted earlier, SM1 is conjugate to the BFP of the objective. Tilting SM1 translates the LBS in 
x-y at the sample plane.  For volumetric imaging, we need to control only the translation of the LBS in the 
x direction (perpendicular to the long axis of the light sheet). We can then use a linear combination of the 
two voltage controls to SM1 to create a single voltage control parameter that translates the LBS in the x 
direction. To calibrate SM1, we used a fluorescent slide to visualize the LBS. We incrementally stepped 
the SM1 control voltage while taking an image at each step; the center of the LBS was determined for 
each image and plotted against its corresponding voltage. A line was fit to the resulting plot to determine 
a conversion of SM1 voltage to LBS translation (Figure 2.5(a)). Scanning SM1 allows us to translate the 
LBS laterally and collect volume images, and the calibration provides a means of calculating the voxel 
size. To calibrate ETL2, we again used a fluorescent slide to visualize the LBS. The objective lens was 
incrementally stepped and ETL3 was used to readjust image plane back to the coverslip. ETL2 was then 
used to lower the LBS back to the fluorescent substrate. This provided a calibration for how ETL2’s 
current adjusts the axial position of the LBS (Figure 2.5(b)). Adjusting ETL2 ensures that the thinnest 
portion of the LBS is always located in our sample without manually adjusting the objective height. The 
maximum effective NA of the LBS is approximately 0.38, so utilizing ETL2 to axially scan the light sheet 
does not significantly compromise its structure. The Gardasoft controller for ETL3 is programmed to the 
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linear analog mode (0 V – 10 V) and outputs a current based on a closed-loop temperature feedback 
system. To calibrate ETL3, we place a grid (R1L3S3, Thorlabs) on the microscope and manually step the 
objective lens position. ETL3 is used to bring the grid back into focus, providing a calibration of ETL3 
voltage with the imaging plane position (Figure 2.5(c)). Imaging plane location, light sheet position and 
AOTF are synchronized through an NI DAQ board. 
 
Figure 2.5: Calibration of SM1, ETL2, and ETL3. (a) Calibration of SM1 showing the light sheet x-position 
versus voltage applied to SM1 as well as a linear fit to this data. The slope of the linear fit provides us a 
conversion from SM1 voltage to scanning distance, allowing us to understand and properly set our voxel 
size during volume imaging. Scale bar = 5 µm. (b) Calibration of ETL2 showing the current applied to ETL2 
versus the light sheet z-position. (c) Calibration of ETL3 showing the voltage applied to ETL3 versus the 
axial position of the image plane. Error bars for (b) and (c) are 95% confidence intervals, but are often 
smaller than the visualization of the data points. 
 For volumetric LSFM, both the image plane and LBS need to be stepped throughout the volume 
in sync. We used SM1 to step the LBS in increments laterally in the x-axis through the cell, and ETL3 was 
adjusted such that at each step the image was in focus. Every time the mirror was brought down next to a 
cell of interest, the spacing of the cell and mirror was different and the angle of the mirror relative to the 
substrate was slightly varied due to the mechanical micrometer control mechanism. For each cell, we 
then performed an initialization scan (Figure 2.6) yielding a lookup table of the ETL3 voltage value that 
provided the best focus for each LBS position in the volume scan. This initialization scan is done first by 
performing small sweeps of the ETL3 control voltage at a given LBS position. Image quality of the sample 
is assessed at each ETL3 control voltage through the Tenegrad method [165, 211], and a Gaussian is fit 
to the resulting data set (Figure 2.6(a)). This process is then repeated at several different LBS locations, 
and a linear interpolation fills in the parameter space between these locations (Figure 2.6(b)). This results 
in the aforementioned lookup table that is used for volumetric imaging. 
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Figure 2.6: Initialization scan procedure for volumetric imaging. (a) A sample mini scan of a COS-7 nucleus 
expressing HaloTag-H2B labeled with Janelia Fluor 549 used in the initialization scan where the LBS is 
fixed to a specific location and the ETL3 voltage is varied about a suggested voltage of best focus. The 
Tenegrad method [165, 211] is used on each image from the mini scan to provide a metric for image quality. 
A Gaussian is fit to the mini-scan data to provide the optimal ETL3 voltage for a given light sheet position. 
(b) A sample lookup table that provides the best ETL3 voltage for a given light sheet position. Each orange 
data point is generated by a mini scan procedure. A linear interpolation is done between data points and is 
discretized based upon the number of slices per volume. 
 
2.4.2 System Point Spread Function 
In order to collect a side-view point spread function (PSF), we needed a sample that provided 
both fluorescent point particles as well as a fluorescent object to perform the initialization scan described 
above. Our sample of choice was a large (~10 µm) fluorescent, polyacrylamide (PA) sphere with a sparse 
coating of small, (~100 nm) fluorescent beads is a separate channel. The large PA sphere provide an 
appropriate object upon which to run an initialization scan, providing a lookup table converting ETL3 
control voltages to SM1 control voltages. The lookup table was then used to collect side-view, volumetric 
images of the 100 nm fluorescent beads to obtain a PSF (Figure 2.7a).  
Using the PSF theory previously determined [145] and the Rayleigh criterion for resolution, we 
calculate a x-axis resolution of 381 nm and a z-axis resolution of 574 nm with values based on the bead 
position with respect to the prism and substrate (Figure 2.7b). The expected axial (y-axis) PSF profile is 
calculated using these values then combined with the PSF profile of the Line Bessel sheet (Combined 
FWHM= 739 nm). Experimentally determined values are in excellent agreement with theory (Figure 
2.7b,c). The distance where the PSF was taken represents the expected poorest imaging quality for 
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experimental conditions. Closer to the prism, x resolution is objective lens limited (res ~ 310 nm), and z 
resolution is ~ 400 nm. Typical cell distance to the prism is between 50 µm and 70 µm. 
 
Figure 2.7: Point spread function of side view imaging. (a) Optical sections of the PSF in the x-y plane, the 
x-z (side view) plane, and the y-z plane. (b) The plotted profiles of each axes through the center of the PSF. 
(c) The theoretical calculated plot for the Y direction. The blue dotted lines in the profile plots are the 
gaussian fit to each plot from which the FWHM is determined. X is the direction parallel to the prism edge, 
Z is the direction from substrate to top of cell and Y is the light sheet stepping direction. 
 
2.4.3 Detector Characterization 
For our system, we obtained two detectors and sought to compare their quality and performance. 
To do so, we collected a photon transfer curve (PTC) following the protocol given in Waters and Wittmann 
[212]. A PTC is a log-log plot of camera noise versus camera signal, and it allows a user to understand 
the contribution of read noise, Poisson noise, and fixed pattern noise to the overall detector noise. The 
protocol, in short, calls for a uniform light source to illuminate the detector at increasing exposure times. 
As a cost-effective alternative to using an integrating sphere, a high-quality cell phone screen displaying a 
grey screen was used for even illumination (per the suggestion of the protocol). The two cameras used in 
the comparison are a Hamamatsu Orca Flash 4.0 v2+ (C11440-22CU-DEMO) and a Hamamatsu Orca 
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Flash 4.0 v3 (C13440-20CU-DEMO), both of which are scientific complementary metal–oxide–
semiconductor (sCMOS) detectors. Figure 2.8 shows the PTC for each camera. It should be noted that 
the signal range over which the PTC was taken does not contain low enough signal to show the read-
noise regime. These PTCs highlight mainly the contributions of Poisson and fixed pattern noise, which 
are the relevant contributors for the signals in our experiments. For single-molecule level experiments, 
however, the PTC should be extended to understand the read-noise regime as such experiments occur at 
very low signal levels. 
 Several immediate conclusions can be made directly from the PTCs of each camera. First, the 
v2+ shows higher levels of noise at all signal levels, meaning that when using the v3 less photons are 
needed to exceed a desired signal-to-noise level. As expected, the PTC in this regime is dominated by 
Poisson noise for both the v2+ and the v3. However, the fixed pattern noise in the v2+ does not following 
a single power-law relationship as it theoretically should (as shown in the v3 PTC). Instead, it shows a 
large bump in signals ranging from 100 – 1000 grey values. Finally, the v2+ shows a higher read noise 
than the v3. However, as previously discussed this is less of a problem for the experiments with which we 
are currently concerned. 
 
Figure 2.8: A photon transfer curve (PTC) over the Poisson and fixed-pattern noise regimes. 
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What the PTC does not do is immediately demonstrate is the quality of the images recorded on 
each detector. For this, we can look straight to the images collected for the PTC themselves. Figure 2.9A 
shows the fixed pattern noise for each detector (average intensity of 100 dark images). Figure 2.9B-D 
show comparative signal images from the PTC for low, medium, and high signals. Figure 2.9A highlights 
the characteristic vertical streaks associated with an sCMOS detector as well as the sharp horizonal line 
at the center of the detector which represents where the detector is split into two separate chips, each of 
which is read out separately. The v2+ fixed pattern noise (left) shows an intriguing circular artifact at the 
center of the chip, highlighting a potential defect in this detector. A similar circular structure can be seen 
for the low and medium signal images using the v2+, which is likely the source of the bump in the fixed 
pattern noise between 100 and 1000 grey values in the PTC (Figure 2.9B,C). At high signals (Figure 
2.9D) the circular artifact is less apparent. However, a new artifact appears. Streaking across the top and 
right side of the v2+ image is clearly visible, unlike in the image from the v3. Such an artifact could 
seriously compromise quantitative and qualitative interpretation of microscopy data. In summary, the v3 
shows lower noise levels (read and fixed pattern) and no detector-wide artifacts and is thus the more 
desirable camera for our purposes. 
 
Figure 2.9: Side-by-side image comparison of v2+ and v3 sCMOS cameras. (A) Fixed-pattern noise. (B-
D) Low, medium, and high signal image comparisons respectively. In (A – D), the left image is that of the 
v2+ and the right image is that of the v3. 
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2.5 Single-Cell, Light-Sheet Volumetric Imaging 
 This microscope design with LBS illumination is capable of fast (~1 s per single cell) volumetric 
imaging by incrementally stepping the light sheet across a sample and continuously matching the imaging 
plane to the position of the light sheet. In a single-objective system, it is slightly more complicated due to 
the coupling of the light sheet position and imaging plane. Even though both HLS and VLS can be used to 
take volume images, here we chose VLS because it requires one less degree of freedom (ETL2) to 
control through software than HLS. Implementation of combined HLS and VLS imaging would allow for 
multi-view fusion similar to that of the diSPIM [213], except in a single-objective system. 
As an initial demonstration, we performed fast volume scans of RAW 264.7 macrophage cells 
stably expressing HaloTag-F-Tractin labeled with JF549 (Figure 2.10). Each slice was taken in 10 ms (5 
ms exposure, 5 ms transition), and each volume consisted of 75 slices meaning that a single volume 
image was taken in 0.75 s. This is comparable to recent two-objective systems [159, 163, 166].  Because 
of the speed of our system, we were able to observe both formation and movement of filopodia on the 
timescale of several seconds. These timescales and dynamics are fundamental to processes such as 
phagocytosis and cell migration [214, 215], and hence our system is well suited to study mechanisms in 
which macrophages migrate and engulf foreign particles. 
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Figure 2.10: Vertical light sheet volume imaging showed filopodia formation and dynamics. Selected frame 
from a volumetric movie (Visualization L5) of a RAW 264.7 macrophage cell expressing HaloTag-F-tractin 
labeled with JF549. Each volume consists of 75 slices each taken in 10 ms (5 ms exposure, 5 ms transition 
time) for a 0.75 s total volume acquisition time with 100 ms delay between each volume. Total volume size 
is 12.5 µm x 26.7 µm x 25.9 µm, voxel size is 167 nm x 106 nm x 106 nm.  We observed formation and 
movement of individual filopodium on second time scales. See also Video 2.3. 
Our system is also capable of performing fast (~1 s per single cell volume), single-objective 
volumetric imaging in multiple channels. We first performed volumetric imaging of a live HeLa cell stably 
expressing vimentin-mEmerald and labeled with Lysotracker Deep Red (Figure 2.11a). This temporal 
resolution allowed us to visualize the 3D dynamics of lysosomes within the vimentin network on single-
second timescales. This opens up the potential to study lysosome transport dynamics and their 
interaction with the cytoskeleton [216]. Recent reports show that the vimentin cytoskeleton plays a central 
role in regulating lysosome trafficking in autophagy [217]. 
To illustrate the ability of the system to visualize fine detail while scanning at a high frame rate, 
we fixed the mEmerald vimentin cells and stained them with AlexaFluor 594 phalloidin for F-actin.  We 
then performed volumetric imaging as before, but with one half the axial step size (Figure 2.11b,c).  A 
single-pixel line scan through the filopodia (Figure 2.11c) demonstrates the signal-to-background and 
feature resolution our system can achieve at this scan rate with a reasonable laser intensity for live-cell 
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studies. Two-color volumetric imaging paves the way for experiments to characterize the 
mechanobiological role of IFs in processes such as organelle motility [218, 219] and filopodia dynamics 
[220].   
 
Figure 2.11: Volumetric imaging of vimentin cytoskeleton and lysosome movement. a, LSFM volumetric 
imaging of a live HeLa cell with labeled Lysotracker Red (magenta) and vimentin-mEmerald (green). Each 
volume consists of 75 slices per color acquired at 5 ms exposure time and 5 ms readout time; the total 
volume acquisition time is 1.5 s. A 100 ms delay is taken between volumes. Insets show dynamics of 
vesicles on the single-second timescale. Voxel size: 106 x 106 x 220 nm. Total volume: 29.3 x 26.3 x 16.5 
µm. b, LSFM volumetric image of a fixed HeLa cell with labeled actin (AlexaFluor 568-Phalloidin - magenta) 
and vimentin-mEmerald (green). The volume consists of 300 slices per color acquired at 5 ms exposure 
time and 5 ms readout time; the total volume acquisition time is 6 s. Voxel size: 106 x 106 x 108 nm. Total 
volume: 52.6 x 19.1 x 32.4 µm. c, Selected side-view image from the volume data set shown in (b). A single-
pixel line scan (dashed white line) through the actin channel shows we resolve individual filopodia at the 
above volume acquisition rate with adequate signal-to-noise (inset). Scale bar = 5 µm. See also Video 2.4 
and Video 2.5. 
 
2.6 Further Implementations and Modalities 
 The VIEW-MOD system is not restricted to just single-objective LSFM. In our previous work, we 
additionally demonstrated (1) widefield, TIRF, and variable angle (va)TIRF and (2) vaTIRF imaging 
combined with localized photo-activation [173]. Further novelty of this instrument, however, lies in its 
broad scope of applicability. We have outlined a table of various advanced microscopy techniques our 
system can implement as well as the required modules to do so (Table 2.1). Many of the available 
techniques involve scanning of different illumination patterns. By scanning the incident angle in vaTIRF, 
the penetration depth of the evanescent field is modified. Additionally stepping the imaging plane in 
sequence with the incident angle, one can axially section the range of the evanescent field and construct 
3D renderings of near-surface interactions [221]. One could also adjust the incident angle such that it is 
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slightly below that of TIRF to achieve HILO microscopy [222]. Point illumination can be further extended 
by introducing two-photon microscopy, which allows for femtoliter focal volume precision [223]. Provided 
use of the proper laser and sample, our design can produce precise two-photon point illumination in 3D 
which allows for photoablation, photoactivation, and fluorescence recovery after photobleaching (FRAP) 
studies. 
Our system has the ability to both laterally and axially scan a light sheet, which when combined 
with the rolling shutter functionality of an sCMOS camera can produce x-y or y-z images with minimal 
background [160, 224]. We also have the capability to create light sheets by dithering a focused beam at 
a higher frequency than the imaging rate. Our modules allow for precise shaping of the focused beam, 
meaning that a scanned beam could be tailored to image sub-cellular structures or multi-cell systems 
depending on the interest of the research group. Scanned beams could be used in our system for both x-
y and y-z imaging as well as volumetric imaging similar to what we previously demonstrated [168]. 
Another LSFM application would be that of field synthesis [225]. By placing a mask at the location of 
ETL2, one could scan the illumination light with SM2 across the mask to generate time-average intensity 
profiles at the sample plane that match a variety of light sheets. Replacing ETL2, however, eliminates 
axial scanning of the light sheet. For the full benefit of the VIEW-MOD system and field synthesis, one 
may consider designing a separate field synthesis module. Finally, our system is capable of super-
resolution imaging through either stochastic optical reconstruction microscopy (STORM) or photo 
activated localization microscopy (PALM) in conjugation with TIRF or LSFM. Both STORM and PALM rely 
upon on-off switching fluorophores and an illumination source with low background [226]. Provided the 
proper sample and software development (much of which is openly available), our microscope’s TIRF and 
LSFM can be used for these super-resolution techniques.  
Table 2.1: Expanded list of imaging modalities for VIEW-MOD. We provide an extensive, but not necessarily 
complete, list of imaging modalities in the scope of VIEW-MOD’s capabilities. The modules required for 
each modality and are listed, only further software development would be required for implementation. 
*Module 1: Beam expansion and polarization modulation. Module 2: Beam shaping. Module 3: Beam 
steering. Module 4: Axial beam scanning. Module 5: Axial image plane scanning. 
Imaging Modality 
 




As described above. 1-4 (2D), 5 (3D) [173] 
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Microscopy (2D & 
3D) 
Localized Point 
Illumination (2D & 
3D) 
As described in Liu et al.. This could be 
extended to control the z-position of the 
beam with use of module 5. 
1-3, 4 (3D) [173] 
TIRF (variable 
angle or traditional) 
As described in Liu et al. 1-3 [173] 
Widefield 
Epifluorescence 
As described in Liu et al. 1-3 [173] 
Volumetric Imaging 
with vaTIRF 
Varying the incident angle subsequently 
varies the penetration depth of the 
evanescent field. Scanning the incident 
angle in connection with the imaging 
plane allows for z-sectioning within the full 
range of the evanescent field. Image 
stacks can be taken and reconstructed to 
form volumetric images. 
1-3,5 [221] 
Laterally swept 
LSFM with rolling 
shutter 
A light sheet propagates vertically from 
the objective lens and scans laterally 
either through the sample (y-z light sheet 
plane, x-y imaging plane) of across the 
prism (x-y light sheet plane, y-z imaging 
plane). The rolling shutter of a sCMOS 
camera is matched to the position of the 





LSFM (2D & 3D) 
A focused beam is scanned at a higher 
frequency than the image acquisition rate 
to create a light sheet. This light sheet can 
be used similarly to as we have described 
in the main text. 
1-4 (2D), 5 (3D) [168] 
Axially Swept 
LSFM with rolling 
shutter 
A light sheet propagates vertically from 
the objective lens and scans laterally 
either through the sample (y-z light sheet 
and imaging plane) of across the prism (x-
y light sheet and imaging plane). The 
rolling shutter of a sCMOS camera is 
matched to the position of the waist of the 







A focused light beam of high intensity 
bleaches a localized section of a sample, 
and the sample is then imaged and the 
recovery of the fluorescent intensity at the 
location of the bleaching is monitored. 
This lets a user understand the timescale 






With an appropriate laser and sample 
choice, our system can implement 2-
photon microscopy wherein one could 
achieve a focal volume on the femtoliter 
1-3, 4 (3D) [223] 
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order for the illumination light. This could 
be used to perform precisely localized 
photoactivation or laser ablation in 3D.  
HILO Microscopy A beam is focused and translated laterally 
at the back focal plane of the objective 
such that the incident angle at the sample 
is just below that of TIRF, allowing a highly 
inclined beam to pass through the sample 
for improve signal-to-background over 
widefield. 
1-3 [222] 
STORM/PALM STORM and PALM are super-resolution 
techniques that rely upon on-off switching 
of fluorophores. With the proper sample, 
our microscope design is capable of these 







 It is essential for a microscopy system to both visualize and control the distribution and activity of 
target proteins. Optical systems are often designed around a single microscopy technique and even 
though such systems have drastically advanced our ability to investigate single cell dynamics, the focus 
on individual techniques can limit the scope of available research questions. Here, we present our VIEW-
MOD system, capable of imaging in a myriad of modalities. This design is cost-effective and built upon a 
conventional inverted microscope with all commercially available components, making it easily 
implementable in any laboratory with the latter (Table 2.2). Furthermore, the open-source software can be 
expanded to include other techniques due to the complete control of illumination light and imaging plane 
location. In its current implementation, we have focused on single-objective LSFM. Specifically, we first 
showed 2D imaging of orthogonal planes of H2B-labeled nuclei. We further expanded to 3D imaging at 
timescales relevant for single-cell dynamics. This was shown both through imaging of filopodia dynamics 
in live macrophages as well as lysosome dynamics in live HeLa cells. Our previous work further 
demonstrates how the VIEW-MOD system can be used to implement widefield, TIRF, vaTIRF, and 
localized photoactivation [173]. This microscope design can be easily adapted to serve a user’s needs, 
make use of the ever-growing number of light-sensitive tools being developed, and is minimally perturbing 
to normal cell physiology thus allowing great potential in opening new venues of research and answering 
important biological questions.  
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Table 2.2: Costs of the major components of the VIEW-MOD system. 
Thorlabs 
Part Number Description Quantity Subtotal 
PAF-X-18-PC-A FiberPort FC/PC f=18.4 mm 400 - 600 nm 1 525 
CP08FP FiberPort and LaserPort Adapter for 30 mm 
Cage System 
1 28 
BE052-A Variable Optical Beam Expander 0.5X - 2X 
Zoom 
1 814 
GBE03-A 3X Achromatic Galilean Beam Expander 1 475 
CCM1-PBS251/M Polarizing Beamsplitter Cube 2 640 
KCB1/M Right-Angle Kinematic Mirror Mount 2 286 
LA1986-A-ML Ø1"Plano-Convex Lens, f = 125.0 mm 3 129 
WPH05M-445 Ø1/2" Mounted Zero-Order Half-Wave Plate, 1 448 
RSP1 Rotation Mount for Ø1" (25.4 mm) Optics 1 88 
ACA254-200-A Air-Spaced Achromatic Doublet, f= 200 mm 1 509 
KCB2C/M Right-Angle Kinematic Mirror Mount 2 338 
AC254-125-B-ML  f=125 mm, Ø1" Achromatic Doublet 2 206 
BB1-E02-10 Ø1" Broadband Dielectric Mirror, 10 Pack 1 675 
LCC1111T-A Temperature-Stabilized Half-Wave LC 
Retarder 
1 1061 
LCC25 Liquid Crystal Controller 1 1364 
Rods, lens holders, 
posts, etc. 
  ~2000 
Optics In Motion LLC 
OIM 101 OIM 101  1” fast steering mirror 2 7020 
Optotune 
el-16-40-TC-VIS-20D Electric tunable lens with controller 3 2787 
Gardasoft 
TR-CL180 TR-CL180 Industrial Lens Controller 1 550 
National Instruments 
781045-01 PCIe-6323 2 1602 
782536-01 SCB-68A Noise Rejecting, Shielded I/O 
Connector Block 
2 594 
192061-02 SHC68-68-EPM Shielded Cable 2 257 
  Total 22397 
 
2.8 Specific Materials and Methods 
2.8.1 Cell Culture 
 Murine macrophage cells (RAW 264.7) were transfected with HaloTag-F-tractin gene using 
Fugene HD (Promega), and grown in phenol free DMEM F12 with 10% FBS. This cell line was developed 
by Megan Kern. Similarly, COS-7 cells (a gift from the Liu Lab at Janelia Research Campus) stably 
expressing HaloTag-H2B were grown in the same medium. For experiments, both cell types were plated 
sparsely on 55 kPa polyacrylamide (PA) gel pads that had been coated with fibronectin. After cells had 
spread on the gels, and 30 minutes before an experiment, a 2-5 µL of a 10-5 M solution of Janelia Fluor 
549 (JF549) halo ligand (a gift from the Lavis Lab at Janelia Research Campus) in PBS was added to 200 
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µL of media in the cloning rings. The JF549 solution was then replaced twice with warmed media before 
imaging. Imaging was carried out in the same medium the cells were grown in. 
 Vimentin-/- HeLa cells stably expressing vimentin-mEmerald were generated as described [228]. 
In brief, the endogenous vimentin gene was deleted via CRISPR-Cas9 methods and a verified vimentin-/- 
clone was stably transduced with a lentiviral vimentin-mEmerald vector. Transduced cells were selected 
in 500 µg/ml G418 and sorted for uniform mEmerald expression via fluorescence-activated cell sorting. 
Cells were grown in DMEM-F12 media without phenol red. For experiments, cells were plated on collagen 
coated 55 kPa, thin (~10 µm) PA gels within 1 cm cloning cylinders (Corning, USA). The cloning cylinder 
was removed prior to imaging. 
 
2.8.2 Polyacrylamide Gel Preparation 
Gel pads were prepared on 40 mm circular #0 coverslips (Fisher Scientific) to minimize 
reflections from a glass surface onto the side view mirror. Coverglasses were UV cleaned and treated 
with APTES (Amino propyl triethoxy silane; 1% in toluene as vapor). 55 KPa gels were prepared from 
standard protocols, with the addition of 1% polyacrylic acid before polymerization. Once polymerization 
was initiated in a small volume of acrylamide with 10% APS, 10 µL was placed at the center of two 
coverglasses, and a 22 x 22 mm coverslip placed rapidly on top of each. These squares were treated with 
hexamethyldisilazane vapor after UV cleaning to develop a hydrophobic, non-adherent surface. A small 
weight was placed on the coverslip to promote spreading of the acrylamide in the few seconds before it 
gels. 
After 5 minutes of polymerization, DI water was placed around the upper coverslip and a scalpel 
blade was used to gently pry up the upper coverslip. The gels were then allowed to dry slightly so that 1 
cm cloning cylinders could be affixed to the gel with Dow High Vacuum grease. Then, 150 µL of either 
fibronectin (human; 10 µg/ml in PBS) or collagen (rat tail, 50 µg/ml in PBS) was placed within the cloning 
rings for 5 minutes before removal. The gels were allowed to dry for 10 minutes in a biosafety hood. The 
gels were then exposed to the bio-hood UV light for 5 minutes to sterilize them, and 200 µL of either PBS 
or medium was added until the cells were ready. 
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2.8.3 Polyacrylamide spheres for the point spread function 
 The PA spheres were generated by the methods as described [229], with some minor changes.  
We used the 3 µm SPG frits to extrude high stiffness PA gel into hexane at 300 RPM stirring. Beads were 
fixed overnight in AIBN as described [229], washed in fresh hexane, dried in air and resuspended into 
PBS with sonication to separate the beads. The spheres were 12-20 µm in diameter after resuspension, 
and were coated in a similar manner to the pads above.  An aliquot of the PA beads was centrifuged in an 
Eppendorf tube (7000 RPM, 4 min), and resuspended in 10 mg/mL EDAC in pH 6 MES buffer and rotated 
for 15 min at room temperature.  We centrifuged the beads to remove the EDAC as above, and 
resuspended them in 10 ug/mL alexafluor 488 goat anti mouse IgG (Invitrogen).  After 30 min rotation, the 
beads were again centrifuged to remove unbound IgG, and resuspended in EDAC (10 mg/mL) with a 10-6 
dilution of 0.1 µm red fluorescent microspheres (Invitrogen) in PBS.  Beads were again rotated for 30 min 
and then pelleted, and resuspended in plain PBS. To attach the coated beads to a PA gel pad, low 
concentrations of beads were suspended onto the gels within the cloning cylinders, and again EDAC was 
added to 10 mg/ml final concentration.  The IgG fluorescence was used to find the PA beads, and then an 
isolated red fluorescent bead was imaged for the PSF 
 
2.8.4 Environmental Control 
The specimen insulating chamber sits atop the circular sample coverslip. The specimen insulator 
made use of the Asylum Research petri dish heater and magnetic petri dish clamp while also allowing the 
prism to freely enter and exit the specimen space. A well that runs along the inside of the specimen 
insulator above and separate from the specimen media holds DI water to increase humidity of the 
chamber and discourage evaporation of the media. Additionally, the AFM head is equipped with an 
evaporation shield that caps the specimen insulating chamber. Once the chamber is enclosed a stable 
temperature environment (37oC) can be maintained with minimal evaporation. 
In addition to the petri dish heater, we used an objective heater (Thorlabs HK-100) with a PIV controller 
(Thorlabs TC200) to maintain the temperature at the sample location. Settings for both controllers were 
adjusted until the specimen reached the desired temperature, stability and gradient. The specimen 
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temperature was measured with an Omega thermocouple placed directly in a test media. 37.0oC was 
achieved with a 0.1oC gradient of the media from edge of the coverslip to the center of the coverslip. 
 
2.8.5 Prism mounting, cleaning, and alignment 
Right angle prisms (POC part 8531-607-1) were mounted onto a shaved glass capillary tube 
secured to a Thorlabs compact table clamp (Thorlabs CL3). A thin layer of UV polymerizing glue (Norland 
optical adhesive 81) was used to glue the bottom square side to the capillary tube, exposing the mirrored 
surface. The prism and capillary tube were then cured for 5 minutes. Prisms were rinsed with 70% 
ethanol and DI water after each use to remove any accumulated debris. If further cleaning was 
necessary, Red First Contact polymer cleaner (Photonic Cleaning, WI) was placed onto the surface of the 
prism, allowed to cure for 5 minutes, then peeled off with tweezers. Repeat cleanings were performed if 
needed. 
A right-angle prism was secured to a thin capillary tube and mounted to the prism holder stage 
equipped with a tip, tilt, and rotation stage (TTR001, Thorlabs). The pitch, roll, and yaw adjustments to the 
prism were made before each experiment using a coverslip with fluorescent beads to align the light sheet 
with the prism. Using translation micrometers, the prism was positioned over but not touching the AFM 
cantilever and cell. The relative position of the prism and light sheet was adjusted such that ETL2 had 
enough working range to position the waist of the light sheet in the specimen while imaging in side-view. 
All pitch, roll, and yaw adjustments to the prism were done with the prism holder stage. 
 
2.8.6 LSFM Imaging 
COS-7 cells stably expressing HaloTag-H2B were labeled with JF549 and imaged with a 561 nm 
laser line (Coherent OBIS 561nm LS 150 mW). Images were acquired with a 200 ms exposure time for 
both HLS and VLS modes. Laser power at the sample plane was measured with a power meter 
(ThorLabs PM100D) to be 88 µW. RAW 264.7 cells stably expressing HaloTag-F-tractin were labeled with 
JF549 and imaged with a 561 nm laser line. Images were acquired with a 5 ms exposure time and 5 ms 
transition time, and each volume consisted of 75 images for a total volume acquisition time of 0.75 s. A 
delay of 100 ms was allowed between each volume image. Laser power at the sample plane was 
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measured to be 27 µW. Volume rendering were produced using ParaView 5.5.2 (Available at 
https://www.paraview.org/). No image processing was conducted asides from contrasting and mapping 
intensity to a color and opacity map as to properly visualize the 3D data set. 
Live HeLa cells expressing vimentin-mEmerald were treated with 1 µM lysotracker dark red 
(Invitrogen, USA) for 10 min at 37 degrees, washed several times in fresh, equilibrated medium, and then 
placed on the AFM stage of the optical microscope.  Indirect transmitted light was used to find a cell of 
interest and the prism was positioned next to the cell. Laser power at the sample for live cell imaging was 
98 uW  for 488 nm and 290 uW for 561 nm. To image F-actin with vimentin, the expressing cells were 
fixed in 4% formaldehyde for 5 min, stained with alexafluor 568 phalloidin (Invitrogen) for 30 min at 37 
deg, washed with PBS, and imaged. Laser power at the sample for fixed cell imaging was 116 uW  for 
488 nm and 80 uW for 561 nm. 
 
2.8.7 Plasmid Construction 
pEGFP-C1 F-tractin-EGFP was a gift from Dyche Mullins (Addgene plasmid # 58473; 
http://n2t.net/addgene:58473; RRID:Addgene_58473). PiggyBac plasmids PB-rtTA and PB-miRE-tre-
Puro were kindly provided by Mauro Calabrese (The University of North Carolina at Chapel Hill); PB-rtTA 
encodes reverse tetracycline-controlled transactivator (rtTA) and G418 resistant gene under UbC 
promoter46, and PB-miRE-tre-Hygro encodes a protein of interest and a hygromycin resistant gene under 
tetracycline-dependent and EF1 promoters, respectively. pF-tractin-Halo was first generated by cloning 
Halo-Tag cDNA (forward primer, aggggggctagcgctcgccaccatggcagaaatcggtactggctttc; reverse primer, 
cgaagcttgagctcgagatctagtcgactgaattcgcgttatcgc) between AgeI and BglII site of pEGFP-C1 F-tractin-
EGFP using Gibson assembly (New England Biolabs, MA). Halo-F-tractin was then amplified using the 
primers (forward primer, tgaaccgtcagatcgcctggaccggtgccaccatggcgcgaccacgg; reverse primer, 
aggcacagtcgaaacgcattgtcgacttatggctcgccggaaatctcg), and cloned between AgeI and SalI sites of PB-
miRE-tre-Hygro, yielding PB-tre-F-tractin-Halo-Hygro. Those plasmids were confirmed by sequencing 
before use. The primers were synthesized by Integrated DNA Technologies (CA) and sequences were 




CHAPTER 3: COMBINED ATOMIC FORCE MICROSCOPY AND LIGHT SHEET MICROSCOPY2 
With an understanding of our unique light sheet microscope, it is next prudent to introduce our 
means of applying and measuring external forces. In Chapter 1, I described in brief how AFM has been 
used in the field of nuclear mechanics. Here, I dig deeper into the specifics of AFM and the ways in which 
it has been coupled with fluorescence microscopy. Next, I present our novel coupling of LSFM and AFM 
in a system we term AFM-LS. This system proves to be the first that is capable of simultaneous AFM 
force measurements with either direct LSFM imaging in the plane of applied force or volumetric LSFM 
imaging. Unlike traditional microscopes that physically move the objective lenses for volumetric imaging, 
our remote focusing strategy via ETLs described in Chapter 2 keeps the sample space still to minimize 
any coupling of the microscopy-induced vibrations and force measurements. This allows us to maintain 
~10s of pN level force sensitivity. As examples, I demonstrate our AFM-LS system by visualizing 
membrane tether rupture (2D) and nucleoli translocation (3D). This system is uniquely poised to inform 
nuclear mechanics at a level previously unattainable, which I describe in full in Chapter 5. 
 
3.1 An Introduction to Atomic Force Microscopy 
 Atomic Force Microscopy (AFM) is a powerful and widely used technique for studying mechanical 
properties of biological samples. AFM was originally developed as an imaging technology as the name 
suggests, and was later repurposed for use in mechanical studies. The premise of AFM is remarkably 
simple. A flexible cantilever is position over the sample of interest, or in our case a live cell, with one end 
of the cantilever fixed to a piezo motor and the other end left free to deflect (Figure 3.1). A super-
luminescent diode (SLD) is reflected off of the back of the cantilever, and the reflected SLD is aimed at 
the center of a quadrant photodiode (QPD). The QPD measures the voltage in each quadrant separately. 
The piezo is used to lower the cantilever with nanometer precision towards the sample. As the cantilever 
 
2 Portions of this chapter are previously published in Nelsen, E., et al. (2020). "Combined Atomic Force Microscope and Volumetric 
Light Sheet System for Correlative Force and Fluorescence Mechanobiology Studies." Sci Rep 10(1): 8133. 
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comes into contact with the sample, it starts to deflect. The change in angle of the cantilever 
subsequently changes the position of the SLD on the QPD (Figure 3.1). The difference between the 
voltage in the top two quadrants and the bottom two quadrants scales linearly with the deflection of the 
cantilever via a constant known as the deflection 𝐼𝑛𝑣𝑂𝐿𝑆 (inverse optical lever sensitivity). 𝐼𝑛𝑣𝑂𝐿𝑆, having 
units of distance per volt, provides the conversion from voltages, 𝑉, at the QPD to physical deflection of 
the cantilever, 𝑑, through the equation 
𝑑 = 𝐼𝑛𝑣𝑂𝐿𝑆 ∗ (𝑉𝑡𝑜𝑝 − 𝑉𝑏𝑜𝑡𝑡𝑜𝑚) (3.1) 
To calibrate 𝐼𝑛𝑣𝑂𝐿𝑆, the general procedure is to lower the cantilever onto a glass coverslip. The 
cantilevers are many orders of magnitude softer than the glass, and therefore it can be assumed that the 
distance the piezo travels, 𝑍, is equal to the deflection of the cantilever. The piezo distance is internally 
measured and the voltage difference is read off of the QPD, therefore the ratio of the two provides a 
calibration for 𝐼𝑛𝑣𝑂𝐿𝑆. To measure forces, we simply use Hooke’s law given by 
𝐹 = 𝑘 ∗ 𝑑 (3.2) 
where 𝐹 is the measured force and 𝑘 is the spring constant of the cantilever. The spring constant of the 
cantilever is most commonly determined either through the thermal tune method [54] or the Sader method 
[55]. The amount that the sample is indented can be measured by 
𝛿 = 𝑍 − 𝑑 (3.3) 
Using the relationship between force and indentation, traditional AFM experiments will extract an elastic 
modulus from a given data set as a metric of the stiffness of the given sample. 
 
Figure 3.1: Schematic illustration of atomic force microscopy. (Left) A cantilever at the point of contact with 
a cell, deflection, z position, and voltage difference are set to zero. (Middle) Example of a compression 
measurement where a positive deflection, z position, and voltage difference are measured. (Right) Example 
of an adhesion measurement where negative deflection, z position, and voltage difference are measured. 
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 A useful degree of freedom in AFM studies is the geometry of the AFM tip. Investigators have 
contrasted large bead tips (~10 µm) with sharp pyramidal tips to compare the bulk and local 
compressibility of nuclei respectively [48]. Such comparative studies have also shown that compression 
with pyramidal tips results in a much higher rate of nuclear rupture than compression with beaded (~4.5 
µm) cantilevers, implying that nuclear membrane curvature is important for determining potential rupture 
sites [47]. Custom-manufactured tips have also been instrumental in furthering the field of nuclear 
mechanics. For example, custom, sharp cylindrical tips (3.4 µm x 130 nm) have been used to puncture 
the cell and nuclear membranes. This allowed for determination of separate elastic moduli of the cell 
membrane, cytoskeleton, and nucleus [25, 43]. Some investigators opt for tipless cantilevers to measure 
bulk strain [43] or increases in entropic pressure due to chromatin decondensation [50, 51]. Finally, AFM 
has also been used in an oscillatory mode where a user indented a cell to a desired force or indentation 
and then drive the cantilever at varied frequencies. This allowed for determination of frequency 
dependent elastic and viscous properties of the nucleus [42]. For a recent review of AFM-based cellular 
biophysics studies, we refer the reader to Krieg et al [56]. 
 
3.2 Combined AFM and Light Sheet Microscopy 
 As noted above, AFM is an extremely powerful tool for studying mechanical properties of 
biological samples. However, AFM is made more useful when coupled with the ability to simultaneously 
visualize the sample being probed. This harkens back to our discuss in Chapter 1 of measurements of 
force and cellular deformation. The AFM measures with high precision the stress applied to the sample; 
coupling with microscopy then provides the strain. Together, these two measurements allow one to 
extract mechanical properties. A standard means of doing this is to couple AFM with an inverted 
fluorescence microscope. Because the AFM head sits atop the sample, it is fairly straightforward to 
integrate epifluorescence techniques such as confocal microscopy or widefield illumination with AFM. In 
the context of cell nuclear mechanics, this has been done by several groups [22, 24, 25, 43, 47, 48]. 
While such techniques do provide an advancement to traditional AFM without simultaneous imaging, they 
are limited in their ability to better understand the dynamics of compression or extension experiments. 
The significant limitation is that epifluorescence techniques image the X-Y plane, however the AFM 
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compresses the sample in the Z plane. This means that the images being collected do not capture the 
plane of applied force. One solution to this is to collect 3D images during compression, however this 
comes at a cost of significantly reduced temporal resolution and spatial resolution in the Z direction. To 
remedy this, we combine our side-view LSFM system described in Chapter 2 with an AFM (Figure 3.2) 
[144, 145]. 
 
Figure 3.2: Schematic of the combined AFM and LSFM system. (a) Laser lines housed in our light engine 
are coupled into an optical fiber that passes into the AFM hood. A cylindrical lens focuses a sheet of light 
onto an annulus which is re-imaged to the back focal plane (BFP) of the objective to generate a Line Bessel 
Sheet. ETLa and ETLb control the axial position of the light sheet and image plane respectively. The 
steering mirror (SM), conjugate to the BFP of the objective, controls the position of the light sheet at the 
sample plane. (b) Schematic of the integration of the prism and AFM in the sample space. (c), Sideview 
LSFM image of a RAW 264.7 cell expressing HaloTag F-tractin labeled with Janelia Fluor 549 (green) and 
a polystyrene bead attached to an AFM cantilever coated with fluorescent IgG (magenta). Scale bar = 5 
μm. Image captured by Evan Nelsen 
 Our specific implementation of the VIEW-MOD system described in Chapter 2 makes use of all 5 
modules to generate an LBS that can be spatially controlled with an SM and ETL at the sample plane 
(Figure 3.2a). Additionally, we have axial scanning of the image plane through use of a second ETL 
(Figure 3.2a). At the sample space, the side-view imagine setup is unchanged from Chapter 2, however 
we additionally place an AFM cantilever oriented along the X direction between the cell of interest and the 
reflective prism (Figure 3.2b). The cantilever must be placed with extreme precision relative to the prism 
to prevent the prism from blocking the SLD from reaching the QPD. Once in place, this allows us to 
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collect 2D or 3D multicolor images during AFM compression with simultaneous 10 pN level force 
measurements. This unique tool situates our lab in a position to provide unprecedented insight into the 
mechanical properties of single cells and cellular mechanotransduction, with specific advantages and 
capabilities as listed below. 
• ~5 ms 2D and ~1 s 3D multicolor LSFM imaging. 
• Minimal phototoxicity and photobleaching 
• Direct X-Z imaging of the plane of applied force. 
• 10s pN – 100s nN force application range with ~10 pN sensitivity. 
• High-NA detection objective enables high resolution imaging (385 x 749 x 576 nm X-Y-Z) 
 
3.3 Noise Considerations and Limitations 
One concern with coupled instruments is any compromise of the performance of one system due 
to the integration of a second system. Coupling of AFM and FM techniques can at times lead to crosstalk 
or coupling between the illumination light and the AFM signal [230]. Specifically, there are three main 
forms of coupling between the AFM and excitation light: radiation pressure, photothermal induced 
deflection, and cantilever/tip luminescence. Photothermal induced deflection is only an issue when there 
is a “bi-metallic” effect where one side of the cantilever is coated with a metal. Our cantilevers are 
identical on top and bottom surfaces and there should be no photothermal effect. Cantilever/tip 
luminescence is particularly important for excitation wavelengths above 800 nm, which is well above the 
wavelengths used in our system. Furthermore, this effect is primarily for multi-material cantilevers and the 
force response for laser powers that are an order of magnitude above ours is comparable to our noise 
level. The most relevant interaction for our system and cantilever is that of radiation pressure, wherein the 
photon flux from the illumination light causes an upwards deflection of the cantilever. For our AFM-LS 
experiments, our excitation power was nominally 10s of μW, which based upon previous literature lends 
to an effect below our measured noise floor. Additionally, there is reasonable concern that mechanical 
vibrations from the ETLs or SM could induce periodic noise into our measurements. To test this, we 
engaged a cantilever with a PA gel at a fixed z piezo position and examined the Fourier transform of the 
force time series both with and without the volume scanning optics on (Figure 3.3). This data was 
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collected at 2 kHz bandwidth for 65s. Given the parameters used for volumetric imaging, we expected 
noise at frequencies at 0.4 Hz, 25 Hz and 200 Hz. Contributions to the noise at 0.4 Hz and 200 Hz are 
seen when the volume scanning optics are engaged (Figure 3.3). However, they are on the order of 
single pN or less, which is an order of magnitude lower than the theoretical thermal noise floor of the 
cantilever. 
 
Figure 3.3: AFM-LS Noise Characterization. Fourier Transform of fixed z-position time series both with (left) 
and without (right) volume scanning optics running. The AFM cantilever was engaged with a gel substrate 
at 37oC. 
 Although our system has a myriad of advantages detailed above and shown throughout this 
thesis, it is equally important to be conscious of the limitations of the AFM-LS system. Both AFM and 
LSFM have limitations in their own regards, but here was are interested in limitations that are specific to 
our system. The first limitation is regarding the use of the reflective prism to directly image an X-Z slice. 
Because the scale of the prism (180 μm) is comparable to the scale of a single cell (~50 μm), the amount 
of light collected off the prism is dependent upon the 3D position of the fluorophore emitting the light. In 
short, the PSF of our system is spatially dependent [145]. This means that both the intensity and the 
resolution vary throughout the full volume purely due to the change in position. Quantification of intensity 
then requires careful consideration before any sound conclusions may be drawn. Furthermore, the use of 
the reflective prism means that we must study only isolated cells (or a few cells in close contact). This 
limits the types of studies we may perform; for example, we cannot investigate confluent monolayers with 
the AFM-LS system. 
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 Arguably more concerning, however, are the limitations resulting from the AFM tip interacting with 
the illumination light and emitted fluorescence. For a majority of our studies, we use a polystyrene bead 
which has a nominal index of refraction of ~1.6. Because the bead is not index matched to cells, which 
have a nominal index of refraction between ~1.3 – 1.5 [231], the bead can cause obstruction during 3D 
imaging. For example, sites of DNA damage – which appear as bright foci when labeled with 53BP1-
mCherry – can seemingly disappear when the AFM tip is engaged due to this obstruction (Figure 3.4 
Top). This is primarily an issue when using VLS imaging, however the index mismatch between the AFM 
tip and the cell also causes issues when imaging with HLS. The bead can act effectively as a ball lens in 
the HLS configuration, causing the light sheet to focus directly behind the bead (Figure 3.4 Middle). This 
can be quite problematic as it implies an intensity distribution that does not reflect the distribution of the 
fluorescently-tagged protein but rather the intensity profile of the illumination light. While this is easily 
detected when the sample is effectively volume labeled, such as when imaging YAP-EGFP (Figure 3.4 
Middle), this could be harder to detect for more heterogenous samples. Finally, AFM-LS is subject to 
reflections off of the AFM tip. Again, this is easily visualized when imaging from the side with a 
homogeneous label such as NLS-GFP (Figure 3.4 Bottom). As the light sheet reflects off of the AFM Tip, 
is creates a bright band directly beneath the AFM tip. This causes significant difficulties in quantifying 
intensity values during compression experiments. Although these limitations and artifacts are significant 
and should be considered before designing an experiment that makes use of the AFM-LS system, they 
do not preclude neither the myriad of advantages that the AFM-LS provides nor the potential biophysical 
for which it allows investigation. 
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Figure 3.4: AFM-LS Artifacts. (Top) A live MDA-MB-231 cell expressing NLS-GFP (green) and 53BP1-
mCherry (magenta) is compressed by an AFM tip while collecting simultaneous 3D images. Shown is a 
maximum intensity projection through the side-view image stack. Arrow points two where the AFM tip 
obstructs the emitted light from the 53BP1 focus. (Middle) A live SKOV3 cell stably expressing halotagged 
H2B labeled with JF585 (magenta) and transiently transfected with YAP-EGFP (green) is compressed with 
an AFM during HLS imaging. The light sheet is propagating in the positive-Y direction. During compression, 
the AFM tip (dashed circle) causes a lensing effect in the illumination light (arrow). (Bottom) A live MDA-
MB-231 cell expressing NLS-GFP is compressed by an AFM tip while collecting VLS images. Reflections 
off of the AFM tip cause a bright, vertical stripe to appear (arrow) when the AFM tip is engaged with the 
cell. 
 
3.4 2D AFM-LS: Membrane Tether Viscoelasticity 
Using our AFM-LS system, we were able to compress live SKOV-3 cells stably expressing 
halotagged H2B and snaptagged KRAS-tail with the AFM will acquiring simultaneous, two-color, light-
sheet fluorescence images (Figure 3.5). During the retraction portion of the experiment, we observed both 
the formation and breaking of membrane tethers. The AFM tip is a 6 µm carboxyl bead, so the binding 
62 
between the membrane and the AFM cantilever is non-specific. As a brief demonstration of the 
capabilities of the 2D AFM-LS experiment, we sought to quantify viscoelastic properties of these 
membrane tethers.  
 
Figure 3.5: AFM-LS experiment on a live SKOV3 cell. (A) Force as measured by the AFM plotted against 
time. A positive force represents a compression of the cell; a negative force represents an adhesive force. 
(B) Side-view LSFM image sequences from an AFM-LS experiment. Numbers in each image correspond 
with the red dots in (A). Magenta – Kras-tail, green – H2B. Scale bar = 5 µm. See also Video 3.1. 
Figure 3.6 (right) shows a time series in which a membrane tether ruptures. Also shown in Figure 
3.6 (left) are plots of intensity in the tether, the change in cell height, and the force data recorded by the 
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AFM. The intensity data in the tether was calculated by selecting a rectangular region of interest over the 
tether and calculating the mean intensity as a time series. The calculate the change in cell height, the 
image was first blurred using a two-pixel Gaussian kernel, and then a line trace through the top of the cell 
was used to generate a kymograph. A Gaussian curve was fit to each time point in the kymograph to 
localized the position of the membrane as a function of time. The force data is recorded directly from the 
AFM. At this point in the experiment, the z piezo is fixed to a specific location and the tip of the cantilever 
is free to move. A negative force implies that the cantilever is being pulled down towards the cell, so as a 
tether releases, we expect a positive change in the recorded force. The tether releases at approximately 
88.69 s, as seen in the fluorescence images as well as the tether intensity plot. The change in cell height 
due to the tether breaking is approximately 50 nm, and the force data can be seen to relax after the time 
at which the tether breaks.  
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Figure 3.6: Membrane Tether Viscoelasticity. (Left) Time series of intensity in the membrane tether, change 
in cell height, and force as measured by the AFM during a membrane tether rupture event. (Right) A live 
SKOV3 cell expressing snaptagged KRAS-tail labeled with JF503. The arrow points to the location of a 
membrane tether breaking. See also Video 3.2. 
 To investigate the mechanics of membrane tethers, we modeled them as viscoelastic materials. 
The primary components of viscoelastic materials are springs and dashpots. Springs are governed by the 
equation 
𝐹 = 𝑘𝑥, (3.4) 
where 𝐹 is the force across the spring, 𝑘 is the spring constant, and 𝑥 is the amount that the spring 
stretches. Dashpots are governed by the equation 
𝐹 = 𝜂?̇?, (3.5) 
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where 𝜂 is the viscosity of the dashpot and ?̇? is the time derivative of the displacement. When placed in 
series, the total force across the two elements is equal to the force across any individual element and the 
total displacement across the system is the sum of the displacements across each element. When placed 
in parallel, the total displacement across the two elements is equal to the displacement across any 
individual element and the total force across the system is the sum of the forces across each element. To 
model a single tether, we chose to use a Standard Linear Solid (SLS) which consists of a spring and a 
dashpot in series, together in parallel with a second spring (Figure 3.7A). The relationship between the 
total displacement and total force across the system can be derived from the above equations and 




?̇? = 𝑘1𝑥 +
𝜂 (𝑘1 + 𝑘2)
𝑘2
 ?̇? . (3.6) 
Because the total lengths of the tethers are on the order of 6 µm and the cell height changes only ~50 nm 
after a tether ruptures, we then approximate that the length of the tether is constant. With this assumption 
and the definition that τ = 𝜂/𝑘2, we find that  
𝐹 + 𝜏 ?̇? = 𝑘1𝑥0 . (3.7) 
This differential equation can be solved for the force as a function of time, which is given by 
𝐹[𝑡] = (𝐹[0] − 𝑘1𝑥0)𝑒
−
𝑡
𝜏 + 𝑘1𝑥0 . (3.8) 
We next assume that each tether has the same mechanical properties, and so the full system can be 
modeled as N SLSs in parallel. Each tether then contributes the above equation to the total system, and 
so the total force measured by the AFM is given by  
𝐹𝑇[𝑡] = (𝐹𝑇[0] − 𝑁 𝑘1𝑥0)𝑒
−
𝑡
𝜏 + 𝑁𝑘1𝑥0 . (3.9) 
Now, suppose at 𝑡 = 𝑡0 the system is in a steady state and a single tether breaks. Because the system 
was previously steady, 𝐹𝑇[0] = 𝑁 𝑘1𝑥0. The number of tethers instantaneously decreases by one, leaving 




𝜏 + (𝑁 − 1)𝑘1𝑥0 . (3.10) 
We may then use this equation to fit our force response; our fitting parameters are 𝑘1, 𝜏, and 𝑁 which is 
restricted to integer values. Figure 3.7B shows the model fit to the data. This resulting fitting parameters 
were 𝑘1 = 15.4 𝜇𝑁/𝑚, 𝜏 = 6.15 𝑠, and 𝑁 = 4, all of which are reasonable in regards to the current 
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literature [232-234]. Although this analysis is admittedly a for a single instance of membrane tether 
rupture, the framework could easily be applied to a population of data for rigorous statistical analysis. 
Furthermore, this example is sought to demonstrate the scope of applications for 2D AFM-LS, highlighting 
how we can couple high spatiotemporal resolution LSFM with AFM to extract mechanical properties of 
single cells. 
 
Figure 3.7: Viscoelastic Model of Membrane Tethers.  (A) Schematic drawing of a standard linear solid 
(SLS). (B) Model fit to AFM force data during membrane tether rupture. 
 
3.5 3D AFM-LS: Nucleolus translation 
 In the previous section, we have discussed an example of how 2D AFM-LS can inform 
mechanical properties of single cells. However, Chapter 2 has made clear that our VIEW-MOD system is 
capable of fast (order of seconds), multi-color, 3D images. Our AFM-LS system is also fully capable of 
integrating AFM with this 3D LSFM capabilities. As a demonstration of these capabilities, we have imaged 
the same cells described in the previous section (live, SKOV3 cells expressing halotagged H2B and 
snaptagged KRAS-tail) in 3D with simultaneous AFM compression (Figure 3.8). Each 3D image can be 
precisely correlated with the force data with ms temporal accuracy as the AFM software itself triggers the 
image acquisition. It should also be noted that there are no noticeable artifacts of the volumetric imaging 
on the AFM force data, unlike other techniques that require physically moving the objective lens which 
produce unphysical spikes in the AFM force data. To highlight our ability to track displacements of 
subnuclear structures, we decided to investigate the movement of nucleoli during compression. 
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Figure 3.8: Simultaneous AFM and 3D LSFM. (A) Force versus time series as recorded by the AFM during 
indentation of a live SKOV3 cell. Red shaded regions correspond to the volume acquisition window for the 
corresponding images. (B) 3D renderings of the SKOV3 cell during AFM indentation. SKOV3 cells is 
stabling expressing halotagged H2B labeled with JF549 (green) and snaptagged KRAS-tail labeled with 
JF503 (magenta). Total image volume is 29.81 μm x 31.75 μm x 16.52 μm. Each image has an exposure 
time of 14 ms and readout time of 6 ms, with 127 images per channel per volume for a net volume 
acquisition time of 5.08 s. A 100 ms delay is taken between volumes. See also Video 3.3. 
 The nucleolus is the largest of several membraneless sub-nuclear bodies, forming phase-
separated spheres with diameters of approximately several microns. This phase separation occurs 
primarily through electrostatic interactions as the proteins localized to the nucleolus are generally 
positively charged [235].  The nucleolus serves a variety of functions, both deemed canonical and non-
canonical [236]. The canonical function is ribosome biogenesis – or more simply put the process of 
making ribosomes which later serve to synthesize proteins. Recently, non-canonical functions have been 
identified such as genome organization and DNA damage repair. Many of the proteins associated with 
canonical nucleolar functions are known to moonlight and serve additional purposes within the nucleus. 
Because of their roles in genome organization, we thought it to be relevant to observe their displacements 
during compression. We observed two nucleoli within the nucleus shown in Figure 3.8, identified their 
characteristic size and lack of histones. We then monitored their initial and final positions during the AFM 
compression is both X-Z (Figure 3.9) and X-Y space (Figure 3.10). By tracking the position of the center 
of each nucleolus to the nearest pixel, we observed that nucleolus 1 translated horizontally ~1.2 μm and 
had a net displacement of ~1.7 μm, while nucleolus 2 had an approximate horizontal displacement of 
~1.4 μm and a net displacement of ~1.6 μm. The total indentation of the nucleus was measured to be 
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~3.1 μm, implying that roughly half of the net vertical indentation of the nucleus was translated into 
horizontal motion of the nucleoli. While this is again one example of nucleolar displacements due to AFM 
compression as opposed to a systematic study, it serves to highlight the capability of our system to 
simultaneously compress single cells, measure ~10 pN level forces, and image in multiple colors in 3D 
with high enough spatiotemporal resolution to track subnuclear bodies. 
 
Figure 3.9: Side-view images of nucleolus displacement. Shown above are selected planes from a 3D AFM-
LS experiment on a live SKOV3 cell stably expressing halotagged H2B labeled with JF549. Two nucleoli 
are observed to displace in X-Z space due to compression. Red dashed lines represent the initial position 
of the nucleolus before compression. White arrows represent approximate x-position of AFM indentation. 
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Figure 3.10: Plan-view images of nucleolus displacement (same cell as in Figure 3.9). Shown above are 
selected planes from a 3D AFM-LS experiment on a live SKOV3 cell stably expressing halotagged H2B 
labeled with JF549. Two nucleoli are observed to displace in X-Y space due to compression. Red dashed 
lines represent the initial position of the nucleolus before compression. White circles represent approximate 
x-y position of AFM compression. 
 
3.6 Conclusions 
 Atomic Force Microscopy is a powerful tool for biophysicists to study mechanical forces at the 
single cell level. Featuring a dynamic range of 10s pN – 100s nN with ~10 pN level sensitivity, it allows 
one to measure phenomena ranging from single-molecule level forces to macroscopic cell compressive 
forces. However, one of the limiting factors of AFM is the ability to simultaneously visualize the sample as 
it is being deformed. Several investigators have sought to remedy this by coupling AFM with confocal or 
widefield microscopy. However, these techniques image in the plane orthogonal to applied force or 
require 3D reconstructions to image the plane of applied force. This leads to decreased spatiotemporal 
resolution, a high degree of photobleaching, and coupling of objective movement with the AFM force 
70 
data. Here, we describe out side-view AFM-LS system which features a micromirror designed to directly 
image the plane off applied force. Additionally, we employ a vertical light sheet which both minimizes 
photobleaching and improves optical sectioning by only illuminating the image plane. This system is the 
first to couple AFM force measurements with 2D and 3D multi-color LSFM. Though our AFM-LS system 
remedies several issues previously found with widefield/confocal AFM systems, it also features a suite of 
limitations primarily surrounding interactions with the AFM tip and the sample. As a demonstration of our 
system, we performed both 2D and 3D preliminary experiments that highlight specific capabilities. For the 
2D experiments, we imaged membrane tether rupture and modeled this phenomenon using simple 
viscoelastic models. Such a problem requires high spatiotemporal imaging to directly visualize the tether 
rupturing along with force sensitivity in the range of 100 pN to sufficiently detect and model the forces 
associated with tether rupture. For the 3D demonstration, we imaged live SKOV3 cells in two channels 
(H2B and KRAS-tail) at a rate of 5.8 s per volume with simultaneous, synchronized AFM compression. By 
examining the H2B channel, we were able to track nucleoli movement during compression and quantify 
lateral and net displacements. Given its capabilities to gently image and mechanically probe single cells, 
our AFM-LS system is poised to investigate a range of biological questions not previously accessible 
through traditional methodologies. 
 
3.7 Relevant Materials and Methods 
3.7.1 Plasmid construction 
LZ10 PBREBAC-H2BHalo was a gift from James Zhe Liu (Addgene plasmid #91564; 
http://n2t.net/addgene:91564; RRID: Addgene_91564) [237]. pR-pre-EGFP was a gift from Sergio 
Grinstein (Addgene plasmid # 17274 ; http://n2t.net/addgene:17274 ; RRID: Addgene_17274) [238]. 
Piggybac plasmid PB513Bm2 was made by removing copGFP from PB513B-1 (System Biosciences) by 
PCR-based mutagenesis. PBREBAC_H2BHalo and PB513Bm2 encode the G418 and puromycin 
resistant gene, respectively. The PB513Bm2_SNAP-KRas-tail vector was generated using PB513Bm2 as 
the backbone and SNAP_KRas-tail as the insert. Specifically, EGFP in pR-pre-EGFP was replaced with 
SNAP tag, then both pR-pre_SNAP_KRas-tail and PB513Bm2 were digested using NheI-HF and BamH1-
HF restriction enzymes (New England Biolab, NEB). The products were purified using the QiaQUICK Gel 
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Extraction Kit protocol (Qiagen) and then ligated together using T4 DNA ligase (NEB) according to the 
manufacturer’s instructions. Prior to use, the plasmid sequences were confirmed by sequencing using the 
CMV-Forward primer at Genewiz (NJ). 
 
3.7.2 Generation of SKOV3 cell line and cell culture 
SKOV3 cells were obtained from ATCC (HTB-77) and maintained in DMEM (Corning 15013CV) 
supplemented with 10% FBS (Sigma-Aldrich) and 1% GlutaMAX (Gibco). SKOV3 cells co-expressing 
H2B-Halo and SNAP_KRas-tail were generated through two consecutive transfections. We first produced 
a stable SKOV3 cell line expressing H2B-Halo to label the nucleus and then used those cells to produce 
a stable cell line expressing SNAP_KRas-tail to label the plasma membrane. The transfection was 
performed using Fugene HD transfection reagent (Promega) according to manufacturer’s instructions. 
Briefly, SKOV3 cells were seeded onto a 6-well plate at 5x10^4 cells per well 24 hours prior to 
transfection. For each well, we used 6 ul of Fugene HD transfection reagent, 3 µg piggyBac transgene 
plasmid (LZ10 PBREBAC_H2BHalo or PB513Bm2_SNAP_KRastail) and 0.6 µg of piggyBac transposase 
plasmid (ratio at 5:1). After 24 hours transfection, the medium was replaced with the fresh culture medium 
and the cells were recovered for 24 hours.  Stable transfectants were selected by gradually increasing 
antibiotics concentrations; geneticin (G418) at a concentration to 1 mg/ml for PB-Halo-H2B and 
Puromycin at a concentration to 2 µg/ml for PB513Bm2-SNAP-KRas-tail. SKOV3 cells were grown in 
DMEM F12 without phenol red (Gibco), 5% FBS (Sigma-Aldrich) and 1X antibiotic antimycotic (Gibco). 
On the day before experiments they were trypsinized and plated at low density on fibronectin-coated 
polyacrylamide gels. 10 µL of Janelia Fluor 549 and 503 was added 2 hours prior to experiments, and 
washed out immediately before cell were examined. This SKOV3 cell line was generated by Megan Kern. 
 
3.7.3 Cantilever Preparation 
Beaded cantilevers were generated by first drying nominally 6 µm diameter carboxylate beads 
onto a coverslip (17141-5, Polysciences, Inc); a small amount of UV-curable glue (NOA81, Norland 
Products) was spread onto the cover slip. A cantilever (Arrow TL1, Nanoworld) was mounted onto the 
AFM head (Ayslum Research MFP3D, Oxford Instruments), which was lowered over the aforementioned 
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coverslip. Using the manual height adjustment on the AFM, the cantilever was lowered first into the glue 
and then overtop of a bead. A UV flashlight was used to cure the glue for one minute; the cantilever was 
removed and set to cure for an additional five minutes. Once beaded, cantilevers were calibrated in 
media using the thermal tune method [53]; the nominal spring constant was 0.03 N/m. 
 
3.7.4 AFM-LS Experimental Details 
 Cells prepared as described above were place onto the AFM-LS system in a custom, 3D-printed 
mount (uploaded as Thingiverse 2035546). Cells were kept in DMEM F12 with 15 mM HEPES without 
Phenol Red (Gibco) while on the microscope; this media is not C02 independent. An objective lens heater 
(Hk-100, Thorlabs, Inc, USA) with a PIV controller (TC200, Thorlabs, Inc.) and a heated scanning stage 
(900.062 MFP3D Scanner, Oxford Instruments) were used to keep the sample at 37⁰C. Samples were 
kept on the AFM-LS system for no more than a couple hours to ensure viability; cells were observed to be 
viable throughout all experiments. The AFM headed with a calibrated cantilever was placed atop the 
sample and the cantilever was lowered over a cell of interest. Side-view imaging is achieved by placing a 
small (180 µm) mirror (8531-607-1, Precision Optics Corporation) adjacent to a cell of interest and raising 
the objective lens (UplanSAPO 60x/1.2 W, Olympus) until the image plane intersects the mirror. Details 
regarding mirror alignment and production are given in our previous work [172]. With the AFM in place, 
the mirror is placed next to the cell of interest such that the cantilever sits between the mirror and the cell. 
A vertical light sheet propagates out of the objective lens and an electrically tunable lens (ETL) was used 
to ensure the waist of the light sheet was in the cell. A second ETL is used in the detection path to 
dynamically adjust focus without moving the objective lens [239]. 
 For AFM-LS experiments, force curves were taken at a loading rate of 1 µm/s (2D) or 250 nm/s 
(3D).The trigger point for the z-piezo movement was set such that the nucleus was compressed to 
approximately 2 µm. The z-piezo was then fixed in a closed-loop feedback mode for 60 s, after which the 
AFM retraced and continue recording data for an additional 15 s. Data from the AFM was recorded at a 
bandwidth of 2 kHz. A square wave from the AFM was sent to a DAQ board (PCIe-6323, National 
Instruments) which was used to synchronize both the camera (ORCAFlash4.0 V3, Hamamatsu) and laser 
light (OBIS-561-150-LS and OBIS-488-150-LS, Edmund Optics). For 2D AFM-LS experiments, each 
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channel (488 nm and 561 nm) had an exposure time of 100 ms and 25 ms was taken between each 
frame resulting in a two-color frame acquisition rate of 4 Hz. For 3D AFM-LS experiments, each frame 




CHAPTER 4: COMBINED SELECTIVE PLANE ILLUMINATION MICROSCOPY AND FRAP3 
Chapters 2 and 3 established our means of studying nuclear mechanics. Next, I present our tool 
for measuring intranuclear dynamics. Cell nuclei depend upon transport and shuttling of proteins and 
small molecules across the nucleus and through the nuclear envelope to facilitate proper cell function. In 
understanding how these dynamic processes work, investigators have turned to single particle tracking, 
FCS, and FRAP for quantification of diffusive properties in nuclei. Here, I present a combination of 
selective plane illumination microscopy (SPIM) and FRAP that allows for simultaneous FRAP 
measurements for every pixel in a 2D image. I demonstrate SPIM-FRAP by generating 2D maps of 
diffusion coefficients, which can be correlated directly with chromatin structure to specifically show how 
intranuclear diffusion of NLS-GFP is heterogeneous and slowed in nucleoli. I also present a simulation of 
SPIM-FRAP that allows for conversions of FRAP recovery times to diffusion coefficients so that SPIM-
FRAP experiments may be compared across methodologies. Finally, I use SPIM-FRAP to show how sites 
of DNA damage are more stable than the surround diffuse DNA damage protein. SPIM-FRAP is a novel 
method that will allow for a myriad of future nuclear dynamics studies that capture the heterogeneous 
nature of diffusive processes. 
 
4.1 Measuring Intracellular Dynamics 
Fluorescence Recovery After Photobleaching (FRAP) [89] is one of the most prevalent 
techniques for studying intracellular diffusion and protein dynamics. In brief, a region of interest of a 
fluorescently labeled sample is exposed to a high-intensity light source, thus photobleaching this specific 
region. Either through diffusion or (un)binding, the fluorescence of the bleached region recovers, allowing 
one to understand both the timescales of the recovery as well as the (im)mobile fraction. The widespread 
availability of both fluorescent proteins and point-scanning confocal microscopes has dramatically 
 
3 This chapter was previously published in Hobson, C. M., et al. (2020). "Combined Selective Plane Illumination Microscopy and 
FRAP Maps Intranuclear Diffusion of NLS-GFP." Biophys J 119(3): 514-524. 
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increased the accessibility of performing FRAP experiments. The other most common technique for 
studying such dynamics is fluorescence correlation spectroscopy (FCS) [84]. FCS takes advantage of the 
fluorescence intensity fluctuations resulting from diffusion in and out of an excitation volume, and uses 
correlation analysis to extract quantitative measures of diffusion (i.e. the diffusion coefficient). FRAP and 
FCS have dramatically accelerated research in the realm of diffusions and protein dynamics. 
The relative merits of FCS and FRAP are well documented. Both FRAP and FCS require precise 
knowledge of the illumination volume for an accurate measurement of the diffusion coefficient, often 
making absolute quantification difficult [240, 241]. Although, descriptions of relative changes of 
intracellular dynamics under various interventions are still readily possible. Beyond diffusion 
measurements, FRAP can measure immobile fractions, while FCS can measure absolute concentration 
and, in principle, faster dynamics than FRAP. As for limitations, FRAP can be sensitive to bleach 
correction, while FCS requires careful consideration of the concentration of the fluorescent protein of 
interest and has higher signal-to-noise requirements than FRAP [242]. However, the primary drawback of 
FRAP is the inability to distinguish heterogeneity of diffusion in a given sample. That is, each FRAP 
experiment produces one measurement for a given region of interest. Investigators have looked to FCS 
for studying such heterogeneous dynamics. By either iteratively performing FCS measurements across a 
cell of interest or using a selective plane illumination microscopy (SPIM) system coupled with FCS (SPIM-
FCS), investigators have been able to generate 2D maps of intracellular diffusion [87, 88, 243-247]. 
These measurements require acquisition times on the order of minutes to create such maps, presumably 
due to the high signal-to-noise requirements of FCS. Here, we address these limitations of both FRAP 
and FCS by combining SPIM with FRAP (SPIM-FRAP) to generate the first simultaneous, FRAP-based, 
2D maps of intranuclear diffusion. 
 SPIM systems, specifically single-objective implementations [168, 170, 171, 173], have become 
increasingly accessible to the biophysics community. Previous work has used a SPIM microscope to 
image after photobleaching with a focused beam [248]. Here, we use the light sheet to both photobleach 
and image our sample. By photobleaching a single plane that coincides with our image plane, we still 
allow for diffusion into the image plane from the rest of the 3D volume. Each pixel in our image then 
provides a simultaneous FRAP measurement. We demonstrate our SPIM-FRAP technique by mapping 
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the diffusion of NLS-GFP in MDA-MB-231 cells with improved temporal resolution over FCS-based 
techniques (SPIM-FRAP: 4 seconds, FCS-based: ~minutes) and the added spatial information compared 
to traditional FRAP. This decrease in acquisition time in not a feature of the specific experiment at hand, 
but rather is indicative of fundamental limitations of FCS and FRAP. For accurate FCS measurements, 
the acquisition time should be no less than 100𝜏𝐷, where 𝜏𝐷 is the relevant time scale given by 𝜏𝐷 =
𝐴𝑒𝑓𝑓/4𝐷, 𝐴𝑒𝑓𝑓 is the effective area, and 𝐷 is the diffusion coefficient [249]. Accurate FRAP measurements 
require only acquisition times of ~10𝜏𝐷. the observed order of magnitude gain in acquisition time of SPIM-
FRAP is then a fundamental feature of the technique itself. We further simulate SPIM-FRAP experiments 
to determine what degree of heterogeneity can be detected by our technique. To convert recovery times 
to diffusion coefficients, we generate a simulation of diffusion that accounts for diffusion during the bleach 
pulse. Both the diffusion coefficients we report are consistent with previous FRAP and FCS literature. We 
finally show that SPIM-FRAP can be applied to samples with larger heterogeneity than NLS-GFP by 
performing experiments on 53BP1-mCherry, a marker for DNA damage. 
 
4.2 SPIM-FRAP Maps Intranuclear Heterogeneous Diffusion of NLS-GFP 
SPIM-FRAP experiments were performed with a custom light sheet microscope (Figure 4.1A) by 
photobleaching a single plane of live MDA-MB-231 cells co-expressing either NLS-GFP and H2B-
mCherry or NLS-GFP and 53BP1-mCherry. We then used the same light sheet at a reduced power to 
image the photobleached plane as the NLS-GFP intensity recovered via diffusion into the image plane 
(Figure 4.1B). Images were bleach corrected before analysis as described in the methods. The recovery 
images were minimally blurred in FIJI [250] with a single-pixel Gaussian blur prior to analysis. An 
exponential recovery (Eq. 4.1) was fit to the intensity of each pixel during the recovery portion of the time 




, for every pixel in the image plane (Figure 4.1C). This subsequently provides a 
2D map of intranuclear diffusion of NLS-GFP. A single exponential recovery fits our data for diffusion of 
NLS-GFP well (Figure 4.1D) as R2 = 0.99973 ± 0.00003 (mean ± standard deviation) across all pixels in 
the data set shown in Figure 4.1. For dynamics where this is not the case, however, the function used to 
analyze the recovery for each pixel is interchangeable. That is, a double-exponential curve could be used 
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as opposed to Eq. 4.1 if it better suits the data set at hand. The total acquisition time for each experiment 
was ~4 seconds, providing an order-of-magnitude improvement to FCS-based techniques [87, 88, 243-
247].  
 
Figure 4.1: SPIM-FRAP generates simultaneous 2D maps of intranuclear NLS-GFP recovery times. (A) 
Schematic of our custom, single-objective SPIM microscope. (B) A side-view SPIM-FRAP image sequence 
of NLS-GFP showing the simultaneous recovery across the entire image plane (Movie S1). Scale bar = 5 
μm. (C) 2D maps and histograms of NLS-GFP recovery times and recovery percentages for the SPIM-
FRAP experiment shown in (B). (D) Time series of a single-pixel intensity of the image sequence shown in 
(B) after Gaussian blurring. The recovery is bleach corrected and the orange curve represents an 
exponential recovery fit. See also Video 4.1.Before drawing conclusions regarding the spatial distribution 
of τ, we sought to determine what our method is able to resolve. To study this, we generated a suite of 
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simulated SPIM-FRAP data sets (Figure 4.2). Simulations with a uniform recovery time showed that the 
addition of noise to the recovery curve broadened the distribution of measured recovery times, and that our 
1-pixel Gaussian blur served to tighten this distribution at the cost of spatial resolution. Extracting 𝜏 for every 
pixel, then, does not necessarily mean that we have single-pixel resolution for discerning structure in 
recovery maps. Additionally, we simulated recovery with 5x5 (540x540 nm) pixel squares that were 
prescribed a 20% faster recovery time than the rest of the data set. Our analysis was still able to easily 
detect this structure. We then concluded that the short length scale (~2-3 pixels, ~216 – 324 nm) mottling 
structure is an artifact of the Gaussian blurring process coupled with noise in the image sequence. Thus, 
the lower bound on our spatial resolution with the current analysis protocol is on the order of ~500 nm. This 
is not necessarily the lower bound of SPIM-FRAP itself, but rather of SPIM-FRAP applied to this sample 
with our current analysis protocol. The large length-scale (> 5 pixels, 540 nm) heterogeneity in the 
experimental recovery time map, however, is not an artifact of the analysis. This implies there is a spatial 
dependency of intranuclear diffusion of NLS-GFP, consistent with FCS measurements [87]. This distribution 
was, in some instances, bimodal, which is suggestive of liquid-liquid phase separation. We verified that this 
heterogenous structure is reproducible by performing back-to-back SPIM-FRAP experiments on the same 
nucleus Figure 4.3A). We observed a positive correlation between the recovery time maps for the first and 
second experiment (Figure 4.3B); however, the magnitude of the recovery times seemed to fluctuate 
between measurements, potentially because the second experiment is not an exact replicate of the first 
experiment but rather a duplicated measurement in the same location with already-depleted signal.  
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Figure 4.2: SPIM-FRAP simulated data sets. (Top, Left) Simulation with noise in the recovery curve. Ground 
truth is a uniform recovery time. (Bottom, Left) Simulation with noise in the recovery curve and Gaussian 
blurred before analysis. Ground truth is a uniform recovery time. (Top, Right) Simulation with noise in the 
recovery curve and Gaussian blurred before analysis. Ground truth is a 5x5 pixel array of recovery times 
that differ by 20%. (Bottom, Right) Experimental data set. 
 
Figure 4.3: Repeated SPIM-FRAP experiments show positive correlations. (A) Recovery time map from 
SPIM-FRAP experiments of NLS-GFP. Experiment 1 and 2 are separated by 10 s. (B) Correlation 
coefficient of n=3 experiments between the recovery map from Experiment 1 and Experiment 2. 
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The source of the heterogeneous diffusion of NLS-GFP is presently unknown and warrants 
further studies. Intranuclear phase separated nucleoli have been shown to be more viscous than the 
surrounding nucleoplasm [243]. The observed heterogeneity in diffusion could then be indicative of liquid-
liquid phase separation in the nucleus [251]. Alternatively, these data could suggest that the 
heterogeneity of the viscosity of the nucleoplasm is due to variations in concentration of macromolecules. 
This could have profound effects on nuclear mechanical properties and mechanotransduction [90]. 
Finally, binding of the NLS to RNA could be a source of varied diffusion [252]. Regardless of the origin, 
the observed spatial heterogeneity of intranuclear diffusion highlights that intranuclear transport is 
similarly heterogeneous on >~500 nm length scales. To understand the potential origin of this 
heterogeneity, we sought to correlate our diffusion measurements with nuclear structure. 
 
4.3 Chromatin Does Not Inhibit Diffusion of NLS-GFP 
Previous FCS literature has suggested that the diffusion of small molecules through the nucleus 
has little correlation with chromatin concentration [87]. Further work, however, reported through use of an 
FCS variant using pair Correlation Functions  (pCF) that DNA does indeed play a role in hindering 
transport of small molecules [85]. SPIM-FRAP provides an opportunity to address such questions as it 
allows for correlation of recovery time maps with fluorescence images of other structures. By collecting a 
fluorescence image of H2B-mCherry prior to performing a SPIM-FRAP experiment of NLS-GFP on the 
same image plane (Figure 4.4A), we can explore any correlation between histone density and diffusion. 
For each cell examined (n=11), we plotted the normalized H2B intensity versus the measured recovery 
times per pixel (Figure 4.4B) and calculated the correlation coefficient (Figure 4.4C). We observed a large 
spread in the correlation coefficients with no significant difference from zero correlation. This implies, 
similar to previous work [87], that there is no immediate spatial correlation between histone density and 
intranuclear diffusion of NLS-GFP. However, this does not negate some of the more intricate theories 
regarding barriers to long-range diffusion and sudden bursts of motion across dense regions of DNA [85]. 
This also does not exclude the possibility of a correlation between diffusion of larger molecules and 
chromatin density, which could be studied by similar experiments using GFP-multimers. Additionally, 
SPIM-FRAP may not be able to detect a correlation on a length scale of ~100 nm.  
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Figure 4.4: Chromatin Density does not inhibit diffusion of NLS-GFP. (A) SPIM-FRAP recovery time map 
for NLS-GFP and a corresponding image of H2B-mCherry. (B) A plot of normalized H2B intensity versus 
recovery time shows little correlation between chromatin structure and diffusion. (C) Correlation coefficients 
between recovery time and H2B intensity for N=11 nuclei show no significant correlation. (D) Peaks in 
recovery time for WT nuclei (n=9 cells, n=13 peaks), TSA-treated nuclei (n=10 cells, n=12 peaks), and 
osmotically-compressed (OC) nuclei (n=6 nuclei, n=6 peaks). A post-hoc Tukey test following a one-way 
ANOVA test gives no significant difference in recovery time between WT and TSA and gives p<0.01 
(represented by **) between WT and OC. Red lines represent mean and SEM. 
We further treated MDA-MB-231 cells co-expressing NLS-GFP and 53BP1-mCherry with 
Trichostatin A (TSA) to decondense interphase chromatin levels [116] before performing SPIM-FRAP 
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experiments. The peak of each recovery time distribution was determined by fitting a Gaussian curve to 
the respective histogram; for bimodal distributions, two peak recovery times were extracted. We observed 
no significant difference in peak recovery times for WT and TSA-treated cells (Figure 4.4D). As a positive 
control, we also osmotically compressed (OC) nuclei by exchanging the media with a solution at 4 times 
the osmolarity. OC has been previously shown to slow intranuclear dynamics [253]. Similarly, we 
observed a significant increase in the recovery times for OC nuclei as compared to WT. This indicates 
that the lack of a difference between TSA and WT nuclei is not due to a lack of sensitivity, but rather that 
chromatin decompaction has no physical impact on diffusion of NLS-GFP. This is interesting, though not 
particularly surprising, in that the length-scale of changes in chromatin compaction is presumably much 
larger than the scale of NLS-GFP. Confinement effects due to chromatin compaction are then likely not 
prevalent for such small molecules, but may be of interest for transport of larger proteins. 
 
4.4 Diffusion of NLS-GFP is Slowed in Nucleoli 
It is well documented that nucleoli exhibit longer diffusion times than the surrounding nucleoplasm 
[243]. As a positive control for SPIM-FRAP, we wondered whether our technique would also detect 
differences in diffusion across the nucleolus. A representative example of our data is given in Figure 
4.5A-C. Nucleoli are clearly identifiable in an H2B-mCherry image due to the absence of histones and 
sphericity (Figure 4.5A). We also observed similar regions of longer recovery times of NLS-GFP from the 
corresponding SPIM-FRAP experiments (Figure 4.5B). To quantify this apparent feature, we defined the 
nucleolus region based solely upon the H2B-mCherry image and subsequently separated the pixels in the 
corresponding pixel-by-pixel plot of H2B intensity versus recovery time into the nucleolus and 
nucleoplasm (Figure 4.5C). We observed a clear segregation in this phase space between the nucleolus 
and the nucleoplasm. This same trend of slowed diffusion in the nucleolus held true for n = 5 separate 
nuclei and SPIM-FRAP experiments (Figure 4.5D), showing that SPIM-FRAP is able to reproduce results 
regarding heterogeneous intranuclear diffusion from well-established techniques. However, SPIM-FRAP 
enables pair-wise comparisons of particular regions within a given cell as opposed to requiring 
population-based studies as with previous methods. 
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Figure 4.5: Diffusion of NLS-GFP is slowed inside of the nucleolus. (A) Image of H2B-mCherry; arrow points 
to a nucleolus. (B) The corresponding map of recovery times for NLS-GFP as measured by SPIM-FRAP. 
(C) A pixel-by-pixel plot of H2B intensity versus recovery time of NLS-GFP from a SPIM-FRAP experiment. 
Orange represents pixels deemed to be in the nucleolus based upon the H2B-mCherry image. Blue 
represents all other pixels. (D) Mean recovery times of NLS-GFP inside the nucleoplasm and the nucleolus 
(n=5 nuclei). Black dashed lines connect measurements in the same nucleus. ** represents p<0.01 for a 
Paired T-Test. 
 
4.5 Diffusion Simulation Converts Recovery Times to Diffusion Coefficients 
While recovery times provide a useful means of comparing two conditions in a given experiment, 
determination of the diffusion coefficient is far more useful for comparison of results across experiments 
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and techniques [242]. Extraction of diffusion coefficients from FRAP experiments requires careful 
modeling of the bleached geometry, and SPIM-FRAP is no exception. We therefore developed a 
simulation of diffusion during a SPIM-FRAP experiment (Figure 4.6). The primary assumption in our 
model is that diffusion in and out of the image plane is the dominant source of the recovery of the 
fluorescence signal. This simplifies the full 3D problem to a 1D approximation (Eq. 4.8). We used the 
theoretical profile of our Line Bessel Sheet to determine the region that will be photobleached. We 
additionally verified that we are bleaching a sheet consistent with this profile (Figure 4.7). Furthermore, 
the common assumption that the photobleach pulse is significantly shorter than the relevant time scale 
does not hold for our case (𝜏𝐷 ≈ 46 ms for 1D diffusion where 𝜏𝐷 = 𝑙
2/2𝐷, 𝑙 = 675 nm is the full width at 
half maximum of the light sheet and 𝐷 = 5 𝜇𝑚2/𝑠), so it was necessary that we account for diffusion into 
the region being photobleached during the photobleach pulse.  
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Figure 4.6: Diffusion simulation connects measured recovery times to diffusion coefficients. (A) Simulated 
diffusion for D=15 (um^2)/s. The grey dashed line represents when the light sheet turns off. Black dashed 
lines represent the region being integrated to determine recovery times. (B) Integrated concentration 
between the black dashed lines in (A) as a function of time (Movie S2). (C) Plot of recovery time versus 
diffusion coefficient for the simulated SPIM-FRAP diffusion process. Plot of recovery percentage versus 
diffusion coefficient for the simulated SPIM-FRAP diffusion process. Error bars represent standard errors 
for parameter fits. (D) An experimental map of recovery time for NLS-GFP and the corresponding map of 
D. (E) A 3D rendering of the diffusion simulation. At t=0, the initial concentration is the inverse of the light 
sheet profile. See also Video 4.2. 
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Figure 4.7: 3D rendering of a live MDA-MB-231 nucleus expressing H2B-mCherry both pre and post SPIM 
photobleaching. A clear 2D plane is bleached through the nucleus as well as small photobleaching of the 
concentric side lobes. Rendered in ClearVolume [254]. See also Video 4.3. 
 
We performed this simulation across a sweep of diffusion coefficients, then fit Eq. 4.1 to the 
recovery of the simulation to determine the corresponding values of 𝐵 and 𝜏 for a given diffusion 
coefficient (Figure 4.6C). The measured peak recovery times for WT cells range from 0.209 s to 0.832 s 
with a mean of 0.478 s. According to our simulation, this means we observed diffusion coefficients 
ranging from 2.22 μm2/s to 21.6 μm2/s with a mean of 4.52 μm2/s. The simulated values of recovery 
percentage are also consistent with our experiments. We can use these results to convert experimental 
maps of 𝜏 to maps of 𝐷 (Figure 4.6D). Previous literature on the intranuclear diffusion of small molecules 
gives diffusion coefficients ranging from approximately 4 μm2/s to 50 μm2/s [85-88, 246, 255-258]. For 
context, the diffusion coefficient of a GFP-sized inert particle in water is approximately 87 μm2/s [259]. 
Our results then fall on the lower end of the previous reported values. This could potentially be due to 
factors regarding simulation, such as the principle assumptions, a dependence of 𝐷 on the geometry of 
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the nucleus, or the specific bleach correction used in our analysis [242]. Alternatively, the slight 
discrepancy could be due to the addition of the nuclear localization sequence to the GFP molecule which 
subsequently changes RNA binding and molecular weight [252]. 
 
4.6 Recovery of 53BP1-mCherry is Slowed at Sites of DNA Damage 
SPIM-FRAP has been clearly demonstrated to be a valid technique for studying diffusion of NLS-
GFP, which is a relatively homogeneous sample. A majority of proteins of interest do not show this same 
level of homogeneity. To test whether SPIM-FRAP can be used to study the dynamics of structures which 
exhibit significant heterogeneity in the initial intensity distribution, we performed SPIM-FRAP experiments 
on live MDA-MB-231 cells expressing 53BP1-mCherry (Figure 4.8). 53BP1 is a marker for DNA damage 
[69]. It forms bright foci at sites of double-stranded DNA breaks and remains diffuse in the rest of the 
nucleus (Figure 4.8A). Previous literature suggests that 53BP1 foci are more stable than the surrounding 
diffuse 53BP1 [260, 261]. Similar to our experiments with NLS-GFP, we were able to extract maps of 
recovery times for 53BP1-mCherry from our SPIM-FRAP experiments (Figure 4.8B). Consistent with the 
previous literature [260, 261], we observe slower recovery at the sites of DNA damage (Figure 4.8C). 
Because the DNA damage foci recover slower than the surrounding diffuse protein, this implies that the 
foci are not limited by diffusion. Furthermore, we can infer that we are actually measuring the off-rate of 
binding at the sites of DNA damage. We segmented the nucleus by hand into regions of 53BP1-mCherry 
foci and diffuse 53BP1-mCherry. In principle, more than one focus can exist in a given image, however 
for our data we only observe one focus per image (Figure 4.8A). With this segmentation, we were able to 
quantify that the average recovery time for 53BP1-mCherry foci was larger than the diffuse 53BP1-
mCherry for the two cells we examined (Figure 4.8E). As a second means of analysis, we segmented the 
nuclei into foci and diffuse regions prior to extracting recovery times as opposed to fitting Eq. 4.1 to each 
pixel before segmentation. We plotted the average, normalized intensity after photobleaching of the foci 
and diffuse regions and extracted recovery times by fitting Eq. 4.1 to these time series (Figure 4.8D). The 
recovery times for this coarse-grained approach agree well with the pixel-by-pixel analysis used 
previously Figure 4.8E). SPIM-FRAP is then not only a useful tool for studying diffusion of homogeneous 
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samples, but also for studying the dynamics of proteins that exhibit significant heterogeneity both in initial 
intensity distributions and the  
recovery maps themselves. 
 
Figure 4.8: SPIM-FRAP of 53BP1-mCherry shows recovery is slowed at sites of DNA damage. (A) Side-
view images of live MDA-MB-231 cells expressing 53BP1-mCherry, which is both diffusive in the 
nucleoplasm and concentrated at sites of DNA damage. (B) Maps of inverse recovery time for SPIM-FRAP 
of 53BP1-mCherry. (C) Merged maps of 53BP1-mCherry intensity and inverse recovery time. A correlation 
exists between the 53BP1 foci and longer recovery times. (D) A coarse-grained analysis of SPIM-FRAP 
shows the time series of 53BP1-mCherry after photobleaching. The second analysis also shows that 
recovery is slower in the 53BP1 foci. (E) A table of recovery times in the foci and diffuse 53BP1-mCherry 




4.7 Limitations of SPIM-FRAP 
As with any advancement in methodology, there are accompanying limitations. One of the 
immediate drawbacks of SPIM-FRAP in its current implementation is in movement of the sample on the 
timescale of the recovery being measured. If the sample were to move into or out of plane, a false 
recovery would be detected (Figure 4.9). SPIM-FRAP with accompanying volumetric imaging can remedy 
this issue as one can monitor the bleached region even if it were to move in space; SPIM-FRAP with fixed 
plane imaging, however, is limited to measuring dynamics that are faster than cell morphodynamics and 
motility. Additionally, one must carefully consider the light sheet’s depth-of-field, defined to be the length 
scale in the direction of propagation for which the light sheet has minimal dispersion. If the depth-of-field 
is comparable to the size of the sample, dispersion of the light could conflate the quantification. In our 
system, we are implementing a light sheet with a theoretical depth-of-field >10 μm [173] while the height 
of the nuclei is generally ~5 μm. Hence, our recovery maps do not show a systematic trend in the 
direction of propagation of the light sheet. Our vertical light sheet system allows us to utilize shorter light 
sheets. Investigators that use other geometries and types of light sheets must be cognizant of this upon 
implementation of SPIM-FRAP. That is, all the considerations associated with developing a SPIM system 
should also be accounted for when using SPIM-FRAP. Light sheets are also subject to striping artifacts 
(Figure 4.10), which could further complicate measurements or make them infeasible. Finally, the 
presented work presumes that the concentration of bright NLS-GFP fluorophores is effectively constant 
throughout the nucleus; this is not entirely the case. The distribution of NLS-GFP throughout the nuclear 
volume may not be constant, and this may have implications for our quantification. However, the variation 
of the distribution of NLS-GFP is far smaller than the variation induced by the photobleaching. This may 
not be true for all samples, and this should be considered in future experiments. Despite the 
aforementioned limitations of SPIM-FRAP, the benefits of resolving spatial heterogeneity with FRAP and 
the order of magnitude improvement of acquisition time relative to FCS prove useful for furthering the field 
of diffusion and protein dynamics. 
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Figure 4.9: Maximum intensity projections of the reconstructed X-Y view of a live MDA-MB-231 nucleus 
expressing H2B-mCherry at different time points. The merged view shows the location of the bleached 
region moves in the x direction, which could conflate recovery measurements. 
 
Figure 4.10: Selected images from an unsuccessful SPIM-FRAP experiment due to striping artifacts from 
the light sheet. The vertical stripe caused by the nucleolus shifts in time due to cell movement, making the 
recovery curves unusable. 
 
4.8 Conclusions 
 We have presented a unique combination of SPIM and FRAP that proves useful for making 
simultaneous FRAP measurements for each pixel in a given 2D plane. This allows one to study 
heterogeneous diffusion and protein recovery on timescales ranging from milliseconds to hours. Such 
measurements were not previously accessible by traditional FRAP experiments and are an order of 
magnitude faster than FCS-based techniques. As with any development in methodology, SPIM-FRAP has 
limitations. However, we demonstrate that SPIM-FRAP can be used to track intranuclear diffusion of small 
molecules as well as the dynamics of DNA-damage repair proteins. The recovery times of NLS-GFP 
show heterogeneity across the whole nucleus that is uncorrelated with histone density. Intranuclear 
diffusion of NLS-GFP also seems to be independent of chromatin compaction levels, pointing to other 
possible sources of heterogeneous distribution such as intranuclear liquid-liquid phase separation, 
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variable concentration of macromolecules, or binding of NLS to RNA. However, the recovery times of 
NLS-GFP are well correlated with nucleoli and exhibit slowed diffusion in nucleoli relative to the 
nucleoplasm, likely due to phase separation between the two mediums. We have also shown through a 
1D diffusion simulation that SPIM-FRAP produces diffusion coefficients that are consistent with previously 
reported values. Recovery time maps of 53BP1-mCherry were also able to show how DNA damage foci 
are more stable than diffuse repair proteins. SPIM-FRAP is poised to be immediately implemented on 
almost any light sheet microscope with minimal software development, making it a new tool for biologist to 
study not only the timescales and magnitudes of protein turnover and diffusion, but the spatial 
distributions as well. 
 
4.9 Specific Materials and Methods 
4.9.1 Cell Culture and Sample Preparation 
Two MDA-MB-231 cell lines, transfected with NLS-GFP and either H2B-mCherry of 53BP1-
mCherry, were generous gifts from the Lammerding Lab (Cornell University). Complete transfection 
protocols and reagents can be found in prior publication [69]. Cells were cultured in DMEM/F12 with 10% 
FBS (Sigma-Aldrich) and 1X antibiotic antimycotic (Gibco) without phenol red. The media has 15 mM 
Hepes buffer which helps stabilize the pH during experiments. One day before the experiment, 50-70% 
confluent cultures were trypsinized and plated on polyacrylamide gels such that only 1-3 cells were 
present per field of view at 60x magnification. Polyacrylamide gels were used in order to eliminate 
reflections during side-view imaging. Production details of PA gels are given in Chapter 2. PA gels were 
coated with rat tail collagen to ensure sufficient cell spreading.  
For treatment with Trichostatin-A (TSA), TSA was dissolved to 10 mM in DMSO, and then serially 
diluted in PBS to 4 µM on the day of treatment. 10 µL of the 4 µM solution in PBS was then added to the 
cells as they were growing in 190 µL of media in 10 mm cloning cylinders, for a final concentration of 200 
nM. Experiments were carried out 24-28 hours after drug addition. The 2×10^(-5) dilution of DMSO, giving 
0.002% v/v final concentration was judged to be insignificant to the TSA effect. To challenge the cells with 
osmotic compression (OC), we prepared a solution of 1.8 osM sorbitol (Fisher Scientific) in our 
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DMEM/F12 medium, and added it 1:1 (v/v) to the cells on the microscope. This gave a 4-fold increase in 
osmolarity. 
 
4.9.2 Image Acquisition and Analysis 
Live MDA-MB-231 cells co-expressing either NLS-GFP and H2B-mCherry or NLS-GFP and 
53BP1-mCherry were plated on 55 kPa polyacrylamide gels one day prior to examination on our custom 
light sheet microscope [173]. We utilized vertical light-sheet based illumination and side-view imaging via 
a reflective prism adjacent to a cell of interest to first collect side-view (Y-Z) light-sheet fluorescence 
images. For cells expressing H2B-mCherry, we first collected one image of the H2B at an exposure time 
of 200 ms. We then collected 100 images of the NLS with a 5 ms exposure time and 5 ms readout time 
(40 ms exposure and 10 ms readout for OC experiments because of the markedly slower recovery times). 
At this point, a single Y-Z sheet was bleached for 100 ms with high-intensity 488 nm light. Immediately 
after the vertical sheet was bleached, an additional 300 images of the NLS were collected at the same 
exposure and readout time. The laser power was measured to be 1.50 ± 0.03 mW for the bleach pulse 
and 53.3 ± 0.7 μW for the standard image acquisition. For SPIM-FRAP experiment of 53BP1-mCherry, 
the same protocol as above was executed with a 561 nm laser, a bleach time of 1 s, and an imaging rate 
of 10 Hz. 
Image sequences were loaded into FIJI [250], and the first image was used to generate a mask of 
the nucleus as described in our previous work [14]. The image sequence was subsequently blurred using 
a 1-pixel Gaussian blur. All further analysis is performed in Wolfram Mathematica 11.2. The first 100 
images were used to correct the time series for photobleaching via an exponential bleach correction. This 
photobleaching correction was applied to all images in the time series and was not performed on a pixel-
by-pixel basis but rather uniformly across the whole image. There is potential for the photobleaching to be 
spatially dependent along the axial direction due to dispersion of the light sheet, however this effect is 
negligible in our work as our imaging conditions seek to minimize photobleaching and the depth of field of 
the light sheet is greater than the height of the nuclei. For each pixel in the mask of the nucleus, an 
exponential recovery curve of the 
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form
𝐼(𝑡) =  𝐴 + 𝐵 [1 − Exp [−
t
τ
]] (4.1)  
was fit to the first 200 intensity values of that pixel immediately after the bleaching step. From each curve, 




Finally, we sought to verify the geometry of our photobleaching. To do so, we photobleached a 
single plane of a live MDA-MB-231 nucleus expressing H2B-mCherry. H2B has a recovery time on the 
order of hours for mammalian cells [262], so this sample was chosen such that we could observe the 
bleached region without concern for it recovering too quickly. After photobleaching a single plane, we 
collected volumetric images with our custom SPIM microscope (Figure 4.1). We observed a clear 
photobleached plane through the center of the nucleus as well as slight photobleaching from the 
concentric side lobes characteristic of a Line Bessel Sheet. These side lobes are accounted for in our 
diffusion simulation. We did not observe any significant bleaching outside of the light sheet region due to 
scattered light. This demonstrated that photobleaching with a light sheet, and subsequently SPIM-FRAP, 
is indeed a reliable and reproducible technique.  
 
4.9.3 SPIM-FRAP Simulation 
To validate our analysis protocol, we simulated SPIM-FRAP experiments based upon our 
experimental measurements (Figure 4.2). Simulated data sets were generated by first calculating the 
mean and standard deviation of both the recovery time and recovery percentage as well as the standard 
deviation of the plateaued recovery curve. For a given nucleus, the NLS image immediately after the 
bleach pulse was used as the starting image. Each pixel was prescribed an exponential recovery (Eq. 
4.1) with a specified recovery time and recovery percentage based upon the mean of the experimental 
data. We simulated 3 conditions to isolate the contribution of each aspect of our analysis pipeline. First, 
we added noise to the simulated recovery based on the noise in the experimental data and fit an 
exponential recovery curve to each pixel. Next, we added a 1-pixel Gaussian blur along with the 
additional noise before fitting the recovery. Note that this serves to tighten the distribution of recovery 
times at the cost of spatial resolution. Finally, we added a predetermined spatial pattern of the recovery 
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times in the form of 5x5 pixel squares with recovery times 20% lower than the rest of the pixels. We were 
able to clearly discern this structure after the addition of noise and Gaussian blurring. That is, the 
prescribed 20% change is well above the noise floor of our technique. These simulations can be 
compared to the experimental data set to validate the heterogeneity present in the maps of recovery 
times. 
 
4.9.4 Diffusion Simulation Theory 
Traditionally, FRAP experiments use simple bleaching geometries and minimize bleaching times 
in order to use analytical models to convert recovery time to a diffusion coefficient [240]. Our light sheet 
microscope employs a Line Bessel Sheet (LBS), which features additional side lobes concentric to the 
main central lobe [173]. This prevents us from applying any model with a simplified geometry. 
Furthermore, our bleach time of 100 ms is on the order of the measured recovery time. This means that 
we must account for diffusion occurring during the bleach pulse itself. To understand how our measured 
recovery times corresponded to diffusion coefficients, we computationally modeled diffusion in our 
system. The full three-dimensional diffusion equation is given by 
𝜕𝜙(𝑟, 𝑡)
𝜕𝑡
=  ∇  ∙ [𝐷(𝜙, 𝑟) ∇𝜙(𝑟, 𝑡)] (4.2) 
where 𝜙(𝑟, 𝑡) represents the concentration of bright molecules as a function of space and time, and 
𝐷(𝜙, 𝑟) represents the diffusion coefficient as a function of concentration and space. We next describe the 
assumptions of the simulation and the justification for each assumption that is made. 
Assumption 1: 𝐷(𝜙, 𝑟) ≈ 𝐷(𝑟). Justification: First, the concentration of NLS-GFP in the nucleus is 
effectively uniform, so there is little variation in 𝜙 which subsequently means there is little change in 𝐷 
due to variation in 𝜙. Additionally, the concentration is that of dark versus bright molecules. Whether or 
not the molecules are fluorescing has no physical bearing on the local diffusion coefficient and therefore 
𝐷(𝑟) is effectively independent of 𝜙. It is important to note that this assumption may not hold true for all 
experiments, and care should be taken in considering this assumption when implementing SPIM-FRAP 
simulations for other studies. By removing the dependence of 𝐷 on 𝜙, we find that 
𝜕𝜙(𝑟, 𝑡)
𝜕𝑡
=  ∇  ∙ [𝐷(𝑟) ∇𝜙(𝑟, 𝑡)]. (4.3) 
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Expanding ∇𝜙(𝑟, 𝑡) in Eq. 4.3 gives 
𝜕𝜙(𝑟, 𝑡)
𝜕𝑡
=  ∇  ∙ [𝐷(𝑟) [∂x𝜙(𝑟, 𝑡)?̂?  + ∂y𝜙(𝑟, 𝑡)?̂?  +  ∂z𝜙(𝑟, 𝑡)?̂?]] . (4.4) 
Continuing to expand the right-hand side of Eq. 4.4 gives that 
𝜕𝜙(𝑟, 𝑡)
𝜕𝑡
=  ∂x[𝐷(𝑟)𝜕𝑥𝜙(𝑟, 𝑡)] + ∂y[𝐷(𝑟)𝜕𝑦𝜙(𝑟, 𝑡)] + ∂z[𝐷(𝑟)𝜕𝑧𝜙(𝑟, 𝑡)]. (4.5) 
Finally, further expansion of Eq. 4.5 yields 
𝜕𝜙(𝑟, 𝑡)
𝜕𝑡






Assumption 2: ∂x𝐷(𝑟) ≈  ∂y𝐷(𝑟) ≈  ∂z𝐷(𝑟) ≈ 0. Justification: We observe changes in the diffusion 
coefficient on the order of only a factor of two across the entire nucleus, meaning the local changes in the 






2]𝜙(𝑟, 𝑡). (4.7) 
Assumption 3: 𝜕𝑦𝜙(𝑟, 𝑡) ≈ 𝜕𝑧𝜙(𝑟, 𝑡) ≪ 𝜕𝑥𝜙(𝑟, 𝑡). Justification: The primary plane of symmetry being 
broken is that of the x direction because the bleached pattern forms a y-z sheet. Diffusion in the y and z 
directions will then cause a far smaller change in concentration than diffusion in the x direction. This may 
not hold true for samples with larger spatial heterogeneity than NLS-GFP, which would subsequently 
require more detailed modeling. Additionally, this assumption could be compromised if there is significant 
dispersion of the light sheet across the sample. Accounting for assumption 3 in Eq. 4.7 then gives 
𝜕𝜙(𝑟, 𝑡)
𝜕𝑡
=  𝐷(𝑟) 𝜕𝑥
2𝜙(𝑟, 𝑡). (4.8) 
Initial Conditions: 𝜙(𝑟, 0) = 1 − 𝐿𝑆(𝑟) where 𝐿𝑆(𝑟) represents the normalized, theoretical profile of the 
light sheet. 
Bleaching Conditions: ?̃?(𝑟, 0) = 𝜙(𝑟, 𝛿𝑡) ∗ (1 − 𝐿𝑆(𝑟)). That is, Equation 4.8 was iteratively solved during 
the bleaching time and at each iteration the concentration was multiplied by the inverse profile of the light 
sheet. The new concentration profile was then used as the initial condition for the next iteration. It was 
assumed that the peak intensity of the light sheet was just sufficient to entirely bleach the sample. This 
was an assumption of the model and could be adjusted through multiplication by a scaling factor to either 
increase or decrease the effect of the light sheet during the bleaching phase. However, the observed 
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recovery percentages (Figure 4.1C) were consistent with the simulated recovery percentages (Figure 
4.6C), and therefore the current scaling factor of 1 was appropriate for our simulation. The simulated 
bleaching also allowed for saturation. 
Boundary/Normalization Conditions: ∫𝜙(𝑟, 𝑡 > 𝑡𝐵)𝑑𝑥 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. That is, once the bleaching has 





CHAPTER 5: CELL NUCLEAR MECHANICS4 
Chapters 2 and 3 described our VIEW-MOD and AFM-LS systems and the specific advantages it 
has in studying nuclear mechanobiology. In Chapter 5, I use this AFM-LS system to address two 
outstanding questions in the literature. How do chromatin and lamin A/C contribute separately in nuclear 
compression? Can DNA damage be incurred due to localized compression independent of nuclear 
rupture? I show here how chromatin and lamins dictate the force response at small and large indentations 
respectively, and further that chromatin – and not lamins – is relevant for regulating nuclear curvature 
during compression. Additionally, I show how AFM compression alone is sufficient to induce DNA 
damage in nuclei, contrary to previous work highlighting nuclear rupture as the predominant means of 
mechanically inducing DNA damage. Neither of these conclusions and studies were possible without the 
techniques previously describ3d, making this chapter a sufficient contribution to the literature in terms of 




 The nucleus – which encapsulates and protects the entire genome – functions not only as the site 
of gene replication and transcription, but also as a fundamental mechanical constituent of the cell. As 
previously mentioned, altered nuclear mechanics and nuclear morphology have both been linked to 
various disease states ranging from Hutchinson-Gilford Progeria Syndrome (HGPS) [74, 136, 263] and 
Emery-Dreifuss muscular dystrophy [60, 263, 264] to breast cancer [263, 265]. Such diseased cells are 
often under stress either through external means such as cellular migration [5, 67] or intracellular forces 
like that of actin pre-stress [33], which has been shown to be sufficient to cause nuclear rupture [33, 266]. 
 
4Portions of this chapter are previously published in Hobson, C. M., et al. (2020). "Correlating nuclear morphology and external 
force with combined atomic force microscopy and light sheet imaging separates roles of chromatin and lamin A/C in nuclear 
mechanics." Mol Biol Cell: mbcE20010073 and Shah, P., et al. (2020). "Nuclear Deformation Causes DNA Damage by Increasing 
Replication Stress." Curr Biol. 
 
98 
Little work, however, has studied either the dynamic relationship between external forces and nuclear 
morphology or the role of nuclear mechanical constituents in this relationship. To fully understand the 
complex connections linking nuclear mechanics and morphology with disease and cellular function, we 
must first understand the intermediate relationship of how nuclear mechanical constituents resists 
external forces to maintain morphology. 
Nuclear mechanics are primarily dictated by the nuclear lamina and chromatin, as well as 
indirectly influenced by the cytoskeleton [12]. The cytoskeleton protects the nucleus both through an actin 
cap [22, 31, 32] and a peri-nuclear cage of the intermediate filament vimentin [21, 24, 267]. The nuclear 
lamina, primarily lamin A/C, has consistently been shown to be a major mechanical constituent of the 
nucleus through constricted migration, micropipette aspiration, atomic force microscopy, 
micromanipulation, and other techniques [13, 18, 21, 23, 41, 44, 45, 60, 75, 76, 268]. Furthermore, 
understanding of chromatin’s role as a mechanical element of the nucleus continues to be refined. 
Through examining swollen Xenopus oocyte nuclei, it was first thought that chromatin had little role in the 
mechanical properties of nuclei [75]. Additional work, however, revealed that chromatin indeed does 
contribute to nuclear stiffness, and that (de)compaction of chromatin leads to nuclear (softening) stiffening 
[13, 45, 48, 50, 51, 76, 83, 269-271]. The specific roles of chromatin and lamin A/C in nuclear mechanics 
have begun to be disentangled, as micromanipulation experiments have shown that chromatin dominates 
small extensions while lamin A/C dominates large extensions [13]. Both the mechanical constituents of 
the nucleus – the nuclear lamina and chromatin – as well as the cytoskeleton are paramount for 
protection of the genome and subsequently cellular function.  
Directly related to the mechanical properties of nuclei is nuclear morphology; this is in general 
characterized by nuclear volume and nuclear surface area – or the more experimentally accessible 2D 
surrogates of nuclear cross-sectional area and nuclear perimeter respectively – as well as local curvature. 
Nuclear morphology also relates to nuclear abnormalities and/or blebs displayed across the spectrum of 
human disease [12]. However, here we are primarily concerned with morphology in regards to general 
nuclear shape. A variety of metrics have been used to quantify changes in nuclear morphology, such as 
area strain (percent change in projected cross-sectional area) [272] and 3D irregularity (ratio of excess 
volume of a fitted convex hull to nuclear volume) [265]. Aside from the previously noted connections to 
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disease, nuclear morphology has further been linked to levels of transcriptional activity as nuclei with 
reduced volume enter a more quiescent state [35]. Increases in the volume of nuclei either through 
swelling [125] or directed migration on patterned substrates [273] has been shown to decondense or 
dilate chromatin levels. Stretching of the nuclear surface area is thought to be a mechanism of nuclear 
mechanotransduction [94, 274]. Nuclear morphology is also characterized in part by local curvature; 
regions of high local curvature have been linked to nuclear rupture [47] and nuclear blebs [270, 275]. 
Nuclear morphology is directly related to both the mechanical integrity of the nucleus as well as nuclear 
and cellular function. 
Previous work has used changes in nuclear morphology under force application as a metric for 
mechanical resistance [21, 22]; that is, smaller changes in nuclear morphology imply a stiffer nucleus. 
Nuclear morphology has also been used in studying stored elastic energy [265] and pressure gradients 
[276, 277]. Investigators have further developed an analytical model connecting nuclear morphology to 
external forces and mechanical properties for an idealized geometry [46]. However, a majority of work 
regarding nuclear mechanics is either agnostic to nuclear shape or focuses on a highly specific model of 
a single technique. For example of the former, atomic force microscopy (AFM) studies of nuclei have 
traditionally used a Hertzian contact mechanics model, which models the nucleus as a linearly elastic, 
isotropic, homogeneous material under small indentation [278]. Previous work, however, has shown the 
nucleus to be both nonlinear [13] and anisotropic [22]. While Hertzian analysis has brought to light many 
novel insights, it is limited by its ability to decouple contributions of specific structures. More intricate 
computational models have given direct insight into many mechanical techniques, including constricted 
migration [66], micropipette aspiration [279], magnetic bead twisting [59], plate compression [280], 
micromanipulation [13, 281], and atomic force microscopy [42]; however, their specificity inhibits 
extrapolation of their conclusions. There exists a need for an intermediate understanding of nuclear 
deformation that informs both the relative contributions of the various nuclear mechanical constituents as 
well as their roles in protecting against specific deformations to nuclear morphology. 
Furthermore, there is a growing body of work that seeks to understand the coupling of 
mechanical forces and DNA damage. Previous reports using both AFM and constricted migration assays 
have shown conclusively that rupture of the nuclear envelope leads to DNA damage primarily through 
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cytoplasmic nucleases entering the nucleus and cleaving DNA [47, 67, 69, 71]. However, there are still 
outstanding questions regarding if nuclear rupture is entirely necessary for DNA damage to occur. One 
group has posed a model for such a process where segregation of mobile DNA damage repair proteins 
from the chromatin via nuclear constriction leads to DNA damage because of a shift in the balance of 
naturally occurring breaks and repairs [282]. This is backed by experimental evidence that such 
segregation of mobile proteins occurs in live cells [62]. Understanding the mechanisms – either chemical 
or mechanical – by which DNA damage can occur is crucial for understanding genetic mutations, cell 
migration, and cancer metastasis. 
In this chapter, we address some of these open questions regarding the links between 
mechanics, morphology, and DNA damage through use of our combined atomic force microscope and 
side-view light sheet microscope (AFM-LS) [172]. Our approach allows us to visualize cells from the side 
(x-z cross section) with high spatiotemporal resolution during compression with an atomic force 
microscope. We use this technique to correlate changes in apparent SKOV3 nuclear volume and nuclear 
surface area with applied force to develop an empirical model for nuclear deformation, which has 
applications for assays beyond our own technique and is applicable to non-standard nuclear shapes. This 
allows us to disentangle the contributions of chromatin and lamin A/C to strain in nuclear volume and 
nuclear surface area, respectively, an insight not possible with previous AFM models and techniques. We 
also measure the dynamics of nuclear curvature under compression, and show that chromatin 
decompaction reduces curvature at the site of indentation; this indirectly shows the nucleus behaves as a 
two-material system. Furthermore, use our AFM-LS to study the role of compressive forces in DNA 
damage independent of nuclear rupture as well as characterize the mechanical properties of various cells 
lines in different stages of the cell cycle. In summary, we provide the first decoupling of the role of 
chromatin and lamin A/C in nuclear compression, new insight into the connection between external 
forces, nuclear mechanical constituents, and nuclear shape and curvature, and a highlights a novel 





5.2 Strain-Stiffening During Nuclear Compression 
 Our combined atomic force microscope and side-view light sheet fluorescence microscope 
(Figure 5.1A) allows visualization of the dynamics of cellular deformations in the plane of applied force 
while simultaneously monitoring the force response of the cell [172]. We have previously used this tool to 
show the existence of separate elastic moduli correlated with whole-cell and nuclear deformations [144]. 
We built on this previous work by studying the dynamics of nuclear morphology and the correlated force 
response under compression by AFM. We examined time series of side-view images of compressed, live 
SKOV3 cells stably expressing Halo-tagged histone 2B (H2B, green) and SNAP-tagged K-Ras-tail 
(magenta) labeled with Janelia Fluor (JF) 549 and 503 respectively (Figure 5.1B). Masks of nuclei were 
generated (see Materials and Methods) and used to extract both nuclear cross-sectional area (NCSA, 
blue) and apparent nuclear perimeter (NP, orange) as a function of indentation (Figure 5.1B). As in prior 
studies, we used NCSA and NP as surrogates for nuclear volume and nuclear surface area respectively as 
the qualitative deformation of the nucleus is the same in any side-view orientation [125]. The AFM 
provided synchronized force data with approximately 20 pN resolution during the side-view image 
acquisition (Figure 5.1C). It should be noted that our measurements of apparent nuclear perimeter are not 
necessarily the same as measuring the perimeter of the nuclear envelope. The nucleus is not a closed 
system in general; the outer nuclear membrane is contiguous with the endoplasmic reticulum [283] and 
therefore could add length upon indentation. Furthermore, the nuclear envelope could have undulations 
that are smoothed out upon compression, similar to previously reported results [284, 285]. Our analysis of 
nuclear shape is then more aligned with the shape of the contents of the inner nuclear membrane – that 
is, primarily the nuclear lamina and the chromatin – which are the primary mechanical constituents of the 
nucleus. However, previously reported results show in micropipette aspiration studies that strain occurs in 




Figure 5.1: Combined atomic force microscopy and side-view light sheet microscopy (AFM-LS) extracts 
dynamics of nuclear morphology and applied force under whole-cell compression. (A) Cartoon schematic 
of our AFM-LS system. A full description is provided in our previous work. (B). A subset of fluorescence 
images collected by our AFM-LS during indentation of a live, SKOV3 cell (scale bar = 5 µm). The cell is 
stably expressing snaptagged KRas-tail (Magenta) and halotagged H2B (Green) labeled with Janelia Fluor 
503 and 549 respectively. Custom workflow (see methods) allows for extraction of nuclear perimeter (𝑁𝑃) 
and nuclear cross-sectinoal area (𝑁𝐶𝑆𝐴). (C) Force versus indentation data for the previously displayed 
compression experiment. Left inset provides a scale for the noise in the force data. Right inset shows a 
scanning electron microscope image of a bead glued to the end of an AFM cantilever (see methods). Beads 
are nominally 6 µm in diameter; this bead was measured to be 5.4 µm in diameter (scale bar = 2 µm) (D) 
Nuclear morhpology as a percentage versus indentation for the previously displayed compression 
experiment. Orange and blue represent 𝑁𝑃 and 𝑁𝐶𝑆𝐴 respectively. Δ𝛿 is defined to be the difference in 
indentation at which 𝑁𝑃 and 𝑁𝐶𝑆𝐴 reach 1% change. (E) Δ𝛿 for n = 17 separate compression experiments. 
The red bar represents the standard error in the mean. See also Video 5.1. 
We first observed that NCSA and NP underwent strain at different levels of indentation (Figure 
5.1D). We determined this difference in the onset of NCSA strain and NP strain by linearly interpolating the 
NCSA and NP indentation series and computing the difference in indentations at which NCSA and NP 
reached 1% strain, denoted by Δ𝛿. This was chosen because 1% strain is a point reached in all data sets 
used in analysis and is far enough above the noise of the nuclear morphology data to confidently indicate 
a change. The onset of strain in NCSA and NP differ by Δ𝛿 = 1.6 ± 0.7 µm (mean ± standard deviation of 
indentation), which is clearly greater than zero. This indicates the presence of two distinct and separate 
regimes for strain onset of nuclear surface area and nuclear volume (Figure 5.1E). Moreover, this implies 
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that the apparent nuclear surface area to volume ratio does not follow one simple scaling relationship 
under AFM compression. Whether the outer nuclear membrane itself is adding length, smoothing out 
undulations, or physically stretching, however, is not distinguished. 
Nuclear volume has been shown to be directly correlated with transcriptional activity. In one 
study, NIH3T3 mouse fibroblasts cultured on fibronectin patterned coverslips were uniformly compressed 
with an additional weighted coverslip. This resulted both in an increase in chromatin condensation as well 
as a decrease in nuclear volume, both of which correlated with the subsequent reduction in transcriptional 
activity [35]. Separately, a migration assay has been used to show that transcription activity is altered as 
a result of introducing a constriction to the migration pathway [286], which can decrease nuclear volume. 
Through showing chromatin is partially responsible for resisting nuclear volume strain and coupling this 
result with previous studies regarding nuclear volume and function, we conjecture that the mechanical 
properties of chromatin aid in regulating its own condensation and transcriptional activity. We further see 
that the nucleus is susceptible to volume changes at low levels of indentation, meaning these 
downstream effects of volume change can occur as a result of intracellular forces.  
Stretching of the nuclear surface, however, has different implications for nuclear function and 
mechanotransduction [94]. The nucleus is a mechanosensor that can covert mechanical signals at the 
cell surface into chemical responses [90]. This physical connection from integrins to the nucleus through 
the cytoskeleton, the LINC complex, and the nucleus was first shown by pulling fibronectin-coated 
micropipettes attached to the cell surface [26]. It was later shown that by twisting fibronectin-coated 
magnetic beads attached to the cell surface, one could induce stretching of chromatin and subsequent 
upregulation of transcription activity [29]. The distribution of stresses along the nuclear lamina is believed 
to be the primary mechanism responsible for such responses [94], which has led to the hypothesis of 
stretch-activation along the nuclear envelope [274]. By connecting expression levels of lamin A/C to 
resistances to change in nuclear surface area and consequently the nuclear stretch modulus, we have 
shown the relevance of lamin A/C to mechanoresponses governed by stretches in the nuclear envelope. 
Interestingly, we observe such nuclear surface area stretches only at large deformations. This implies that 
the nuclear lamina is relevant primarily for processes such as cellular migration or joint compression, and 
104 
that the mechanoresponses associated with nuclear envelope stretches are not likely to happen outside 
of such processes that cause macroscopic, whole-cell deformations. 
 
5.3 Scaling Relationships Between Nuclear Morphology and Applied Force 
 Previous research has shown both a two-regime force response upon stretching nuclei with 
flexible micropipettes [13] as well as the necessity of a term accounting for the stretching of nuclear 
surface area to explain non-linear osmolarity of the nucleus [277]. This work and our results showing 
distinct indentations thresholds for nuclear volume and surface area strain led us to hypothesize the 
existence of a two-regime force response resulting from separate forces associated with changes in 
nuclear volume and nuclear surface area.  
To test this hypothesis, we first examined the scaling relationship between applied force from the 
AFM, 𝐹AFM, and ΔNCSA (NCSAMax - NCSA); note that ΔNCSA is positive for a decrease in NCSA. We 
observed a clear, two-regime force response wherein applied force scales with ΔNCSA to different powers 
in each regime (Figure 5.2A). This phenomenon was seen in all but one cell examined (n=17 cells 
examined total). To determine the scaling relationships between external force and ΔNCSA, we fit two 
separate power law relationships between force and ΔNCSA – one before and one after the transition 
point. The transition point between fitting regimes was allowed to vary to minimize error in the power law 




Figure 5.2: Correlating nuclear morphology and applied force informs an emperical model for strain 
stiffening response. (A) Force as recorded by the AFM versus change in 𝑁𝐶𝑆𝐴 plotted on a log-log scale. 
Two distinct power-law regimes are observed. (B) Force as recorded by the AFM minus the force response 
in regime 1 plotted against changed in NP on a log-log scale, showing a single power law relationship in 
regime 2. (C) α, the exponent for 𝐹Δ𝑁𝐶𝑆𝐴, and β, the exponent for 𝐹Δ𝑁𝑃, as determinded for n = 16 cells. 
Red bars represent mean and SEM. (D) The strain in 𝑁𝑃 at the transition point between regime 1 and 
regime 2 as determined for n = 16 cells. Red bars represent mean and SEM. (E) An emperical model for 
nuclear deformation as shown over force versus indentation. We display our full emperical model 
(magenta), the individual contributions required to deform the nuclear volume and surface area (blue, 
orange respectively), and the AFM data over the full indentaiton. (F) Resistance to nuclear volume change, 
𝐸V,  and resistance to nuclear surface area change, 𝐸SA, as determined for n = 17 cells. Red bars represent 
mean and SEM. 
Knowing that at small indentations we only observed strain in NCSA (constant nuclear surface 
area) indicates that regime 1 immediately provided us a scaling relationship between external force and 
ΔNCSA. That is, we defined a force associated with ΔNCSA given by 𝐹Δ𝑁𝐶𝑆𝐴 ∝ Δ𝑁𝐶𝑆𝐴
𝛼 (Blue line, Figure 
5.2A). Under the assumption that the aforementioned relationship was unchanged during indentation, we 
subtracted 𝐹Δ𝑁𝐶𝑆𝐴 from 𝐹AFM to isolate the additional force response resulting from strain in NP (Yellow 
shaded region, Figure 5.2A). We then plotted this additional force response against ΔNP (NP – NPMin) 
where we observed a constant power law relationship in regime 2 (Yellow line, Figure 5.2B). We then 
defined a separate force required to stretch the nuclear surface area given by 𝐹Δ𝑁𝑃 ∝ Δ𝑁𝑃
𝛽. Performing 
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this analysis on n=16 cells allowed us to determine that 𝛼 = 0.9 ± 0.2 and 𝛽 = 2.1 ± 0.7 (mean ± standard 
deviation, Figure 5.2C).  
Previous work, however, has modeled the nucleus as having a strain-dependent elastic modulus 
[42], which could provide an alternate explanation of the origin of the two-regime phenomenon we have 
observed. To differentiate the two explanations, we examined the transition point as a function of ΔNP. 
The transition point between the two regimes corresponded to 1.2% ± 0.8% (mean ± standard deviation) 
change in NP (Figure 5.2D), meaning the force response in regime 1 correlated only with strain in NCSA 
while the force response in regime 2 correlated with both strain in NCSA and NP. This correlation between 
the onset of regime 2 and the onset of strain in ΔNP provided support to our hypothesis that the two 
regimes are a result of separate forces required to deform the volume and surface area of the nucleus. 
With the combination of this result and our determination of the specific scaling relationships between 
applied force and both ΔNCSA and ΔNP, we then posed the following empirically-determined model to 
correlate nuclear deformation with applied force. 
 
𝐹 = 𝐹0 + 𝐸𝑉(Δ𝑁𝐶𝑆𝐴) + 𝐸𝑆𝐴(Δ𝑁𝑃)
2 (5.1) 
 
Here, 𝐹0 represents any force response accumulated prior to deformation of the nucleus. Our 
interpretation is that 𝐹0 is a result of compressing the space between the plasma membrane and nuclear 
membrane, comprised of the cytosol and cytoskeleton. 𝐸𝑉 and 𝐸𝑆𝐴 are the effective mechanical resistance 
the cell provides to changes in nuclear volume and nuclear surface area respectively, as represented by 
NCSA and NP. These resistances are composed of contributions from not only the nucleus, but also from 
the cytosol, internal pressure gradients, the cytoskeleton, the actin cortex, and other cellular structures. 
However, the nucleus has been shown to be the stiffest sub-cellular structure and also encompasses a 
majority of the strain during compression, implying that 𝐸𝑉 and 𝐸𝑆𝐴 are primarily dictated by the 
mechanical properties of the nucleus. Our results are consistent in that 𝐹0 is on the order of 100 pN, 
implying there is minimal force response prior to deformation of the nucleus. They also inherently include 
viscous contributions as there is no time scale built directly into our model and our AFM measurements 
are not fully quasistatic (Figure 5.3). Indenting at higher (lower) rates would then increase (decrease) our 
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measured values of 𝐸𝑉 and 𝐸𝑆𝐴. While not studied here, this decomposition provides the opportunity to 
study the relative viscous contributions associated with strain in NCSA and NP. A single value of 𝐸𝑉 and 
𝐸𝑆𝐴 are determined by fitting the Equation 1 to the entire indentation of each cell (Figure 5.2E and F). 
Furthermore, this model and observe two-regime force response holds true for nuclei lacking pre-tension, 
as determined by performing the same experiment on more rounded cells induced by a reduction of 
adhesion to the substrate (Figure 5.4). 
 
Figure 5.3: Force versus time plot for three different AFM indentation and retraction rates (10 µm/s – Green, 
1 µm/s – Orange, 0.25 µm/s – Blue). All AFM parameters asides from the indentation and retraction rate 
remained constant. For each compression, the cantilever was lowered a prescribed distance at the given 
rate, and then the z piezo was held fixed for 60 seconds. The cantilever then retracted at the same rate 
and the z piezo was help fixed for 15 seconds. Viscous relaxation is present for all rates of indenation, as 
seen by the decay during the 60 second dwell. 
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Figure 5.4: Cells with reduced adhesions and nuclear tension exhibit two-regime force response. (A) A 
subset of fluorescence images collected by our AFM-LS during indentation of a live, SKOV3 cell (scale bar 
= 5 µm). The cell is stably expressing snaptagged KRas-tail (Magenta) and halotagged H2B (Green) labeled 
with Janelia Fluor 503 and 549 respectively. (B) Force as recorded by the AFM versus change in 𝑁𝐶𝑆𝐴 
plotted on a log-log scale. Two distinct power-law regimes are observed for all rounded cells (n=3). (C) A 
comparision of cell height for WT and rounded cells. Red bars represent mean and SEM. 
We find that for SKOV3 cells, 𝐸𝑆𝐴 is approximately 1.36 times greater than 𝐸𝑉, implying these 
nuclei are more susceptible to strain in volume than in surface area. This can be compared to the Hertz 
model [278] and the height-corrected Hertz model [287], both of which fail to model the force response 
over the entirety of the indentation (Figure 5.5). It is also important to note that Hertzian analysis specifies 
probe and target geometries, and assumes homogeneity and linearity. Our approach, however, makes no 
prior assumption regarding such geometries and is simply empirical. Moreover, Hertzian analysis is 
restricted to small indentations as the approximation of contact area breaks down at high strain. 
Accounting for the eventual plateau of contact area leads to a linear force-indentation relationship, which 
further underestimates the true force response. Our technique, however, moves beyond this limitation as 
we make no specific model of contact area and instead examine the empirically-determined scaling 
relationships between shape and force. Our model was constructed across small and large indentations, 
and is therefore applicable in both scenarios. Our approach also allows us to decouple resistances to 
specific types of nuclear strain as opposed to providing a single metric of stiffness for the entirety of the 
nucleus. This complements and improves on earlier analytic modeling efforts [46] in that we have 
empirically determined a relationship between force and morphology that accounts for contributions of 
both the bulk compressibility and surface tension without assuming a predefined geometry. 
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Figure 5.5: Force versus indentation plots showing the fits of both the Hertz model (Purple) and the height-
corrected Hertz model (Green) over the entire indentation (A) and over the first 3 µm of indentation (B). The 
gray region represents the portion of data to which the model was fit, which for (B) corresponds to the 
nominal bead radius of 3 µm. Fitting to the entire indentation shows that neither model accurately represents 
the data set. Fitting to the early portion of the indentation shows that both models are applicable for low 
indentations, but underestimate the force response at high indentations. This is suggestive that an 
additional mechanism for force response is needed to match the experimental data. 
A further alternative model is a polynomial in indentation (𝐹𝐴𝐹𝑀 = 𝑎 + 𝑏 𝛿 + 𝑐 𝛿
𝑛) that has been 
reported to fit AFM indentation of the simple red blood cell when adherent [288]. Here, the linear term is 
representative of the membrane tension and the higher order term (𝑛 ≈ 2 − 3) reflects membrane dilation. 
This work also observed a strain-stiffening effect; however, this stiffening occurs at forces of order 100 pN 
and indentations of order 100 nm. We also observe similar stiffening at low forces (Figure 5.6), along with 
an additional stiffening at forces of order 1 nN and indentations of order 1 μm (Figure 5.2A, Figure 5.6). 
Our work focuses exclusively on the latter stiffening effect seen at higher forces, for which this alternative 
approach does not explain. Our scaling relationships for the low-force stiffening do not precisely match 
that of this alternative mode, but this may be explained by their use of conical AFM tips as compared to 
our spherical AFM tips. A full model of AFM indentation may then first apply this polynomial approach at 
quite small forces and indentations, and our empirical approach at large forces and indentations. 
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Figure 5.6: Log-Log plot of force versus indentation shows multiple stiffening regimes. We observe three 
separate scaling relationships over the entire indentation; a power law relationship was fit to each regime 
to highlight the stiffening effects. The specific scaling relationship for each regime is provided for this 
specific data set. 
Our AFM-LS technique does not systematically examine a specifically oriented vertical slice as 
the distribution of polarity amongst the cells is seemingly random. One potential failure of the proposed 
model and technique would be a dependence of 𝐸𝑉 and 𝐸𝑆𝐴 on the initial morphology of the nucleus or the 
orientation in which we image the nucleus from the side. To examine this, we determined both 𝐸𝑁𝐶𝑆𝐴 and 
𝐸𝑁𝑃 for n = 17 cells and plotted 𝐸𝑉 and 𝐸𝑆𝐴 against initial values of NCSA and NP (Figure 5.7). We 
performed a Pearson’s correlation test between 𝐸𝑉, 𝐸𝑆𝐴 and NCSA, NP. No significant correlation was 
observed between either 𝐸𝑉 or 𝐸𝑆𝐴 and NCSA or NP, implying that the resistances to nuclear morphology 
changes determined by our model are not systematically dependent on either the scale of the nucleus or 
the specific side-view orientation in which we visualized the nucleus. Our approach is then robust to initial 
cell orientation or initial nuclear size. 
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Figure 5.7: There is no significant correlation between initial nuclear morphology and 𝐸𝑉 or 𝐸𝑆𝐴. Plots of (A) 
𝐸𝑉 versus 𝑁𝑃0, (B) 𝐸𝑉 versus 𝑁𝐶𝑆𝐴0, (C) 𝐸𝑆𝐴 versus 𝑁𝑃0, (D)𝐸𝑆𝐴 versus 𝑁𝐶𝑆𝐴0, as well as best fit lines 
(dashed). A Pearson’s correlation test for each relationship shows no significant correlation. 
Our combined AFM-LS approach to studying nuclear mechanics first showed the existence of two 
regimes of deformation: one at low levels of indentation (regime 1) and one at high levels of indentation 
(regime 2). In regime 1, we observed only changes in nuclear volume; in regime 2, we observed changes 
in both nuclear volume and apparent surface area. This allowed us to extract scaling relationships 
between applied external forces and changes in nuclear morphology, leading to an empirical model of 
nuclear deformation characterized by two fitting parameters: 𝐸𝑉 and 𝐸𝑆𝐴 (Figure 5.2). These fitting 
parameters provide a metric of resistance to nuclear volume change and nuclear surface area change, 
respectively, but further are directly proportional to the elastic modulus of the nucleus and the nuclear 
stretch modulus.  
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Often missing from current studies, are measurements of the external stress a nucleus 
experiences throughout a given experiment. Such measurements could provide additional context for 
interpreting why certain phenomena may be occurring. For example, constricted migration assays how 
allowed investigators to study how deficiencies in the nuclear lamina lead to increased migration rates [5, 
67, 78], higher rates of nuclear rupture [69], and increases in plastic damage [63, 66, 67], all of which are 
relevant for understanding disease states and cellular function. Our work provides a means of estimating 
the external force applied to a nucleus simply through measuring nuclear morphology in the plane of 
applied force. Clear limitations exist for applying this model, such as complex 3D nuclear strains; 
however, some common assays for studying nuclear dynamics could benefit for our model. 
 
5.4 Chromatin and Lamin A/C Separately Resist Bulk and Surface Deformations 
 Chromatin and lamin A/C have been shown to be the primary mechanical constituents of nuclei; 
recent work has shown that during micromanipulation extension of isolated nuclei chromatin dominates 
small-scale extensions while lamin A/C governs large-scale extensions [13]. It remains untested if similar 
phenomena hold true for compression-based deformations of nuclei in intact cells. We hypothesized that 
in AFM indentations chromatin in part dictates the resistance to nuclear volume change while lamin A/C 
separately resists changes in nuclear surface area. Such a measurement was not previously attainable 
without AFM-LS. 
To test this hypothesis, we first treated our SKOV3 cells with a 200 nM concentration of 
Trichostatin A (TSA) for 24 hours prior to performing AFM compression with side-view imaging 
experiments. TSA decompacts chromatin by increasing euchromatin marker histone tail acetylation 
(Figure 5.8) [116]. We extracted nuclear morphology dynamics under compression and fit Equation 1 to 
the corresponding force data to extract 𝐸𝑉 and 𝐸𝑆𝐴. We observed a significant 40% decrease in 𝐸𝑉 upon 
TSA treatment (p<0.05 from a t-test), but no significant difference in 𝐸𝑆𝐴 (Figure 5.9A and B). 
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Figure 5.8: Immunofluorescence validation of TSA treatment. (A) Representative fluorescence images of 
H3K9ac in both WT and TSA treated cells. Images are shown at two different contrast levels (scale bar = 
20 μm).  (B) Representative fluorescence images of Hoechst in both WT and TSA treated cells (scale bar 
= 20 μm). (C) Mean intensity of H3K9ac for WT (n = 43) and TSA treated (n = 41) cells shows a significant 
increase in decondensed chromatin for TSA treated cells. **** represents p < 0.0001 for a t-test. Red lines 




Figure 5.9: Chromatin decompaction and lamin A/C depletion weaken resistance to volume and surface 
area changes respectively, while behaving similar to the empirical model. (A) Resistance to nuclear volume 
change, 𝐸V, is decreased by TSA but unchanged by LA/C KD. n = 17, 14, 13 for WT, TSA, LA/C KD. (B) 
Resistance to nuclear surface area change, 𝐸SA, is unchanged by TSA but decreased by LA/C KD. n = 17, 
14, 13 for WT, TSA, LA/C KD. (C) α, the exponent for 𝐹Δ𝑁𝐶𝑆𝐴, is unchanged by TSA and LA/C KD.  n = 16, 
14, 13 for WT, TSA, LA/C KD. (D) β, the exponent for 𝐹Δ𝑁𝑃, is unchanged by TSA and LA/C KD. n = 16, 
14, 11 for WT, TSA, LA/C KD. (E) The difference in indentation at the onset of change in NP and NCSA is 
unchanged by TSA and LA/C KD. n = 17, 14, 13 for WT, TSA, LA/C KD. (F) The strain in NP at the transition 
point between regime 1 and regime 2 is unchanged by TSA and LA/C KD. n = 16, 14, 11 for WT, TSA, 
LA/C KD. Red bars represent mean and SEM. NS – not significant. * - p < 0.05.  
Furthermore, we transfected our SKOV3 cell line with siRNA to halt production of new lamin A/C 
(LA/C KD, Figure 5.10). We then performed AFM-LS experiments 4-6 days post transfection and 
extracted 𝐸𝑉 and 𝐸𝑆𝐴 as previously described. We observed a significant 50% decrease in 𝐸𝑆𝐴 (p<0.05 for 
a t-test), yet no significant change in 𝐸𝑉 (Figure 5.9A and B). This means both that chromatin resists 
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strain in nuclear volume while lamin A/C separately resist strain in surface area. Furthermore, this 
indicates that chromatin does not resist nuclear surface area stretching nor does lamin A/C resist 
deformation in nuclear volume. Because strain in nuclear volume and nuclear surface area occur at 
different indentation scales (Figure 5.1), we have also shown that chromatin and lamin A/C provide 
mechanical resistance at short and long indentations respectively. 
 
Figure 5.10: Immunofluorescence validation of lamin A/C knock down. (A) Representative fluorescence 
images of lamin A/C and the GFP reporter in both WT and LA/C KD cells (scale bar = 20 μm). (B) Mean 
intensity of lamin A/C for WT (n = 58) and LA/C KD (n = 27) cells shows a significant decrease in lamin 
expression for LA/C KD cells. **** represents p < 0.0001 for a t-test. Red lines represent mean and standard 
error. Images acquired by Tim O’Brien. 
An alternative explanation for the decreases in 𝐸𝑉 and 𝐸𝑆𝐴 seen upon TSA treatment and LA/C 
KD respectively is that our proposed empirical model (Equation 1) is no longer valid after these 
treatments. More specifically, we could be observing changes in 𝐸𝑉 and 𝐸𝑆𝐴 that are actually 
representative of changes in the scaling relationships between force and nuclear morphology themselves; 
that is, 𝛼 and 𝛽 could be dependent on chromatin compaction and lamin A/C expression. To address is 
explanation, we performed the analysis previously described to extract 𝛼 and 𝛽 from both the TSA-treated 
and LA/C KD samples. We found no significant change in either 𝛼 or 𝛽 (Figure 5.9C and D), meaning the 
previously determined scaling relationships between nuclear morphology and applied force are 
unchanged. Because these scaling relationships remain constant, our observed changes in 𝐸𝑉 and 𝐸𝑆𝐴 
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are indicative of changes in the nucleus’ ability to resist strain in nuclear volume and nuclear surface 
area.  
Furthermore, we observed no significant difference in Δ𝛿 (Figure 5.9E) or the strain in NP at the 
transition point (Figure 5.9F). This implies that the existence of the strain-stiffening effect is more closely 
related to nuclear geometry and the manner of deformation than the relative stiffnesses associated with 
the volume and surface area of the nucleus. This result is supported by previous findings in 
micromanipulation studies [281]. The lack of changes in scaling (𝛼 and 𝛽) and transition (indentation and 
strain) solidifies our conclusions regarding the role of chromatin and lamin A/C in separately resisting 
strain in nuclear volume and surface area respectively. 
With our approach we were able to separate deformations of nuclear volume and nuclear surface 
area and tease apart how the mechanical constituents of the nucleus are responsible for each class of 
deformation. Specifically, we showed through disruption of histone-histone interactions via TSA treatment 
that chromatin resists strain in nuclear volume, but not in the nuclear surface area. We also showed 
through a knockdown of lamin A/C that the nuclear lamina resists strain in the nuclear surface area, but 
not in the nuclear volume. This further implies that chromatin dictates the mechanics of small 
indentations, whereas lamin A/C is relevant for large indentations. Additionally, through our FEA modeling 
we find that alterations in chromatin compaction and lamin A/C expression directly alter the nuclear 
elastic and stretch moduli respectively. These findings are in agreement with work showing that stretching 
of isolated nuclei via micromanipulation with micropipettes yields a two-regime force response where 
chromatin regulates the low-deformation regime and lamin A/C regulates the high-deformation regime 
[13]. These results help to provide a guide for AFM experiments in that small indentation measurements 
will likely probe only the mechanical properties of the chromatin, and large indentation measurements will 
need additional compensation beyond standard contact mechanics models to account for stretching of 
the nuclear lamina. 
Previous research has also shown that in micropipette aspiration studies, the mechanics of 
swollen nuclei are dominated by the nuclear lamina whereas the mechanics of shrunken nuclei are 
governed in part by chromatin [45]. This result that shifting the primary load-bearing structure from 
chromatin to the nuclear lamina via swelling is consistent with our results as swelling would pre-stretch 
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the nuclear surface area, thus eliminating regime 1 entirely and leaving only the lamina-dominated regime 
2. Studies of osmolarity have also shown similar phenomena that can be explained by our model. Cell 
volume and inverse osmolarity follow a linear relationship, which can be modeled by the Boyle Van’t Hoff 
relation [289]. Nuclei, however, have been shown to deviate from this linear relationship at large swelling 
volumes. To match this behavior, an additional term modeling nuclear membrane tension which is 
proportional to the nuclear surface area must be added [277], consistent with our findings.  
AFM studies of mechanical properties have historically been used to study small-deformation 
mechanical properties because of the limitations of the analytical models applied to resulting data. Using 
cantilevers with large (10 µm) diameter beads positioned above the nucleus, force-indentation curves 
were collected on HT1080 fibrosarcoma cells for relatively low indentations (~1 µm). The Hertz model 
was fit to the force-indentation curves to extract an elastic modulus. They showed that TSA treatment 
resulted in nuclear softening [48]. This is consistent with our results showing that TSA treatment reduces 
𝐸𝑉, which is the primary resistance at low indentations and proportional to the elastic modulus of the 
nucleus. A separate AFM study on isolated Xenopus oocytes revealed not only that increases in lamin A 
resulted in nuclear stiffening, but that the force-indentation curves become more linear as a function of 
lamin A expression levels [44]; a linear force-indentation curve is representative of a pressurized shell 
[290]. They were able to extract a nuclear membrane tension by fitting the end of the force indentation 
curve to a linear relationship, and it is crucial to note that they indented nuclei up to approximately 10 µm. 
By fitting the end of the force-indentation curves for large indentations, they effectively extracted the 
mechanical properties of regime 2. Our results are then consistent in that we also showed a dependency 
of 𝐸𝑆𝐴 on lamin A/C expression; this implies that lower levels of lamin A/C reduces the nuclear stretch 
modulus at large nuclear deformations.  
Our work provides a synthesis of these previous studies, helping to piece together separate 
results into a single, cohesive explanation for the force response of the nucleus. Previous AFM studies 
using Hertzian analysis could only observe when nuclei became softer or stiffer under a given treatment. 
That is, chromatin decondensation and lamin A/C knockdowns show an apparently identical softening 
response (decrease in elastic modulus) under Hertzian analysis [48, 291], despite having distinctly 
different roles in nuclear compression as shown here. With knowledge of both the length scales of 
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deformation for which chromatin and lamin A/C are relevant as well as the specific morphological 
deformations against which they protect, we can progress forward to understanding their relative 
contributions in disease and function. 
 
5.5 Nuclear Curvature During Compression 
 Recent studies have connected nuclear curvature to locations of nuclear rupture and subsequent 
DNA damage. Through AFM compression with both 4.5 µm diameter beaded cantilevers and sharp tip 
cantilevers (diameter < 0.1 µm), a correlation between indentation with high-curvature probes and nuclear 
rupture was reported [47]. Similarly, nuclear blebs induced by increases of euchromatin were shown to 
systematically form at the pole of the major axis, which is the site of highest curvature [270]. We then 
sought to study the roles of chromatin and lamin A/C in nuclear curvature dynamics during AFM 
compression. 
Nuclear curvature, defined as the inverse of the radius of a best-fit circle, was extracted for each 
point in the discretized perimeter of the nucleus for every image collected during the indentation. Prior to 
compression, the nucleus shows two peaks corresponding to the ends of the oval-shaped nucleus (Figure 
5.11A). Once compressed, the nucleus shows a new, clearly defined peak at approximately 10 µm; this 
peak corresponds to the new curvature formed as a result of indentation with the AFM (Figure 5.11B). By 
fitting a Gaussian curve to this peak for each frame in the indentation (Figure 5.11C), we can study how 
curvature changes as a function of indentation; specifically, we extract maximum curvature at the site of 
indentation. We observed that in the regime over which nuclear curvature changes, there is a linear 
relationship between maximum nuclear curvature and indentation (Figure 5.11D). Eventually the 
maximum nuclear curvature plateaus as it cannot exceed that of the AFM probe. 
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Figure 5.11: Dynamic nuclear curvature analysis during AFM indentation. (A) Nuclear curvature versus 
position along perimeter for an undeformed nucleus. The inset displays the mask of the nucleus and the 
discritization of the perimeter. (B) Nuclear curvature versus position along perimeter for a deformed 
nucleus. The inset displays the mask of the nucleus and the discretization of the perimeter. Note the 
additional peak centered around 10 µm representing the site of indentation. (C) A Gaussian fit to the peak 
at the site of indentation extracts maximum curvature under the AFM bead (red dashed box in (B)). (D) 
Maximum curvature plotted during the entire indentation. A linear fit is performed for the region of changing 
curvature. (E) Maximum curvature as a function of indentation plotted for n = 14 WT cells and n = 14 TSA 
treated cells. ** represnts p < 0.01 for a t-test comparing the mean slope of maximum curvature versus 
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indentation. (F) Maximum curvature as a function of indentation plotted for n = 14 WT cells and n = 13 LA/C 
KD cells. Black dashed line represents curvature of the AFM bead. NS represnts no significance for a t-test 
comparing the mean slope of maximum curvature versus indentation. (G) Representative images of SKOV3 
nuclei (H2B) under maximum compression with various treatments. Scale bar = 5 µm. See also Video 5.2. 
Maximum nuclear curvature was plotted against indentation and compared between perturbation 
and control WT nuclei (Figure 5.11E-G). We discovered a significant decrease (p<0.01 for a t-test) 
between the mean slope of maximum curvature versus indentation for TSA treated cells. This implies that 
larger indentations are necessary to induce that same of amount of nuclear curvature in TSA treated cells 
as compared to WT cells. Contrary to chromatin decompacted cells, we observed no significant change in 
the mean slope of maximum curvature versus indentation for LA/C KD cells as compared to WT cells; this 
could be due to either a minimal contribution of lamin A/C to nuclear curvature or an inability to detect the 
changes in nuclear curvature due to the geometry of our assay or the degree of knockdown of lamin A/C. 
While not studied here, our ability to monitor dynamics of nuclear curvature under compression will 
facilitate further studies of both varied deformation geometries and increased of chromatin compaction 
and lamin A/C levels. 
 We observed that chromatin decondensation through TSA treatment resulted in less nuclear 
curvature during indentation as compared to WT, whereas LA/C KD nuclei showed no change in 
curvature under compression in our assay. We hypothesize that this is due to a change in the relative 
resistances to nuclear volume and nuclear surface area strains that we have previously shown. By 
decreasing the bulk resistance, the energy necessary to deform the nuclear volume relative to the nuclear 
surface area decreases. Minimization of energy cost then implies that the nucleus will undergo larger 
volume changes and smaller surface area changes. Decreased nuclear curvature is one means by which 
the nucleus could accommodate larger volume changes with less stretching of the nuclear surface area. 
Our hypothesis for the decreased rate of curvature change in TSA treated cells would lead us 
hypothesize that LA/C KD cells would show a higher rate of curvature change, or that overexpression of 
lamin A/C would mimic the behavior of TSA treated nuclei. Our observation of no significant change could 
either be due to a lack of correlation between lamin A/C and nuclear curvature, or more likely due to the 
geometry of the AFM probe and minimal knockdown of lamin A/C levels limit our ability to observe the 
affect LA/C KD would have on nuclear curvature. Regardless, the dependence of nuclear curvature on 
chromatin compaction levels clearly shows that the nucleus behaves as a two-material system. For a 
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simple elastic solid, the curvature at the site of indentation is independent of the Young’s modulus, a 
second material is necessary to observe altered deformation patterns by changing the material 
properties. This further confirms that both chromatin and lamin A/C contribute to nuclear stiffness in 
compression. 
The relevance of nuclear curvature has primarily been linked to rupture of the nuclear envelope 
as well as development of nuclear blebs. Previous work has examined the correlation between nuclear 
curvature and nuclear envelope rupture through AFM [47]. U2OS cells were compressed with a constant 
force using both sharp (diameter < 0.1 µm) tips and 4.5 µm beads. Nuclear rupture was shown to be 
significantly more frequent when using the sharp tip as detected by mislocalization of YFP-NLS into the 
cytoplasm. Similarly, a constricted migration assay has revealed that it is rather the nuclear curvature, as 
opposed to tension, that is relevant for nuclear envelope rupture [72]. Nuclear blebs have also been 
shown to systematically form at sites of high curvature [270, 275] and are prone to rupture [108]. 
Specifically, chromatin decompaction alone was sufficient to induce an increase in nuclear blebs [270]. 
Nuclear curvature is then highly relevant for understanding the mechanical integrity of nuclei, as loss of 
nuclear compartmentalization due to rupture causes nuclear dysfunction which may contribute to human 
disease [12, 292]. Our work suggests that lamin A/C may not be important for nuclear curvature. 
However, a valid alternate hypothesis is that the geometry of our bead limits our ability to detect the effect 
of the lamin A/C KD on nuclear curvature. We have clearly shown, however, that the state of compaction 
of chromatin has a direct link to the nuclear curvature, and we hypothesize that this is due to the altered, 
relative contributions of the nuclear elastic modulus and nuclear stretch modulus. 
 Our results regarding the dynamics of nuclear curvature under indentation also provide insight 
into how nuclear mechanotransduction may be altered through chromatin decompaction. We show that 
the nucleus develops less curvature during indentation for TSA treated cells, simultaneously implying that 
there is less stretching of the nuclear envelope. As previously noted, stretching of the nuclear lamina is 
thought to be a fundamental mechanism of nuclear mechnotransduction [94]. The state of compaction of 
chromatin may then indirectly alter transcription or the function of stretch activated channels [274] if the 
nucleus is undergoing external stress, as we have shown the distribution of strain to be dependent on 
chromatin compaction. 
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5.6 DNA Damage and Nuclear Compression 
5.6.1 AFM-LS Shows Deformation-Induced DNA Damage 
 Several studies shown that as cell migrate through constricted environments, the confinement 
can result in nuclear blebbing which subsequently leads to an increase in DNA damage [62, 69, 71]. 
Additionally, chromatin decompaction has been shown to increase nuclear blebbing and DNA damage 
independent on lamins [270]. Recent work, however, has suggested that chromatin compaction is 
dynamically regulated in order to prevent DNA damage, and that negating the cell’s ability to regulate 
chromatin compaction can lead to increases in DNA damage during mechanical perturbation independent 
of rupture to the nuclear envelope [6]. We then sought to study using AFM-LS if mechanical perturbation 
alone is sufficient to cause an increase in DNA damage independent of nuclear rupture. 
To study this question, we used our AFM-LS system to compress live MDA-MB-231 nuclei co-
expressing NLS-GFP and 53BP1-mCherry to a height of approximately 2 µm (Figure 5.12A, Figure 5.13). 
During compression, we collected two-color volumetric images allowing us to monitor both DNA damage 
foci (53BP1-mCherry) and nuclear rupture (NLS-GFP leaking into the cytoplasm). As a control, we also 
performed experiments under identical conditions, however the AFM tip was only brought into contact 
with the cell surface (Figure 5.12A). MDA-MB-231 cells showed a significant increase in DNA damage 
independent of nuclear rupture when compressed as compared to when not compressed (Figure 5.12B). 
These results were used to validate a broader study primarily using microfluidic devices to force cells into 
constricted environments to study DNA damage independent of nuclear rupture [142].  
 
Figure 5.12: AFM-LS shows compression alone is sufficient to induce DNA damage. (A) Representative 
image sequences (side-view maximum intensity projections) of control and compressed nuclei before, 
during, and after compression with the AFM. The white arrow points to a new site of DNA damage observed 
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in the compressed condition. Scale bar = 5 µm. (B) Percentage of nuclei with new DNA damage foci for 
control (n=19) and compressed (n=21) nuclei. ** represents p<0.01 for a Fischer’s Exact. 
 
Figure 5.13: 3D rending of a live MDA-MB-231 nucleus under compression. AFM compression alone 
induces two new DNA damage foci without rupture of the nuclear envelope. See also Video 5.3 and Video 
5.4. 
 
5.6.2 Comparison of Mechanical Properties of HT1080 and MDA-MB-231 Nuclei 
It was shown that the increase in DNA damage due to deformation alone was cell-type-specific 
phenomenon. For example, the HT1080 fibrosarcoma cell line was more prone to rupture-induced DNA 
damage as opposed to the MDA-MB-231 breast cancer cell line, which was more prone to deformation-
induced DNA damage [142]. We sought to see if there existed any differences in the mechanical 
properties of these two cells lines as a potential explanation of this behavior (Figure 5.14). We began by 
performing AFM-LS experiments (Figure 5.14A) and using Eq. 5.1 to extract 𝐸𝑉 and 𝐸𝑆𝐴 for each cell line 
(MDA-MB-231: n = 17, HT1080: n = 15)) (Figure 5.14B). We observed no significant change in 𝐸𝑉 
between HT1080 and MDA-MB-231 nuclei (Figure 5.14C). However, 𝐸𝑆𝐴 was significantly lower in MDA-
MB-231 nuclei when compared to HT1080 nuclei (Figure 5.14D). This implies that the chromatin-
dominated bulk resistance in similar between the two cell lines, however the lamin-dominated resistance 
to stretching of the nuclear surface is lower in MDA-MB-231 nuclei [14]. MDA-MB-231 nuclei have been 
shown directly to have lower lamin A/C levels when compared to HT1080 cells [142], so these results are 
in direct agreement with our Lamin A/C KD experiments shown above. Interestingly, lower lamin levels 
and nuclear envelope tension has been shown to minimize the cells ability to protect the nucleus from 
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DNA damage under strain application [6]. This may explain why MDA-MB-231 nuclei are more 
susceptible to DNA damage independent of nuclear rupture than HT1080 nuclei. 
Furthermore, it was shown that deformation-induced DNA damage occurred primarily in the S/G2 
phase of the cell cycle [142]. We then used traditional AFM with Hertzian contact mechanics to compare 
to measure the stiffness of nuclei in HT1080 and MDA-MB-231 cells while simultaneously monitoring cell 
cycle with a FUCCI reporter (Figure 5.14F), which labels cells in red during G0/G1 phase and in green 
during S/G2 phase [293]. Unsurprisingly, we overserved the MDA-MB-231 nuclei were softer than 
HT1080 nuclei regardless of cell cycle. Additionally, we saw no dependence of nuclear stiffness on cell 
cycle for either cell line. Finally, we sought to quantify nuclear curvature during indentation as nuclear 
curvature has been previously linked to nuclear rupture [47, 270]. We observed no change in the 
dynamics of nuclear curvature during indentation (Figure 5.14F,G), which is consistent with our previous 
resulting showing that LAC K/D nuclei have similar curvature dynamics to WT nuclei [14]. 
 
Figure 5.14: Mechanical comparison of MDA-MB-231 and HT1080 cells. (A) A representative time series 
of an AFM-LS compression experiment. Shown are side-view images of an MDA-MB-231 nucleus 
expressing NLS-GFP, indentation with the AFM increases from right to left. Scale bar = 5 um. (B) A 
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representative force versus indentation curve with our model fit as previously described. (C,D) 𝐸𝑉 and 𝐸𝑆𝐴 
as determined by fitting our model to force versus indentation curves. No significant difference in 𝐸𝑉 is 
observed between MDA-MB-231 nuclei and HT1080 nuclei (NS: p>0.1 for an unpaired, two-tailed T-Test). 
A significant decrease in 𝐸𝑆𝐴 is observed for MDA-MB-231 nuclei as compared to HT1080 nuclei **: (p<0.01 
for an unpaired, two-tailed T-Test). (E) AFM with Hertzian contact analysis for MDA-MB-231 and HT1080 
cells expressing a FUCCI reporter for cell cycle (NS: not significant, **: p<0.01 for an ANOVA with post-hoc 
Tukey test). (F) Maximum nuclear curvature at the site of compression plotted versus indentation during 
AFM-LS experiments. Solid lines represent single cells, dashed lines represent average behavior. Black 
dashed line represents the curvature of the AFM bead. (G) The slope of maximum nuclear curvature versus 
indentation compared between MDA-MB-231 and HT1080 nuclei. No significant difference is observed 
between the two cell lines (unpaired, two-tailed T-Test). 
 
5.7 Conclusions 
 The nucleus is not simply a passive rheological sub-cellular component, but rather an active body 
that dynamically regulates cell fate and function in response to mechanical stress. Before understanding 
nuclear mechanotransduction, however, one must first understand nuclear mechanics. Here, we used our 
novel AFM-LS system to study the intricate relationship between compression forces and nuclear 
morphology. Nuclear compression leads to a two-phase force response, with the first phase governed by 
nuclear volume loss and the second phase signifying the onset of nuclear surface stretching. Chromatin 
and lamin A/C were shown to dictate the two phases respectively. We also were able to study nuclear 
curvature dynamically during compression. Chromatin decompaction altered these curvature dynamics, 
however surprisingly lamin A/C KD had no effect on nuclear curvature. Both curvature and stretching of 
the nuclear surface are highly relevant for stretch-activated nuclear mechanotransduction, so the work 
shown here helps inform the length scales at which nuclear stretching occur and the subnuclear 
components that regulate stretching and curvature. 
 The nucleus also houses and protects the entire genome, and alterations to the chromatin can 
lead to a variety of disease states. DNA damage – or specifically breaks in the double helix structure – 
can lead to genomic instability and are thought to relate to mutations. Previously, nuclear rupture was 
thought to be the primary mechanism for inducing DNA damage during cancer metastasis. However, here 
we shown that compression alone is sufficient to induce DNA damage independent of nuclear rupture in 
MDA-MB-231 cells. This phenomenon is cell-line dependent and HT1080 fibrosarcoma cells do not show 
this phenomenon [142]. We then sought to compare the mechanical properties of these two cells lines 
and found that MDA-MB-231 nuclei are more susceptible to stretching of the nuclear surface which may 
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be a mechanism by which they are susceptible to DNA damage without rupture. We further saw that there 
is no dependency of nuclear mechanical properties on cell cycle. These results highlight that rupture is 
not always necessary to cause genomic instability, however one must be careful in developing future 
studies surrounding this as this phenomenon is cell-line dependent. 
 
5.8 Specific Materials and Methods 
5.8.1 Cell culture 
SKOV3 cells were grown in DMEM F12 without phenol red (Gibco), 5% FBS (Sigma-Aldrich) and 
1X antibiotic antimycotic (Gibco). On the day before experiments they were trypsinized and plated at low 
density on fibronectin-coated polyacrylamide gels. 10 µL of Janelia Fluor 549 and 503 was added 2 hours 
prior to experiments, and washed out immediately before cell were examined. Janelia Fluor 503 was not 
used in Lamin A/C KD cells as to not conflate the GFP reporter signal. MDA-MB-231 and HT1080 cells 
were cultured in DMEM/F12 media without phenol red supplemented with 10% FBS (Sigma-Aldrich), 1× 
antimycotic (Gibco) and 15mM HEPES. A day before the experiment, 50-70% confluent cultures were 
trypsinized and plated on polyacrylamide gels (stiffness of 55 kPa) coated with collagen 
 
5.8.2 Combined atomic force microscopy and side-view light sheet microscopy 
The intricate details our AFM-LS system, both regarding the optical design and integration of the 
atomic force microscope, are described in our previous work [172, 239] and above in the previous 
sections. Beaded cantilevers (Figure 5.1C) were generated as described in Chapter 3. Cells prepared as 
described above were place onto the AFM-LS system for no more than a couple hours to ensure viability; 
cells were observed to be viable throughout all experiments. Details of the prism alignment and AFM-LS 
setup are also given in Chapter 3. 
 For nuclear mechanics experiments, force curves were taken at a loading rate of 1 µm/s unless 
otherwise stated. The trigger point for the z-piezo movement was set such that the nucleus was 
compressed to approximately 2 µm. The z-piezo was then fixed in a closed-loop feedback mode for 60 s, 
after which the AFM retraced and continue recording data for an additional 15 s. Data from the AFM was 
recorded at a bandwidth of 2 kHz. A square wave from the AFM was sent to a DAQ board (PCIe-6323, 
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National Instruments) which was used to synchronize both the camera (ORCAFlash4.0 V3, Hamamatsu) 
and laser light (OBIS-561-150-LS and OBIS-488-150-LS, Edmund Optics). For compression of SKOV3 
cells, each channel (488 nm and 561 nm) had an exposure time of 100 ms and 25 ms was taken between 
each frame resulting in a two-color frame acquisition rate of 4 Hz. For MDA-MB-231 and HT1080 cells, a 
single channel (488 nm) was imaged with a 200 ms exposure time and 50 ms readout time for an 
acquisition rate of 4 Hz. Custom software was designed for the synchronization process and image 
acquisition.  
 For DNA damage experiments, Volumetric images were acquired before, during and after 
compression. Cells were compressed to an approximate height of 2 μm by lowering the cantilever at the 
rate of 250 nm/s. For control cells, the cantilever was lowered to indent the cell only a few hundred 
nanometers. Images were acquired for 20 minutes with compression before retracting the cantilever at 
the rate of 250 nm/s. Cells were imaged for 5 minutes after retraction as well.  
 
5.8.3 Nuclear morphology extraction and curvature analysis 
 All nuclear morphology extraction was performed in FIJI [250] using side-view fluorescence 
images of H2B. A rolling-ball background subtraction was performed with a radius dependent on the size 
of the nucleus (~50 – 150 pixels). A Gaussian blur was then performed with a kernel size of 2 pixels 
based upon the full-width half max (FWHM) of the system’s point spread function (PSF). The FeatureJ 
Edges plugin (http://imagescience.org/meijering/software/featurej/) was used to determine the outline of 
the nucleus during compression; this outline was thresholded to generate a binary image. The binary 
outline was then dilated several pixels (2 – 5 pixels, depending on the initial image quality) to form a 
continuous boundary, after which the boundary was filled to generate a mask. The mask was eroded by 
the same amount as the initial dilation to form the final mask of the nucleus. FIJI’s “analyze particles” 
feature was used to extract the cross-sectional area and perimeter of the nucleus throughout the AFM 
compression. 
 All curvature analysis was performed in Mathematica 11.2 
(https://github.com/alihashmiii/curvatureMeasure). Masks of nuclei were imported and the mask boundary 
was discretized such that each discrete point was separated from the next by approximately 250 nm 
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based upon the FWHM of the PSF of our system. For each point on the perimeter, a circle was fit to that 
point and the adjacent points within one fourth of the circumference of the AFM bead on either side. 
Curvature was defined to be the inverse of the radius of the fitted circle; a curvature of 0 represents a flat 
line. To dynamically track the maximum curvature at the site of indentation, a Gaussian curve was fit to 
the curvature versus boundary point data in the region where the nucleus was indented. 
 
5.8.4 Treatments of SKOV3 cells 
For treatment with Trichostatin-A (TSA), TSA was dissolved to 10 mM in DMSO, and then serially 
diluted in PBS to 4 µM on day of treatment. 10 µL of a 4 µM solution in PBS was then added to 190 µL of 
media in 10 mm cloning cylinders, for a final concentration of 200 nM. Experiments were carried out 24-
28 hours after drug addition. The 2 × 10−5 dilution of DMSO, giving 0.002% v/v final concentration was 
judged to be insignificant to the TSA effect. A full description of our knockdown of Lamin A/C is available 
in our previous work [13]  Briefly, DNA for the interfering RNA was transfected using Fugene HD.  The 
media was changed regularly after the first 2-day treatment.  Cells were plated on days 3, 4, and 5, and 
used on days 4, 5, and 6 respectively. Two cells were excluded from the lamin A/C sample because they 
showed sever plastic damage, a phenomenon previously observed in the literature [66, 76] but not 
present in any other cell of the study (Figure 5.15). 
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Figure 5.15: Side-view image series for AFM compression of live SKOV3 stably expressing halotagged 
H2B labeled with Janlia Fluor 549. These cells were compressed 6 days post-transfection of siRNA to halt 
production lamin A/C. One nucleus (left) shows elastic behavior, while the second nucleus (right) shows 
plastic damage. Scale bar = 5 µm. 
 
5.8.5 Immunofluorescence 
To test whether the TSA treatment was effective at inhibiting histone deactylation, we plated cells 
as described and treated half with TSA as described, and half with a sham pipetting of PBS. At 24 hours, 
cells were fixed in 4% formaldehyde, permeabilized with .25% Triton x-100, washed and incubated with 
rabbit monoclonal antibody to acetyl histone H3 (Acetyl-Histone H3 (Lys9) (C5B11) Rabbit mAb #9649, 
Cell Signaling Technology), 1/400 dilution with 1 mg/mL BSA as blocker, overnight.  After primary 
antibody incubation, cells were washed 3 times, and incubated with Alexafluor 488 goat anti-rabbit IgG 
(Invitrogen), and 1/1000 dilution of Hoechst 33342 DNA stain for 1 hour.  After washing, cells were 
imaged at 150 ms exposure with 405 nm and 488 nm excitation light (Objective lens: Plan Apo 60x/1.20 
W, Nikon) (Figure 5.8A and B). 
To test whether the knockdown was successful, we fixed and stained parallel samples with Lamin 
A/C Antibody (E-1) (sc-376248, Santa Cruz Biotechnology) as described above, but used a Goat anti 
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Mouse secondary antibody (Alexafluor 568, Invitrogen).  Cells plated in parallel were stained with the 
same solutions and were imaged at 100 ms exposure with 488 nm and 568 nm excitation light (Objective 
lens: UPlanFL N 40x/1.3 Oil, Olympus) (Figure 5.10A). 
After the collection of immunofluorescence images, nuclei were manually segmented in FIJI 
[250]. For the TSA verification, mean intensity of the H3K9ac marker was calculated for all nuclei (n = 43 
for WT, n = 41 for TSA). A t-test shows a significant relative increase in H3K9ac of approximately 250% 
for TSA treated cells as compared to WT cells (Figure 5.8C). For the Lamin A/C KD verification, mean 
intensity of lamin was quantified for cells expressing the GFP reporter in LA/C KD nuclei (n = 27) and for 
all WT nuclei (n = 58). A t-test shows a significant relative reduction in lamin expression for LA/C KD 
nuclei of approximately 40% as compared to WT nuclei (Figure 5.10B). Note that LA/C KD nuclei appear 
to have a slightly larger spread area as compared to WT nuclei, which is consistent with previous findings 
[32]. 
 
5.8.6 AFM and Hertzian Analysis 
HT1080 and MDA-MB-231 cells expressing a FUCCI reporter were cultured and prepared as 
stated in the previous AFM-LS section. However, cells were plated directly on collagen-coated coverslips 
as opposed to collagen-coated PA gels. Epifluorescence was used to first determine if a cell of interest 
was in S/G2 or G0/G1 phase. Next, a beaded (6 µm diameter) cantilever was positioned directly over top 
of the cell nucleus. Force curves were acquired at an approach velocity of 1 µm/s with data being 
acquired at 2 kHz bandwidth. Three replicates were performed for each cell line, resulting in a total of n = 
51, 51, 50, 50 for HT1080 cells in S/G2 and G0/G1 phases and MDA-MB-231 cells in S/G2 and G0/G1 
phases respectively. To extract the apparent elastic modulus from the force versus indentation data, the 







 √𝑅 𝛿3 (5.2) 
Here, 𝐹 represents the force as is measured by the AFM, 𝜈 is the Poisson ratio which is set to 0.5 for this 
analysis, 𝑅 is the radius of the indenter, 𝛿 is the indentation, and 𝐸 is the elastic modulus. Custom Matlab 
software was used to extract 𝐸 from the first 1.5 µm of indentation for each force curve. Contact points 
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were determined algorithmically via a golden-section search method. Results were analyzed by 




CHAPTER 6: MECHANICAL MODELS OF CELL NUCLEAR MECHANICS5 
In Figure 1.1 I alluded to the importance of iterative feedback between mechanical models of cell 
nuclei and physical measurement through force probes and microscopy. Mechanical models can serve 
either to validate conclusions drawn from experimental data or to provide predictions that guide future 
experiments. In any case, the importance of mechanical modeling in nuclear mechanobiology has been 
grossly underappreciated, with purely experimental studies garnering the majority of attention as 
modeling studies fall aside. In an effort to draw appreciation to the benefits that mechanical modeling can 
serve the community, Chapter 6 provides a review different classes of models, the ways in which nuclear 
mechanical constituents are treated in the models, and the physiologically-relevant problems these 
models address. Furthermore, I develop my own continuum model for AFM compression experiments as 
a means of validating my experimental conclusions from Chapter 5. While theory and simulation often 
take a back seat to beautiful images and experimental data, I hope to tip that narrative slightly towards 
equilibrium through this chapter. 
 
6.1 Introduction 
The cell nucleus is not only the site of transcriptional activity and DNA replication in eukaryotic 
cells, but its mechanical properties additionally serve to both protect the genome and transfer mechanical 
signals from the extracellular environment to the chromatin. The nuclear lamina, which forms a protein 
meshwork along the underside of the nuclear envelope, is one of the primary mechanical constituents of 
the nucleus. A variety of disease states ranging from heart disease [294] to premature aging called 
progeria [295] are associated with defects in the nuclear lamina. These and many other diseases, such 
as cancer [296-299], are known to be associated with both altered nuclear morphology and mechanical 
 
5 Portions of this chapter are previously published in Hobson, C. M. and A. D. Stephens (2020). "Modeling of Cell Nuclear 
Mechanics: Classes, Components, and Applications." Cells 9(7). and Hobson, C. M., et al. (2020). "Correlating nuclear morphology 
and external force with combined atomic force microscopy and light sheet imaging separates roles of chromatin and lamin A/C in 
nuclear mechanics." Mol Biol Cell: mbcE20010073. 
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properties, which are then known to increase nuclear blebbing, nuclear rupture, DNA damage, and 
cellular invasiveness. Mechanical modelling of cell nuclei has become a growing area of research for the 
last decade because of the physical nature of these processes. The purpose of this chapter is to 
introduce mechanical modeling to a broad audience as well as discuss a variety of current and future 
applications of mechanical modeling regarding cell nuclei. In this chapter, we outline the primary classes 
of mechanical models along with their advantages and limitations. Additionally, we detail the current 
experimental understanding of the mechanical constituents of the nucleus, including the cytoskeleton, 
lamins, and chromatin, as well as the ways in which they have been modeled. Subsequently, we discuss 
the importance of mechanical models in interpreting experimental data across different assays. Finally, 
we detail how mechanical models have been used to further our collective understanding of biologically 
relevant processes such as nuclear blebbing and rupture, as well as lay out areas of nuclear mechanics 
in need of additional modeling. Given the extensive role of the nucleus in cellular function and the 
association of mutations in the genes that encode the nuclear lamins with disease, mechanical modeling 
has and will continue to serve a vital role in interpreting current results and providing predictions to guide 
new experiments. 
 
6.2 Classifications of Mechanical Models 
 Broadly speaking, mechanical models of nuclei can be broken down into three categories: (i) 
schematic models, (ii) continuum mechanics (CM) models, and (iii) molecular dynamics (MD) simulations 
(Figure 1). Schematic models are not necessarily specific to nuclei as they are often unable to account for 
geometry and separate components, whereas CM and MD models are designed to be nucleus-specific 
with accurate geometries and separate roles of nuclear constituents. Other approaches and techniques 
exist, however a majority of the mechanical models of cell nuclei fall into the aforementioned three 
categories. Each of these classes have a unique set of advantages and limitations reviewed below and 
summarized in Table 6.1. One model type is not necessarily better than another, but rather different. The 
level of specificity and type of a model should be dictated by the phenomena that wish to be studied. 
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Figure 6.1: Classes of mechanical models. (A) Common components for 1D viscoelastic schematic models 
where 𝐹 is the force across a given element, 𝑘 is the spring constant, 𝜂 is the viscosity, 𝑥 is displacement, 
and 𝑣 is velocity. (B) A CM model of atomic force microscopy where the nucleus is treated as an elastic 
solid surrounded by a thin, elastic shell. The axes represent distance in μm. Force versus indentation data 
shows strain stiffening during compression where the small indentation regime is dictated by the elastic 
solid and the large indentation regime is dominated by stretching of the elastic shell. Reprinted with 
permission for Hobson et al. (2020) [14]. (C) An MD simulation of micromanipulation of an isolated nucleus. 
The nucleus is modeled to have a crosslinked polymeric interior that is linked to a polymeric shell. The 
presence of the polymer interior dictates the initial force response while the shell results in a strain-stiffening 
response during long extension. Reprinted with permission from Stephens et al. (2017) [13]. 
 
 
Table 6.1: A summary of the primary advantages and limitations of the three classes of models. 
Model Type Advantages Limitations 
Schematic 
- Easily solved analytically 
- Provides a simple equation or set of 
equations to fit to a given data set 
- Effective at detecting global changes in 
mechanical properties 
- Effective at studying limiting cases 
where certain structures dominate the 
system’s response 
- Not specific to nuclei, but rather applied to 
nuclear mechanics data 
- Require unrealistic assumptions regarding 
homogeneity, dimensionality, and geometry 
(1D) 
- Limited in their ability to separate 




- Can be solved either computationally 
or analytically 
- Allow for realistic nuclear geometries 
- Ability to prescribe different mechanical 
properties to each structure being 
modeled 
- Successful at studying assay-specific 
nuclear deformations 
- Assume each material to be continuous, 
thus limiting the ability to model polymeric 
structures or variations in protein 
concentration 
- Mechanical properties for each material are 






- Quasi molecular-scale modeling of 
nuclear constituents give a more 
accurate representation of the polymeric 
structures 
- Computationally intensive due to quasi 
molecular-scale modeling 
- Accurate knowledge of interactions 
between monomers is required 
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- Ability to prescribe strength and 
number of bonds in a given material and 
between materials 
- Global material properties are 
emergent from local, molecular 
interactions  
 
- Prescribing complex geometries is more 
difficult than in CM models 
 
6.2.1 Schematic Models 
Schematic models are those which use simple combinations of springs and dashpots to provide 
one-dimensional relationships between stress, strain, and time. A spring has a force response that is 
proportional to extension or compression while a dashpot has a force response that is proportional to the 
rate of extension or compression (Figure 6.1A). The primary benefit of schematic models is that, once 
solved, they provide a set of exact equations to be fit to a given data set. Because of their inherent 
simplicity, schematic models are extremely successful in detecting changes in mechanical properties due 
to biological intervention. A classic example is the Jeffreys model which features a spring and a dashpot 
in parallel, together in series with a second dashpot. This model, when applied to micropipette aspiration 
data collected on MEFs, has been used to show how lamin A/C-deficient nuclei have reduced viscosity 
and elasticity [300]. Similarly, a standard linear solid model which features a spring and dashpot in series 
together in parallel with a second spring has been used to show isolated chondrocyte nuclei are stiffer 
and more viscous than intact chondrocytes [79]. Schematic models are also quite successful at studying 
limiting cases: that is, cases where certain structures or phenomena dominate the entire system, allowing 
for the system’s response to be distilled into simple elements such as springs and dashpots. The primary 
advantages of schematic models are then their ease of use and accessibility, their ability to detect 
changes in mechanical properties under different conditions, and their success in studying limiting cases. 
Schematic models also have a suite of limitations when applied to nuclear mechanics. Exact 
solutions to physical problems characteristic of these models typically require idealized conditions and 
sweeping assumptions that almost certainly do not hold true for biophysical problems. Cell nuclei have 
been shown to be anisotropic [22], heterogeneous [301], and strain stiffening in both compression [14] 
and extension [13]; this directly invalidates these key assumptions. One must then be cautious in 
interpreting the absolute magnitude of the mechanical properties determined by such schematic models 
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as their assumptions are often not met.  Other common assumptions surround nuclear geometry and 
structure, where in schematic models the nucleus is often assumed to be a one-dimensional object that 
glosses over the intricacies of the chromatin, lamins, and their connections. Revisiting the aforementioned 
example of the Jeffreys model, the investigators showed a significant decrease in all parameters 
associated with the model when comparing lamin A/C-deficient MEFs to healthy MEFs. This means the 
model was not successful in distinguishing the specific role of lamin A/C in nuclear mechanics as it could 
not be associated with a specific element of the model being applied. Simply put, schematic models make 
it difficult to determine differential contributions of nuclear components. Along these lines, schematic 
models are generally not specific to cell nuclei; that is, each element in the model is not necessarily 
equated to a mechanical constituent of the nucleus. Schematic models are rather just applied to data 
taken on cell nuclei. Schematic models provide an approachable and easy-to-use means of 
characterizing changes in mechanical properties and studying limiting cases or dominant phenomena. 
However, users must be wary of the assumptions made in their derivation when considering their results. 
 
6.2.2 Contiuum Mechanics (CM) Models 
CM models are those which assume that the materials being modeled are continuous as opposed 
to discretized particles (Figure 6.1B). These models can either be solved analytically or computationally. 
The former generally requires more stringent assumptions while the latter allows for additional flexibility 
and specificity. A classic example of an analytically-solved CM model is the Hertz contact mechanics 
model which presumes contact between two linearly elastic, homogeneous, isotropic solids under small 
indentations [278], which is an idealistic approximation of a nucleus under compression. The Hertz model 
has been used extensively and successfully in atomic force microscopy (AFM) studies to highlight the 
importance of chromatin compaction and lamin A/C in the mechanical integrity of nuclei [48, 302]. 
However, computationally solving CM models through means such as finite element analysis (FEA) 
allows investigators to circumvent some of assumptions of analytically-solved CM models at the cost of 
computational intensity. For example, computationally-solved CM models of AFM have allowed 
investigators to move beyond the Hertz model and study the separate roles of lamins and chromatin, 
more accurate nuclear geometries, and viscous contributions [14, 42, 303, 304]. The first benefit of this 
137 
approach is in the flexibility of the geometry of the system. The investigator can not only set up the model 
to more accurately describe the geometry of the nucleus being studied, but also vary this geometry to 
understand the dependence of the mechanical response on the geometry itself. An example is one of the 
foundation studies of nuclear mechanics which modeled plate compression of spread, rounded, and 
isolated nuclei [280]. Furthermore, an additional advantage is the ability to prescribe layers to a system, 
each with different mechanical properties. This is a simple way to model, for example, the inner and outer 
nuclear membranes as well as the nuclear lamina separately with little added complexity for the user 
[279, 303]. Additionally, each of these layers can be prescribed a separate constitutive law based on the 
current understanding of the literature. Finally, CM models are quite advantageous for modeling specific 
assays because of their ability to quickly and precisely set up the geometry of a system.  
There are limitations, however, to using CM models. The first of these is that CM models assume 
that each material and layer is continuous. More specifically, CM models do not model polymeric systems 
or motion of individual proteins, but instead smooth over the complex filamentous nature of, for example, 
the nuclear lamina and treats it as a continuous solid shell. This is an inherent limitation in that CM 
models do not account for the true physical structure of the constituents of the nucleus, such as the 
meshwork nature of the nuclear lamina [305-307]. Furthermore, CM models require that you know and 
prescribe the mechanical properties of each material a priori. This is in contrast to a simulation for which 
the mechanical properties are emergent. CM models are then advantageous for prescribing realistic 
geometries and easily modeling multiple layers with different material properties. However, they are 
limited in that they require a priori assumptions of the material properties of the system and cannot model 
non-continuous materials. 
 
6.2.3 Molecular Dynamics (MD) 
 The final class of models are MD simulations (Figure 6.1C). In these MD simulations, nuclei are 
discretized on a quasi-microscopic level. Individual molecules can be linked together through specified 
interactions – such as a spring-like force – to form polymeric chains with motion subject to Newton’s laws. 
The polymers can then be organized to form structures such as chromatin fibers or the nuclear lamina, 
and subsequently be subjected to external forces. The first advantage of MD simulations is that they can 
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provide a more accurate structural representation as both chromatin and the nuclear lamina are 
effectively polymer networks [305, 307-309]. Furthermore, these models allow the investigator to 
prescribe both the location and strength of the bonds between nuclear substructures. For example, one 
recent study has investigated the role of the bond strength between the cytoskeleton and the nucleus in 
regulating nuclear shape fluctuations [310]. A third unique advantage of MD simulations is that the 
mechanical response is often emergent and not prescribed. That is, the investigator will define the 
specific interactions between monomers to form polymers as well as the number of polymers and the 
interactions between them, but the simulation will then reveal the mechanical response of this polymer 
meshwork. This has been used to show that nuclei exhibit strain stiffening in micromanipulation 
experiments without needing to prescribe any strain-stiffening phenomena directly into the model itself 
[13, 281]. Similar to CM models, MD simulations allow investigators to easily prescribe multiple materials 
with varied interactions.  
As with the previous techniques, MD simulations also have a set of limitations. First, MD 
simulations are limited in their accessibility to the broader biological community. They often require 
extensive computational power and expertise to design effective and realistic MD simulations. An 
additional limitation is that they are often coarse-grained simulations. That is, there is often a loss of 
structural detail in both the chromatin and lamin networks. Coarse-graining the model then means that 
tuning the strength and number of interactions between monomers is non-trivial and not necessarily 
indicative of the true molecular-scale interactions. They are also limited in their ability to study how 
varying the material properties of a specific nuclear substructure alters the mechanical response. In an 
MD simulation, one can alter that interactions between monomers, but not specifically change the overall 
material properties as easily as in CM models. MD simulations then provide a means of modeling the 
polymeric nature of the nuclear substructures as well as allow for emergent phenomena to be discovered, 






6.3 Nuclear Mechanical Constituents and How They Are Modeled 
 While the cell nucleus is a beautifully complex system, its mechanical response is in general 
dependent on 3 things: the cytoskeleton, the nuclear lamina, and the chromatin (Figure 6.2). These 
structures are themselves composed of multiple constituents, each of which are dynamic with intricate 
molecular-scale interactions [93, 311, 312]. Additionally, these structures are not independent. They form 
a mechanical and biochemical pathway from integrin receptors to the nuclear interior, capable of 
propagating forces on the cell surface to the DNA and subsequently altering transcription [26, 28, 29]. 
Mechanical modeling, however, has not yet reached this full level of detail and often takes a coarse-
grained approach to studying their respective roles. Here, we review the current understanding of the 
mechanical roles of these three structures based on experimental data and how they have subsequently 
been treated in nucleus-specific CM models and MD simulations (Table 6.2) [12]. 
 
Figure 6.2: Schematic view of the cell nucleus. (A) A schematic of a whole cell. (B) A close-up, cross-section 
schematic of the ventral half of the cell drawn in (A). The proteins, structures, and interactions are a subset 
of the full system, but are historically those which are relevant to consider when developing a mechanical 
model for nuclei. 
 
Table 6.2: Summary of nucleus-specific mechanical models. Column 1 provides the class of model. CM-A: 
analytically-solved continuum mechanics model. CM-C: computationally-solved continuum mechanics 











Simulation Conclusions Reference 
AFM 
(CM-C) 
N/A Elastic Shell Elastic Solid 
- Nuclei exhibit strain stiffening 
in AFM 
Hobson, 
C., M. … 
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- Chromatin resists volume 
changes at small indentations 
- Lamin A/C resists surface 
area changes causing strain 





N/A Elastic Shell 
Viscoelastic 
Solid 
- Including the nuclear 
envelope is necessary to 
recapitulate the magnitude and 
shape of experimental force 
versus indentation curves on 
cells 
- Force response is sensitive to 
elasticity of “nucleoplasm” 
- Force response is highly 
dependent on probe angle 
Vaziri, A., 
… Mofrad, 




N/A N/A Poroelastic 
- Nuclei exhibit depth-
dependent relaxation rates, 
consistent with poroelastic 
materials 
Wei, F., … 
Li, G. [304] 
AFM 
(CM-C) 











- Presence of nuclear lamina 











N/A Elastic Shell 
Viscoelastic 
Solid 
- Micropipette aspiration 
measurements are highly 














- Nuclear lamina buckles with 
lack of chromatin 
- Chromatin provides the short 
extension force response 
- Lamin determines strain 
stiffening due to the geometry 
of the nucleus during long 
extension 
- Two regime force response 
requires both chromatin-
chromatin and chromatin-lamin 
tethers 
Banigan, 











N/A Elastic Shell 
Viscoelastopl
astic 
- Lower stiffness of the nuclear 
lamina increases nuclear 
plasticity 












Hyperelastic N/A Hyperelastic 
- Force response is dependent 
on cell and nuclear geometry, 
with spread cells appearing 
stiffer than round cells, both of 












Elastic Shell N/A 
- Provide equations linking 
nuclear shape to applied force 
and elastic modulus 
Balakrishn
an, S., … 
Ananthasu













N/A Elastic Solid 
- Stress concentrates along the 
edges of the nucleus in 
absence of actin cap 
- Absence of actin cap 
increases nuclear stress 
Kim, J. K., 















- Provide relationship between 
mechanical properties and 
active processes for migration 
- There exists a critical pore 
radius for which a cell can enter 
based upon nucleus stiffness 
















- Resistance to transmigration 
is dependent on ECM stiffness, 
pore size, and lamin A/C 
stiffness 
- Lower lamin A/C stiffness 
results in increased nuclear 
plastic damage 
- Model predicts buckling of the 
lamina, nuclear rupture, and 
volume loss 











- There exists a critical force a 
cell must overcome to enter a 
constricted pore 
- The critical force increases as 
the pore size decreases and/or 
the stiffness of the environment 
increases 
- Decreases in the stiffness of 
the nucleus decrease the 
critical force 












- Nuclear softening increases 
invasiveness 
- Nuclear stiffening increases 
plastic damage of the nucleus 
Mukherjee, 





- Constricted migration leads to 










- Retraction of blebs with only 
A-type lamins follow a double-
exponential decay 
- Retraction of blebs with A- 
and B-type lamins follow an 
exponential decay 
- One-component blebs can 
stabilize in the blebbed state 
Wren, N. 
S., … Dahl, 


















- Tethering between chromatin 
and nuclear lamina is 
necessary for bleb formation 
- Stiffness of connection 
between the nucleus and 
cytoskeleton correlates with 
nuclear shape fluctuations 
Lionetti, M. 
C., … La 











- Larger mesh size of A-type 
lamins relative to B-type lamins 
is required to form nuclear 
blebs 
Funkhouse
r, C. M., … 
Olvera de 

















- Rupture site radius increases 
exponentially to a critical value 
before closing linearly in time. 
- Increased viscosity of the 
nuclear lamina minimizes 
rupture radius 
- Chromatin herniations are 

















- Develops scaling laws 
between hole nucleation rate 
and strain on the lamina for 
homogenous and 
heterogeneous lamina layers.  
- Predicts that increased lamin 
density correlates with a 











Fluid N/A Fluid 
- Rate of outflow of nuclear 
contents correlates with the 
diameter of the rupture site 
Zhang, Q., 




N/A N/A Elastic-Fluid 
- Separation of repair proteins 
from the chromatin resulting in 
delayed repair is sufficient to 
Bennett, R. 
R., … Liu, 





observation of increased DNA 














- Higher pressure and thinner 
nuclear lamina increase 
wrinkling of detached nuclei 
- Nuclear volume decreases 
upon detachment 
Kim, D. H., 

















- Cell geometry alters local 
stresses which regulate 
nuclear architecture and 
mechanics 
- A 3-way feedback mechanism 
between the nucleus, the 
cytoskeleton, and adhesions 
recapitulates experimental 
results regarding cell geometric 
constraints and can predict 













Elastic Shell Elastic Solid 
- Cell spreading is necessary 
and sufficient to drive nuclear 
flattening 
Li, Y., … 
Dickinson, 
R. B. [321] 




The cytoskeleton primarily consists of actin, microtubules, and intermediate filaments. Arguably 
the most important of these constituents for nuclear integrity and mechanics are actin and vimentin 
intermediate filaments. In spread cells, actin has been experimentally shown to form a perinuclear cap 
that is important for mechanosensation, cell migration, and nuclear shape [31, 36, 321, 322]. Additionally, 
Arp2/3-driven actin polymerization has been shown to disrupt the nuclear lamina and facilitate constricted 
migration [323]. The cytoskeleton also serves an antagonistic rule as both actin and microtubules can 
deform the nucleus [266, 324, 325]. The literature regarding actin and the actual mechanical properties of 
the nucleus are seemingly conflicting, likely due to extension- versus compression-based force 
measurements and the aforementioned antagonistic behavior. Single and dual micromanipulation 
extension studies have concluded that actin is not critical for protecting against nuclear shape change 
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under external force [21] or in vivo or ex vivo single nucleus force measurements [13]. AFM studies with 
sharp probes compressing nuclei, however, concluded actin depolymerization reduces nuclear elasticity 
and viscosity [25]. Vimentin – an intermediate filament shown to be itself strain stiffening [326, 327] – 
forms a perinuclear cage [328]. This cage has been experimentally shown to maintain nuclear positioning 
and deformation in the cell through single micromanipulation studies [21], AFM [24], and constricted 
migration assays [329].  
Despite these significant contributions of the cytoskeleton to nuclear integrity, a majority of 
mechanical models consider only isolated nuclei, in which vimentin does not contribute to nuclear 
mechanics [13]. The models that consider the cytoskeleton often seek to model its role as either a 
compressive element in nuclear flattening [32, 46, 129, 321] or a mechanism of facilitating constricted 
migration [66, 316]. Only one mechanical model has studied the role of vimentin in AFM simulation; 
vimentin was modeled as a cage-like structure and simply shown to resist nuclear deformations [129]. 
There is then a need in the current literature surrounding mechanical models that include the cytoskeleton 




 The second mechanical constituent of the nucleus is the nuclear lamina. Here, we provide a 
review of the nuclear lamina as well as the ways it has been mechanically modeled. The nuclear lamina 
forms a thin protein meshwork along the inside of the nuclear envelope and consists of two primary types: 
A- and B-type lamins [330]. A-type lamins consist of lamin A and C; B-type lamins consist of lamin B1 and 
B2. The nuclear lamina is of particular interest in nuclear modeling because it is a major mechanical 
component of the nucleus [60] and thus has roles in nuclear morphology [32], bleb formation [330], and 
nuclear rupture [331] especially during migration  [62, 69, 71]. Early micropipette aspiration experiments 
showed the relevance of the nuclear lamina to the elastic response of nuclei [75]. Lamins’ storied role in 
nuclear mechanics has led to its inclusion in most mechanical models. Most commonly (and simply), the 
nuclear lamina has been modeled as a linear elastic shell, either infinitely thin [14] or with some finite 
thickness [42, 46, 279, 303, 313, 314]. This serves primarily to capture the mechanical resistance from 
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stretching of the nuclear lamina, but may oversimplify key experimental findings. Lamin B1 has itself been 
experimentally shown to be strain stiffening [332]. Along these lines, lamin A/C and B1/B2 have been 
shown to have a low persistence length suggesting they are easy to bend but hard to stretch like 
idealized worm like chain models [307]. Simulations using a hyperelastic shell model for the nuclear 
lamina employed by some investigators [66, 276] are then more applicable for modeling this behavior as 
it captures the nonlinear force response at high strains. There is further experimental evidence that the 
nuclear lamina has a viscous response on relevant timescales [41, 76, 333]; various groups have sought 
to model this by treating the nuclear lamina as a viscoelastic material as opposed to purely elastic [316, 
319]. Outside of continuum theory, the lamina has been modeled as a meshwork of polymers [13, 129, 
281, 310, 317], providing a more physical representation of the true structure visualized and detailed by 
super-resolution microscopy studies [305, 306] and cryo-electron tomography [307]. Such modeling 
allows for studying the implications of altered mesh sizes, fiber stiffness, and bond strengths, which are 
parameters not easily accessible through experimentation or continuum modeling. Because of its clearly 
demonstrated importance in nuclear integrity, the nuclear lamina is an essential component of any 
nuclear mechanical model. 
The majority of the previously mentioned techniques of modeling the nuclear lamina treat it as a 
single-material system; this is not the case. As previously noted, the nuclear lamina consists of both A- 
and B-type lamins, which serve distinct roles both in nuclear mechanics and nuclear function. It was 
originally thought that only lamin A/C was relevant for nuclear mechanics [18], and that lamin B1 was 
more so associated with proper orientation of the nucleus relative to the cell body [334]. However, it was 
later shown that in micropipette aspiration experiments that the ratio of A-type to B-type lamins was 
positively correlated with nuclear stiffness [41]. Additional work has shown that when nuclei with already 
low levels of lamin A/C are experimentally depleted of lamin B1, nuclei become stiffer in both micropipette 
aspiration [78] and micromanipulation experiments [13]. Furthermore, viscoelastic studies have 
suggested that lamin A/C could be the primary viscous contribution and lamin B1/B2 could be the primary 
elastic contribution to mechanical response [41, 67]. Although, there is no mechanical modeling to back 
these conclusions. Recent work has also shown that lamin B2 mimics the role of lamin A/C in that 
decreasing levels of lamin B2 induces nuclear softening and increases migration [335]. The distinctions 
146 
between lamin A and C as well as lamin B1 and B2 provide an additional level of depth to be researched. 
Not only do they serve separate mechanical purposes, but they also are post-translationally modified 
differentially and spatially separated as well. While both lamin A/C and B1/B2 are post-translationally 
farnesylated, lamin A/C is further processed to lose the farnesyl group and lamin B1/B2 maintains it [336]. 
This differential farnesylation is believed to underlie the reason lamin B1/B2 resides approximately 10-20 
nm closer to the nuclear periphery as determined by super resolution microscopy methods [17]. To date, 
few models have sought to account for the different types of lamins. A polymer-based model [317] and a 
CM model [318] have worked to capture this by treating lamin A/C and lamin B1/B2 as distinct materials 
to study bleb formation. However, there are little-to-no mechanical models that treat lamin A/C and lamin 
B1/B2 as separate materials with different viscoelastic properties in the common assays such as AFM 
and micropipette aspiration. For a complete model of the complexity of the nuclear lamina, one would 
need to account for each trait detailed here – elasticity, strain stiffening, viscosity, polymeric structure, 
separation of lamin A/C and lamin B1/B2 – as well as the variation in density of lamin A/C and lamin 
B1/B2 around the nuclear surface. 
 
6.3.3 Chromatin 
 Chromatin is the final mechanical constituent of the nucleus. Initial micropipette aspiration studies 
of isolated Xenopus oocyte nuclei concluded that chromatin had little role in the mechanical properties of 
nuclei [75]. Later research, however, has concluded otherwise, specifically showing that the compaction 
levels of chromatin are directly related to nuclear stiffness and dominate small deformations [6, 13, 14, 
48, 76, 269, 337]. Early models of nuclear mechanics consistently refer to the nuclear interior as the 
“nucleoplasm” [279, 303]; this term inaccurately portrays the nuclear interior as purely fluid-like. 
Experimentally, the chromatin has been observed to have an elastic response which is inconsistent with 
pure fluid-like behavior. The simplest model of the chromatin is then a purely elastic solid, which captures 
only the elastic response and ignores the viscous contribution from the surrounding fluid [14, 129]. An 
improved approach is taken by other groups where the chromatin and the surrounding fluid are more 
appropriately modeled as viscoelastic [279, 303, 313, 316], which is consistent with experimental 
observations in intranuclear protein mobility [83] and micropipette aspiration [45, 79, 300]. A further 
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alternative approach is the poroelastic model of chromatin. [66, 304]. A poroelastic material accounts for 
viscous flow through defined pore sizes, similar to flow of the surrounding medium through the chromatin. 
Such materials are characterized by a strain-dependent viscous response, which has been observed in 
AFM studies [304]. This builds on purely viscoelastic treatments as it can inform how the compaction 
state of chromatin, and the subsequently altered pore size, could have an influence on the viscous 
response as well as the elastic response Increased viscosity has also been shown to be a signature of 
high-risk leukemia cells [338]. These viscous contributions from bulk nuclear deformation must be 
carefully considered as they may not be present for physiologically relevant timescales of approximately 
10s of nm/s [339, 340]. Outside of continuum theory, the chromatin has been modeled as a confined 
polymeric system tethered to itself and the nuclear surface [281, 310]. With the recent developments 
regarding the mechanical role of chromatin, it is crucial that it be accurately modeled in studies of nuclear 
mechanics moving forward. 
 
6.4 Modeling of Assays for Studying Nuclear Mechanics 
 One purpose of mechanical modelling in informing how changes in nuclear mechanics can be 
measured by experimental techniques. Most experimental studies use a simple schematic model to 
extract material properties from a given data set. This approach can be quite useful in understanding the 
dominant response in a given system, yet it glosses over the intricacies of each assay. Additional 
computational modeling provides this added insight of the assays used to probe nuclear mechanical 
properties. Such modeling has been done for almost all experimental techniques, including AFM [14, 303, 
341], micropipette aspiration [279], micromanipulation [13, 281], constricted migration [66, 314, 316], 
substrate stretching [32], plate compression [280, 313], and magnetic bead twisting [59]. A majority of 
these computational models are CM models because of the ease of defining a geometry consistent with 
the assay. Results of these models often show discrepancies from their schematic counterparts, generally 





6.4.1 Modeling Resolves Contrasting Experimental Results Across Assays 
Each assay mechanically probes the nucleus in different ways; mechanical models are especially 
useful in determining how a given assay may be more or less sensitive to specific nuclear structures, time 
scales, or length scales. For example, one group developed nearly identical CM models of micropipette 
aspiration and AFM with conical tips, both modeling an isolated nucleus consisting of the outer and inner 
nuclear membranes, the nuclear lamina, and the “nucleoplasm” [279, 303]. Their simulations showed that 
micropipette aspiration is highly sensitive to changes in the stiffness of the nuclear lamina relative to the 
“nucleoplasm” [279]. Their AFM simulations, however, were quite sensitive to changes in the elasticity of 
the “nucleoplasm” [303], or more appropriately the chromatin filling the nucleus. This provides insight into 
why early micropipette aspiration measurements did not see chromatin as a relevant mechanical 
constituent [75] until the chromatin was condensed drastically via divalent ions [76], whereas AFM studies 
have clearly shown the relevance of chromatin to the elastic response of nuclei [14, 48]. These 
simulations showed that the intranuclear strain is dependent on the geometry by which the nucleus is 
deformed, which subsequently leads to more specified probing of the lamina in micropipette aspiration. 
Similar geometry dependence has been shown for simulated micromanipulation [281]. This highlights 
further how and specifically why conclusions made with one assay may not necessarily transpire directly 
to another assay. Such comparative modelling of assays could help clarify the seemingly conflicting 
experimental results of the mechanical role of actin previously noted where clear differences are seen 
between extensional and compressive measurements [13, 21, 25]. Mechanical models are paramount for 
providing more informed conclusions about one’s experimental data and are likely to clarify the origin of 
conflicting results as different perspectives rather than right versus wrong. 
 
6.4.2 Emergent Mechanical Phenomena from Complementary Experimental Assays – Strain Stiffening 
Models of nuclear mechanics assays have also been useful in explaining emergent experimental 
findings. A specific example regards the relative contributions of the nuclear lamina and chromatin. We 
previously described how both the nuclear lamina and chromatin contribute to the mechanical response 
of nuclei. Micromanipulation experiments of isolated nuclei were able to separate their respective roles. 
They showed the existence of a two-regime force response where the low-strain regime (< 3 μm) is 
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dominated by chromatin and the high-strain regime (>3 μm), specifically strain stiffening, was dominated 
by the nuclear lamina. The investigators developed an MD simulation of a polymer shell (lamina) filled 
with a cross-linked polymeric interior (chromatin) that recapitulated the experimental results of both strain 
stiffening as well as predicted buckling of the lamina in the absence of chromatin [13, 281]. Our results 
build upon this work by showing similar strain-stiffening results in AFM compression. To validate our 
conclusions and connect our results to mechanical properties, we developed a simple computational 
model of AFM indentation experiments. As the nucleus is the stiffest sub-cellular structure and the focus 
of our analysis, we chose to model only deformation of the nucleus. We constructed an axisymmetric 
finite element analysis (FEA) model featuring a stiff, spherical, polystyrene indenter and an ellipsoidal 
nucleus (Figure 6.3A). Previous research has examined FEA models of AFM [341, 342], yet to our 
knowledge none have examined the relationship of nuclear morphology and force. The nucleus in our 
model features two separate materials: an infinitely thin, elastic membrane with a stretch modulus (𝛾) 
wrapped around an elastic solid with an elastic modulus (𝐸). This then does not account for the 
interaction between the outer nuclear membrane and the endoplasmic reticulum, and instead models 
primary the closed system of the nuclear lamina and chromatin. The model assumes quasistatic behavior. 
 
Figure 6.3: Finite Element Analysis (FEA) model of AFM indentation. (A) Selected frames from a finite 
element analysis simulation of a nucleus undercompression. The nucleus has an elastic modulus, 𝐸, and 
a separate stretch modulus, 𝛾. (B). Force versus indentation shown for varied 𝐸 and 𝛾. (C). Resistance to 
nuclear volume change, 𝐸𝑉, plotted against variations in both 𝐸 and 𝛾. A significant correlation (p<0.001) 
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is seen between 𝐸𝑉 and 𝐸, but no significant correlation is seen between 𝐸𝑉 and 𝛾. (D). Resistance to 
nuclear surface area change, 𝐸𝑆𝐴, plotted against variations in both 𝐸 and 𝛾. A significant correlation 
(p<0.05) between 𝐸𝑆𝐴 and 𝛾 is seen, but no significant correlation is seen between 𝐸𝑆𝐴 and 𝐸. See also 
Video 6.1. 
 We simulated AFM indentation with varied values of 𝐸 and 𝛾 and examined the qualitative 
changes in the force-indentation curves (Figure 6.3B). We found that varying the elastic modulus leads to 
softening over the entirety of the indentation. However, variations in the stretch modulus of the elastic 
layer led to altered behavior only at larger indentations (> 0.5 µm). This corresponds directly with our 
observation from our AFM-LS experiments. We showed that decondensation of chromatin and 
knockdown of lamin A/C lead to decreases in 𝐸𝑉 and 𝐸𝑆𝐴 respectively, and 𝐸𝑉 provides resistance over 
the entire indentation while 𝐸𝑆𝐴 provides the additional resistance at larger indentations. 
 Observing the same qualitative behavior in the force-indentation curves provided motivation to 
correlate the material properties of the FEA model (𝐸, 𝛾) with 𝐸𝑉 and 𝐸𝑆𝐴. To do so, we performed 
identical analysis for extracting 𝐸𝑉 and 𝐸𝑆𝐴 as previously described on our FEA model data. By varying 
either 𝐸 or 𝛾 while keeping the other constant, we were able to study these correlations. We examined 
correlations between 𝐸𝑉 (Figure 6.3C) and 𝐸𝑆𝐴 (Figure 6.3D) with 𝐸 (blue) and 𝛾 (orange). We observed a 
significant, linear correlation between 𝐸𝑉 and 𝐸 as well as 𝐸𝑆𝐴 and 𝛾; no significant correlation was 
observed between either 𝐸𝑉 and 𝛾 or 𝐸𝑆𝐴 and 𝐸. This shows that our resistances to nuclear volume 
change and nuclear surface area change (𝐸𝑉 and 𝐸𝑆𝐴) are indicative of material properties of the nucleus. 
Specifically, 𝐸𝑉 is a representative measure of the elastic modulus of the nucleus and 𝐸𝑆𝐴 is a 
representative measure of the nuclear stretch modulus. We then find that our measured mean 𝐸𝑉 of 0.58 
kPa corresponds to 𝐸 = 0.63 kPa and our measured mean 𝐸𝑆𝐴 of 0.79 kPa corresponds to 𝛾 = 2.5 mN/m, 
both of which are consistent with the current literature for Young’s modulus measurements of the nucleus 
and stretch modulus of the nuclear membrane respectively [24, 25, 43-45, 50, 51, 75]. Furthermore, we 
varied the size of our model nucleus and found that 𝐸𝑉 and 𝐸𝑆𝐴 are independent of initial nuclear size 
(Figure S8), similar to our results from experiments (Figure 6.4). 
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Figure 6.4: 𝐸𝑉 and 𝐸𝑆𝐴 extracted from FEA model are independent of initial nuclear morphology. Plots of 𝐸𝑉 
(A) and 𝐸𝑆𝐴 (B) versus nuclearly morphology as well as best fit lines. A Pearson’s correlation test gives no 
significant correlation between 𝐸𝑉 or 𝐸𝑆𝐴 and initial nuclear morphology. 
All finite element analysis (FEA) modeling was performed in COMSOL Multiphysics 5.2a. The 
geometry was defined in 2D under axisymmetric assumptions. The AFM tip was modeled to be an elastic 
sphere of radius 3 µm with an elastic modulus of 3.5 GPa and Poisson ratio of 0.3. The nucleus was 
modeled to be an elastic ellipsoid with a long axis radius of 8.5 µm and a short axis radius of 3 µm. The 
bottom 1.5 µm of the ellipsoid was truncated and set to be a fixed constraint. The nucleus had a Poisson 
ratio of 0.3 and an elastic modulus varied about 1 kPa. The nucleus was wrapped in a thin elastic layer 
governed by a total spring constant which varied about 10 mN/m. The thin elastic layer also changes the 
boundary condition between the nucleus and AFM tip such that forces on either side of the boundary are 
equal in magnitude and opposite in direction, but the displacements on the either side of the boundary are 
no longer coupled. To simulate indentation, the AFM tip was incrementally stepped a total distance of 2 
µm in steps of 0.1 µm. At each step, the MUMPS solver was used to solve for the displacement and 
stress along the mesh. A surface integral on the AFM tip provided the reactionary force at each 
indentation step; nuclear morphology was also extracted at each indentation step. All analysis was 
performed under that assumption of quasistatic behavior; that is, no time-dependence was accounted for 
in our FEA model. The equation governing the behavior of elastic solids is given by 
0 = ∇ ∙ 𝐒 +  𝐹𝑉⃑⃑⃑⃑ (2) 
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where 𝐒 is the stress tensor and 𝐹𝑉⃑⃑⃑⃑  is the volume force. The equation governing the thin elastic layer is 
given by 




where 𝑺 is the stress tensor, ?⃑?  is the vector normal to the surface, 𝛾 is the stretch modulus, 𝐴 is the 
contact area, and ?⃑?  is the displacement field. 
In both instances of micromanipulation and AFM, the mechanical models explained that geometry 
alone is sufficient to induce strain stiffening; non-linear material properties are not necessary. They 
additionally provided a means of simulating the effects of knocking down lamin A/C as well as 
decompacting chromatin, providing support to the conclusions that chromatin dominates small nuclear 
strains while the lamina provides strain stiffening at large nuclear strains. Finally, lamin strain-stiffening is 
supported by many experiments including in vitro filament stretching [332], short persistence length 
measurements [307], nuclear morphology during cell seeding [321], nuclear stress stiffening [76], and 
non-linear nuclear osmotic properties [277].  Observing emergent phenomena in nuclear mechanics must 
be solidified and backed by accurate mechanical models that validate the source of these phenomena. 
Here, lamin-based nuclear strain stiffening has been supported both by complementary experimental 
techniques of extension (micromanipulation) and compression (AFM), but also by complementary MD 
simulations and CM modeling respectively. 
 
6.5 Applications of Mechanical Models to Biologically Relevant Processes 
 Mechanical models have historically been useful in informing our collective understanding of a 
variety of biological processes. Here, we review the major topics for which these models have proven 
useful for understanding key biological processes. These topics include cellular migration, nuclear 
blebbing, nuclear rupture, and cell spreading and detachment. Specifically, we detail the major 
experimental observations and conclusions as well as how mechanical models have been used to explain 





6.5.1 Constricted Cellular Migration 
 During processes such as cancer metastasis and immune response, cells migrate through tight 
constrictions resulting in extreme levels of strain, where lamin mechanics dominate. The cell nucleus – 
and more specifically the nuclear lamina stiffness – was experimentally shown to provide the rate-limiting 
step in such migration [5, 67]. Softer nuclei, due to lower levels of lamin A/C, have been previously 
correlated to increased migration efficiency, potentially providing a connection because successful 
metastasis and altered mechanical properties [67]. Alternatively, recent experimental work has shown 
also that nuclei treated with Trichostatin A (TSA) to decondense chromatin and subsequently induce 
nuclear softening leads to slower migration rates [343] but increased successful constricted migration 
[315]. This is not immediately intuitive as we traditionally understand migration speed to correlate with 
successful migration. However, decreased compaction could limit the ability of the nucleus to propagate 
the force necessary to traverse a constriction [344]. It is additionally known that active processes 
condense chromatin at the induction of cell migration [126]. Finally, the significant external stress on the 
nucleus during migration has experimentally been shown to cause nuclear rupture and subsequent DNA 
damage [62, 69, 71] as well as plastic deformation [66, 67]. The physiological relevance of constricted 
migration combined with the role of mechanical properties in its efficiency make it well suited to be 
studied by mechanical modeling. 
Both mechanical [314, 316] and chemomechanical [66] models have been developed to better 
understand constricted migration. A crucial result shown in simulation is that decreasing the stiffness of 
the nuclear lamina allows for increased migration rates, which is consistent with the previously mentioned 
experimental data. While this does not appear immediately profound, this modeling result highlights that it 
is actually the mechanical properties of the nuclear lamina that limit migration. While this does not 
preclude a role for a downstream active response to lowered levels of lamin A/C, this shows that the 
mechanical properties alone are sufficient to explain the experimental observations. Similarly, modeling 
concludes that lower nuclear lamina stiffness is sufficient to increase nuclear plasticity [66, 316]. Recent 
modeling work has begun to study the role of chromatin’s material properties on migration, showing 
through simulation that reducing the stiffness of chromatin decreases the amount of force the cell must 
generate to enter a constriction [315]. No modeling, however, has studied why chromatin decompaction 
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serves to slow constricted migration speed. Some modeling has been done to understand the feedback 
mechanisms that regulate nuclear morphology and chromatin condensation levels [129]; however, no 
such modeling has been applied to constricted migration. Additionally, these models allow for predictions 
to be made; one such example is that nuclei undergo volume loss during constricted migration [66], which 
could have significant implications regarding chromosome territories and transcription as nuclear volume 
loss has been experimentally shown to lead the nucleus into a transcriptionally quiescent state [35]. While 
this has yet to be observed in migration assays, nuclear volume loss has recently been shown for similar 
magnitudes of compression in AFM experiments [14] and plate-compression assays [35]. Mechanical 
modeling of constricted migration has been crucial for confirming that nuclear mechanical properties in 
part govern successful migration, but further simulations could inform additional subtleties regarding the 
role of chromatin. 
 
6.5.2 Nuclear Blebbing and Rupture 
 Nuclear blebs are defined to be abnormal protrusion from the nuclear surface. Formation of such 
blebs has been a prominent topic of recent research as they are often associated with a variety of 
disease states such as leukemia [345], prostate cancer [296], cervical cancer [297], breast cancer [298, 
299], progeria/advanced aging, and muscular dystrophy [295]. Depletion or mutation of lamins were the 
first and most prominent experimental change that cause nuclear blebbing and ruptures. There is 
conflicting research regarding the composition of the nuclear lamina within nuclear blebs. Early work had 
defined blebs to be enriched only with lamin A/C and lacking of lamin B1/B2 [330]. However, a recent 
study has shown the existence of a bimodal distribution wherein approximately half of the blebbed 
population lacks lamin B1/B2 in the bleb while the other half has lamin B1/B2 in the bleb [270]. The rate of 
bleb formation has been experimentally shown to increase with lamin B1 deficiencies [346]; recent 
research has also shown that nuclear blebs can proceed solely from chromatin decompaction and 
weakened chromatin-based nuclear mechanics, independent of changes to lamins [270, 337, 347]. 
Further experimental work has shown that the increase in entropic pressure from chromatin 
decompaction is sufficient not only to induce blebs, but to rupture nuclei [50, 51]. Little is known, however, 
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on the exact mechanism by which blebs form. Given their association with disease and nuclear rupture, 
bleb formation and stability are relevant phenomena to investigate through mechanical modeling.  
To study nuclear blebs through mechanical models, investigators have modeled the nuclear 
lamina as a two-material system, allowing them to separate the roles of lamin A/C and lamin B1/B2 in 
bleb formation [317, 318]. In the earlier study, the lamin A/C and lamin B1/B2 were treated as separate 
polymeric systems tethered together by a series of connectors. The investigators were more interested in 
understanding dynamics of blebs as opposed to mechanisms of formation. Blebs consisting of either both 
lamin A/C and B1/B2 or just lamin A were artificially induced with no physiological mechanisms 
prescribed. It was shown that blebs enriched in just lamin A/C were more mechanically stable, suggesting 
that the physical separation of lamin A/C and lamin B1/B2 and the strength of their connections govern 
the stability of blebs. This model is also consistent with the reduction of αII-spectrin causing nuclear blebs 
of only one component [348]. The latter model used a CM approach wherein they modeled the nuclear 
lamina as a shell with each spatial location corresponding to a location of enriched in either lamin A/C or 
lamin B1/B2 [318]. They modeled bleb formation by considering the preferred nuclear shape due to 
minimization of bending and stretching energy as a function of the relative amount of lamin A/C to lamin 
B1/B2 as well as the mesh sizes of each structure. It was assumed in the model that A- and B-type lamins 
have different preferred curvatures and mesh sizes. Their model showed that a difference in mesh sizes 
between lamin A/C and lamin B1/B2 was necessary for forming a blebbed system. Both of these models 
of nuclear blebs predated the recent research regarding the role of chromatin in bleb formation; neither 
model considered chromatin in their simulations. While these models have provided solid initial steps in 
understand the mechanics of blebs, they do not exactly recapitulate experimental findings. A recent 
model, however, has considered chromatin’s role in bleb formation [310]. They showed specifically 
through simulation that tethering of the chromatin to the nuclear lamina at lamin associated domains was 
necessary to induce blebbing. However, this model does not separate A- and B-type lamins and therefore 
cannot shed light on their roles in bleb formation. There is then room to build upon these works to further 
understand the mechanisms by which blebs form and their mechanical properties. 
The formation of blebs can often lead to nuclear rupture, which is believed to be associated with 
nuclear dysfunction. Such rupture events are often associated with cellular migration [62, 69, 71], 
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however it also is known to occur as a result of actin-based confinement [266]. Furthermore, recent work 
has shown that local tensile [272] and compressive forces [47] are sufficient to rupture nuclei as well. 
Such rupture events provide a chance for cytoplasmic contents to mislocalize into the nucleus, and vice 
versa [349]. With flow across the nuclear envelope no longer regulated by the generally-selective nuclear 
pore complex [350], a variety of groups have observed an increase in double-stand DNA breaks [62, 69, 
71, 108]. This has obvious implications for proper nuclear and cellular function, and is worthy of deeper 
mechanical analysis and simulations to understand the basis.  
Nuclear rupture itself has also been the subject of recent mechanical models [272, 319, 320]. 
One analytical approach considers two limiting cases where the nuclear interior is treated either as a 
semi-flexible polymer that forms a channel to the rupture site or as a simple viscous fluid. Interestingly, 
their conclusions regarding the dynamics of the rupture hole were qualitatively similar for both cases. 
Their model showed that upon rupture, the size of the hole increases exponentially to a maximal radius 
before closing linearly in time. Furthermore, their model concluded both that chromatin herniations are 
exponentially sensitive to the radius of the rupture site, and that increased viscosity of the nuclear lamina 
reduces this rupture radius thus minimizing chromatin herniation [319]. This highlights that the material 
properties of the nuclear lamina are relevant for limiting the size of the rupture site and subsequently the 
magnitude of the chromatin herniation. Building on this earlier work, a second analytically-solved CM 
model was developed to study nucleation mechanisms of blebs in the nuclear lamina. They used an 
energetics approach to study how the inclusions of nuclear pore complexes (NPCs) alters the scaling 
relationships between hole nucleation rate and strain in the lamina. They were able to predict that 
increasing the density of the lamina induces a transition from homogeneous nucleation (no NPCs) to 
heterogeneous nucleation (with NPCs), which could be validated with further experiments. A separate CM 
model of diffusion of EGFP-NLS at local nuclear rupture sites has helped inform that the magnitude of a 
local nuclear stress is directly related to the size of the rupture size [272], which subsequently governs the 
rate of mislocalization of nuclear contents to the cytoplasm. Finally, a recent model sought to distinguish 
whether the DNA damage associated with nuclear rupture and specifically constricted migration is due to 
mechanical stress or could be explained separation of repair proteins from the chromatin. Through 
treating the nucleus as an elastic-fluid system wherein the fluid surrounding the chromatin can be 
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squeezed out of the nucleus, their model showed that outflow of mobile repair proteins due to the 
constricted migration was sufficient to explain the experimental data on increased damage sites [282]. 
Recent experimental work has shown similarly that nuclear deformation alone can cause increased DNA 
damage [142].  In their model, nuclear rupture was assumed to merely delay the ability of the repair 
factors to return to their original locations. This profound result infers that mechanically-induced 
separation of repair factors from damage sites could be more important for increases in DNA damage 
than the actual mechanical stresses themselves. It is clear then that mechanical models have shaped the 
collective understanding of the dynamics and causes of nuclear rupture and DNA damage, specifically 
that the scale of the rupture site is dependent on the material properties of the lamina which has 
consequences for the amount outflow of nuclear contents into the cytoplasm. Although, chromatin and its 
mechanical properties also influence nuclear rupture and DNA damage [351]. Additional mechanical 
modeling is needed along with experiments to fully understand how nuclear rupture occurs and effects 
nuclear functions and leads to DNA damage. 
 
6.5.3 Cell Spreading and Detachment 
As cells adhere to substrates, they begin to spread and subsequently flatten nuclei; the stiffness 
of the underlying substrate regulates how much cells are able to spread [37]. Experimental data shows 
both that nuclear height and surface roughness are reduced in spread cells; lamin A/C deficiencies 
subsequently re-introduce nuclear surface roughness in spread cells [32]. This nuclear flattening has also 
been shown to be dependent of the geometry upon which cells can spread [35], and recent experimental 
work suggests that the movement of cell boundaries is sufficient to shape the nucleus during this process 
[265, 273]. Additionally, it was observed that upon removal from the cell body, nuclear shape was 
unchanged [265]. Such permanent changes to cell geometry ultimately alter chromatin organization and 
subsequently cellular function [352].  
Several mechanical models have been constructed to understand how nuclear morphology 
changes as cell adhere or detach from substrates [276, 321] and how cell geometric constraints alter 
nuclear morphology as well [129]. In an analytical model presuming the nucleus to be a pressurized 
sphere with an elastic shell under uniform plate compression representative of the actin cap [32], 
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investigators derived equations linking nuclear volume and surface area to the magnitude of external 
force and the elastic modulus [46]. Although, this model clearly neglects the previously detailed role of the 
chromatin in this process. In one simulation, the nuclear lamina is treated as a neo-Hookean 
(hyperelastic) material of finite thickness and there existed a pressure differences across the nuclear 
envelope. Their model showed that nuclei undergo significant volume loss and wrinkling after detachment 
consistent with experimentation. Both the volume loss and wrinkling were dependent on the thickness of 
the nuclear lamina and the magnitude of the pressure gradient. This highlights the role of the nuclear 
lamina and pressure in regulating nuclear shape. A separate study focused more on nuclear morphology 
during cell spreading [321]. It was shown that in general, nuclei extend their surface area during 
spreading up until it begins to stretch; volume remained mostly constant during the spreading process. 
This is consistent with a strain-stiffening response that results from the lamina becoming taut and 
stretching [13, 14]. Their simulations showed how nuclear flattening could occur without actomyosin 
activity or bundles, microtubules, the LINC complex, or intermediate filaments; this is consistent with the 
experimental observations claiming that the movement of cell boundaries is sufficient to shape the 
nucleus. Finally, a recent model has sought to study the feedback mechanisms between cell adhesions, 
the cytoskeleton, and the nucleus [129]. Their model was able to show that this three-way feedback 
system recapitulated the experimental results of the dependence of nuclear flattening on cell geometry. 
Cell spreading is a phenomenon often studied purely through observation; mechanical modeling has 
been fundamental in explaining the roles of cell boundaries and pressure in the manner by which the 
nucleus is shaped during this process. 
 
6.6 Outlook on Mechanical Models 
Although investigators have been mechanically modeling cell nuclei for over fifteen years, there 
are still several open areas of research where models could be useful.  In this concluding section, we 
outline several facets of nuclear mechanics where sufficient mechanical models are lacking. These topics 
include the roles of tethers between chromatin and the nuclear lamina, the role of links between the 
cytoskeleton and the nucleus, and the separation of lamin A/C and lamin B1/B2. A myriad of intricate 
connections exists between the chromatin, lamina, and the cytoskeleton; we have focused our description 
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on a subset of these connections we feel to be of particular biophysical relevance.  Additional problems 
warrant further studies and modeling, specifically how cell type and mechanosensation of the 
environment may modulate nuclear mechanical properties. However, we have chosen to focus this 
section on connections between the nuclear mechanical constituents as opposed the aforementioned 
additional considerations. Each of these areas of research prove to be relevant for understanding 
laminopathies and cellular function; mechanical modeling then can inform a more complete 
understanding of these intricacies. 
 
6.6.1 Lamin-Chromatin Connections 
As previously described, the nuclear lamina and the chromatin are the two dominant nuclear 
structures regarding mechanical stability. The chromatin and nuclear periphery are mechanically tethered 
together; this tethering has been experimentally shown to be relevant for nuclear stability [271]. In 
mechanical modeling, such tethering could be presented as a boundary condition between the chromatin 
and nuclear lamina in CM models or as a physical link in MD simulations. A majority of CM models 
assume this boundary condition to be a no-slip condition, meaning relative motion of the chromatin and 
lamina at the boundary is not allowed. It is unclear, however, how valid this assumption is as 
laminopathies and lamin deficiencies disrupt lamin-associated domains (LADs) [353, 354] and potentially 
invalidate such assumptions. One recent study has begun to investigate such questions with mechanical 
modeling [310]. Their mechanical model required that lamin-chromatin tethers are localized along lamin 
domain boundaries to form nuclear blebs and abnormal nuclear morphologies. Additionally, these 
connections are necessary for modeling strain stiffening in micromanipulation [281]. There is little-to-no 
work, however, on how such variations in the boundary conditions may present itself in common assays 
such as AFM or micropipette aspiration. For example, an experimental micropipette aspiration study 
observed an increase in chromatin mobility when lamin A/C was knocked down in human A549 cells [76]; 
distinguishing whether this is, in part, due to a reduction in tethering of the chromatin to the nuclear 
lamina could be achieved through mechanical modeling with varied boundary conditions. Mechanical 
models with tunable chromatin-lamin tethering could then prove highly useful for furthering our 
understanding of laminopathies. 
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6.6.2 Lamin-Cytoskeleton Connections 
The second subsection of nuclear mechanics that is lacking sufficient modeling is in the role of 
mechanical links between the cytoskeleton and the nuclear lamina. Numerous proteins exist amongst 
these connections. One subset of these proteins is known formally as the Linker of the Nucleoskeleton 
and Cytoskeleton (LINC) Complex, and consists primarily of nesprins and SUN proteins that link that 
cytoskeleton to the outer nuclear membrane and the inner nuclear membrane to the nuclear lamina 
respectively [355]. Experiments have demonstrated the importance of the LINC complex for transferring 
mechanical signals from the cell surface to chromatin [26, 356], which subsequently can lead to altered 
transcriptional activity due to chromatin stretching [29]. Laminopathies have been shown to disrupt this 
connection [357, 358], which subsequently alters a cell’s ability to process mechanical signals. Models of 
the cytoskeleton have predominantly focused on the cytoskeleton as a means of facilitating cellular 
migration [66, 316]; little work, however, has sought to model the mechanical implications of disrupting 
these connections. Effective models could then inform how laminopathies alter nuclear mechanics and 
mechanotransduction. 
 
6.6.3 Separate but Interacting Lamin A/C vs B1/B2 Meshworks 
The final area well-suited for additional modeling is the distinction of A- and B-type lamins in the 
mechanical response of cell nuclei. As discussed previously, A- and B-type lamins serve distinct 
mechanical roles. More specifically, it has been experimentally shown that decreasing expression of 
lamin B1 and increasing expression of lamin A/C both result in nuclear stiffening; this implies the ratio of 
lamin A/C to lamin B1 to be a proper metric of nuclear stiffness [13, 78], in agreement with landmark initial 
findings [41]. Additionally, experiments suggest that lamin A may govern the viscous response while 
lamin B could dictate the elastic response [41, 67]. However, only mechanical models of nuclear blebbing 
have sought to distinguish A- and B-type lamins [317, 318]. There have no detailed mechanical models to 
date that explicitly explore these separate roles for common force measurement assays such as AFM, 
micromanipulation, or micropipette aspiration. Such models would inform our understanding of why the 
experimental results detailed above have been observed. Given the myriad of diseases associated with 
mutations in the nuclear lamina and the clearly made experimental distinctions between the isoforms, to 
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not begin distinguishing between A- and B-type lamins in mechanical models would be to place 
fundamental limitation on the intersection between mechanics and disease. 
 
6.7 Conclusions 
 The final area well-suited for additional modeling is the distinction of A- and B-type lamins in the 
mechanical response of cell nuclei. As discussed previously, A- and B-type lamins serve distinct 
mechanical roles. More specifically, it has been experimentally shown that decreasing expression of 
lamin B1 and increasing expression of lamin A/C both result in nuclear stiffening; this implies the ratio of 
lamin A/C to lamin B1 to be a proper metric of nuclear stiffness [13, 78], in agreement with landmark initial 
findings [41]. Additionally, experiments suggest that lamin A may govern the viscous response while 
lamin B could dictate the elastic response [41, 67]. However, only mechanical models of nuclear blebbing 
have sought to distinguish A- and B-type lamins [317, 318]. There have no detailed mechanical models to 
date that explicitly explore these separate roles for common force measurement assays such as AFM, 
micromanipulation, or micropipette aspiration. Such models would inform our understanding of why the 
experimental results detailed above have been observed. Given the myriad of diseases associated with 
mutations in the nuclear lamina and the clearly made experimental distinctions between the isoforms, to 
not begin distinguishing between A- and B-type lamins in mechanical models would be to place 




CHAPTER 7: FUTURE DIRECTIONS 
The previous chapters consist almost exclusively of published data and their accompanying 
analyses. Over the duration of my research, however, I have also collected a wide array of preliminary 
data that is suggestive of promising new research directions. In Chapter 7, I describe some of the most 
exciting and engaging preliminary data as well as my thoughts and hypotheses. The conclusions and 
analysis are meant to be speculative in hopes of spurring on further efforts in the realm of method 
development and nuclear mechanics. 
 
7.1 Chromatin Mechanics and Nuclear Compression 
7.1.1 Dynamics of Intranuclear Strain 
Chromatin is increasingly appreciated as an important mechanical and rheological element of the 
cell nucleus [12, 351]. Specifically, it is well-documented that chromatin dominates the mechanical 
response of the cell nucleus for low-strain regimes in both compression- and extension-based 
measurements [13, 14]. However, these measurements targeted only the global force response of the 
nucleus as opposed to the local distribution of strains in the chromatin due to external force application. 
Given that recent studies have revealed how local chromatin strain upregulates transcriptional activity at 
the site of strain [29, 123], it is crucial to understand not only the global force response of the nucleus but 
also how those forces are distributed throughout the chromatin. Previous studies have sought to quantify 
intranuclear strain distributions [28, 121], however they are lacking in data addressing how strain 
dynamically changes throughout the application of stress. Our unique AFM-LS system provides us the 
perfect method to gain novel insights into intranuclear strain over a range of deformation length scales. 
To begin investigating intranuclear strain distributions, we used AFM-LS data previously collected 
as described in Chapter 5 on live SKOV3 nuclei. We next made use of a previously published image 
analysis tool, BioFlow [359], which presumes a simple fluid-like system and uses optical flow-based 
methods to calculate displacement fields between adjacent images in a time series. We performed this 
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analysis on both WT and LA/C KD data (Figure 7.1). The first overall observation is that the displacement 
fields are not consistent with that of a linearly elastic solid, which is somewhat unsurprising given the 
previously noted results in Chapter 5. Interestingly, there appears to be a symmetry breaking 
phenomenon within the WT displacement field data. At low deformations, the displacement field appears 
symmetric around the AFM tip. At large displacements, however, this symmetry appears to break and 
give way to large-scale lateral displacement of the chromatin. This correlates well with the previous 
results on strain stiffening at different length scales of nuclear deformation. We hypothesize that this 
symmetry breaking phenomenon is a consistent feature of the displacement fields at large deformations. 
On the contrary, the LA/C KD displacement field data shows significant lateral motion of the chromatin 
throughout the entirety of the indentation. It is known that the nuclear lamina is physically tethered to the 
chromatin at lamin-associated domains (LADs), and we hypothesize that in knocking down lamin A/C 
these physical connections are disrupted. This is analogous to altering the boundary conditions of the 
chromatin – without these linkages, chromatin is allowed to slip. Additionally, we hypothesize the 




Figure 7.1: Chromatin displacement analysis with AFM-LS. Side-view images of live WT (left) and LA/C KD 
(right) SKOV3 cells with halotagged H2B labeled with JF 549 during AFM compression. Displacement maps 
are overlayed with the raw fluorescence data. See also Video 7.1 and Video 7.2. 
 
  
7.1.2 Local Plasticity of Chromatin 
Intranuclear displacements themselves are not the only topic of interest, but also whether or not 
these displacements are reversible. When chromatin does not return its original state after removal of the 
physical perturbation, this is known as plastic damage. Plastic damage can occur within the nucleus at 
several tiers of its hierarchical structure. At the largest length scale, the shape of the nucleus can be 
plastically damaged due to external forces as observed in micropipette aspiration [76] and constricted 
migration assays [66]. It has been further posited and observed that the shape of the cell nucleus mimics 
the shape of the cell boundaries [265, 273, 360]. Looking further into the nucleus at the individual 
chromosome level, it has been observed that individual chromosomes have altered positions and 
volumes when cells are either mechanically stressed [120] or plated on substrates of varied geometries 
[130]. Coincidently, alterations in nuclear architecture are associated with various cancers across all 
levels of the chromatin hierarchy, ranging from the single nucleosome to chromosome territories [137]. 
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While the aforementioned studies have observed nuclear plasticity, there are still many outstanding 
questions regarding the relationships between the magnitude and duration of external stress and the 
degree of global and local nuclear plasticity. Systematically studying these relationships will reveal the 
physiological scenarios in which nuclei are susceptible to plastic damage and subsequent genomic 
alterations. 
 As was noted in Chapter 5, we have observed global nuclear plastic damage due to AFM 
compression in LA/C KD nuclei. However, we have arguably more intriguing results when cells are 
treated with Latrunculin B to depolymerize actin filaments (Figure 7.2). As opposed to more global nuclear 
shape change, we observed local chromatin damage at the site of compression. The chromatin appears 
to pinch in on itself and does not recover with the cell membrane during the relaxation phase after 
retraction of the AFM tip. Note here that relaxation refers to when the AFM tip is no longer engaged with 
the cells. This highlights that actin depolymerization may inhibit the connections between the cell surface 
and the nucleus. We hypothesize that the degree of damage is dependent on both the magnitude of the 
force being applied as well as the duration over the which the force is held upon the nucleus. Follow up 
studies on this phenomenon could investigate this parameter space both for WT nuclei as well as nuclei 
treated with drugs and RNAs to mimic disease states such as cancers or laminopathies. The nucleus is 
organization in highly non-random manner, so understanding the conditions in which force can 
permanently alter this organization is crucial. The fact that we have observed this in conditions where the 




Figure 7.2: Nuclear plasticity due to compression and actin depolymerization. Side-view images of live 
SKOV3 cells with halotagged H2B (green) and snaptagged KRAS-tai (magenta)l labeled with JF549 and 
JF503 respectively during indentation (left), retraction (middle), and relaxation (right). Relaxation here refers 
to the period of time after the AFM tip has released from the cell surface. The cell was treated with 
Latrunculin B to depolymerize actin. White arrows point to site of local chromatin plasticity. See also Video 
7.3. 
 While the preliminary results mentioned above highlight more local damage than as mentioned in 
Chapter 5, there is still the question of measuring small, internal rearrangements of chromatin within the 
nucleus that may be independent of changes to global nuclear shape. To study this, we leverage the 
stability of fluorescently-labeled histones. Recall from our previous discussions in Chapter 4 that in 
mammalian cells, H2B recovers after photobleaching on a timescale on the order of hours. This means 
that if a certain area of H2B is bleached, it will remain dark during a short experiment performed 
immediately after the photobleaching. With this in mind, we introduce a new method known as orthogonal 
plane photobleaching (OPP), wherein we convert our system to temporary operate in HLS mode and use 
the light sheet to photobleach a horizontal plane in the fluorescently-labeled H2B. After this is completed, 
we return to VLS mode for a side-view AFM-LS compression experiment (Figure 7.3A). The benefit of this 
method is that we have a known and distinct structure to track both in terms of shape and intensity. If the 
intensity of the photobleached line increases dramatically after compression, we may infer that some 
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previously unbleached histones have now entered the region that was previously entirely dark. This 
implies that compression would have led to local spatial overlap of chromatin and thus plastic damage or 
viscosity on a much more local scale than global nuclear shape change. To test this, we plotted a vertical 
line profile directly underneath the site of compression in our OPP experiment (Figure 7.3B). During the 
compression, we see both that the dip in intensity that corresponds to the photobleached plane both 
increases in intensity overall, shifts downward, and somewhat plateaus – that is, it shows less of a dip in 
intensity than before. This means that during compression, we see some intermingling of chromatin. 
However, after the compression is released, we observe a near identical line trace as before 
compression, meaning that there was no sustained damage to the chromatin. It should also be noted that 
OPP is not simply a method for detecting local changes in concentration, it may also be used as a means 
of tracking strain. If one could monitor both the position and width of the photobleached line (or plane, in 
the case of 3D experiments) as a function of space and time during compression, this would provide a 
means of quantifying local stains and displacements. While we have not developed the software as of yet 
to perform such functions, a realization of such an experiment is not far away. 
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Figure 7.3: Orthogonal Plane Photobleaching (OPP) as a means of studying chromatin plasticity. (A) Side-
view images of a live SKOV3 cell nucleus expressing halotagged H2B labeled with JF549 before, during, 
and after compression (scale bar = 5 μm). Prior to imaging, the VIEW-MOD system was operated in HLS 
mode to photobleach a horizontal plane through the center of the nucleus. (B). Plot of intensity of a vertical 
line trace through the nucleus from (A) directly under the site of compression before, during, and after AFM 
indentation. Note this line trace is taken from the top of the image, and thus a vertical position of 0 μm refers 
to the top of the image. See also Video 7.4. 
 
7.2 Intranuclear Dynamics and Mobility: Combined AFM-LS and SPIM-FRAP 
 The nucleus relies on efficient and effective transport of proteins and small molecules to properly 
function. Spatiotemporal modifications of transport in response to external mechanical factors may be a 
significant mechanotransductive effect. However, the role of crowding and strain in the nucleus on the 
diffusion of nuclear proteins depends on a complex set of factors including environmental mesh size and 
binding. Each of these may be affected by strain. The nuclear interior is a complex and active 
environment filled with polymeric DNA, surrounding nucleoplasm, and a myriad of proteins and 
subnuclear bodies. Taken together, this complexity turns a relatively simple problem of diffusion into a far 
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more intricate and detailed phenomenon. With our unique AFM-LS and SPIM-FRAP methodologies, we 
are poised to begin studying such processes. 
 We began by performing back-to-back SPIM-FRAP experiments (as described in Chapter 4) 
before and after AFM compression on a given MDA-MB-231 nucleus labeled with NLS GFP (Figure 
7.4A). This allowed us to quantify the timescales of diffusion across the entire image plane of the nucleus 
with and without physical constrictions. Furthermore, we could normalize the recovery times of the region 
being compressed to the regions not being compressed in order to account for any artifacts associated 
with repeated experiments. We observed that compression seemingly led to and increased rate of 
diffusion at the site of compression relative to the uncompressed regions (Figure 7.4B). This initially may 
seem contradictory, as a constriction would, at lowest order, crowd the environment and slow diffusion. 
However, the nucleus is not this simple. It has been previously shown that physical constrictions can 
actually segregate larger mobile proteins away from the chromatin [62]. That is, at the constriction there is 
an increase in chromatin density and a decrease in large mobile repair proteins. We have previously 
observed that diffusion of NLS-GFP is independent of chromatin compaction levels [361], and so we 
hypothesize that the constriction via AFM compression actually reduces the concentration of mobile 
proteins thus allowing small proteins such as NLS-GFP to diffuse more freely. This further leads us to 
hypothesize that large proteins, such as DNA repair proteins like 53BP1, would indeed show slowed 
diffusion at sites of constriction, and that really this is a size-dependent phenomenon. This initial result 
proves quite interesting, and opens up further questions. Combining SPIM-FRAP and AFM serves as a 
useful tool for studying the complex nature of confinement and dynamics within the nucleus. 
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Figure 7.4: Combined AFM-LS and SPIM-FRAP to study intranuclear diffusion in physically constrained 
environments. (A) Side-view maps of FRAP recovery time (black to white represents increasingly long 
recovery time) from a SPIM-FRAP experiment on live MDA-MB-231 nuclei expressing NLS-GFP. SPIM-
FRAP experiments were performed back-to-back on the same nucleus before and after compression with 
AFM. The dashed lines segment the region under the AFM tip (bead) and outside the AFM tip (non-bead). 
(B) Comparison of the ratio of recovery times in the bead and non-bead regions before and after AFM 
compression. A paired T Test gives a p value of 0.003.  
 
7.3 Mechanotransduction at the Nuclear Surface 
7.3.1 Nucleocytoplasmic Shutting of YAP 
 It is well documented that external force applied to the nucleus induces transport of transcription 
factors (YAP/TAZ  [99-103], MKL [109], NF-κB [110], and MRTF [111]), enzymes regulating histone 
acetylation [112, 113], and calcium [106, 107]. However, the precise mechanism by which stretching of 
the nuclear envelope mediates such transport is unknown [274]. Two competing hypotheses can explain 
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this nucleocytoplasmic shutting. The first hypothesis is that external force triggers a global nuclear 
response that opens all nuclear pores along the nuclear envelope, thus allowing for increased transport. 
The second hypothesis is that mechanical strain itself is sufficient to open a nuclear pore. That is, only the 
nuclear pores in regions of local strain will be opened, and the transport across the nuclear envelop will 
be concentrated at regions of high strain in the nuclear surface. These hypotheses have yet to be 
rigorously tested, and leave an opening in the field for further exploration.  
To begin testing these competing hypotheses, we study YAP translocation due to AFM 
compression (Figure 7.5). A YAP-eGFP plasmid (Addgene 17843) was streaked onto a Kanamycin 
bacteria plate and kept at 37 C overnight. Individual colonies were then picked and grown in LB broth 
(Luria-Bertani) with 100 μg/ml Kanamycin and shaken at 37 C for 18 hours. We then performed a 
Miniprep for DNA purification (Qiagen 27104). Finally, we used a nanodrop spectrophotometer to 
calculate the exact DNA concentration. With the purified DNA in hand, we transiently transfected SKOV3 
cells with YAP-eGFP by first diluting the DNA into Opti-MEM to a concentration of 0.02 μg/ml. 2 μl of 
Fugene HD (1 μg/ml) was then added to 48 μl of the Opti-MEM and DNA mixture. The final mixture was 
added to individual wells in a 6 well plate before imaging approximately 24 hours later. By performing 
AFM-LS experiments, we were able to show for a single cell that compression led to a dramatic increase 
in nuclear-to-cytoplasmic YAP localization (Figure 7.5). Images were collected once every second during 
compression. Intriguingly, the magnitude of our YAP ratio and the amount of change induced by AFM 
compression was strikingly similar to previous results [99]. With the baseline information that the assay 
was working, we then sought to determine specifically where the changes in YAP concentration were 
occurring. For this analysis, we investigated the same time series, but subtracted off the intensity of the 
image immediately after compression (Figure 7.6). Also, a 2-pixel Gaussian blur was used to smooth the 
data. We first observed a decrease in YAP outside the nucleus and a coinciding increase in YAP inside 
the nucleus near the site of strain in the nuclear envelope. Though we are not directly observing strain in 
the nuclear envelope in this experiment, additional data of AFM-LS compression with fluorescently-
labeled lamin A/C points towards consistent strain in the nuclear envelope around the AFM tip. We are 
thus inferring that the same holds true for this experiment. We then observed a steady decrease in the 
pool of YAP outside the nucleus. This points towards the hypothesis that only the nuclear pores that are 
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under strain are active in this process, however more data would be necessary to draw a definitive 
conclusion.  
 
Figure 7.5: AFM compression causes YAP nuclear translocation. (Left) Side-view images of a live SKOV3 
cell transiently transfected with YAP-eGFP during AFM compression. The red dashed line represents a 
manual segmentation of the nucleus. The white dashed line represents the AFM tip. Scale bar = 10 μm. 
(Right) A time series of the ratio of nuclear-to-cytoplasmic YAP intensity shows a dramatic increase at the 
time of compression (t=0 s). 
 
Figure 7.6: Difference imaging of YAP. Side-view images of a live SKOV3 cell transiently transfected with 
YAP-eGFP during AFM compression, with the t = 0 image subtracted from the given images. Blue to gray 
to red color scale represents a negative to zero to positive change in YAP intensity from t = 0. Blue and 
Red arrows highlight regions of local loss or gain of YAP respectively. See also Video 7.5. 
 
7.3.2 Strain and Turnover in the Nuclear Lamina 
 The nuclear lamina is a meshwork of type V intermediate filaments that reside along the 
underside of the inner nuclear membrane. Comprised of both A- and B-type lamins, the nuclear lamina is 
known to provide structural integrity to the cell nucleus, primarily during large-scale compressions and 
extensions [13, 14]. Furthermore, the nuclear lamina is known to be mechanosensitive [41, 275, 284]. 
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Specifically, recent work has begun examining how stretching of the nuclear surface can control 
actomyosin contractility [362, 363]. Laminopathies – disease characterized by mutations of the LMNA, 
LMB1, and LMB1 genes that encode A- and B-type lamins [16] – can alter these mechanoresponses [93]. 
 We sought to begin studying mechanotransduction in the nuclear lamina first by performing AFM-
LS compression experiments on live cells with fluorescently-labeled lamins. Live MDA-MB-231 cells 
generously given by the Lammerding Lab at Cornell University featured CRISPR knockin mNeonGreen-
lamin were used for these experiments. We first investigated a rounded cell with wrinkling in the nuclear 
lamina, and indeed observed that under compression the nuclear lamina begins to unfold (Figure 7.7). 
Interesting, recent studies have pointed to the role of wrinkling in the nuclear envelop in nuclear 
mechanotransduction [364]. Next, we performed AFM-LS experiments both in 2D (Figure 7.8) and in 3D 
(Figure 7.9) upon well-spread cells which featured an unruffled nuclear lamina. We observed that the 
nuclear lamina does appear to stretch at the site of compression, implying that that our assay is well 
suited to provided deformations that may induce nuclear mechanotransduction at the nuclear lamina. 
 
Figure 7.7. AFM-LS experiment on a rounded cell with fluorescent lamin A/C. Scale bar = 5 μm. This given 
cell is a live MDA-MB-231 cell with CRISPR knockin mNeonGreen-lamin. White arrow points to local 
unruffling of the nuclear lamina. See also Video 7.6. 
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Figure 7.8: AFM-LS experiment on a spread cell with fluorescent lamin A/C. Scale bar = 5 μm. This given 
cell is a live MDA-MB-231 cell with CRISPR knockin mNeonGreen-lamin. See also Video 7.7. 
 
 
Figure 7.9: 3D AFM-LS experiment on a spread cell with fluorescent lamin A/C. This given cell is a live 
MDA-MB-231 cell with CRISPR knockin mNeonGreen-lamin. Raw images have been blurred with a 1-pixel 
Gaussian blur prior to rending in ClearVolume. Voxel size: 108 nm x 108 nm x 250 nm. Total volume: 21.2 
μm x 45.4 μm x 36.3 μm. Images were acquired with an exposure time of 20 ms and a readout time of 10 
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ms for a total volume acquisition time of 4.35 s. A 100 ms delay was taken between volumes. See also 
Video 7.8. 
 One potential effect we sought to investigate is the turnover of nuclear lamins due to strain. It has 
been previously documented use a combination of AFM and FRAP that turnover of actin is slowed upon 
increasing compressive force [365]. We hypothesized that a similar effect may be present in the nuclear 
lamina. We then performed simultaneous AFM compression and SPIM-FRAP on one of the 
aforementioned cells, subsequently quantifying recovery times of lamins along the edge of the nucleus at 
the nuclear lamina (Figure 7.10). Our preliminary results suggest that there may indeed be a similar 
phenomenon at play as with actin in that we saw apparent slowed turnover of lamins around the AFM tip, 
but not elsewhere along the nuclear surface. Further studies could quantify this across numerous cells 
and provide correlations between the magnitude of strain and the relative change in lamin turnover. 
 
Figure 7.10: Combined AFM-LS and SPIM-FRAP to study stretch-activated lamin A/C turnover. A live MDA-
MB-231 cell nucleus with CRISPR knockin mNeonGreen-lamin is compressed with an AFM prior to 
performing a SPIM-FRAP experiment. Yellow and purple arrows point to sites of slow and fast turnover 
along the nuclear lamina respectively. 
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APPENDIX A: SUPPLEMENTAL VIDEO CAPTIONS 
 All supplemental videos for this work can be found at this google drive link. Additionally, each 
video is hyperlinked below and at each associated figure, though the quality of these videos is 
compromised due to compression. For full quality videos, download them directly from the google drive 
link above. 
 
Video 2.1: Propagation of a Gaussian through a simple lens. 
 
Video 2.2: Propagation of an approximated Bessel-Gauss beam through a simple lens. 
 
Video 2.3: Volumetric movie playing both forwards and then backwards of a live, RAW 264.7 cell 
expressing HaloTag-F-Tractin labeled with JF549. Various angles are shown with different 
planes slicing through the volume over the course of the movie to show the internal structure. 
 
Video 2.4: LSFM volumetric imaging of a live HeLa cell with labeled Lysotracker Red (magenta) and 
vimentin-mEmerald (green). Each volume consists of 75 slices per color acquired at 5 ms exposure time 
and 5 ms readout time; the total volume acquisition time is 1.5 s. A 100 ms delay is taken between 
volumes. Insets show dynamics of vesicles on the single-second timescale. Voxel size: 106 x 106 x 220 
nm. Total volume: 29.3 x 26.3 x 16.5 µm. 
 
Video 2.5: LSFM volumetric image of a fixed HeLa cell with labeled actin (AlexaFluor 568-Phalloidin - 
magenta) and vimentin-mEmerald (green). The volume consists of 300 slices per color acquired at 5 ms 
exposure time and 5 ms readout time; the total volume acquisition time is 6 s. Voxel size: 106 x 106 x 108 
nm. Total volume: 52.6 x 19.1 x 32.4 µm. 
 
Video 3.1: Side-view LSFM movie from an AFM-LS experiment. Magenta – Kras-tail, green – H2B. Scale 
bar = 5 µm. 
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Video 3.2: Side-view LSFM movie during AFM-LS retraction. Arrow points towards membrane tether 
rupture site. 
 
Video 3.3: 3D rendering of the SKOV3 cell during AFM indentation. SKOV3 cells is stabling expressing 
halotagged H2B labeled with JF549 (green) and snaptagged KRAS-tail labeled with JF503 (magenta). 
Total image volume is 29.81 μm x 31.75 μm x 16.52 μm. Each image has an exposure time of 14 ms and 
readout time of 6 ms, with 127 images per channel per volume for a net volume acquisition time of 5.08 s. 
A 100 ms delay is taken between volumes. 
 
Video 4.1: A side-view SPIM-FRAP image sequence of NLS-GFP showing the simultaneous recovery 
across the entire image plane. 
 
Video 4.2: A time series of the1D diffusion simulation, showing how concentration develops dynamically 
as a function of time.  
 
Video 4.3: 3D rendering of a live MDA-MB-231 nucleus expressing H2B-mCherry both pre and post SPIM 
photobleaching. A clear 2D plane is bleached through the nucleus as well as small photobleaching of the 
concentric side lobes. See Movie S3 for additional views.  
 
Video 5.1: Combined side-view light sheet microscopy and atomic force microscopy. (Left) Force versus 
time series during AFM indentation. Red line indicates current frame. (Right) Side-view images of a live 
SKOV3 cell under compression. Green – halotagged-H2B labeled with Janelia Fluor 549. Magenta – 
snaptagged-Kras Tail labeled with Janelia Fluor 503. Scale bar = 5 μm. 
 
Video 5.2: Dynamic curvature analysis curing AFM compression. (Left) Nuclear curvature versus position 
along perimeter of the nucleus during AFM compression. Note the formation of a peak at approximately 
10 μm throughout the compression. (Right) Side-view images of a live SKOV3 cell under compression. 
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Green – halotagged-H2B labeled with Janelia Fluor 549. Magenta – snaptagged-Kras Tail labeled with 
Janelia Fluor 503. Scale bar = 5 μm. 
 
Video 5.3: Representative example of MDA-MB-231 cell co-expressing NLS-GFP (blue) and 53BP1-
mCherry (yellow) subjected to external compression to a height of 2 µm with an AFM tip. DNA damage 
formation can be seen by occurrence of new 53BP1-mCherry foci. Scale bar: 5 µm. 
 
Video 5.4: Representative example of MDA-MB-231 cell co-expressing NLS-GFP (blue) and 53BP1-
mCherry (yellow) in which the AFM tip is only brought in gentle contact with the cell surface without 
causing nuclear deformation. In this case, no new DNA damage is formed, and only pre-existing 53BP1- 
mCherry foci are visible. Scale bar: 5 µm. 
 
Video 6.1: Finite element analysis simulation of AFM compression. Grid lines indicate distance in μm. 
Color map indicates von Mises stress in Pa. 
 
Video 7.1: Side-view movie of live WT SKOV3 cell with halotagged H2B labeled with JF 549 during AFM 
compression. Displacement maps are overlayed with the raw fluorescence data. 
 
Video 7.2: Side-view movie of live LA/C KD SKOV3 cell with halotagged H2B labeled with JF 549 during 
AFM compression. Displacement maps are overlayed with the raw fluorescence data. 
 
Video 7.3: Side-view movie of a live SKOV3 cell with halotagged H2B (green) and snaptagged KRAS-tail 
(magenta) labeled with JF549 and JF503. The cell was treated with Latrunculin B to depolymerize actin. 
 
Video 7.4: Side-view movie of a live SKOV3 cell nucleus expressing halotagged H2B labeled with JF549 
(scale bar = 5 μm). Prior to imaging, the VIEW-MOD system was operated in HLS mode to photobleach a 
horizontal plane through the center of the nucleus. 
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Video 7.5: Side-view images of a live SKOV3 cell transiently transfected with YAP-eGFP during AFM 
compression, with the t = 0 image subtracted from the given images. Blue to gray to red color scale 
represents a negative to zero to positive change in YAP intensity from t = 0. 
 
Video 7.6: AFM-LS experiment on a rounded cell with fluorescent lamin A/C. Scale bar = 5 μm. This given 
cell is a live MDA-MB-231 cell with CRISPR knockin mNeonGreen-lamin. 
 
Video 7.7: AFM-LS experiment on a spread cell with fluorescent lamin A/C. Scale bar = 5 μm. This given 
cell is a live MDA-MB-231 cell with CRISPR knockin mNeonGreen-lamin. 
 
Video 7.8: 3D AFM-LS experiment on a spread cell with fluorescent lamin A/C. This given cell is a live 
MDA-MB-231 cell with CRISPR knockin mNeonGreen-lamin. Raw images have been blurred with a 1-
pixel Gaussian blur prior to rending in ClearVolume. Voxel size: 108 nm x 108 nm x 250 nm. Total 
volume: 21.2 μm x 45.4 μm x 36.3 μm. Images were acquired with an exposure time of 20 ms and a 





APPENDIX B: SOFTWARE AVAILABILITY 
SPIM-FRAP Analysis and Hardware Control – Written by Rasheeq Azad, Chad Hobson, and Joe Hsiao 
https://github.com/hobsonc11/SPIM-FRAP 
 




Image Texture Analysis – Written by Melissa Kissling 
https://github.com/hobsonc11/Texture-Analysis 
 
Image Curvature Analysis – Written by Ali Hashmi, not in conjunction with this dissertation 
https://github.com/alihashmiii/curvatureMeasure 
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