We propose a new method to evaluate GANs, namely EvalGAN. EvalGAN relies on a test set to directly measure the reconstruction quality in the original sample space (no auxiliary networks are necessary), and it also computes the (log)likelihood for the reconstructed samples in the test set. Further, EvalGAN is agnostic to the GAN algorithm and the dataset. We decided to test it on three state-of-the-art GANs over the well-known CIFAR-10 and CelebA datasets.
Introduction
Implicit generative modeling, in general, and Generative Adversarial Networks (GANs), in particular, promise to solve the universal simulator problem in an end-to-end fashion (Goodfellow et al., 2014a; Kingma and Welling, 2014; Mohamed and Lakshminarayanan, 2016) . GANs have been successfully applied to a variety of tasks, such as image-to-image translation , image super-resolution (Ledig et al., 2017) , image in-painting (Pathak et al., 2016) , domain adaptation , text-to-image synthesis , dark matter estimation (Rodriguez et al., 2018) , and breaking federated learning systems (Hitaj et al., 2017) , among many others.
Progress in GANs has been quite remarkable and fast in the past four years. Most of the work has concentrated on improving its training to make it more stable, robust and generalizable to numerous architectures and datasets (Nowozin et al., 2016; Gulrajani et al., 2017; Miyato et al., 2018) to name a few. There has also been significant progress on theoretical aspects of GAN convergence to the underlying density (Mescheder et al., 2017; Tolstikhin et al., 2017; Arora et al., 2017; Liu et al., 2017) , and on their quantitative evaluation Borji, 2018; Sajjadi et al., 2018) . This is the topic that occupies us on this paper.
Generating realistic looking natural images is a challenging unsolved problem and it has the advantage that it can be visually demonstrated (i.e. look at the pictures that I can generate), which explains why GANs research has zeroed in their generation. But, in order to evaluate quantitatively if the images generated by any GAN have the same properties than the images from our training set, we have moved to Inception-based metrics: Inception Score (Salimans et al., 2016) , Fréchet Inception Distance (Heusel et al., 2017) or Precision and Recall for Distributions (Sajjadi et al., 2018) , which can only be used for evaluating natural images and limits the evaluation of GANs for other problems, in which there might not be a general accepted tool like Inception (Szegedy et al., 2017) to evaluate the quality of the generated samples. Furthermore, for natural images, Inception-based metrics are being criticized because it seems that most GAN algorithms achieve similar performance with proper hyperparameter optimization and random restarts . Finally, GANs are solely validated by using iid samples from the generator network without using an out-of-sample test set because direct likelihood evaluation for that test set is not possible and, even argued, that it might not be the right metric because quality and likelihood might not be related (Theis et al., 2016) .
In this paper, we argue that we should still be interested in the likelihood of test samples even when it is not correlated with image quality, because it will inform us if the samples cannot be generated at all (i.e. mode dropping). We propose a procedure to directly evaluate GANs, namely EvalGAN, using a test set, as it is customary in most machine learning algorithms, and without relying on Inception (Szegedy et al., 2017) or any other auxiliary network. EvalGAN measures two different and relevant metrics for understanding the quality of a trained GAN: reconstruction quality and marginal likelihood for the reconstructed test sample.
First, we measure how good we can reconstruct any given sample. Since GANs typically map a lower dimensional random input to higher dimensional space, there might be some reconstruction error that we want to account for, e.g. not every image might be reconstructed equally well or at all. Second, and irrespectively of the sample quality, we measure the marginal likelihood of each reconstructed sample, because it provides us with an indication of the regions in the sample space that we are over-repressing or fully ignoring. One key aspect of EvalGAN is the need to define a metric in the sample space that captures the complexity of each problem and that we can rely on to define quality and marginal likelihood for any sample.
In this paper, we are agnostic about what GAN to use. Our evaluation method is demonstrated using Wasserstein GANs , WGAN with gradient penalties (WGAN-GP) (Gulrajani et al., 2017) , and Spectral-normalized DCGANs (Miyato et al., 2018) trained over both CIFAR10 and CELEBA datasets. Our code can be accessed at https://github.com/psanch21/EvalGAN and can be used over any GAN.
Literature Review
Measuring GAN performance and quality is proving to be elusive, because, in high dimensional spaces, there are many ways in which the generated samples are different from true samples. When we compare samples in the original sample space those differences are more significant than the striking similarities (Lopez-Paz and Oquab, 2017; Im et al., 2018) .
Given that GAN advances are driven by natural image generation and that we have a general tool for classifying them, i.e. Inception, we have settled for comparing images with it. The well-known IS (Salimans et al., 2016) and FID (Heusel et al., 2017) are the prime example for this evaluation trend. Recently, to improve on FID, (Sajjadi et al., 2018) proposes two metrics that resemble precision and recall for understanding how good the generated samples cover the training samples and vice versa, allowing to understand the different failure modes of GANs. Also, in (Jitkrittum et al., 2018) , the authors have proposed a goodness-of-fit that inform us in linear time about the regions in which each GAN might perform best. Even when both of these procedures are explained in general terms, they are tested on features from the last pooling layer from Inception, as for FID. The main criticism for these metrics is the need for Inception, as it is unclear how such a solution can be extended to GANs for other samples spaces.
EvalGAN first computes the noise input that generates the GAN sample with the lowest distortion w.r.t. the original image, leading to a direct comparison between the test image and its best GAN reconstruction. This reconstruction has been previously applied to explore the visual manifold of GANs in (Zhu et al., 2016) and briefly introduced in the experimental section of (Metz et al., 2017) for illustrating their GAN performance for a few training examples. However, those authors do not advocate for this error measure to be used as the main tool for evaluating GANs. On the contrary, we see this measure as the central measure to understand the quality of the samples being generated by the GAN.
Finally, (Wu et al., 2017) proposes to used Annealed importance sampling to compute a lower bound to log-likelihood of a test set and showed it was two-orders of magnitude better than KDE. The authors only use low dimensional noise input and test with MNIST. They assume the reconstruction error does not affect the likelihood of the generated samples and they do not noticed that for more challenging datasets and higher dimensional input spaces, the generated test samples would lie outside the typical set for the given input noise distribution. Hence, their estimated likelihood would be biased by the sample's reconstruction quality. In this paper we measure both of them independently.
EvalGAN
To illustrate the two different types of evaluations that we want to address with EvalGAN and why they are both different and relevant, we show a cartoon representation in Figure 1 . For this cartoon, we assume the input to the GAN is a one-dimensional uniform distribution between 0 and 1 and the output is a two-dimensional vector. In this example and throughout the paper, we take z to be input noise to the generative deep neural network G(·) and x denotes the output space.
The five triangles in the plot represent five test samples and the continuous line represents the manifold of all the points in the 2D space that the GAN can produce. This line is divided in 10 segments (note that one of them, the green dot, has a point mass of 0.1) and each one of them has equal probability. If we assume a Euclidean metric is valid for the 2D space, we can easily see that the points in the longer segments are less probable than those in the shorter segments.
Note that the cyan and purple test sample are reconstructed with very low error, and the cyan triangle has higher probability than the purple triangle, because it lies on a shorter segment. The orange triangle is generated with some non-negligible error (represented by the dotted line), but its reconstruction is generated 10% of the time. The red triangle represents a sample that it is reconstructed poorly and with low probability. Finally, we have extended the manifold for values less than 0 and greater than 1 with dashed lines. During training we are not generating samples from this part of the manifold, so we are not controlling what points on the manifold they express but nevertheless we could generate those samples by changing the input distribution. The green triangle shows a sample that can be reconstructed with low error if we do not limit the input z to be between 0 and 1, but presents a high error otherwise. Even though this might look like a fringe example, our results demonstrate that we see this case repeatedly in practice.
EvalGAN: reconstruction quality
Given a test set sample, x test , we find the best approximation the GAN can generate by solving the following optimization problem:
where z * represents the input noise to the GAN to generate x * = G(z * ) as the sample that it is closest to x test , as defined by the suitable metric d(·, ·). The solution to this problem can be easily found by standard back-propagation, as it is done for generating adversarial training examples (Goodfellow et al., 2014b; Szegedy et al., 2015) . We have found that when solving (1) the values of z * end up being far from the examples that can be generated by the input distribution 1 . For example, if z is uniformly distributed the values of z * found after solving (1) are outside the valid range. If z is a zero-mean unitcovariance Gaussian, the squared norm of z tends to be much larger than the dimension of z, i.e. the values of z * are (far) outside the typical set for a (high-dimensional) Gaussian (Cover and Thomas, 1991) . Furthermore, these deviations are more significant as the dimension of z increases. Hence, we also propose solving the following constraint optimization problem:
when z ∼ N (0, I) and we denote x * c = G(z * c ). In our experiments, we set δ to zero because most z * c tend to be in the upper bound (||z|| 2 = dim(z)) and for high-dimensional input spaces it should not matter, as the norm of any randomly generated sample z ∼ N (0, I) concentrates around dim(z) (Cover and Thomas, 1991) . For uniformly distributed z, the necessary constraints are straightforward. In the experimental section, we show examples when the optimization is carried out with and without constraints and for some GANs and some samples the difference are quite significant.
EvalGAN: marginal likelihood
The likelihood of the test samples can be computed as follows:
In (Wu et al., 2017) , the authors proposed an isotropic Gaussian likelihood for GANs, i.e:
They solved the integral in (3) by annealed importance sampling. This is a fine choice if all samples in the test set could be matched to a z (i.e. there exist a z test for which x test = G(z test )) or the reconstruction error is similar (and small) for all test samples. But when the reconstruction can be uneven, best reconstructed images would seem more likely, which does not need to be the case, and setting the value of σ would be extremely hard. This effect can be easily appreciated in the cartoon example in Figure 1 , as a small σ would lead to the orange and red triangles presenting negligible likelihoods compared to the cyan and purple triangles, while a large σ would boost the likelihood of the orange triangle, because it is close to highly probable z. The value of σ would significantly affect the measured likelihood of the samples in ways that does not illustrate the quality or likelihood of any GAN.
In the previous subsection, we advocated for computing the quality of the reconstruction independently on how likely they could be generated. In this section, we now compute the likelihood of this reconstruction by counting all the z that can generate the same reconstruction with a negligible error:
where T is a threshold to ensure that G(z i ) is close enough to x * c , z i are iid samples from p(z), and I [d(x * c ,G(z i ))<T ] is an indicator function that it is one if the condition holds and zero otherwise. We can (and should) set T to be significantly smaller than d(x test , x * c ), which is the error of the best reconstruction of the test sample 2 . In this case, z * c generates x * c and we have decoupled measuring the reconstruction quality and how likely the generated sample can be. We could also use x * = G(z * ) instead, where z * is the solution to (1), but we show in the experimental section that those samples would not be generated when sampling from p(z). The likelihood of x * would be negligible compared to the likelihood of x * c . When x * is a better reconstruction than x * c emphasizes the need for separating both measures (quality and likelihood), because even if we could recover x * by backpropagation, it would never be generated by sampling from p(x). This also remarks that setting σ in (4) would be challenging, while setting T in our case is fairly straightforward.
Of course, for typical GANs, in which the dimension of z is the hundreds, the approximation in (5) is impractical at best. We now present three approximations that can be easily computed. We advocate for the last one, as it is the most computationally efficient and accurate of the three.
Isotropic samples. We can approximate the log likelihood as follows:
x * i = G(z * c + i ), and i ∼ N (0, σ 2 I). The partition function Z only depends on p(z) and it is independent of the GAN, because by construction all p(z * c ) have the same probability. If the curvature of G(·) changes considerably in different dimensions of z the previous measure benefits those samples that are in a more isotropic region of G(·), because it underestimates the probability of those sample in which G(·) changes significantly in different directions.
Non-isotropic samples. We can adapt the previous measure to account for differences in the curvature of G(·), by instead computing:
where
and N * c counts how many x * i samples are sufficiently close to x * c , when σ is small and fixed. Selecting a good σ to ensure that N * c is nonzero for a given N and for all the test samples can be hard (and require a very large N ), if the marginal likelihood for all the test samples vary substantially (which they do).
Proposed measure. Finally, by combining the previous two approximations we get:
This approximation becomes more accurate as we increase σ , because we are able to capture all the directions in z-space in which the samples x * i are close enough to x * c . This approximation can be computed accurately by gradually increasing σ and N . In our simulations, we set the maximum N to 10,000 and we stop increasing σ when N * c drops below 100.
EvalGAN: metric
One of the aspects that we have not investigated in this paper is the selection of the ideal metric, i.e. d(·, ·). Defining this metric correctly is crucial for EvalGAN to succeed at evaluating GANs and it should be carefully selected by each different problem. The different communities using GANs for creating universal simulators, should coalesce around the relevant metric for evaluating their GANs with EvalGAN.
In this paper, we illustrate three different GANs by generating natural images (CIFAR-10 and CelebA) and we have used the well-know Peak Signal-to-Noise Ratio (PSNR) typically used in image compression:
where M is the maximum possible pixel value of the images, i.e. 255 for 8-bit color images. The higher the PSNR (in dB) leads to higher image quality. The Mean Squared Error (MSE) of color images can be computed as follows:
where K is the number of pixels in the images. In this paper, we have opted for a simple metric. We understand that other metrics for images in which smoothness or other properties of the generated images are captured might be more relevant. We are not specially advocating for PSNR, except that it relates to image quality and it is easy to understand and compute.
EvalGAN in practice

Experimental Setup
Three different state-of-the-art GANs have been considered: Wasserstein GAN (WGAN) , Improved WGAN with gradient penalty (WGAN-GP) (Gulrajani et al., 2017) and deep convolutional GAN with spectral normalization (SN-DCGAN) (Miyato et al., 2018) . Tensorflow implementation for the three of them are publicly available. To facilitate reproducibility of our results, in the Appendix we provide an exhaustive description of the parameters selected to construct both the generator and discriminator networks and those regarding the training process. To train all models, we consider as input a Gaussian noise model: z ∼ N (0, I), with dim(z) ∈ [16, 32, 64, 128, 256] . To solve the optimization problem in (1) and (2), we use Adam algorithm (Kingma and Ba, 2014) with parameters α = 0.005 (learning rate), β 1 = 0.9 and β 2 = 0.999 and a stopping tolerance of 0.1 in 3000 iterations. For solving (2), we project the norm of z to the unit hypersphere if the norm of z is larger than dim(z).
CIFAR10 is taken as the main running example in this section to illustrate our discussion and the quality metrics proposed. CIFAR10 contains 50,000 images for training and 10,000 images for test. Further experiments using the CelebA dataset are mainly included in the Appendix. In CelebA, 2,000 face images are used for test and 200,000 images for training. The results in this section refers to the SN-DCGAN algorithm, while WGAN and WGAN-GP are reported in the Appendix.
Assessing reconstruction quality in EvalGAN
We first analyze the influence of the generator input-dimension on the GAN reconstruction quality. We compute z * for the images in the test set using the solution to the unconstraint problem in (1), once the GAN has been trained. The solid lines in Figure 2 show the evolution of the average PSNR with respect to dim(z), as expected the image quality improves with dim(z). Also, it is remarkable that the reconstruction quality of test samples is as good as those in the training set. 
Figure 2: Evolution of the average PSNR between the original image and its reconstruction with the dimension of the latent space for SN-DCGAN trained using CIFAR10. Solid lines correspond to the reconstruction PSNR using the unconstrained projection found solving (1). Dashed lines correspond to the reconstruction PSNR using the constrained optimization in (2) with δ = 0.
We also found that (almost) all z * samples lie outside the typical set and hence the found images would never be generated when sampling from p(z). This effect has not been previously reported in the literature and it shows that during the optimization of the GAN we are not controlling accurately the mapping from z to x. This issue is illustrated in Figure  3 (a), where we show the average log p(z) for the test and training samples and we compare it with the log p(z) of the samples from the typical set. In Figure 3 (b), we show the histogram for ||z * || 2 from the training and test samples, as well as the histogram of samples from p(z) for dim(z) = 256. It is fairly obvious the values of z * would never be sampled in practice. As advanced in Section 3.1, we also advocate to constraint z * to be in the typical set of p(z). The dashed lines in Figure 2 represent the PSNR of the original image w.r.t. G(z * c ), where z * c is found by solving (2). There is a noticeable degradation for high-dimension inputs in both train and test sets. In Figure 4 we show some test set examples reconstructed with z * and z * c . In (a) we use dim(z) = 256 and in (b) dim(z) = 16. In the lefthand side of each subplot, we report the images with largest PSNR and, in the righthand side, we show the images with the lowest PSNR values. For the high quality reconstructions, there is little visual difference between the constraint and unconstraint optimization and the input dimension does not seems to affect the reconstruction that much. For the lower quality reconstructions and dim(z) = 256, the differences are quite significant between the three images, but still the objects are recognizable in both reconstructions. For dim(z) = 16 neither reconstruction is meaningful, showing larger dimensions for z are really needed. To obtain the results above, we also checked if different initializations for z in (2) lead to the same x * c = G(z * c ). In Figure 5 (a), we show 10 different reconstruction for the same image from 10 different initializations, as well as the sample from the mean input noise sample, i.e. z * c,p = m z * c,m /10, where z * c,m are each one of the 10 solutions to (2) with the same test image. The first column is the original image, the second column represents the image coming from G(z * c,p ) and the last 10 columns shows each one of the individual reconstructions G(z * c,m ). We also took the two z * c,m that were further apart and linearly interpolate their values to generate the images in between. These images are shown in Figure  5 (b) with similar behavior as the previous experiment. Similar conclusions can be drawn when we perform polar interpolation instead of linear interpolation. In short, even if the optimization problems are not convex and uni-modality is not enforced by GAN training, we did not find issues with either.
EvalGAN marginal likelihood
We now concentrate in evaluating the likelihood of the reconstructed images, independent of their reconstruction quality. First, in Figure 6 (a) we show the evolution of d(x * c , x * i ) as a function of σ for 20 train and 20 test samples. We can see that the degradation of the samples varies considerably. For example, if we set the threshold for the PSNR at 40dB (much larger than the 25dB reconstruction error reported in Figure 2 the image with the largest σ , for which this mean reconstruction quality is achieved, is above 0.04. For the image with lowest σ , before the quality threshold is met, is below 0.01. This means that the most probable image in the set is at least (0.04/0.01) 256 ≈ 10 154 more probable than the least likely image and we are only comparing 20 random samples in this plot.
We now turn to computing the log-likelihood for 400 images using the approximation in (10), in Figure 6 (b) we show the histogram of log 10 p(x) − log 10 Z. We use a threshold T Figure 5 : In (a) from left to right: real image, reconstruction using the latent mean m z * c,m /10, and reconstruction using the solution to (2) for 10 different initializations. For this experiment we consider dim(z) = 256. In (b), the leftmost image is the real sample. The rest are the reconstructions from linearly interpolated z values using (2) for two different initializations. in (9) corresponding to a PSNR w.r.t. to G(z * c ) of 40 dB. Note that the few images in the right-most tale of the histogram are 10 125 times more probable of being generated than those in the mode of the histogram, and are 10 175 times more likely than those in the left tail of the histogram. Hence, at a sample level, we are able to point exactly where overrepresentation and mode dropping occurs. The log-likelihood distribution is similar for the training and test sets, it does not seem to be an over-representation of the samples in the training set.
In Figure 7 , we compare the log unnormalized marginal likelihood with the reconstruction PSNR between the real image and G(z * c ) for 400 test CIFAR10 images using SN-DCGAN. First, we can notice that the dynamic range of both likelihood and PSNR is quite large, especially the former. We can also observe that images with simpler textures and large uniform backgrounds are not only reconstructed with better quality, but also they are being overrepresented by the generator network. In Figure 8 , we compare the reconstruction of people that either have a weird posture or they are wearing glasses or hats. It is interesting to note that in CelebA, reconstructed images using the solution to (2), i.e. z * c . tend to simplify the original image including features common in the set of most probable images, e.g. inserting soft smiles instead of more complicated gestures, or even removing objects like glasses, hats, or even a microphone. The solution to the unconstrained problem in (1), i.e. z * , tend to partially keep those features.
Finally, in the Appendix we reproduce the previous experiments using WGANs, WGAN-GP and SN-DCGAN with CIFAR10 and CelebA datasets.
Discussion
The two measures that we have put forward in this paper, are very relevant when evaluating GANs and they have not been systematically used in the past. The reproduction quality tells us if a sample can be generated by the GAN and how good it matches the test sample sample directly is much harder and it mixes these two relevant metrics in one, making it useless to evaluate GANs, as already point it out in Theis et al. (2016) .
The results in log likelihood estimation shows that training and test samples suffer significant over and under-representation issues that needs to be corrected when training GANs. We can use the mean log-likelihood to compare GANs, but we should also try to equalize the log-likelihoods for the training (and test) samples when training GANs. Because a difference in marginal likelihood of more than 10 10 seems a bit extreme, in our opinion, and these differences happen for most pair of images (the largest difference are larger than 10 150 ).
We have also noticed that the samples that are more visually complex lead to lower reconstruction error and lower marginal likelihoods. For example, we can argue that the samples that present lower marginal likelihood can be over-sampled when training GANs, as we should not expect that harder to generate samples need to be seen an equal number of times that those that are easier to generate. This will also improve the reconstruction quality of these samples.
In this paper, we have left open what the right metric for the different GANs would be. Is PSNR adequate or should we consider other distances for images? Also, what should be the right metric for generating text or speech? In general, for each problem, in which we want to evaluate GANs, we would need to design the right metric.
Finally, we have not been able to apply EvalGAN to Variational Autoencoders (VAE), as we had wished for. EvalGAN can be used to evaluate the decoding network of VAEs the same way we proposed to evaluate the generative networks of GANs. Additionally, EvalGAN, given a test data set, can help compare the z * c given by (2) with the z that is obtained from the encoding VAE network. Understanding if these two distributions are similar would tell us about how well the encoder and decoder have been trained and open a different way to further optimizing them. This has been left as further work.
The need for constraint optimization for evaluating the test samples
One of the main results from using EvalGAN is an ancillary result that we were not expecting when we embarked on this project. The values of z * in (1) are well off the typical set of that would be generated from p(z). When we constraint the result to be in the typical set the image quality degrades slightly, but still it does degrade and it is more apparent as dim(z) grows 4 .
Expecting that the distribution of z * matches that of p(z) might be too much to ask for, because of biases in the available sets and the training of GANs and its architecture. But we should expect that z * for both training and test samples should lie on the typical set of p(z) without needing to constrain it, because otherwise we would not be controlling the samples that GANs will be generating as well as we could. We believe that GAN training should be modify to account for this problem. This is probably the most important conclusion of this study. We have not figure out a way forward (yet). Figure 10 shows the average MSE between real test/training images and their reconstruction using z * in (1) or z * c in (2), as dim(z) grows. SN-DCGAN stands out in terms of reconstruction error, achieving PSNR values above 26 dB for dim(z) = 256. In the top row of Figure 11 we show the average log-likelihood LL(z * ) as a function of dim(z). For high dimensions, in all cases it is significantly smaller than the typical LL of samples from the input distribution p(z), indicating that the sampling from the input distribution so that the best reconstructed image is obtained is extremely unlikely. In the bottom row, we show the histogram of ||z * || 2 for dim(z) = 256.
In Figure 12 we compare test images (first column) with G(z * ) (central column) and G(z * ) (right column). The left group of images represents the test samples with largest PSNR(x, G(z * c )) while the right group contains the samples with the worst PSNR values. The top row corresponds to dim(z) = 256, and the bottom row to dim(z) = 16. While for dim(z) = 16 the reconstruction error is in general large for all images, for the high quality reconstructions in the case dim(z) = 256 there is little difference between the constraint and unconstraint optimizations, while for the lower quality reconstructions the differences are quite significant.
In Figure 13 we show the reconstructed image G(z * c ) for 5 different test images using 10 different initializations. We also show the reconstruction mean input noise sample, i.e. z * c,p = m z * c,m /10, where z * c,m , m = 1, . . . , 10 are each one of the 10 solutions. In Figure  14 we also took the two z * c,m that were further apart and linearly interpolate their values to generate the images in between. These images are shown in with similar behavior as the experiment in Figure 13 . Similar conclusions can be drawn when we perform polar interpolation instead of linear interpolation. In short, even if the optimization problems are not convex and uni-modality is not enforced by GAN training, we did not find issues with either. This is better illustrated in Figure 16 , where in the top row we show the histogram of the maximum value of σ for which the average PSNR w.r.t. to G(z * c ) is less than 40 dB. In the bottom row, we reproduce this experiment for a maximum PSNR value of 30 dB. In all cases we have used 400 test/train images. For the same set of images, in Figure 5 .1 we show the unnormalized log marginal likelihood histogram using the. In all cases, results indicate an extreme overrepresentation of some samples in the test set, which corresponds to simple images with smooth textures and uniform backgrounds in CIFAR10 and plain smiling faces in SN-DCGAN, as it can be observed in Figure 18 . It is interesting to note that, particularly for SN-DCGAN with CelebA, reconstructed images using the solution z * c to the constrained problem tend to simplify the original image including features common in the set of most probable images, e.g. inserting soft smiles instead of more complicated gestures, or even removing the glasses. This effect is less severe when we visualize the reconstructed image from the solution z * to the unconstraint problem. Figure 19 shows scatter plots comparing the PSNR w.r.t. the original image versus the estimated log marginal likelihood obtained using EvalGAN. Observe that simpler images tend to be in regions with higher marginal likelihoods and better reconstructions, according to PSNR. We believe this effect must be certainly introducing a bias during the training of the GANs, as we sample minibatches of images from the generator at every training step.
In Figure 20 we show a comparison of different GANs using EvalGAN. SN-DCGAN performs better than WGAN-GP both in terms of reconstruction capabilities and in sample marginal likelihood. Also, WGAN on CIFAR10 provides much higher marginal likelihoods than SN-DCGAN, at the cost of worse average PSRN reconstruction quality. 1 · 10 −2 1.5 · 10 −2 2 · 10 −2 2.5 · 10 −2 3 · 10 −2 3.5 · 10 −2 4 · 10 −2 
