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The Cold molecule Nuclear Time-Reversal EXperiment (CeNTREX) is a new effort aiming for a
significant increase in sensitivity over the best present upper bounds on the strength of hadronic
time reversal (T ) violating fundamental interactions. The experimental signature will be shifts in
nuclear magnetic resonance frequencies of 205Tl in electrically-polarized thallium fluoride (TlF)
molecules. Here we describe the motivation for studying these T -violating interactions and for
using TlF to do so. To achieve higher sensitivity than earlier searches for T -violation in TlF,
CeNTREX uses a cryogenic molecular beam source, optical state preparation and detection, and
modern methods of coherent quantum state manipulation. Details of the measurement scheme
and the current state of the apparatus are presented, with quantitative measurements of the TlF
beam. Finally, the estimated sensitivity and methods to control systematic errors are discussed.
1 Introduction
Before the early 1960s, it was believed that CP is a good
symmetry of nature. As Landau pointed out, that would
make it impossible for particles to have electric dipole
moments (EDMs) along their spin axis [1]. The detection
of such an EDM would thus provide clear evidence of CP -
violation (CPV).
While most processes preserve CP , certain weak in-
teractions violate it as observed in K-, B-, and D-meson
decays [2, 3]. The flavor-changing part of the Standard
Model (SM) quark sector includes a CPV phase in the
CKM quark-mixing matrix [4]. This so-called Kobayashi-
Maskawa mechanism introduces the third quark genera-
tion to explain the CPV [5]. The CKM phase has been
the only source of observed CPV so far [3].
A major motivation for CPV searches comes from
the baryon asymmetry of the universe (BAU). Compared
to the current baryon density nB, the antibaryon den-
sity nB is very small; the reported upper bounds for the
antimatter-to-matter number ratio range from 10−15 to
10−6 [6]. To date, no mechanism has been experimen-
tally verified that can explain the BAU. In a 1967 paper,
Sakharov argued that CPV is necessary to explain the
BAU [7] if the initial conditions of the universe were C-
symmetric. The existing CPV in the CKM matrix is not
enough to explain the extent of the BAU [8]. Thus new
sources of CPV are required to explain the BAU.
No flavor-neutral CPV signal has been observed yet.
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However, many mechanisms can lead to such phenom-
ena. For example, the QCD Lagrangian can, in princi-
ple, include an effective CPV term, proportional to the
parameter θ¯ [9]:
L = θ¯ g
2
32pi2
GaµνG˜
a
µν , (1)
where Ga is the gluon field tensor, g is the strong cou-
pling constant, and θ¯ is dimensionless. Experimental lim-
its from experiments searching for CPV in neutral 199Hg
atoms [10] and ultracold neutrons [11, 12] suggests that
the strength of this term relative to the usual strong
interaction is
∣∣θ¯∣∣ < 9 · 10−11. The unexplained small-
ness of θ¯ is known as the strong CP problem. One pro-
posed solution to the strong CP problem is the so called
Peccei-Quinn mechanism, with an accompanying elemen-
tary scalar particle: the axion [13]. The axion would
naturally lead to θ¯ ≈ 0, and is an attractive candidate
for dark matter [14, 15, 16]. (A review of experimental
searches for the axion is given in [17].)
New hadronic CP -violating interactions from the QCD
sector, or from physics beyond the SM, can lead to a
static charge asymmetry along the spin of a particle.
Such charge asymmetries include EDMs and, for finite
size particles such as nuclei, Schiff moments [18]. In
the Standard Model, EDMs and nuclear Schiff moments
(NSMs) are induced by the CKM phase, but are strongly
suppressed: an EDM cannot appear below the three-loop
level for quarks, or four-loop for leptons [19]. The CKM
phase can produce a proton or neutron EDM no larger
than 10−32 e cm. Proposed extensions to the SM carry
new CPV phases, which may manifest as EDMs or NSMs
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larger than expected based on the Standard Model. The
search for an EDM or NSM thus constitutes a nearly
background-free signal for new physics. In fact, the back-
ground expected from the Standard Model would only be-
come apparent when probing effects beyond the energy
scale of ∼105 TeV [8].
At present, searches for EDMs and related phenom-
ena give the most sensitive constraints on flavor-neutral
CPV effects beyond the SM. However, these searches are
subject to the following limitation. According to the
Schiff theorem, the interaction energy of nonrelativistic
point-charged electric dipoles, bound in a neutral system
but subject to an arbitrary external electrostatic poten-
tial, has no term linear in the CPV charge distribution
[18]. Physically, the system rearranges itself so as to
screen the external field completely [20]. Thus, a CP -
violating moment of a charged constituent in a bound
system cannot be detected without some mechanism to
bypass Schiff’s theorem. Two such mechanisms are rela-
tivistic constituent motion and finite constituent size.
A nucleus in an atom or molecule is nonrelativistic,
but has an extended size. This finite size can lead to
a residual electromagnetic moment, the Schiff moment
S, that gives rise to a CP -violating interaction. In heavy
diatomic atoms and molecules such as TlF, this finite-size
effect gives the dominant contribution to CPV signals.
Since the nuclear spin I is the only preferred direction
in a nucleus, S has to point along the same axis, i.e.
S = SI/I. Time reversal would flip the spin direction
but keep the NSM unchanged, violating T symmetry. On
the assumption that CPT is a good symmetry, a nonzero
value of S thus is a signature of CPV.
The Schiff moment corresponds to a charge displace-
ment that is similar to an EDM in its asymmetric distri-
bution along the spin axis. It is equivalent to a charge
density on the nuclear surface proportional to cos θ, where
θ is the angle from I; this surface charge distribution pro-
duces a uniform electric field inside the nucleus [21]. The
magnitude S of the NSM scales with the atomic mass A
as S ∝ A2/3 [22].
The value of S can be related to more fundamen-
tal CP -violating parameters, including CPV pi meson–
nucleon interaction constants g¯0, g¯1, and g¯2; the θ¯ QCD
parameter; quark chromo-EDMs d˜d and d˜u; and the neu-
tron and proton EDMs, dn and dp. For example, the
NSM of the 205Tl nucleus1 can be written as [23, 24]:
S
(
205Tl
) ≈ (0.13gg¯0 − 0.004gg¯1 − 0.27gg¯2) ;
S
(
205Tl
) ≈ 0.027θ¯ e fm3;
S
(
205Tl
) ≈ (12d˜d + 9d˜u) e fm2;
S
(
205Tl
) ≈ 0.4 dp fm2.
(2)
If detected by CeNTREX, a nonzero S
(
205Tl
)
would pro-
vide evidence for a nonzero value of one or more of these
fundamental CPV parameters.
1The 205Tl nucleus has closed neutron shells; hence its NSM has
negligible contribution from dn.
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Figure 1: T-violating energy shift ∆CPV = WSS P as a
result of a nonzero NSM S given by the effective interaction
HCPV = WSSI · nˆ/I (Eq. 3), shown for opposite orientations
of the applied field E.
Energy shifts associated with a NSM can be greatly
enhanced in polar molecules, where there is another in-
trinsic direction in addition to the nuclear spin: the in-
ternuclear axis nˆ. In TlF, we define nˆ as pointing from F
to Tl, associated with the internal molecular dipole mo-
ment and a corresponding strong intramolecular gradient
of the electron density. For nuclei inside a molecule, the
NSM (and other CP -violating effects [22]) interacts with
this density gradient, giving rise to an effective CPV Ha-
miltonian of the form [23]
HCPV = WSS I
I
· nˆ. (3)
Here, WS describes the intramolecular energy associated
with a given NSM. Its value is determined by the prop-
erties of the electronic wavefunctions, which can be cal-
culated from first principles [23, 25, 26, 27]. The magni-
tude of WS grows rapidly with atomic number Z of the
nucleus, as WS ∝ Z2 [28].
Without an external electric field E, the interaction
of Eq. 3 fails to produce a first-order effect in any given
energy eigenstate. This is because the rotation of the
molecule averages nˆ to zero, and the expectation value
〈HCPV〉 vanishes [29, 30]. However, when an external
field is applied, the molecule becomes polarized and nˆ,
HCPV acquire non-zero expectation values, with 〈nˆ〉 ‖ E.
We define the degree of electrical polarization P = |〈nˆ〉|,
so that 0 ≤ P ≤ 1. Hence, energy shifts due to CPV are
given by 〈HCPV〉 = WSSP EE · II .
Polar molecules can be polarized readily in laboratory-
scale fields owing to their small rotational level separation
(∼10−4 eV), giving them near-maximal energy shifts in-
duced by a given Schiff moment. Thus, Sandars [31] sug-
gested a molecular-beam resonance experiment could be
used to probe the existence of the proton EDM, if the mo-
lecule has a heavy atom with an unpaired proton in the
nucleus, such as 205Tl. The value of S is determined by
2
measuring energy splittings between spin-up and -down
states relative to 〈nˆ〉 (which is parallel to the applied
electric field E). This splitting will increase or decrease
as E (and hence 〈nˆ〉) reverses, due to the interaction in
Eq. 3. The difference in level splittings is proportional to
the electric polarization P, the interaction strength WS ,
and S (Fig. 1).
CeNTREX uses a cold beam of thallium fluoride (TlF)
to measure nuclear T -violation due to the NSM of the
205Tl nucleus. It is a suitable system to look for P -
and T -violating interactions for a number of reasons: a
molecular beam of thallium fluoride can be readily ob-
tained; many of the molecular states and transitions are
known experimentally; the species is a polar diatomic
molecule, enhancing the electron density gradient at the
site of the nuclei (and hence WS). As the thallium nu-
cleus is heavy (A = 205, Z = 81) and the NSM-induced
energy shift scales ∝ A2/3Z2, the Tl Schiff moment is
correspondingly large [31, 32]. Since the Tl nucleus con-
tains an unpaired proton, CeNTREX will be primarily
sensitive to proton EDM effects, as opposed to other lead-
ing experiments which are more sensitive to the neutron
EDM [10]. TlF is not very sensitive to the electron EDM
due to its zero total electron spin [33].
The current best constraint on T -violating interac-
tions associated with S
(
205Tl
)
was found by Cho, Sang-
ster and Hinds in 1991 [29, 30], who measured a NSM-
induced frequency shift of ∆E = 2∆CPV = (1.4± 2.4)×
10−4 Hz, consistent with zero. 2 Using the effective in-
teraction HCPV, the energy shift can be interpreted as
∆E = 2∆CPV = 2WS S P, (4)
where WS = 40539 a.u. and polarization P = |〈nˆ〉| =
0.547, resulting in a Schiff moment [24, 26]
S
(
205Tl
)
= (3.6± 6.1)× 10−11 e fm3. (5)
With Eq. 2, the following limits can be placed:
θ¯ = (1.3± 2.3)× 10−9,
12d¯d + 9d¯u = (3.6± 6.1)× 10−24 cm,
dp = (0.9± 1.5)× 10−23 e cm,
0.13gg¯0 − 0.004gg¯1 − 0.27gg¯2 = (3.6± 6.1)× 10−11.
(6)
CeNTREX aims to improve on these limits by using a
cryogenic molecular beam source to achieve a cold beam
with low velocity spread compared to the jet source used
in the previous work. Rotational cooling will be per-
formed with optical and microwave pumping, collapsing
much of the initial Boltzmann distribution into one state,
greatly enhancing the number of molecules accessible for
measurement. Finally, optical cycling will be used to as-
sist state readout, resulting in near-unity detection effi-
ciency. Fluorescence detection, compared to the hot-wire
2Throughout, we express both frequencies and energies in linear
frequency units (Hz).
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Figure 2: Hyperfine structure in the lowest three rotational
levels in the TlF ground state X1Σ+, with no applied fields.
Rotational energies hBJ(J+1) should be added to the hyper-
fine energy shifts indicated on the axis. Note the (2F+1)-fold
degeneracy of each state with total angular momentum F , cor-
responding to the quantum numbers mF = −F, . . . , 0, . . . , F .
techniques used previously, allows for background-free de-
tection if scattered light is well controlled.
1.1 Thallium Fluoride
The TlF molecule is described by its electronic, vibra-
tional and rotational motion, plus the states of the Tl and
F nuclear spins. CeNTREX makes use of states both in
the vibronic ground state, X1Σ+ (ν = 0), and in an elec-
tronically excited state, B3Π1 (ν = 0). In both cases, we
describe the angular momentum couplings in a Hund’s
case (a) basis. We typically write energy eigenstates in
terms of the basis states |η, J, F1, F,mF 〉. Here, η repre-
sents the vibronic quantum numbers; J is the total angu-
lar momentum excluding the nuclear spins, F1 = J + I1,
with I1 = 1/2 for
205Tl; F = F1 + I2 is the total angular
momentum, with I2 = 1/2 for
19F; and mF is its projec-
tion along a quantization axis in the lab frame. Field-free
eigenstates are close to these basis states in the ground
X1Σ+ state. In the B3Π1 state, strong hyperfine inter-
actions significantly mix states with different J and F1
values. Hence, we describe these eigenstates with the
modified notation |η′, J˜ ′, F˜ ′1, F ′,m′F 〉, where J˜ ′ and F˜ ′1
correspond to the largest component in their basis-state
decomposition; the primes indicate that the ket refers to
the excited state B3Π1.
Molecules in the beam are assumed to be in the vi-
bronic ground state, since the beam temperature is much
lower than the energy scales associated with the elec-
3
Table I: Constants describing rotational, hyperfine, Zeeman,
and Stark interactions in the effective TlF ground-state Ha-
miltonian (Eq. 7). All values taken from Ramsey et al. [32],
except for B (see Sec. 1.1).
B = 6.66733 GHz µe = 4.2282(8) Debye
µJ = 35(15) Hz/G c1/h = 126.03(12) kHz
µ2051 = 1.2405(3) kHz/G c2/h = 17.89(15) kHz
µ2031 = 1.2285(3) kHz/G c3/h = 0.70(3) kHz
µ2 = 2.00363(4) kHz/G c4/h = −13.30(72) kHz
tronic and vibrational excitations. However, even at cryo-
genic temperatures, there is a Boltzmann distribution
over many rotational and nuclear spin states. The dom-
inant term in the energy of rotational/spin levels in the
X1Σ+ state is due to rotation; the mean energy of states
with quantum number J is Erot = hBJ(J + 1), where
hB ≈ 6.69 GHzh ≈ 0.3 K kB, where h is the Planck con-
stant and kB the Boltzmann constant.
3
Hyperfine interactions split sublevels with different F
values (F = J − 1, J, J, J + 1, except F = 0, 1 only for
J = 0) in each rotational state. Thus, each rotational
level has 4(2J + 1) magnetic sublevels. Including rota-
tion, spin-rotation and spin-spin interactions, plus inter-
actions with external electric (E) and magnetic (B) fields,
the system is described by the effective Hamiltonian [32]
HTlF = Hrot +Hsr +Hss +HS +HZ, where
Hrot = hBJ2,
Hsr = c1(I1 · J) + c2(I2 · J),
Hss = c3T 2(C) · T 2(I1, I2) + c4(I1 · I2),
HS = −µe · E,
HZ = −µJ
J
(J ·B)− µ1
I1
(I1 ·B)− µ2
I2
(I2 ·B).
(7)
Here, the first term in the spin-spin interaction (Hss) con-
tains the scalar product of two rank-2 tensors: one con-
structed from the modified spherical harmonics C, and
one from I1 and I2 [36]. (The matrix elements diago-
nal in J of this term are given in [32].) The hyperfine
parameters c1, c2, c3, c4, rotational constant B, magnetic
moments µJ , µ1, µ2, and molecule-frame electric dipole
moment µe are all known from previous measurements;
their values are given in Table I. A level diagram of low-
lying states in the absence of applied fields is shown in
Fig. 2.
In CeNTREX, lasers are tuned to X1Σ+(ν = 0) →
B3Π1 (ν = 0) transitions in order to manipulate and read
out ground state hyperfine and rotational sublevels. De-
tails of the B3Π1 state structure are given in [37, 38].
3In Ramsey et al. [32], the symbol B denotes the rotational
constant in equilibrium position, i.e., there B ≡ Be. However,
the effective v = 0 rotational constant, B0, is more relevant to
CeNTREX. To first order in the Dunham expansion [34], B0 =
Be − αe/2. With Be and αe from the NIST database [35], we find
B0. We define the symbol B ≡ B0; its value is shown in Table I.
Here, only a few main features of the B state substruc-
ture are important. First, the B state hyperfine split-
tings are very large (& 100 MHz) compared to the natural
linewidth of the transition (γB ≈ 1.6 MHz), which is in
turn much larger than the ground-state hyperfine split-
tings (cj . 100 kHz). This means that hyperfine struc-
ture is fully resolved in the excited state, and entirely un-
resolved in the ground state. Hence, optical transitions
in TlF drive a large manifold of ground-state hyperfine
levels (with a given value of J) to a single hyperfine state
with (nominal) quantum numbers J˜ , F˜1 and exact quan-
tum number F . Another important feature of the B state
is that its matrix of Franck-Condon factors (FCFs) for de-
cay to the X state is extremely diagonal [39], such that
∼ 99% of the time, the B(v = 0) vibronic state decays
back to the vibronic ground state X(v = 0). This en-
ables optical pumping and optical cycling with little loss.
However, the mixing of J and F1 by the strong B-state
hyperfine interaction substantially modifies rotational se-
lection rules in B − X decays, and must be taken into
account when describing optical excitation and emission
in TlF.
1.2 TlF in E-fields
Throughout most of the CeNTREX apparatus, TlF mo-
lecules experience a non-zero E-field and (nominally) zero
B-field. The character of the energy eigenstates changes
significantly depending on the E-field magnitude, which
varies dramatically between stages of the experiment.
Hence, it is useful to describe the energy eigenstates of
the TlF electronic ground state in different regimes of
E-field strength (with B = 0), as defined by the ratio of
Stark shifts, ∆ES = 〈HS〉 ∼ µ2eE2/B, to the strength of
hyperfine interactions, Ehf = 〈Hsr +Hss〉 ∼ cj , or rota-
tional energies, Erot = 〈Hrot〉 ∼ B. In all regimes, the
total angular momentum projection mF along the quan-
tization axis (defined by the local direction of E) is an
exact quantum number.
In the low-field regime, where ∆ES  Ehf , energy
eigenstates retain J , F , and F1 as approximate quantum
numbers. In the mid-field regime, where Ehf  ∆ES 
Erot, both J and mJ are approximate quantum num-
bers. Here, when mJ = ±1, J is strongly coupled to the
molecular axis nˆ (and hence to E), and each nuclear spin
is coupled to J (and thus also to E) by the spin-rotation
interaction. Hence, here mI1 and mI2 are approximate
quantum numbers. By contrast, when mJ = 0 (including
when J = 0) in this regime, the nuclear spins decouple
from J and E. However, the nuclear spins remain cou-
pled to each other via the spin-spin interaction. So, here
the total nuclear spin It = I1 + I2 and its projection
mIt are approximate quantum numbers in addition to
J and mJ = 0. Finally, in the high-field regime where
Ehf  Erot . ∆ES, J states are strongly mixed, and
separations between mJ states are on the order of Erot.
Here, eigenstates are defined by the same approximate
quantum numbers as in the mid-field regime, aside from
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Figure 3: Overview of the energy eigenstates for changing E-field magnitudes. The low-field regime, where ∆ES  Ehf , where
energy eigenstates retain J , F , and F1 as approximate quantum numbers is shown in a. for J = 1 and c. for J = 2. The
mid-field regime, where Ehf 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 Erot, where both J and mJ are approximate quantum numbers is shown in b. for J = 1
and d. for J = 2. States used in CeNTREX are shown in bold.
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Figure 4: Evolution of the energy eigenstates of the TlF
Hamiltonian (Eq. 7) for E ranging from 0 V/cm to 50 kV/cm,
for J = 0, 1, 2. States used in CeNTREX are shown in bold.
Hyperfine structure is unresolved in this plot.
J . We refer to these strongly mixed states with the label
J˜ , which corresponds to the value of J that any given
state connects to adiabatically, if the E-field is reduced.
Table II summarizes the different regimes and associated
eigenstates.
Figure 3 shows how the relevant energies and eigen-
states evolve from the low-field to the mid-field regime
for J = 1 and J = 2 states. Bold curves are states di-
rectly relevant to CeNTREX. Figure 4 shows a zoom out
of states up to J = 2 from low to high fields.
The 205Tl NSM measurement is carried out in J˜ =
1, mJ = ±1 states of TlF at large electric field E = 30
kV/cm. This choice of states takes advantage of the
structure of TlF in electric fields, in two ways. First,
the observable energy shift associated with S, ∆E, scales
linearly with the degree of polarization P of the TlF mole-
cule (Eq. 4). An electric field more easily polarizes states
with low J , since P arises from mixing between states
with different parity and thus different J ; these states
are closest together when J is small. Additionally, as
discussed in a later section, certain dangerous systematic
errors in the NSM measurement are dramatically sup-
pressed in the presence of a strong spin-rotation interac-
tion (later referred to as an effective intra-molecular mag-
netic field). This requires mJ 6= 0. The J˜ = 1, mJ = ±1
states hence provide the best combination of sensitivity
and systematic error suppression in TlF.4
2 Experiment Overview
CeNTREX consists of a series of modules. In this sec-
tion we describe each region and its function, following
the path of a typical TlF molecule in the experiment. A
cryogenic buffer gas beam source (BS) forms a cold, slow,
4—P— is larger in the J = 0,mJ = 0 states, given the same E-
field value. Hence, the NSM gives larger energy shifts there. How-
ever, in these states where mJ = 0, the effective intra-molecular
magnetic field vanishes.
and bright molecular beam. Next, a rotational cooling
region (RC) accumulates molecules from the many ther-
mally populated states into a single hyperfine state in
J = 0. Next, the molecules are coherently transferred
from J = 0 to J = 2, mJ = 0 in state preparation re-
gion A (SPA). This makes it possible to focus the molec-
ular beam at a final detection region downstream with
the electrostatic quadrupole lens (EQL). State prepara-
tion region B (SPB) coherently moves population from
J = 2, mJ = 0 to J = 1, mJ = ±1, the state used for the
Schiff moment measurement. Next, the main interaction
region (MI) performs nuclear magnetic resonance (NMR)
in the presence of a strong polarizing E-field using the
technique of separated oscillatory fields (SOF) [40, 41].
A short RF magnetic field subregion creates a superpo-
sition of thallium nuclear spin states. After a period of
free precession in E, a second RF field subregion maps
the phase accumulation due to the energy difference of
the spin states—including a contribution from the Schiff
moment—into a population difference between the spin
states. In state preparation region C (SPC), each spin
state is transferred to a different rotational state. Finally,
the rotational populations are read out with laser-induced
fluorescence (LIF) and optical cycling in the fluorescence
detection region (FD). An overview of the beamline de-
sign is shown in Figures 5 and 6.
Because the quantizing fields in CeNTREX change
direction throughout the apparatus, we find it useful to
use two different coordinate systems. We use (X,Y, Z)
to denote “beamline” coordinates, where Zˆ points in the
average direction of the molecular beam and Yˆ is vertical.
Similarly, we use (x, y, z) to denote “interaction region”
coordinates, where zˆ lies along the average E-field in the
interaction region, and xˆ is the vector closest to the av-
erage beam velocity that is also perpendicular to zˆ.
2.1 Beam Source
The source of the TlF molecules is a cryogenic neon buffer
gas beam [42]. A copper cell containing a solid TlF tar-
get is cooled to 18 K. The TlF is ablated with a pulsed
Nd:YAG laser operating at up to 50 Hz, while Ne flows
continuously through the cell at a typical rate of 40 sccm.
A 4 K layer surrounds the cell and cryopumps the Ne. Ab-
lated TlF reaches thermal equilibrium with the Ne buffer
gas before the cell exit, where the beam cools further as
it expands into vacuum. The cold cell aperture (6.35 mm
diameter) defines the zero position along the beamline
axis, Z. Two 25.4 mm diameter apertures (one in the
4 K layer at Z = 43 mm, one in a blackbody shield at
Z = 81 mm) collimate the beam.
The velocity distributions of the TlF beam were mea-
sured as follows. An additional collimator was placed
downstream. After this collimator, a laser beam, tuned
to a Q1 line of the X − B transition, crossed the molec-
ular beam. Here, laser-induced fluorescence (LIF) was
recorded with a photomultiplier tube (PMT). The LIF
signal as a function of laser detuning, with laser beams
6
beam source
rotational
cooling
bellows
gate valve
state prep A
gate valve
state prep B
electrostatic quadrupole lens
interaction region
bellows bellows
gate valve
state prep C
fluorescence detection
0 0.6 1.1 1.4 2.1 2.6 6.1 6.6 7.1Z
X
Y
z
x
y
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Figure 6: Overview of the regions the TlF molecules traverse as they move through the CeNTREX beamline. After emerging
from the beam source (not shown), the molecules enter the rotational cooling region. Here, the population in the rotational
levels J = 1, 2, and 3 is optically pumped to |J = 0, F = 0〉. (See Sec. 2.2 and Fig. 8 for more detail.) From there, they move
into state preparation region A, where adiabatic passage is applied twice to transfer the molecules to |J = 2, mJ = 0〉 (Sec. 2.3),
the state focused by the electrostatic lens (Sec. 2.4). In state preparation region B (Sec. 2.5), the molecular state is transferred
into one of the |J = 1, mJ = ±1〉 states before proceeding to the interaction region (Sec. 2.6). Here, using NMR with the
SOF technique, we transform the frequency shift between Tl spin up and down states, due to HCPV (Eq. 3), into a population
difference between these states. Subsequently, in state preparation region C (Sec. 2.7), one of the Tl spin state populations is
transferred to a J = 2 state. This makes the two populations resolvable with laser-driven transitions, to facilitate state readout
(Sec. 2.8). Finally, in the detection region, optical cycling and fluorescence collection are used for efficient, quasi-simultaneous
detection of the two populations. The red, grey, and black curves in the figure indicate the magnitude of the electric field along,
respectively, the beam direction Z, the interaction region field direction z, and the transverse electric quadrupole field directions
X,Y .
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Table II: Regimes of electric field strength and associated eigenstates in TlF.
Regime Definition Field strength Approx. eigenstates
Low ∆ES Ehf E . 50 V/cm |J, F1, F,mF 〉
Mid Ehf ∆ES Erot 50 V/cm . E . 5 kV/cm |J,mJ 6= 0〉|mI1 ,mI2〉|J,mJ = 0〉|It,mIt〉
High Ehf  Erot .∆ES 5 kV/cm . E |J˜ ,mJ 6= 0〉|mI1 ,mI2〉|J˜ ,mJ = 0〉|It,mIt〉
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Figure 7: Relative rotational state populations of TlF in
the CeNTREX beam source with typical conditions as de-
scribed in the text, overlaid with a fit to a Boltzmann dis-
tribution. From the fit, we find the rotational temperature
Trot = 6.3(2) K.
perpendicular to or at 45◦ to the TlF beam, yielded
information on the velocity distributions. The longitu-
dinal distribution is very nearly Gaussian, with mean
〈vZ〉 = 184(17) m/s and Gaussian width σvZ = 16.1(8)
m/s. The latter corresponds to translational tempera-
ture Ttr = 7.0(7) K. The TlF beam divergence was de-
termined from the shape of an isolated Q-branch (J˜ ′ =
J) absorption line, probed upstream of any collimation.
The FWHM spread in transverse velocity here was 93(3)
m/s, corresponding to a divergence cone half-angle of
14.0(1.5)◦.
The rotational temperature was determined by mea-
suring the population in different rotational states via
the size of LIF signals on R-branch transitions, where
J˜ ′ = J + 1. The laser can resolve hyperfine structure in
the excited but not in the ground state. Targeting the
excited-state sublevel with the largest possible angular
momentum, F˜ ′ = J˜ ′ + 1 = J + 2, ensures that only a
single ground state hyperfine sublevel, with F = J + 1,
is excited. This considerably simplifies the extraction
of rotational level populations from LIF signals. Subse-
quently, the relative populations are fit to a Boltzmann
distribution,
P (J) = g(J) exp
(
−BJ(J + 1)
kBTrot
)
, (8)
where g(J) = 4(2J + 1) is the degeneracy of each ro-
tational level. This procedure, illustrated in Figure 7,
yielded Trot = 6.3(2) K.
From known line strengths [37, 38, 43], calculated
solid angle of fluorescence detection, and calibrated PMT
sensitivity, we found a time-averaged TlF beam intensity
of 5× 1012 molecules/state/sr/s. Here, each mF sublevel
is considered one state, and the time average is taken over
1 second when operating at 50 Hz pulse repetition rate.
This is comparable to intensities found in other cryogenic
buffer gas beam sources [42].
2.2 Rotational Cooling
In a Boltzmann distribution at Trot = 6.3 K, about 50%
of the TlF population is in states with J = 0 through
J = 3. To maximize the Schiff moment measurement
sensitivity in CeNTREX this population is dissipatively
pumped to the J = 0, F = 0 level, which becomes the ini-
tial state for all further steps in the experiment. This ro-
tational cooling will be accomplished using a single opti-
cal pumping laser and two microwave driving fields. The
laser couples the J = 2 state to an excited state with
J˜ ′ = 1. We calculate that about half of the decays from
the excited J˜ ′ = 1 state end in the J = 0 state; nearly all
of the remainder returns to the J = 2 state. Branching
to other vibrational states is . 1% [37, 39]. The mi-
crowaves resonantly couple J = 1↔ 2 and J = 2↔ 3.
Repeated excitation-decay cycles then lead to accumula-
tion of population from J = 1, 2, and 3 into the J = 0
state, as shown in Fig. 8.
The presence of hyperfine structure adds considerable
complexity to rotational cooling in TlF. The aim is to ac-
cumulate population in the J = 0, F = 0 hyperfine level.
While the ground-state hyperfine splitting is smaller than
the laser linewidth, the excited-state hyperfine levels are
well separated. We tune the J = 2 optical pumping laser
to resonance with the J˜ ′ = 1, F˜1
′
= 3/2, F˜ ′ = 1 level.
We refer to this line as the P2 F1 transition. (As usual,
this P -branch transition has J˜ ′ = J − 1.) Without a
considerable effort, this level structure will only support
an extremely low excitation and pumping rate due to the
formation of long-lived coherent dark states [44] within
the manifold of unresolved ground-state hyperfine and
Zeeman sublevels. In CeNTREX, these dark states will
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Figure 8: Rotational cooling scheme. a. The thick solid arrow marks a UV laser driving the P2 F1 transition; bent arrows
represent microwaves, and wavy arrows indicate spontaneous emission. Rotational branching ratios are calculated with data
from [37]. The odd-parity J˜ ′ = 1− excited state can only decay to states with J = 0+, 2+. Percentages under the ground-state
kets are the thermal population at temperature Trot = 6.3 K, prior to rotational cooling. b. Hyperfine structure relevant to
optical pumping. Decays back to J = 2+ are not shown. The P2 F1 transition does not excite |J = 2+, F = 3〉. The nearest
optical transition that couples to the J = 2+ hyperfine manifold is separated from this line by about 550 MHz.
be rapidly destabilized [44] by switching the polarizations
of the laser and both microwave beams [45, 46], and en-
suring that no pair of the three beams are either parallel
or perpendicular to each other.5 Even with these mea-
sures, the excitation rate on the laser-driven transition is
bounded by Γsc . γB · ne/(ng + ne) [47], where ne = 3
is the number of excited state sublevels, ng = 60 is the
number of simultaneously coupled ground-state sublevels,
and γB ≈ ×1.6 MHz.
We have performed numerical simulations to estimate
the efficiency of this rotational cooling scheme, by solv-
ing the optical Bloch equations for the full 67-level system
coupled by microwaves, lasers, and spontaneous emission.
Our simulations include a realistic transverse velocity dis-
tribution; from trajectory simulations, we find that the
Doppler shifts experienced by molecules that can enter
the lens are as large as ±14 γB . This range is difficult to
saturate with simple power broadening, given the limited
laser power available in the UV. To use this power most
effectively, we add many sidebands to broaden the laser
frequency such that it roughly matches the full Doppler
width. In the simulations, we phase-modulate the laser
(with its carrier frequency set to resonance with zero-
velocity molecules) at frequency fmod = γB = 1.6 MHz
and with modulation depth βmod = 8.5. (These pa-
rameters can be reached with a commercial electro-optic
modulator.) We assume a realistic laser intensity (∼ 6
mW/mm2) in a beam multi-passed across the molecu-
lar beam to achieve total interaction length of ∼ 1 cm
(corresponding to 50 µs interaction time), and 100 mW
of microwave power in 2.5 cm diam. beams at each fre-
quency.
5Due to the selection rule (∆F = 0,±1), the (J = 2, F = 3)
state is dark with respect to laser excitation in this scheme. How-
ever, even the population in this state can eventually be optically
pumped, since the strong J = 2↔ J = 3 microwave field couples
this state to the J = 2, F = 2, 2, 1 states via Raman-type transi-
tions.
Under these conditions, we find that 78% of all mole-
cules originally in the J = 0–3 states are accumulated
into sublevels of the J = 0 state. Of these, ∼ 50%
are in the desired |J = 0, F1 = 12 , F = 0, MF = 0〉
hyperfine state. This corresponds to a 24-fold increase
compared to the initial thermal population in this state,
due to rotational cooling. Based on results from simula-
tions under other conditions, and recent demonstrations
of extended multipass geometries [48], we believe that
nearly complete pumping can be achieved by extending
the interaction length to 5 cm. This could increase the
desired state population by another factor of 1.28, and
also dramatically reduce residual populations in excited
rotational levels (which can contribute to background sig-
nals and/or systematic errors). Both experimental and
further numerical tests of the rotational cooling are on-
going.
2.3 State Preparation Region A
The electrostatic quadrupole lens in CeNTREX is de-
signed to focus molecules in the |J = 2, mJ = 0〉 state
(see Sec. 2.4). After rotational cooling, a majority of the
population is in the state |J = 0, F = 0〉, which is a pure
It = 0 (singlet) state of the nuclear spins. In state prepa-
ration region A, the population of this state is coherently
transferred to a |J = 2,mJ = 0〉 state using a two-stage
adiabatic passage (AP) protocol. In each stage, J in-
creases by one and mJ is unchanged, while (nominally)
It = 0 throughout.
The driving field is provided by two CW, single-fre-
quency free-space microwave beams, tuned to near res-
onance with the J = 0 → J = 1 and J = 1 → J = 2
transitions. The beams are produced by spot-focusing
horns, spatially offset so the beam profiles have no signif-
icant overlap. The time-varying detuning of each beam
from its respective resonance is provided by the quadratic
Stark shift due to a spatially varying DC electric field
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Figure 9: Rabi rates, detunings, state populations and
field amplitudes versus position in state preparation region
A, where Zˆ is the molecular beam direction. a. Calculated
Rabi rates Ω(Z), based on the measured intensity profile from
the spot-focusing horns. b. Stark-shifted detunings ∆01 and
∆12 of the transitions J = 0↔1 and J = 1↔2, respectively.
c. Calculated populations of relevant states as the molecules
travel through the SPA region, showing a simulated transfer
efficiency from J = 0 to J = 2 of 99%. d. Electric field EZ,
based on finite element simulations.
as the molecules fly through the region. The desired
∆mJ = ∆It = 0 transitions are selectively driven by pi-
polarized microwaves. Due to geometric constraints, this
requires the DC electric field, E, to lie along the molecu-
lar beamline, Zˆ. Fig. 6 has a schematic overview of this
region.
For efficient population transfer via AP, the adiabatic-
ity condition must be fulfilled [49]:
d∆
dt
 ∆2 + Ω2µw, (9)
where ∆ is the detuning and Ωµw the Rabi rate of the mi-
crowave drive. Furthermore, the detuning at large times
before and after the AP interaction must be larger than
the microwave Rabi rate. This is accomplished with fields
as shown in Fig. 9. We simulated the TlF state evolution
in the SPA region with peak Rabi rates Ωµw = 70 kHz,
perfectly pure pi-polarization, microwave intensity pro-
file as measured from the focusing horns, EZ field from
finite element calculations, and including the effect of
the Earth’s magnetic field. With these assumptions, we
found a state transfer efficiency of 99%.
We are confident that high transfer efficiency can also
be reached in the real experiment. Adiabatic passage is
a threshold process in that as long as the adiabaticity
condition is fulfilled, the state transfer occurs with an
efficiency close to 100% [49]. By making sure that the
2R = 1.75”
2R
−V
+V−V
+V
a)
b)
Figure 10: a) Stark shift of the J = 2, mJ = 0 hyper-
fine manifold of states. b) Front view of the electrostatic
quadrupole lens. Colored curves are equipotential surfaces.
The electrodes have length l = 60 cm, and applied potentials
±V up to ±30 kV. The electrode support structure is mounted
on translation stages (not shown) that allow for alignment of
the lens under vacuum.
adiabaticity condition is satisfied with a sufficiently safe
margin, the effects of various factors that might be ex-
pected to lower the efficiency can be mitigated. We have
simulated the effect of numerous realistic imperfections
such as spatial inhomogeneity of the microwaves and the
E-field, Doppler shifts, and microwave polarization mis-
alignment; we find that with the available microwave in-
tensity, the efficiency is not noticeably degraded in sim-
ulations.
2.4 Electrostatic Quadrupole Lens
The molecular beam exiting the source is spread over a
wide solid angle, so the beam intensity decreases as the
square of the distance from the source. The total dis-
tance from beam source to final detection in CeNTREX
is ≈ 6.4 m, so beam focusing can substantially improve
the signal strength. To accomplish this, an electrostatic
quadrupole lens (EQL) will be employed.
An EQL with four equidistant cylindrical electrode
rods, held at alternating positive and negative potentials
of the same magnitude V , generates an electric quadrupole
field of magnitude
|Equad(r)| = 2V r
R2
, (10)
where 2R is both the bore diameter of the lens and the
electrode diameter, and r is the distance from the central
axis of the quadrupole. A front view of the lens is shown
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in Fig. 10b. The J = 2, mJ = 0 states in TlF have a
quadratic Stark shift in fields up to E ≈ 20 kV/cm, and
slightly slower than quadratic to ∼ 30 kV/cm (Fig. 10a).
For electrode potentials of±V = ±30 kV, the fields inside
the bore of the lens do not exceed 30 kV/cm; hence, most
molecules in the lens bore remain in the quadratic Stark
shift regime.
A quadrupole field acting on molecules with a quadratic
Stark shift produces a harmonic potential along the ra-
dial direction within the lens. Under these conditions,
the electrostatic lens acts as an analogue to a thick opti-
cal lens [50]: the lens can be thought of as imaging the
molecular beam from the source to the detection region.
The trajectories of the molecules can be described by the
ray transfer matrices of a thick optical lens [51, 52]:(
ri
r˙i/vZ
)
=(
1 z′i
0 1
)(
1 0
−f−1 1
)(
1 z′o
0 1
)(
ro
r˙o/vZ
)
,
(11)
where ro/i is the radial position of the molecule in the
object/image plane (in our case beam source/detection
region), z′o,i is the distance from the object/image plane
to the entrance/exit principal plane of the lens, vZ is the
molecular velocity component along the beam direction
(i.e. longitudinal velocity), and f is the effective focal
length given by
f =
1
p sin (pl)
, p =
(
8CV 2
R4mv2Z
)1/2
. (12)
Here, l is the length of the quadrupole lens, m the molec-
ular mass, and C is a constant corresponding to the
strength of the quadratic Stark shift for a given J, mJ
state [36]:
C =
µ2e
2hB
J (J + 1)− 3m2J
J (J + 1) (2J − 1) (2J + 3) , (13)
where B is the rotational constant (Tab. I) and µe the
molecular electric dipole moment. As shown in Eq. 12,
the focal length depends on the velocity of the molecu-
les. The spread of longitudinal velocities in the molecular
pulse thus gives a range of focal lengths; this chromatic
aberration increases the focal spot size. Aberrations due
to deviation of the Stark shift from a purely quadratic
spatial dependence have a similar effect.
Due to the complexity added by the aberrations, the
length and bore diameter of the lens were optimized with
Monte Carlo simulations of molecular trajectories through
the entire apparatus. These simulations were done before
much of the beamline was designed and prior to measure-
ments of the molecular beam properties, and thus edu-
cated guesses had to be made for the parameters. For
the molecular beam we assumed a Gaussian longitudinal
velocity distribution with 〈vZ〉 = 200 m/s and σvZ = 13
m/s. The beamline was taken to have a distance of 0.81
m from the molecular source to the start of the lens, and
3.63 m from the end of the lens to detection. The de-
tection region was taken to have an acceptance area of
10 mm× 30 mm. The source was taken to have a diame-
ter of 20 mm, and was located 0.25” downstream from the
cold cell exit aperture. This was based on an estimate of
the molecular cloud size at the ’zone of freezing’ where in-
teractions between molecules are assumed to have ceased
[42]. The length and diameter of the lens were then op-
timized by maximizing the expected number of detected
molecules when the electrodes were at ±30 kV. The opti-
mal combination was found to be a diameter 2R = 1.75”,
and a length l = 60 cm. The simulated gain in the num-
ber of molecules making it to detection was a factor of
24.
Some of the beamline and molecular beam properties
are now known better than when the lens was designed.
The measured molecular beam velocity is slightly lower
at 〈vz〉 = 184 m/s (Sec. 2.1) than previously assumed. To
compensate for the lower velocity, the electrode voltages
are lowered to±27 kV. The source-to-lens-distance is 1.01
m, and the lens-to-detection-distance 4.45 m (liable to
change by ∼ 10 cm as the SPB and SPC regions are
designed). With these parameters, the simulated gain in
the number of molecules reaching the detection region is
a factor of 23.2 ± 0.9 where the uncertainty is based on
Poisson statistics in the simulation.
2.5 State Preparation Region B
After the electrostatic lens, TlF resides in a J = 2, mJ =
0 state, but the NSM measurement requires molecules
to be in a J = 1 state with mJ = ±1 [32, 53] (see
Sec. 1.2). The required state transfer takes place in
state preparation region B. To achieve this, a resonant
microwave field with x-polarization (in “interaction re-
gion” coordinates) will be applied in the presence of a
magnetic field, BSPB ≈ 10 G, and a quantizing electric
field, ESPB ≈ 50 V/cm. The BSPB-field is parallel to
ESPB = ESPBzˆ, and acts to distinguish ±mJ states. Here,
adiabatic passage can drive undesired transitions to un-
wanted states nearby in energy. So, here we use a mi-
crowave pi-pulse to achieve optimized transfer efficiency.
With a peak Rabi rate Ωµw = 1.5 kHz, the simulated
transfer efficiency is ∼ 96%. In practice, the transfer ef-
ficiency is likely to be reduced due to non-uniformities
of the electric and magnetic fields, since changes in the
fields cause the transition frequencies to shift away from
the microwave frequency. To achieve the quoted 96% ef-
ficiency, B needs to be uniform to within δB/B < 10−3
and E to within δE/E < 10−4. We are designing coils and
electrodes to meet these specifications.
2.6 Main Interaction Region
In order to measure the Schiff moment, a large, uniform
external electric field (EMI = 30 kV/cm, along zˆ), po-
larizes the molecules. In this large field, energies of the
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Figure 11: Hyperfine level structure of TlF |J = 1, mJ =
±1〉 states in E = 30 kV/cm and B = 0, as will be present
in the Main Interaction Region. Lettered naming labels cor-
respond to those in [32]. For brevity, only the sign of the
quantum numbers is shown; the full values are mJ = ±1,
m1 = ±1/2, m2 = ±1/2, where m1(m2) is the Tl (F) nuclear
spin. The zero of energy is arbitrary.
J = 1,mJ = ±1 manifold of hyperfine states are well-
described by the effective Hamiltonian [30]
Heff =(−µJJz − µ1I1z − µ2I2z)Bz
− µ1I1zJzBint1 − µ2I2zJzBint2 + CsI1zI2z
+ Ct(J
2
+I−,1I−,2 + h.c.) +WS S
I1
I1
· nˆ.
(14)
Here, Bint denotes an effective intra-molecular magnetic
field along 〈J〉 that arises from the spin-rotation terms
in Eq. 7, while Cs and Ct are effective scalar and tensor
spin-spin interactions, respectively, that arise from the
spin-spin terms in Eq. 7. The subscripts z,+,− on op-
erators refer to the usual angular momentum projection,
raising, and lowering operators, respectively.
The degree of electric polarization, P, is given by
P = |〈nˆ〉| = |〈cos θ〉|, (15)
where θ is the angle between nˆ and the z-axis defined
by EMI. For a state in the J = 1, mJ = ±1 mani-
fold at EMI = 30 kV/cm, P = 0.547. To determine the
205Tl NSM, we measure how the energy splitting between
two states with the same mJ values but opposite Tl spin
projections (m1 = ±1/2) changes, when EMI is reversed
relative to the quantizing field BSPB in the SPB region.
As discussed in Sec. 1, when S is non-zero this splitting
will shift by ±2∆CPV = ±2WS S P (Fig. 1). The states
in the J = 1,mJ = ±1 manifold for E = EMI are shown in
Fig. 11; the pairs that flip only the Tl spin I1 are j/e and
k/h, both with a separation of 119.517 kHz due mainly to
the effective internal magnetic field and the scalar spin-
spin interaction.
The energy splitting is measured with a classic SOF
technique for nuclear magnetic resonance [40, 41], albeit
with the external B-field set to zero. The RF drive fre-
quency is set to resonance: h¯ωRF ≈ µTlBint − Cs/2. The
first RF pulse in the SOF sequence creates a superposi-
tion of the Tl spin-up and spin-down states. Then, dur-
ing a period T of free precession, the accumulated phase
between the up/down states is
φ ≈ (−µTlBintsgn(mJ) + CsmI2
+2WS S Psgn(mJ))T/h¯.
(16)
The second RF pulse maps φ onto the relative population
in the spin-up and spin-down states. The probability of
a transition from spin-up to spin-down is [41]
P↑→↓ = sin2 2ΩRFτ cos2
1
2
(φCPV + φSOF) , (17)
where φSOF is the phase offset between the first and sec-
ond RF pulses, ΩRF is the Rabi frequency of the RF
magnetic field, τ is the time spent in the perturbing RF
field, and
φCPV = 2WS S P sgn(mJ)T/h¯= 2 sgn(mJ)∆CPV T/h¯.
(18)
The aim is to determine φCPV; from its measured value
and the known value of sgn(mJ), ∆CPV can be found.
The phase difference φSOF will be set to have magnitude
pi/2 and to alternate in sign: φSOF = ±pi/2. This yields
maximal sensitivity to the small energy shift ∆CPV.
In a zero magnetic field environment with EMI present,
φCPV only accumulates due to the T -violating frequency
shift. In practice, magnetic fields cannot be fully elimi-
nated from the interaction region, and will generate ad-
ditional frequency shifts. To minimize the contribution
of magnetic fields, we will construct a magnetic shield
consisting of several concentric cylinders. Currently, a 4-
cylinder shield, with 12 layers of Metglas high-permeability
material [54] on each cylinder, is planned. These will be
augmented with shim coils inside and outside the shields
for additional magnetic field control. We aim to achieve
sub-10µG residual fields (see Sec. 3.3).
The externally applied electric field EMI will be gener-
ated with two quartz electrodes of 3 m length, separated
by 2 cm, with a Rogowski profile [55, 56] to prevent for-
mation of large edge fields. The electrodes will be coated
with a conductive water-based colloidal graphite coating.
The choice of coated quartz electrodes was made to mini-
mize electrical conductance that leads to magnetic John-
son noise [57, 58, 59]. To further minimize Johnson noise,
the vacuum chamber surrounding the MI region will be
constructed from a quartz tube (3.5 m long, 26 cm O.D.,
2 cm wall thickness). To prevent charge buildup, the in-
ner surface of the tube will be grounded with either a
thin conducting sheet or a conductive coating.
Coils to produce the SOF NMR fields will be placed
outside the vacuum chamber, placed symmetrically about
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the center of the electrodes and separated by distance
LSOF ≈ 2.5 m. Several additional coils will be mounted
to allow application of small DC B-fields and gradients
in various directions; these will be used mostly for diag-
nosing and correcting systematic errors.
2.7 State Preparation Region C
After the main interaction region, molecules populate
two states, |J = 1,mJ ,mI1 = +1/2,mI2〉 and |J =
1,mJ ,mI1 = −1/2,mI2〉, which cannot be distinguished
optically. To enable optical detection, population from
one or both of these states will be transferred to differ-
ent rotational states, which are spectrally resolvable by
a probing laser. This will allow optical detection of each
original spin-state population (Sec. 2.8). An optimized
scheme for this state transfer mechanism is currently be-
ing investigated, but will likely involve a microwave pi-
pulse, mirroring state preparation region B.
2.8 Fluorescence Detection Region
Detecting the populations in the two rotational states
resulting from state transfer region C, which carry the in-
formation about the accumulated phase φ, will be achieved
with optical cycling to maximize the number of emitted
photons from each molecule. This cycling, which has
been demonstrated experimentally in TlF [48], will allow
for near unit-efficiency detection of each molecule.
The rotational sublevels of the TlF ground stateX1Σ+
are far enough apart to require two detection lasers. Rapid
switching between the lasers will allow for quasi-simulta-
neous readout of both the spin-up and spin-down popu-
lations in a single molecular-beam pulse, minimizing the
effect of molecule number fluctuations within and be-
tween pulses [60]. The switching, to be accomplished
with acousto-optic modulators, will allow enough dead
time between switches for the excited state to decay,
but also will be rapid enough such that each molecule
sees both laser frequencies multiple times while traveling
through the optical interaction region. A similar scheme
is implemented by the ACME experiment [61].
The resulting fluorescence will be collected by a com-
bination of high numerical aperture lenses and mirrors
to cover a total solid angle of ≈ 0.3×4pi sr. With PMT
quantum efficiency of ≈ 25%, each emitted photon will
then be detected with ≈ 7.5% efficiency. Hence, scat-
tering & 30 photons per molecule will be sufficient that
each molecule is detected with & 90% probability. Based
on known branching ratios for decay out of each cycling
transition in TlF [37], this should be feasible.
The fluorescence signals S↑ and S↓, corresponding to
populations in the Tl spin-up and spin-down states after
the SOF sequence, are then used to compute the asym-
metry A, defined as:
A ≡ S↑ − S↓
S↑ + S↓
. (19)
With the SOF drive frequency on resonance,
A ≈ 1− 2 sin2 2ΩRFτ cos2 1
2
(φCPV + φSOF) . (20)
For φSOF = ±pi/2 and 2ΩRFτ = pi/2, this simplifies to
A ≈ ± sinφCPV ≈ ±φCPV.
2.9 Laser Systems
To accomplish the Schiff moment measurement in TlF,
three UV lasers at 272 nm are required: one for rotational
cooling, and two for the quasi-simultaneous state readout.
Three IR seed lasers are frequency doubled twice to
reach UV. The IR seeds are tunable fiber lasers, provid-
ing ∼ 10 mW per laser at 1087 nm. All of the seed beams
are amplified with Yb fiber amplifiers, then doubled into
green (544 nm). Two of the systems accomplish this by
coupling their amplified output (1.4 W) to a home-built
resonant cavity containing a PPKTP crystal, delivering
∼ 500 mW of green light in free space. A third system
uses a high-power amplifier and a single-pass doubler to
produce 1.4 W of green light from a single-mode fiber.
For all systems, the green light is coupled into a com-
mercial resonant cavity containing a BBO crystal. This
frequency-doubles the green light to produce . 80 mW of
272 nm single frequency, tunable light from each system.
These UV lasers are locked to a tunable offset from
resonance, using a frequency transfer scheme employing
scanning confocal cavities and a single stable reference
laser [62, 63, 64, 65]. For the reference laser, we tightly
lock a tunable external-cavity diode laser to a D2 transi-
tion in atomic Cs, using modulation transfer spectroscopy
(MTS) [66], to achieve absolute frequency stability of bet-
ter than 100 kHz.
2.10 State Evolution Between Regions
The different functional regions of CeNTREX require E-
and B-fields of widely varying magnitude and orienta-
tion. Hence, in the spaces between the functional regions,
spatially-varying fields will be present. These manifest as
time-varying fields in the molecules’ rest frame, resulting
in unwanted transfer of molecular population from the
desired state to undesired states. This loss reduces sta-
tistical sensitivity and can lead to systematic errors. For
example, if molecular population is lost non-uniformly
over the cross section of the molecular beam, an inho-
mogeneous distribution of molecules will result. When
combined with spatial field gradients within the Main
Interaction region, this has been observed to cause sys-
tematic errors in related experiments [61]. Understanding
how the relevant quantum states evolve when molecules
travel between functional regions is therefore important
both in terms of optimizing the statistics and avoiding
systematic errors in CeNTREX.
We have performed extensive numerical simulations
to identify optimized schemes for transfer between re-
gions in CeNTREX, and to understand how undesired
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states can be populated here. We find it should be possi-
ble to achieve near 100% efficiency in all cases. Because
the between-region state evolution in CeNTREX is non-
trivial to understand, yet appears to be sufficiently under
control, we do not discuss it in detail here. Interested
readers can find a thorough treatment in Appendix A.
3 Sensitivity and Systematics
3.1 Anticipated Sensitivity
The molecule-shot-noise limited (SNL) sensitivity for a
SOF frequency measurement in a beam is given by
δνSNL =
1
2piT
1
CSOF
1√
NdNp
Z. (21)
Here T is the total interaction time in the MI region,
LSOF/〈vz〉, CSOF is the SOF fringe constrast, Nd is the
number of molecules detected per beam pulse, and Np
is the number of pulses used in the measurement. CeN-
TREX is expected to achieve CSOF ≈ 1, as in the ACME
electron EDM measurement that uses a similar detection
scheme [61]. The factor Z, which takes values 1<Z<
√
2,
accounts for excess noise that can arise when detect-
ing fluorescence from a partially-closed cycling transition
[67]. To be conservative, we take Z =
√
2.
We estimate Nd as follows. The measured time-aver-
aged beam intensity is 5×1012 molecules/state/sr/s (Sec.
2.1), corresponding to 1× 1011 molecules/state/sr/pulse.
Rotational cooling results in a simulated 24-fold increase
in the number of molecules in the desired F = 0,mF = 0
state (Sec. 2.2). Combining the simulated state transfer
efficiencies of SPA (99%), SPB (96%), and SPC (96%)
(Secs. 2.3, 2.5 and 2.7), giving a cumulative transfer ef-
ficiency of ≈ 91%. Given the distance of the FD re-
gion from the source and its transverse area 18 mm ×
30 mm, the solid angle subtended by the FD region is
1.3 × 10−5 sr. From simulations of the EQL (Sec. 2.4),
the gain in signal from energizing the lens should be 24.
Combining these with the anticipated detection efficiency
of 90%, we expect Nd ≈ 6.1 × 108 molecules/pulse to be
detected in the FD region.
Combined with 〈vz〉 = 184 m/s and LSOF ≈ 2.5 m, we
estimate a shot noise-limited frequency shift sensitivity of
δνSNL ≈ 0.7√
Np
mHz. (22)
With a total measurement time of 100 hours and a 50 Hz
repetition rate, corresponding to Np ≈ 5.4×107, the final
sensitivity is projected to be δνSNL ≈ 90 nHz. Recalling
that the CPV energy shift is 2∆CPV, this is equivalent
to δ∆CPV ≈ 45 nHz. For comparison, the previous best
limit achieved δ∆CPV ≈ 120 µHz [30]. Hence we antic-
ipate that CeNTREX can achieve a 2500-fold statistical
improvement over the CPV limits given in Eq. 6.
3.2 Extracting ∆CPV
We will extract the CPV energy shift ∆CPV from our data
using schemes similar to those used in prior experiments
[32, 52, 68, 61] and described briefly here.
Recall that under ideal conditions, the signal asym-
metry is given by A = sgn (φSOF) sinφCPV. In practice,
various experimental imperfections (e.g. deviations from
exact RF phase and/or resonance frequency) generate an
additional accumulated phase φ′ during free precession
in the interaction region. This modifies the asymmetry,
such that A = sgn (φSOF) sin(φCPV + φ′). To isolate the
CPV phase term, we measure A under two different con-
ditions where the sign of ∆CPV reverses. This is the case,
for example, when the direction of EMI, and hence the
sign of P, is reversed. Then we calculate
A+EMI −A−EMI ≈ ±2φCPV, (23)
independent of φ′ so long as φ′  1. We refer to the re-
versal of EMI as E-modulation, and assign the parameter
E = ±1 = sgn(EMI · zˆ).
It is possible to reverse the sign ∆CPV in several other
ways as well. For example, simultaneously reversing the
magnetic fields in state preparation regions B and C,
BSPB and BSPC, reverses the signs of all the angular
momenta relative to the fixed laboratory z-axis. This
corresponds to changing the signs of mI1,mI2, and mJ ,
and hence also the sign of ∆CPV. We refer to this reversal
as B modulation and define B = sgn(BSPB · zˆ). Finally,
changing the frequency of the microwave fields in SPB
and SPC makes it possible to select which states to ini-
tially populate for use in the MI region. For example,
the transitions e↔j and h↔k are time-reversed versions
of each other, meaning the effective internal magnetic
field has opposite sign between them. This also changes
the sign of ∆CPV. We refer to this reversal as M mod-
ulation, and define M = ±1 corresponding to the h↔k
and e↔j transitions, respectively.
While any of these modulations will, in principle, serve
to isolate the contribution of φCPV, in practice we will
employ all of them to provide various in-situ diagnostics.
Our parameter naming convention here follows that of
Ref. [30].
It proves useful to also employ a few more modula-
tions. In particular, modulating the sign of the phase off-
set φSOF between the RF coils, as discussed in Sec. 2.6,
changes the sign of the asymmetry A. This P modulation
has no effect on ∆CPV.
The fringe contrast CSOF can be measured by alter-
natingly offsetting the SOF drive frequency from its res-
onance value (f0 = 119.516 kHz) by ±fF , where fF is
small compared to the SOF NMR linewidth. The quan-
tity A+fF −A−fF determines the slope of the resonance
and hence CSOF. This F modulation has no effect on
∆CPV.
During the NSM measurement, all these modulation
parameters will be frequently switched to determine ∆CPV
and to diagnose various possible contributions to φ′.
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We denote the various combinations of asymmetries
(i.e., phases) that can be constructed from these modula-
tions with the notation Sp1,p2,.... Here, the subscripts de-
note a linear combination of phases odd under the listed
modulation parameters p1, p2, ... and even under all other
modulations. For example, the total phase shift φCPV is
determined via
φCPV ∝ SPEBM =
∑
i
(PiEiBiMi)Ai, (24)
where Pi, Ei, Bi, and Mi are the signs of the modulation
parameters during the ith dataset, andAi is the measured
asymmetry for that dataset. The quantity
SPF =
∑
i
(Pi Fi)Ai, (25)
which determines slope of the frequency vs. phase curve
(and hence also the fringe contrast CSOF), is used to con-
vert φCPV to frequency units.
3.3 Known Systematic Errors
Here we discuss the anticipated magnitude of some known
systematic errors in CeNTREX. Our discussion closely
follows the notation and analysis of Ref. [30].
3.3.1 Imperfect E-field Reversal
The separation between the Tl spin up/down states in the
J = 1, mJ = ±1 manifold changes slightly when the ex-
ternally applied E-field changes in magnitude.6 Any non-
reversing contribution to EMI, e.g., from a stray DC field,
thus leads to a frequency shift in the NMR transition that
changes with the orientation of EMI. By brute-force di-
agonalization of the ground-state Hamiltonian of Eq. 7
with E = 30 kV/cm, the frequency shift can be calcu-
lated: see Tab. III. The pairs of states ej and hk that are
used for the measurement both have an identical shift of
−31.5 mHz/(V/cm). Assuming the non-reversing E-field
component does not change significantly between subse-
quent M and B reversals, this effect will be suppressed
in the quantity SEBMP ∝ φCPV that is odd under both
M and B. For the residual shift to be below our antic-
ipated sensitivity, we will require a small non-reversing
E-field as well as accurate changes of both B and the
initial state of the NMR transition. The former quantity
can be determined from the signal combination SEP , and
then nulled by applying an appropriate offset voltage; the
inaccuracy in latter two can be determined from SEBMP
when a deliberately large non-reversing E-field is applied,
then nulled if necessary.
3.3.2 Stray B-Fields
The CeNTREX measurement will be performed with a
nominally zero B-field in the Main Interaction region.
6This is due to 2nd-order spin-spin and spin-rotation couplings
to distant |J˜ ,mJ 〉 states.
Significant effort will be made to minimize any residual
stray fields, but nevertheless some will persist. These
can arise, e.g., from leakage through, or residual magne-
tization of, the magnetic shielding. These stray B-fields
can lead to systematic errors via two mechanisms: direct
shifts, and in combination with motional-field effects.
For the pair of states ej and hk, a B-field along EMI
(i.e., Bz) generates a direct frequency shift of±2.5 mHz/µG,
where the sign applies for the ej and hk transition, re-
spectively. CeNTREX aims for sub–10µG residual B-
fields, which will alone shift the transition frequency by
SB ≈ ±25 mHz.
Consider the total effective magnetic field BMI in the
MI region. This field has contributions from several phys-
ical mechanisms; we write
BMI = Bint + Bst + BSP + BLC, (26)
where Bint is the intra-molecular magnetic field, Bst is
a static stray field, BSP is from the magnetic fields in
SPB and SPC penetrating into the MI region, and BLC
is from leakage currents in the electrode structure. Both
Bint and BSP change sign under B modulation. Under
M modulation, only Bint changes sign. We do not expect
Bst to change significantly under any of the modulations.
So, in order to fully suppress the direct shifts due to stray
magnetic fields, all three modulations E, B and M are
required.
However, none of these modulations help to distin-
guish Zeeman shifts due to BLC from a true NSM signal,
since both reverse under E modulation. Hence, as usual
for EDM experiments, it will be very important to mini-
mize the leakage current ILC. Using the standard crude
approximation for a worst-case scenario of BLC (where all
leakage current flows around a helical path between elec-
trodes), we find that ILC could conceivably need to be as
low as ∼ 1 nA to absolutely ensure that this systematic
error is less than our anticipated statistical sensitivity.
Because this may prove challenging, we discuss possible
methods to reduce our sensitivity to leakage currents in
Sec. 3.4.
The magnitude of all other contributions to BMI can
be determined from appropriate signal combinations. For
example, SBMP ≈ 5Bst mHz/µG determines Bst, since B
and M work together to reverse Bint but keep the ori-
entation of the spins. Similarly, SMP ≈ 5BSP mHz/µG
determines BSP, since M flips the direction of the spins
relative to the fields in SPB and SPC regions. Once mea-
sured, these fields can be nulled; then, by deliberately
exaggerating each component separately, their residual
effects on ∆CPV can be measured.
Another type of undesired B-field arises because the
molecules move through the EMI-field with finite velocity
v = vxˆ. They therefore experience a motional magnetic
field,
Bmot = v × E
c2
. (27)
Bmot is always perpendicular to both v and E, i.e., nom-
inally in the yˆ direction. If there is any static magnetic
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Table III: All non-degenerate pairs of |mJ | = 1 states in the J˜ = 1 manifold at EMI = 30 kV/cm that do not involve the states
|i〉 and |l〉 or a flip of mJ . The quantum numbers given are that of the largest decoupled-basis component. State labels l are as
in [32] and Fig. 11. The quantities df0/dBz and df0/dEz give the slope of the resonance frequency with respect to the external
magnetic field and electric field, respectively. Shift Bmot indicates the resonance frequency shift, due to the motional field,
that accompanies E reversal, with respect to a stray field component By. S denotes the sensitivity to the NSM relative to the
maximum possible value; it is given by |〈I1,z〉1 − 〈I1,z〉2| for the transition between states 1 and 2. f0 indicates the transition
frequency between the two states. |〈·|HZ|·〉| indicates the transition dipole between states 1 and 2. All shifts are calculated
from diagonalization of the ground-state Hamiltonian (Eq. 7).
State 1 State 2 f0 df0/dBz df0/dEz shift Bmot S |〈·|HZ|·〉| [kHz]
What flips? l mJ mTl mF l mJ mTl mF kHz [mHz/µG] [mHz/(V/cm)] [mHz/µG] - x,y z
mTl
{ e − − − j − + −
119.52
+2.49 −31.50 +4.66× 10
−5
0.95 1.33 0.00
h + + + k + − + −2.49 +5.22× 10−5
mTl,mF
{ f + + − k + − +
108.92
+1.52 −3.57 −1.17× 10
−4
0.99 0.00 0.09
g − − + j − + − −1.52 −1.23× 10−4
mF
{ e − − − g − − +
10.59
+4.00 −27.93 +1.69× 10−4 0.04 1.88 0.00
h + + + f + + − −4.00
field with a nonzero y-component, the total magnetic
field magnitude will be Btot =
√B2int + (Bmot + Bst)2.
This means that Btot will change in magnitude when
EMI is reversed. Since the Zeeman splitting between
spin up and down is proportional to Btot, this leads to
a frequency shift under EMI reversal. With our experi-
mental parameters, the resulting shift is approximately
Bst,y×50 nHz/µG. Assuming we reach our target level of
residual magnetic field, Bst < 10µG, a shift of 0.5 µHz is
expected. However, this shift is strongly (but not com-
pletely) suppressed due to the M modulation, because
the Zeeman shift due to Bmot is nearly, but not identi-
cally, equal for transitions ej and hk. The difference in the
motional-field induced shift between the two transitions
is ≈Bst,y × 5.6 nHz/µG. For a field Bst,y = 10µG, this is
roughly the same as our anticipated statistical sensitivity.
However, as described in Sec. 3.4, it should be possible to
isolate any residual contribution from the motional field
shift by employing co-magnetometry in CeNTREX.
3.3.3 Other known sources of systematic errors
We have considered several other known sources of sys-
tematic errors that have been discussed in literature on
searches for T -violation in TlF. For example, shifts due
to the Millman effect [69] (caused by misalignment of the
NMR RF field coils) reverse with B and M , and hence are
suppressed only by E modulation. However, with good
construction techniques the residual effects appear likely
to be smaller than our anticipated sensitivity. Further-
more, the Millman effect can be quantified experimentally
(see Sec. 3.4 and Ref. [30]). Similarly, we have consid-
ered the effect of undesired phase offsets between the two
RF coils, and also found the residual effects to be small
compared to our anticipated sensitivity.
3.4 Internal co-magnetometry in
CeNTREX
Because the risk of systematic errors from stray mag-
netic fields is substantial, many of the latest generation
of EDM searches have employed co-magnetometers, i.e.,
other physical systems used to measure magnetic fields
co-located with the EDM-sensitive system in both space
and time. Some experiments have used different species
nominally sharing the same volume [12, 68]. Others have
used different internal states of the EDM-sensitive sys-
tem, which have different sensitivity to the EDM and/or
to magnetic fields [70, 61]. This “internal co-magnetome-
ter” approach [71] has the advantage of guaranteed spa-
tial overlap between the two systems, and reduced exper-
imental complexity.
We believe it will be possible to use different inter-
nal states of TlF to act as a type of generalized internal
co-magnetometer. As we have discussed, the apparently
natural choices of internal states to use for the 205Tl NSM
search are those where the 205Tl spin flips, but all other
quantum numbers remain (nominally) the same. This
corresponds to the pairs e↔j and h↔k assumed through-
out our discussion. However, it is entirely viable to in-
stead employ pairs of states where only the 19F spin flips,
i.e., the pairs e↔g and f↔h. As shown in Table III, these
pairs of states are 2-3 times more sensitive to magnetic
field effects than the usual pairs. However, they have
negligible sensitivity to T -violating effects, since the 19F
nucleus has small Z and A. Hence, these pairs of states
can act as a classic co-magnetometer. The experimental
configuration remains nearly unchanged from that used
for NSM detection; the primary change is that a signif-
icantly lower NMR resonance frequency, f ′0 = 10.6 kHz,
is needed. We see no impediments to using these pairs
of states, which will provide a novel diagnostic for sys-
tematic errors and stray fields in CeNTREX. We are still
designing state preparation and readout protocols that
will enable use of these pairs of states.
Even more potentially useful could be to employ the
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pairs of states f↔k and g↔j. In these transitions, both
nuclear spins flip simultaneously. Measurements with
these pairs are nearly 2 times less sensitive to leakage
current fields than the original pair and more than an
order of magnitude less sensitive to E-induced Zeeman
shifts, but have have enhanced sensitivity to motional
field shifts. Hence, making measurements with these
pairs as well as both single spin-flip pairs will provide a
wealth of information to disentangle contributions from
the most important systematic error contributions we are
now aware of. Employing these double spin-flip transi-
tions will require an additional NMR RF coil to produce
fields along zˆ. Here, because of the small transition dipole
matrix element, the RF field magnitude will need to be
roughly 10 times larger than for the other pairs. We are
currently investigating the feasibility of using these states
in CeNTREX.
4 Conclusion
As described in section 3, we anticipate a statistical sen-
sitivity to the CPV-induced energy (∆CPV) of δ∆CPV ≈
50 nHz. This would correspond to a roughly 2500-fold
improvement over the previous best measurements of the
205Tl NSM. Taking into account the calculated relation
between the NSM and underlying parameters of funda-
mental physics, this would in many cases correspond to
a significantly improved sensitivity over the current best
limits. For example, this would be sensitive to values
of the QCD CPV parameter θ¯ & 1 × 10−12, a factor of
≈ 100 smaller than current bounds [12, 10], and to a pro-
ton EDM of dp & 6× 10−29 ecm, a factor of ≈ 30 smaller
than the current best limit [10].
Currently, measurements and optimization of the ro-
tational cooling efficiency are underway. Once this is
completed, the SPA region and then the EQL region will
be attached to the beamline for testing and optimization.
The Main Interaction region is under construction. The
remaining regions, SPB, SPC, and FD, are under design.
Once the entire apparatus is assembled and tested, we
will commence measurements, with the goal to reach the
target sensitivity δ∆CPV . 50 nHz.
Subsequent generations of CeNTREX with consider-
able further improvements in sensitivity, also are antic-
ipated. For example, we plan to implement transverse
laser cooling to collimate the TlF beam [37, 39], and a
continuous cryogenic buffer gas beam source [72, 73, 74,
75] loaded by a thermal TlF beam. Preliminary estimates
indicate that these improvements could increase the de-
tected number of molecules by a factor of 30-100. In the
further future, it may also be possible to slow, cool, and
optically trap the TlF molecules. This could dramati-
cally increase the interaction time per molecule, though
it remains to be seen what fraction of molecules can be
captured in this way. In any case, the CeNTREX ap-
proach has the potential to yield substantially improved
sensitivity to flavor-neutral CPV physics in the hadronic
time
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Figure 12: Energy level diagram for a two-level system with
an avoided crossing. Black dashed lines show the energies
when HI = 0; solid lines show energies in the presence of
nonzero coupling strength h¯Ω. Adiabatic (diabatic) evolution
corresponds to initial population in one state remaining on the
solid (dashed) lines as the system evolves through the avoided
crossing.
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A State Evolution and Loss Be-
tween Regions in CeNTREX
In this Appendix, we explain in some detail how quantum
states evolve as they move between the different regions of
the CeNTREX beamline. Our discussion centers on the
mechanisms that lead to undesired population transfer,
and their likely magnitude in CeNTREX.
Unwanted state transfer is most likely to occur when
the desired level undergoes an avoided crossing with an
undesired level. Such avoided crossings occur in CeN-
TREX when a pair of states are coupled by one mecha-
nism (e.g., hyperfine or Zeeman interactions) while their
energy varies due to a separate mechanism (e.g., Stark
shifts in varying E-fields). A qualitative understand-
ing of when transitions occur at a level crossing can be
found via generalization of the Landau-Zener model [76].
We consider cases where the system begins in the pure
state |a〉, and the time-varying energy splitting ∆(t) be-
tween |a〉 and the other state, |b〉, goes through 0. Here
∆(t) refers to the energy splitting when neglecting terms
in the Hamiltonian that couple these states, HI. The
nonzero coupling between the two states, with strength
h¯Ω = 〈a|HI|b〉, leads to an avoided crossing (Fig. 12).
Since the character (i.e., good quantum numbers) of
each state can be markedly different on either side of an
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avoided crossing, we label the upper (lower) state after
the crossing as |a′〉 (|b′〉). The state of the system after
the avoided crossing is governed by the parameter Γ =
Ω2/(d∆/dt). The probability to end in |b′〉 is large, i.e.,
the evolution is adiabatic, when Γ  1. Conversely, the
probability to end in |a′〉 is large, i.e. the evolution is
sudden, when Γ  1. In the intermediate range, when
Γ∼ 1, the final state is generally a superposition of |a′〉
and |b′〉, with relative amplitudes that depend critically
on the details of the system.
CeNTREX is designed so that molecular states evolve
either adiabatically, Γ 1, or suddenly, Γ 1, through
avoided crossings that occur when traversing between
functional regions. Thus, the state before and after any
such traversal should be deterministically pure. Through-
out the experiment, the local E-field is always sufficiently
large to define a local quantization axis ζˆ, whose direc-
tion changes continuously along the molecular trajectory.
In the frame that is co-moving with the molecules, cou-
plings between desired and undesired states arise from
hyperfine interactions, Zeeman interactions, or changes
in E-field direction.
Earlier experiments using 205TlF to search for T -vi-
olation noted severe problems with deterministic state
transfer when molecules move from regions of low E to
high E . This is likely to occur because of the high density
of avoided crossings in this transition between regimes
[30, 32]. Hence, throughout the CeNTREX apparatus
we ensure that E > 50 V/cm, such that only transitions
between mid- and high-field regimes are relevant. There
are two classes of transition regions where deterministic
evolution of pure states is nontrivial in CeNTREX. The
first class refers to transitions between the electrostatic
lens and State Preparation regions A and B; the second
class refers to transitions between the Main Interaction
region and State Preparation regions B and C. We discuss
each in some detail here.
The E-fields in the SPA and SPB regions (∼100 V/cm
maximum) and in the transitions between these and the
EQL region (∼ 50 V/cm minimum) lie in the mid-field
regime; in the EQL region, E ∼ 10–30 kV/cm is in the
high-field regime (see Sec. 1.2). In the transition between
mid- and high-field regimes, several subtle but impor-
tant effects arise due to the coupling between molecu-
lar rotation J and nuclear spins I1 and I2 (described by
the terms proportional to c1 and c2 in Eq. 7). First,
in the mid-field regime (see Sec. 1.2), the molecular
eigenstates are only nominally described by the mid-field
basis states |J,mJ〉|It,mIt〉 (for mJ = 0). This means
that molecules nominally prepared in the desired state
|J = 2,mJ = 0〉|It = 0,mIt = 0〉, in the SPA region,
are actually prepared in an eigenstate |ψSPA〉 that has a
small admixture of states with mJ = ±1. For example,
when E ∼ 50 V/cm, we find
|ψSPA〉 ≈ |J = 2,mJ = 0〉|It = 0,mIt = 0〉
+ η|J = 2,mJ = 1〉|It = 1,mIt = −1〉
− η|J = 2,mJ = −1〉|It = 1,mIt = +1〉,
(28)
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Figure 13: Relative energies of the nuclear spin states within
the J = 2,mJ = 0 manifold, versus E-field magnitude (with
B = 0). The energy of the |It = 1,mIt = 0〉 state is defined
as the reference energy at every value of E . Level crossings
occur at ∼ 240 and 350 V/cm. If the B-field is non-zero or
the E-field is rotating, the different spin states will be coupled
and the crossings will be avoided.
where the mixing coefficient η is determined by the strength
of the hyperfine interaction compared to the Stark shift
between states with different mJ : η ≈ h¯Ωhf/∆ES ∼ 0.1.
Here, the nonzero value of η arises from the spin-rotation
terms in HI, which couple states with ∆mJ = ±1 =
−∆mIt . By contrast, in the high-field regime of the EQL,
states with different values of mJ are very distant. Hence,
here the true eigenstates |ψEQL〉, corresponding to the de-
sired states |J˜ ,mJ = 0〉|It = 0,mIt = 0〉, have negligibly
small admixtures of states with mJ 6= 0 or It 6= 0 (i.e.,
η≪ 1).
Second, as a function of E in the transition from mid-
to high-field regimes, the (nominal) |J = 2,mJ = 0〉
eigenstates with different spin content undergo a few level
crossings (Fig. 13). This occurs as the spins fully decou-
ple from rotation in any mJ = 0 rotational state.
Finally, in the mid-field regime, rotation of the E-field
can cause transitions between states with (nominally) dif-
ferent nuclear spin configurations. The source of these
transitions can be understood qualitatively: in the mid-
to-high field regime, J is strongly coupled to E and must
reorient appropriately as the electric field rotates. If the
rotation of J is too fast for the coupled nuclear spins to
follow, their orientation with respect to the quantization
axis provided by E may change so that the spins end up
in a different state relative to the local ζˆ-axis.
To describe couplings induced by E-field rotation, we
follow the approach of Wall et al. [77]. We write the Ha-
miltonian in a co-moving frame with axes (ξ, υ, ζ), where
E defines the local direction of the ζ-axis at all points
along the molecular trajectory. In this frame, ζˆ may point
in any direction relative to a set of laboratory-fixed axes,
and its direction rotates continuously as the molecules
move along their path in the lab. Consider what hap-
pens when a molecule moves from the low field in the
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SPA region to the high field in the EQL region. In the
SPA region, E is parallel to the average molecular beam
direction, Zˆ. The quadrupole field is always in the X−Y
plane in this frame; here we consider a particular molec-
ular trajectory such that the direction of E inside the
lens is along Xˆ. (Analogous arguments hold for other
trajectories.)
To keep the E-field along ζˆ, we rotate co-moving co-
ordinate system about the laboratory Y -axis, by an angle
θ(t) = arctan
(EEQL(t)
ESPA(t)
)
. Here, EEQL(t) is the magnitude
of the transverse field due to the EQL, and ESPA(t) that
of the axial field due to the ring electrodes in the SPA re-
gion. As the molecule moves between the regions, it will
see the electric field rotate as ESPA diminishes and EEQL
increases (see Figure 14). The unitary rotation matrix
that takes us from the lab frame to the co-moving frame
is given by
UR(θ) = exp(−iθ(t)F · Yˆ ), (29)
where F = J + I1 + I2 is the total angular momentum.
The time-evolution in this rotated frame is given by
ih¯
d|ψ〉R
dt
= Heff|ψ〉R =
(
U†RHUR − ih¯U†R
dUR
dt
)
|ψR〉,
(30)
where H is the Hamiltonian in the lab frame and |ψR〉 is
the state vector in the rotated frame. The term U†RHUR
is the usual Hamiltonian for TlF with a time-varying but
non-rotating E-field along ζˆ. The other term, U†R dURdt ,
contains the effects due to the rotation of E. This term
can be written as
H(eff)int = −ih¯U†R
dUR
dt
= −h¯ (JY + I1,Y + I2,Y ) dθ
dt
. (31)
Due to the spin-rotation interaction, the matrix el-
ements of JY between |ψSPA〉 and the undesired spin
triplet states, nominally |J = 2,mJ = 0〉|It = 1,mIt =
∓1〉, are non-zero; their magnitude is Ω ∼ η dθdt , where
η is the mixing coefficient from Eq. 28. Due to this off-
diagonal coupling, the level crossings in Fig. 13 become
avoided crossings. Hence, fully adiabatic evolution here
would result in our desired It = 0 state evolving into an
undesired It = 1 state, as shown in Fig. 12. Instead, here
we want the state evolution to be sudden/fully diabatic
to maintain It = 0. To avoid population loss, we thus
require d∆/dt  η2θ˙2. This condition only needs to be
fulfilled when the coupled levels are close in energy, i.e.
when E ≈ 200− 400 V/cm (see Fig. 13). This is achieved
in practice by allowing ESPA to decay to≈ 50 V/cm before
EEQL starts to rapidly increase. The E-field is then al-
most entirely in the transverse direction, i.e., not rotating
quickly, by the time the level-crossing occurs (Fig. 14).
We note in passing that the axial-to-transverse field
configuration in CeNTREX has not been used in pre-
vious 205TlF experiments. If only transverse fields are
used, inevitably some large fraction of molecular trajec-
tories travel through a position where E = 0 and unde-
sired transitions are strong. Our approach mimics that
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Figure 14: Top: Angle θ between the E-field direction ζˆ
and the lab frame Z-axis, and its rate of change over time
dθ/dt, for a molecule with typical velocity v = vZZˆ and vZ =
184 m/s, vs Z-position. Bottom: The magnitudes of the
E-fields in the transition region between the SPL and EQL
regions, as a function of Z-position. The field due to the SPA
region electrodes, ESPA, is along the length of the apparatus
(Z); the direction of the field due to the lens electrodes, EEQL,
is taken to be along X in the lab frame.
of Ref. [78], but using E rather than B as the quantizing
field.
Magnetic fields can also couple the desired It = 0,
mIt = 0 state to It = 1 states with mIt = 0 (mIt = ±1)
when BZ 6= 0 (BX,Y 6= 0). To reduce this effect, in CeN-
TREX we will apply shim coils to cancel typical ambient
lab fields in the regions of transition into and out of the
EQL region. With cancellation by a factor of & 10, such
that B . 0.05 mG, the Zeeman coupling strengths are in
the range ΩZ . 0.1 kHz. When the condition needed to
avoid transitions from E-rotation given above are satis-
fied, the rate of change of the level splittings as mole-
cules enter the very strong E-field of the lens, d∆/dt, is
sufficiently large compared to ΩZ such that the evolution
is fully diabatic. Numerical simulations indicate a loss
of < 1% along any molecular trajectory. Hence, under
these conditions the quantum numbers It = 0,mIt = 0
are preserved as molecules enter and exit the EQL region.
The transition from the EQL region to SPB region is
mostly similar to the transition from the SPA region to
the EQL region. The primary difference is the require-
ment in the SPB region to have a uniform electric field
ESPB = ESPBzˆ, along with a substantial magnetic field,
BSPB = BSPBzˆ, where BSPB ≈ 10–20 G. Here, we are de-
scribing fields in the (x, y, z) “interaction region” coordi-
nate system. These fields can be reached by first diabati-
cally rotating from the large transverse lens field EEQL to
a weak axial field E ‖ Zˆ, then adiabatically rotating into
the uniform transverse field ESPB ‖ zˆ. Throughout the
second E rotation, E remains in the range 50–100 V/cm
while Bz slowly rises, from its initial value of (nominally)
zero to BSPB. Though the details remain to be worked
out, this scheme should ensure deterministic population
of the desired state in the EQL–SPB transition.
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The last class of traversals in CeNTREX occurs be-
tween the SPB and MI regions (or, similarly aside from
the reversed sequence, the MI and SPC regions). Here,
the B-field must transform from BSPB to zero, and the E-
field can remain in the same zˆ direction but must make
the transition from low- to high-field regimes. This can
again be accomplished by adiabatically ramping B to zero
while maintaining E ≈ 50–100 V/cm along zˆ. Then, a
sudden rise to E  500 V/cm will maintain the spin
quantum numbers for molecules coming into/out of the
MI region. During these traversals, there is a possibility
of undesired transitions between different nuclear spin
states, if the B-field is not fully parallel to the E-field.
Whether or not these transitions are likely to pose a prob-
lem, and if so how to mitigate them, is currently being
investigated. We note that in prior experiments with TlF
[32, 52], this issue was appreciated but not fully under
control.
While keeping track of state evolution across level
crossings may appear daunting, it is analogous to even
more complex schemes that have been applied efficiently
in other molecular systems [79]. We believe that our de-
tailed understanding of and control over these issues will
be necessary to understand and minimize systematic er-
rors in CeNTREX.
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