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In this paper we study relationships between CNF representations of a given Boolean
function f and essential sets of implicates of f . It is known that every CNF representation
and every essential setmust intersect. Therefore themaximumnumber of pairwise disjoint
essential sets of f provides a lower bound on the size of any CNF representation of f . We
are interested in functions, for which this lower bound is tight, and call such functions
coverable.We prove that for every coverable function there exists a polynomially verifiable
certificate (witness) for its minimum CNF size. On the other hand, we show that not all
functions are coverable, and construct examples of non-coverable functions. Moreover,
we prove that computing the lower bound, i.e. the maximum number of pairwise disjoint
essential sets, is NP-hard under various restrictions on the function and on its input
representation.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The Boolean minimization (BM) problem can be stated as follows: given a CNF φ find a CNF φ′ representing the same
function and such that φ′ consists of a minimum possible number of clauses. A decision version of the problem is obtained
by including a bound in the instance and the question is, whether there is a representation φ′ of at most the given size. BM
hasmany practical applications. For instance, in artificial intelligence this problem is equivalent to finding themost compact
representation of a given knowledge base [11,12]. Such transformation of a knowledge base accomplishes knowledge
compression, since the actual knowledge does not change, while the size of the representation can be significantly reduced.
BM is in general a hard problem. Obviously, it contains the satisfiability problem (SAT) as its special case. An unsatisfiable
CNF is identically zero, whichmeans that its shortest representation consists only of a constant. In fact, BMwas shown to be
probably harder than SAT: while SAT is NP-complete (i.e.Σp1 -complete) [6], the decision version of BM isΣ
p
2 -complete [20].
BM remains NP-hard even for some classes of Boolean functions for which SAT is solvable in polynomial time. The best
known example of such a class are Horn functions (see [2,11,15] for various BM intractability results for the class of Horn
functions). The difficulty of BM of course raises a natural question whether for a given input CNF, a nontrivial lower bound
can be obtained for the number of clauses in the shortest equivalent CNF. This question was recently addressed in [3] where
the concept of essential sets of function f was introduced.
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Similarly as in [3], the main object of interest throughout this paper will be the set I(f ) defined as the resolution closure
of the set Ip(f ) of all prime implicates of f . A subset E ⊆ I(f ) is an essential set of f , if I(f ) \ E is closed under resolution.
It was shown in [3] that given a Boolean function f , every CNF representation of f must intersect every nonempty essential
set. Therefore, the maximum number of pairwise disjoint essential sets constitutes a lower bound on the size of any CNF
which represents f .
In this paper we are primarily interested in functions for which the above described lower bound is tight. We shall
call such functions coverable. It should be noted that nontrivial subclasses of Boolean functions which consist of coverable
functions are already known. These include acyclic and quasi-acyclic Horn functions [3] as well as the class of CQ-Horn
functions [5].
After introducing the necessary notation and presenting the basic results from [3] related to essential sets in Section 2, we
show in Section 3 that for every coverable function f there exists a polynomially verifiable certificate (witness) for the size
of its minimum CNF representation, i.e. a certificate sufficient for a polynomial time verification that no CNF representation
of f has fewer clauses than the given minimum one. In Section 4 we study tractable classes of CNFs, and prove that if a
tractable class is coverable (i.e. all CNFs in the class represent coverable functions) then the decision version of BM for this
class is both in NP and coNP and derive several consequences of this fact.
Given a CNF which represents a function f , it may be difficult to compute the lower bound (i.e. the maximum number
of pairwise disjoint essential sets) simply because the set I(f ) is too large. Therefore we define in Section 5 projections of
essential sets on the set Ip(f ) of prime implicates, and show that the lower bound on the size of f can be characterized
using these projections only. This allows us to work with smaller sets of implicates and thus prove or disprove the tightness
of the lower bound for particular input CNFs more efficiently. Moreover, it is shown in Section 5 that several properties of
essential sets carry over to the studied projections. Using the results of Section 5 we construct in Section 6 an example of a
function where the lower bound is not tight, and moreover we show that the gap between the lower bound and the size of
the minimal CNF can be made arbitrarily large.
In Section 7 we prove that given a CNF which represents a function f , computing the maximum number of pairwise
disjoint essential sets of f is NP-hard, even if the input is restricted to cubic pure Horn CNFs. Finally, in Section 8, we show
that in the unrestricted case, computing the maximum number of pairwise disjoint essential sets is NP-hard, when the
function is given by its truth table instead of a CNF. On the other hand, given a truth table representation, a relaxation of the
lower bound based on linear programming is shown to be obtainable in polynomial time.
2. Basic notation, definitions, and results
In this section we introduce the necessary notation and summarize the basic known results that will be needed later in
the text.
2.1. Boolean functions
A Boolean function f on n propositional variables x1, . . . , xn is a mapping {0, 1}n → {0, 1}. The propositional variables
x1, . . . , xn and their negations x1, . . . , xn are called literals (positive and negative literals, respectively). An elementary
disjunction of literals is called a clause, if every propositional variable appears in it at most once. A clause C is called an
implicate of a function f if for every x ∈ {0, 1}n we have f (x) ≤ C(x). An implicate C is called prime if dropping any literal
from it produces a clause which is not an implicate.
It is a well-known fact that every Boolean function f can be represented by a conjunction of clauses (see e.g. [9]). Such
an expression is called a conjunctive normal form (or CNF) of the Boolean function f . In the rest of the paper we shall often
identify a CNF φ with a set of its clauses and we shall use both notions interchangeably. A CNF φ representing a function f is
called prime if each clause of φ is a prime implicate of the function f . A CNF φ representing a function f is called irredundant
if dropping any clause from φ produces a CNF that does not represent f .
Two clauses C1 and C2 are said to be resolvable if they contain exactly one complementary pair of literals. That means
that we can write C1 = C˜1 ∨ x and C2 = C˜2 ∨ x for some propositional variable x and clauses C˜1 and C˜2 which contain
no complementary pair of literals. The clauses C1 and C2 are called parent clauses and the disjunction R(C1, C2) = C˜1 ∨ C˜2
is called the resolvent of the parent clauses C1 and C2. Note that the resolvent is a clause (does not contain a propositional
variable and its negation). We say that a clause C can be derived by a series of resolutions from a CNF φ, if there exists a finite
sequence C1, C2, . . . , Cp of clauses such that
(1) Cp = C , and
(2) for i = 1, . . . , p, either Ci is a clause in φ or there exist j < i and k < i such that Ci = R(Cj, Ck).
It is a well-known fact, see for example [4], that a resolvent of two implicates of f is an implicate of f and every prime
implicate of f can be derived by a series of resolutions from any CNF representing f . The so-calledQuine’s procedure [4,17,18]
takes a CNF ϕ as an input and outputs the list of all prime implicates of the function represented by ϕ. Given a set of clauses
C, we shall denote byR(C) the resolution closure of C, i.e.R(C) is the set of all clauses, which can be derived by a series of
resolutions from clauses in C.
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For a Boolean function f let us denote by Ip(f ) the set of its prime implicates, and let I(f ) denote the resolution closure
of the set of its prime implicates I(f ) = R(Ip(f )). A clause C is called negative if it contains no positive literals. It is called
pure Horn if it contains exactly one positive literal. To simplify notation, we shall sometimes write a pure Horn clause
C = x∈S x ∨ y simply as C = S ∨ y. Each propositional variable x ∈ S is called a subgoal of C and the propositional
variable y is called the head of C .
A CNF is called Horn, if it contains only negative and pure Horn clauses. A CNF is called pure Horn, if it contains only pure
Horn clauses. Finally, a Boolean function is called Horn, if it has at least one representation by a Horn CNF, and similarly a
Boolean function is called pure Horn, if it has at least one representation by a pure Horn CNF.
It is known (see [10]) that each prime implicate of a Horn function is either negative or pure Horn, and each prime
implicate of a pure Horn function is pure Horn. Thus, in particular, any prime CNF representing a Horn function is Horn, and
any prime CNF representing a pure Horn function is pure Horn.
Definition 2.1. A class of CNFsXwill be called tractable, if it satisfies the following properties.
• Recognition: Given an arbitrary CNF ϕ it is possible to decide in polynomial time with respect to the size of ϕ whether
ϕ ∈ X.
• Satisfiability: Given an arbitrary CNF ϕ ∈ X it is possible to decide in polynomial time with respect to the size of ϕ
whether ϕ is satisfiable.
• Partial assignment: Given an arbitrary CNF ϕ ∈ X, if ψ is produced from ϕ by fixing some variables to 0 or 1 and
substituting these values into ϕ, then ψ ∈ X.
• Prime representations: Given an arbitrary CNF ϕ ∈ X, if ϕ represents a function f then all prime CNF representations of
f belong toX.
It follows that given a CNF ϕ from a tractable class, we can decide in polynomial time whether a given clause C is an
implicate of ϕ by substituting the appropriate values (whichmake C zero) into ϕ and testing the satisfiability of the resulting
formula. This property of tractable classes has two important consequences.
Lemma 2.2. Let ϕ be a CNF from a tractable class. Then it is possible to find in polynomial time a prime and irredundant CNF ψ
which is equivalent to ϕ.
Proof. For every clause C in ϕ we can delete its literals one by one and test whether the remaining clause is still an implicate
of ϕ. If yes, the literal is deleted permanently, if no, the literal is returned back into the clause.When no literal can be deleted,
we have arrived to a prime subclause of C which can replace C in ϕ. Note that for different orders of literal deletions wemay
arrive to different prime subclauses of C . After getting a prime CNF we can test for each clause whether it is an implicate
of the CNF defined by the remaining clauses. If yes, the clause is redundant and can be deleted, if no, the clause is kept in
place. In this way an irredundant CNF is produced. Note again that for different orders of clause deletions we may arrive
to different prime and irredundant CNFs (all representing the same function as ϕ). Since the described procedure amounts
to a linear number of tests whether a given clause is an implicate of a given CNF from a tractable class, it follows that the
procedure runs in polynomial time with respect to the length of the input CNF. 
Lemma 2.3. Let ϕ and ψ be two CNFs from a tractable class. Then it is possible to test in polynomial time whether ϕ and ψ
represent the same Boolean function (are logically equivalent) or not.
Proof. It suffices to test for each clause C in ϕ whether it is an implicate of ψ and for each clause C in ψ whether it is an
implicate of ϕ. The two CNFs are logically equivalent if and only if none of these tests fails. 
An example of a tractable class is the class of Horn CNFs, which we use most frequently in the subsequent text.
2.2. Forward chaining procedure
In verifying that a given clause is an implicate of a given pure Horn function, a very useful and simple procedure is the
following. Let η be a pure Horn CNF of a pure Horn function h. We shall define a forward chaining procedure [13] which
associates to any subset Q of the propositional variables of h a set M in the following way. The procedure takes as input
the subset Q of propositional variables, initializes the set M = Q , and at each step it looks for a pure Horn clause S ∨ y in
η such that S ⊆ M , and y ∉ M . If such a clause is found, the propositional variable y is included into M , and the search is
repeated as many times as possible. The set M output by this procedure will be denoted by FCη(Q ), where η is the input
CNF and Q the starting set of variables. It can be shown [11,19] that a clause C = Q ∨ y is an implicate of h if and only if
y ∈ FCη(Q ). If η′ and η′′ are two distinct CNF representations of a given pure Horn function h and if Q is an arbitrary subset
of the propositional variables, then FCη′(Q ) = FCη′′(Q ) because η′ and η′′ have the same set of implicates. Therefore, the set
of propositional variables reachable from Q by forward chaining depends only on the underlying function h rather than on
a particular CNF representation η. For this reason, we shall also use the expression FCh(Q ) instead of FCη(Q ) whenever we
do not want to refer to a specific CNF.
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2.3. Essential sets
In this section we shall define the central notion of this paper, the essential set of clauses, which was introduced in [3].
Definition 2.4 ([3]). Given a Boolean function f , a subset E ⊆ I(f ) is called an essential set of f (or simply an essential set if
f is clear from the context) if for every pair of resolvable clauses C1, C2 ∈ I(f ) the following implication holds:
R(C1, C2) ∈ E H⇒ C1 ∈ E or C2 ∈ E,
i.e. the resolvent belongs to E only if at least one of the parent clauses is from E .
It is easy to see that a set is essential if and only if its complement is closed under resolution. Hence, we have also the
following characterization.
Theorem 2.5 ([3]). A subset E of I(f ) is an essential set of f iff I(f ) \ E = R(I(f ) \ E).
Note that the empty set is an essential set of any Boolean function. We shall often use the notion of a minimal (with
respect to inclusion) essential set and we shall require that such a set is nonempty. For this reason, we exclude empty set
when defining minimal essential set. In particular, we have the following definition.
Definition 2.6. We shall say that an essential set E isminimal, if E ≠ ∅ and the only essential set which is properly included
in E is an empty set.
Definition 2.7. For a Boolean function f , let ess(f ) be the maximum number of pairwise disjoint nonempty essential sets of
implicates and let cnf(f ) be the minimum number of clauses needed to represent f by a CNF.2
An important connection between ess(f ) and cnf(f )was shown in [3].
Theorem 2.8 ([3]). For every Boolean function f , we have cnf(f ) ≥ ess(f ).
In Section 6.1,we demonstrate an example of aHorn Boolean function, forwhichwehave cnf(f ) > ess(f ). On the other hand,
many useful functions satisfy cnf(f ) = ess(f ). When this is satisfied, there is a polynomially verifiable certificate for this
fact by Theorem 3.8. The main goal of this paper is to investigate the general properties of essential sets and to derive
consequences for the properties of the class of functions satisfying cnf(f ) = ess(f ).
Definition 2.9. Let f be a Boolean function. We shall call f coverable if ess(f ) = cnf(f ). LetX be a set (or class) of CNFs. We
shall callX coverable if every CNF fromX represents a coverable function.
3. A polynomially verifiable certificate for ess(f )
Given a falsepoint t of f , we define
E(t) = {C ∈ I(f ) | C(t) = 0}.
The assumption that t is a falsepoint of f implies E(t) ≠ ∅. Moreover, it is easy to verify that E(t) is an essential set of
implicates (for a proof, see Lemma 6.5 in [3]). The set E(t) will be called a falsepoint essential set defined by t (or an FE set
defined by t for brevity). It is easy to see that not every essential set is an FE set (consider e.g. the entire set I(f )which is of
course an essential set of f—if it contains two clauses containing a pair of complementary literals then no vector t can falsify
both such clauses). However, every minimal essential set of implicates is equal to E(t) for some t .
Theorem 3.1. Let f be a Boolean function and let E be a minimal essential set of I(f ), then there is some falsepoint t of f , such
that E = E(t).
Proof. Let g be a function represented by clauses in I(f ) \ E . Clearly g ≥ f , because it is represented by implicates of f .
Since E is essential, we have thatR(I(f )\E) = I(f )\E ≠ I(f ) by Theorem 2.5. By Lemma 4.3 in [3], we have that a subset
of I(f ) defines the function f if and only if its resolution closure is I(f ). Hence, we have g ≠ f . Therefore, there is a vector
t , such that g(t) = 1, while f (t) = 0, and hence every implicate C ∈ I(f ) for which C(t) = 0 belongs to E . In other words,
E(t) ⊆ E . Since E(t) is an essential set of implicates and E is a minimal essential set of I(f ), we have E(t) = E . 
Let us use this fact to provide an equivalent characterization of ess(f ).
Corollary 3.2. Let f be an arbitrary Boolean function, then ess(f ) is equal to the maximum number of disjoint FE sets.
Proof. Let k = ess(f ). The maximum number of disjoint FE sets of clauses is at most k because every FE set (i.e. E(t) for an
arbitrary falsepoint t) is essential. For the opposite inequality, let E1, . . . , Ek be a family of pairwise disjoint essential sets
2 The first number is denoted by ϵ(f ) and the second number by σ(f ) in [3].
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of f . For every i = 1, . . . , k let E ′i be a minimal essential set, which is a subset of Ei. Using Theorem 3.1 there exists a vector
ti, such that E ′i = E(ti). Hence E ′1, . . . , E ′k constitute k disjoint FE sets and so the maximum number of disjoint FE sets of
clauses is at least k. 
Let us prove some further properties of FE sets which are used later.
Definition 3.3. Let s, t, r be Boolean vectors of length n. We say that r separates s and t , if for every i = 1, . . . , n, we have
ri = si or ri = ti.
Definition 3.4. Let s, t be Boolean vectors of length n. Then we denote
Cst =

i∈I(s,t)
xi ∨

i∈O(s,t)
xi,
where sets I(s, t) and O(s, t) are defined as follows
I(s, t) = {i | (1 ≤ i ≤ n) ∧ s[i] = t[i] = 1}
O(s, t) = {i | (1 ≤ i ≤ n) ∧ s[i] = t[i] = 0}.
Note that r separates s, t if and only if Cst(r) = 0.
Lemma 3.5. Let s and t be two falsepoints of a Boolean function f . Then the following statements are equivalent:
1. E(s) ∩ E(t) ≠ ∅.
2. Cst is an implicate of f .
3. E(s) ∩ E(t) ∩ Ip(f ) ≠ ∅.
Proof. • (1)H⇒ (2): Let us assume that there exists an implicate C ′ ∈ E(s) ∩ E(t). Since C ′(t) = C ′(s) = 0, we have that
variables of all positive literals of C ′ belong to O(s, t) and variables of all negative literals of C ′ belong to I(s, t). This in
turn means that C ′ is a subclause of Cst . Therefore C ′ ≤ Cst and hence Cst is an implicate of f .• (2)H⇒ (3): Let us assume that Cst is an implicate of f . Clearly, Cst evaluates to zero on both s and t (it is by its definition
the ‘‘longest’’ clause with this property). Since Cst is an implicate of f , there exists a prime implicate C ′ ∈ Ip(f ) such that
C ′ ≤ Cst (i.e. C ′ is a subclause of Cst ). Since C ′ also evaluates to zero on both s and t , we have C ′ ∈ E(s) ∩ E(t) ∩ Ip(f ),
which need not be true for Cst .• (3)H⇒ (1): This implication is trivial. 
Note that if the given CNF representation of f is from a tractable class (e.g. if it is a Horn CNF), then for every pair of vectors
s and t we can test in polynomial time, whether E(t)∩E(s) = ∅ or not. This observation easily follows from Lemma 3.5 and
the fact that testing whether a given clause is an implicate of a function given by a CNF from a tractable class can be done in
polynomial time.
Corollary 3.6. Let E1 and E2 be two minimal essential sets of implicates of a Boolean function f , then E1 and E2 have a nonempty
intersection if and only if there is a prime implicate of f which belongs to both E1 and E2.
Proof. This directly follows from Theorem 3.1 and Lemma 3.5. 
The following formulation explicitly shows a certificate for the disjointness of two FE sets.
Lemma 3.7. Let s and t be two falsepoints of a Boolean function f . Then E(s) and E(t) are disjoint if and only if there exists a
truepoint r of f , which separates s and t.
Proof. Since r separates s, t if and only if Cst(r) = 0, we obtain that there exists a truepoint r , which separates s, t if and
only if Cst is not an implicate. Then, the lemma follows by taking negations of parts 1 and 2 in Lemma 3.5. 
Let us now formulate the following decision problem.
Problem ESS(F , k).
Input: A CNF F which represents a Boolean function f and a natural number k.
Question: ess(f ) ≥ k?
Now we shall show that this problem belongs to the class NP . In Sections 7 and 8, we shall prove that it is also NP hard.
Theorem 3.8. Problem ESS(F , k) is in NP.
Proof. Let a pairF , k be a positive instance of ESS(F , k), i.e. let ess(f ) ≥ k hold, where f is the Boolean function represented
byF . Then by Corollary 3.2 there exist k falsepoints t1, . . . , tk of function f which define pairwise disjoint nonempty FE sets
E(t1), . . . , E(tk). Let 1 ≤ i < j ≤ k be arbitrary. By Lemma 3.7 there exists a truepoint rij of f which separates ti and tj.
However, now the vectors ti, 1 ≤ i ≤ k, and rij, 1 ≤ i < j ≤ k form a certificate for ess(f ) ≥ k. This certificate has a
polynomial size with respect to the input CNF F because it consists of O(k2) vectors of length nwhile F consists of at least
ess(f ) ≥ k clauses by Theorem 2.8 (and we may assume without loss of generality that each of n variables appears at least
once in F ). Of course, such a certificate is also polynomially verifiable: it suffices to check that every ti, 1 ≤ i ≤ k is a
falsepoint of f (by substituting the appropriate binary values into F ), and that every rij, 1 ≤ i < j ≤ k is a truepoint of f
which separates ti and tj. 
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4. CNF minimization for tractable classes
Let us start this section by formulating CNF minimization as a decision problem.
Problem CNF(F , ℓ).
Input: A CNF F which represents a Boolean function f and a natural number ℓ.
Question: cnf(f ) ≤ ℓ?
We shall show that this decision problem is in NP when the input CNFs are restricted to some tractable class of CNFs.
Lemma 4.1. Let X be a tractable class of CNFs. Then CNF(F , ℓ) is in NP for F ∈ X.
Proof. Let a pairF , ℓ be a positive instance of CNF(F , ℓ), i.e. let cnf(f ) ≤ ℓhold,where f is the Boolean function represented
by F . Then a prime CNF G, which represents f and consists of at most ℓ clauses is a polynomial size certificate for this
inequality. Note that we may assume that G is a prime representation since the existence of a CNF representing f and
consisting of atmost ℓ clauses clearly implies the existence of a prime CNFwith the same property.Moreover, the tractability
ofX implies G ∈ X. The fact that G is a polynomially verifiable certificate follows from the fact that bothF and G belong to
the tractable classX, and hence it is possible to test in polynomial time that they both represent the same function f (see
Lemma 2.3). 
Theorem 4.2. Let X be a class of CNFs which is both tractable and coverable. Then CNF(F , ℓ) is in NP ∩ coNP for F ∈ X.
Proof. The fact that CNF(F , ℓ) is in NP for F ∈ X, i.e. that there exists a polynomially verifiable certificate for a positive
answer, follows directly from Lemma 4.1. Let f be the Boolean function represented byF . A certificate for a negative answer
is a certificate for the fact that cnf(f ) ≥ ℓ+ 1 which is the same as ess(f ) ≥ ℓ+ 1 since cnf(f ) = ess(f ) due to the fact that
f is coverable. However, such a certificate, which is polynomially verifiable, exists due to Theorem 3.8. 
It should be remarked here that the requirementX ∈ P , i.e. that there exists a polynomial time recognition algorithm
for X (imposed on tractable classes in Definition 2.1), can be weakened to X ∈ NP ∩ coNP while both Lemma 4.1 and
Theorem 4.2 remain valid.
It can be also pointed out that even a stricter ‘‘equality version’’ of CNF(F , ℓ), where the input stays the same but the
question is changed to cnf(f ) = ℓ?, is still in NP ∩ coNP for F in a tractable and coverable class. A certificate for a positive
answer is a combination of certificates for cnf(f ) ≤ ℓ and ess(f ) ≥ ℓ, while a certificate for a negative answer is one of the
certificates for cnf(f ) ≤ ℓ− 1 or ess(f ) ≥ ℓ+ 1.
Theorem 4.2 indicates that if for a tractable class X one can show that X is coverable, then there is a good chance
CNF(F , ℓ) is solvable in polynomial time for F ∈ X, as most decision problems known to be in NP ∩ coNP are in fact in P .
This is indeed the case for all three classes known to be simultaneously tractable and coverable which were mentioned in
the Introduction (acyclic Horn, quasi-acyclic Horn, and CQ-Horn CNFs). Let us now state a simple corollary.
Corollary 4.3. Let X be a tractable class of CNFs for which the minimization problem CNF(F , ℓ) is NP-hard. Then X is not
coverable unless NP = coNP.
Proof. Let us proceed by contradiction and assume thatX is coverable. Then by Theorem 4.2 we have that CNF(F , ℓ) is in
NP ∩ coNP for F ∈ X, and by an assumption CNF(F , ℓ) is NP-hard for F ∈ X. However, the fact that an NP-complete
problem falls into coNP implies NP = coNP (see e.g. [8]). 
There are many classes with NP-hard minimization which may play the role of classX in Corollary 4.3. A good example
is the class of Horn CNFs [2]. Therefore, unless NP = coNP , there must exist a Horn CNF representing function f for which
ess(f ) < cnf(f ). We shall construct such a CNF in Section 6.1 after we introduce further notation and derive results needed
to prove the properties of such a CNF. In particular, we shall first concentrate on how to compute ess(f ) using only clauses
from Ip(f ) instead of looking at the entire I(f )which may be much larger.
5. Prime essential sets
According to Corollary 3.6, in order to test the disjointness of minimal essential sets, it is sufficient to look at prime
clauses. This suggests to consider the following notion.
Definition 5.1. Let f be an arbitrary Boolean function and let E ⊆ Ip(f ) be a set of prime implicates. We say that E is a
prime essential set of f (or simply a prime essential set if f is clear from the context), if E = E ′ ∩ Ip(f ) for a set of clauses
E ′ such that E ′ is an essential set of f . We shall say that a prime essential set E of f isminimal, if E ≠ ∅ and the only prime
essential set of f which is properly included in E is the empty set.
Note that every nonempty essential set E ′ contains at least one prime implicate (otherwise the complement I(f ) \ E ′
contains all prime implicates implying R(I(f ) \ E ′) = I(f ) and thus contradicting Theorem 2.5), so prime essential set
E = E ′ ∩ Ip(f ) is nonempty whenever E ′ is nonempty.
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In order to characterize prime essential sets in a way similar to the characterization of essential sets in Theorem 2.5, we
introduce the following notation for the resolution closure restricted to prime clauses. Moreover, to make the presentation
in subsequent sections simpler, we extend this notation also to FE sets.
Definition 5.2. Let f be an arbitrary Boolean function. For every set C of prime implicates of f , letRp(C) = R(C) ∩ Ip(f ).
For every FE set E(t) let Ep(t) = E(t) ∩ Ip(f ).
Theorem 5.3. A subset E of Ip(f ) is a prime essential set of f if and only if Ip(f ) \ E = Rp(Ip(f ) \ E).
Proof. First, assume that E is a prime essential set. Then, there is an essential set E ′ such that E = E ′ ∩ Ip(f ) and E ′
satisfies I(f ) \ E ′ = R(I(f ) \ E ′) by Theorem 2.5. Since Ip(f ) \ E ⊆ I(f ) \ E ′, we haveRp(Ip(f ) \ E) ⊆ Rp(I(f ) \ E ′) =
(I(f )\E ′)∩Ip(f ) = Ip(f )\E . On the other hand, we have Ip(f )\E ⊆ Rp(Ip(f )\E). Altogether,Rp(Ip(f )\E) = Ip(f )\E .
For the opposite direction, assume Ip(f ) \ E = Rp(Ip(f ) \ E) and define E ′ = I(f ) \ R(Ip(f ) \ E). We have
I(f ) \ E ′ = R(Ip(f ) \ E) and, hence, R(I(f ) \ E ′) = R(R(Ip(f ) \ E)) = R(Ip(f ) \ E) = I(f ) \ E ′. Consequently,
by Theorem 2.5, E ′ is an essential set. Since (I(f ) \ E ′) ∩ Ip(f ) = Rp(Ip(f ) \ E) = Ip(f ) \ E , we also have E ′ ∩ Ip(f ) = E
and E is a prime essential set. 
Theorem 5.4. Let f be an arbitrary Boolean function. Then ess(f ) is equal to the maximum number of pairwise disjoint prime
essential sets of f .
Proof. Let k be the maximum number of pairwise disjoint prime essential sets, and let E1, . . . , Eess(f ) be disjoint essential
sets. Since Ei ∩ Ip are disjoint prime essential sets, we have k ≥ ess(f ).
Let Ei for i = 1, . . . , k be disjoint prime essential sets. Consider minimal essential sets E ′i such that Ei ⊇ E ′i ∩Ip. If E ′i and
E ′j for i ≠ j are not disjoint, then by Corollary 3.6 their intersection contains a prime implicate. This is a contradiction with
the assumption that Ei and Ej are disjoint. Hence, E ′1, . . . , E
′
k are disjoint and we have k ≤ ess(f ). 
The following lemma gives a connection between minimal essential sets and minimal prime essential sets.
Lemma 5.5. Let f be an arbitrary Boolean function, and let Ep be a minimal prime essential set of implicates of f , then there exist
a minimal essential set E of implicates of f , such that Ep = E ∩ Ip(f ).
Proof. By definition, there is an essential set E such that Ep = E ∩ Ip. Consider any minimal essential subset E ′ of E . The
intersection E ′∩Ip is a nonempty subset of Ep, which is a prime essential set. Since Ep is minimal, we have E ′∩Ip = Ep. 
Note that the reverse direction of Lemma 5.5 does not hold in general, i.e. given a minimal essential set E of implicates
of a Boolean function f , we cannot conclude that E ∩ Ip(f ) is a minimal prime essential set. Consider the function f defined
by the following set of clauses
F = {(a ∨ b ∨ c), (a ∨ b ∨ d), (c ∨ d), (c ∨ e), (b ∨ c ∨ d), (a ∨ b ∨ e), (c ∨ d ∨ e), (b ∨ d ∨ e)}.
The following set of additional clauses can be derived from F by resolution
G = {(a ∨ b ∨ c ∨ e), (a ∨ b ∨ c ∨ d), (a ∨ b ∨ d ∨ e),
(a ∨ b ∨ d ∨ e), (a ∨ b ∨ c ∨ d), (a ∨ b ∨ c ∨ e), (b ∨ c ∨ e)}.
Notice that every clause in G contains some subclause from F which means that Ip(f ) = F , and I(f ) = F ∪ G. To verify
this fact it suffices to check that for every pair of resolvable clauses from F ∪ G the resolvent already belongs to F ∪ G.
Moreover, if we denote t1 = (00111) and t2 = (00110), it can be checked that the sets of clauses
E(t1) = {(a ∨ b ∨ c), (a ∨ b ∨ d), (a ∨ b ∨ e)}
E(t2) = {(a ∨ b ∨ c), (a ∨ b ∨ d), (a ∨ b ∨ c ∨ e), (a ∨ b ∨ d ∨ e)}
are minimal essential sets of f . However, the sets
Ep(t1) = E(t1) ∩ Ip(f ) = E(t1)
Ep(t2) = E(t2) ∩ Ip(f ) = (a ∨ b ∨ c)(a ∨ b ∨ d),
satisfy Ep(t2) ( Ep(t1), and therefore Ep(t1) is not a minimal prime essential set.
Corollary 5.6. Let f be an arbitrary Boolean function and let Ep be a minimal prime essential set of implicates of f , then there is
a falsepoint t of f , such that Ep = Ep(t).
Proof. According to Lemma 5.5 there is a minimal essential set E such that Ep = E ∩ Ip(f ). According to Theorem 3.1 there
is a falsepoint t of f for which E = E(t) and thus Ep = E(t) ∩ Ip(f ) = Ep(t). 
The following theorem appears in [3] as two parts, one implication as Corollary 6.14 and the other as Theorem 6.15.
Theorem 5.7 ([3]). Let f be an arbitrary Boolean function and let E ⊆ I(f ) be an arbitrary set of clauses. Then E is a minimal
essential set iff E is a minimal (with respect to inclusion) subset of I(f ) such that E ∩ C ≠ ∅ for every C ⊆ I(f ) which
represents f .
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We can now state a similar result for prime essential sets.
Theorem 5.8. Let f be an arbitrary Boolean function and let Ep ⊆ Ip(f ) be an arbitrary set of prime implicates of f . Then Ep
is a minimal prime essential set iff Ep is a minimal (with respect to inclusion) subset of I(f ) such that Ep ∩ C ≠ ∅ for every
C ⊆ Ip(f ) which represents f .
Proof. First, let us prove both directions of the equivalence without proving the minimality of the corresponding set in the
conclusion.
Let Ep be a minimal prime essential set and let C ⊆ Ip(f ) be an arbitrary prime representation of f . By Lemma 5.5 there
exists a minimal essential set E such that Ep = E ∩ Ip(f ). Theorem 5.7 now implies that E ∩ C ≠ ∅. This fact together with
the assumption C ⊆ Ip(f ) gives us Ep ∩ C ≠ ∅. Since C was an arbitrary prime representation of f we get that Ep ∩ C ≠ ∅
for every C ⊆ Ip(f )which represents f .
Now let us assume that Ep ∩ C ≠ ∅ for every C ⊆ Ip(f )which represents f and that Ep is a minimal subset of I(f )with
this property. It follows that Ep ⊆ Ip(f ). Let us show that Ep is a prime essential set. Let E ′ ⊆ I(f )\Ip(f ) be aminimal (with
respect to inclusion) set of nonprime implicates such that (E ′ ∪ Ep) ∩ C ≠ ∅ for every C ⊆ I(f ) which represents f . Since
Ep already intersects every prime representation of f , adding nonprime implicates is sufficient. By construction, E = E ′∪Ep
is a minimal subset of I(f ) such that E ∩ C ≠ ∅ for every C ⊆ I(f )which represents f and thus by Theorem 5.7 we obtain
that E is a minimal essential set of f . Moreover, Ep = E ∩ Ip(f ) holds and hence Ep is a prime essential set.
It remains to show that in both directions, we get, in fact, minimal sets. Let Ep be a minimal prime essential set. By the
first paragraph of the proof we know that this set intersects any prime representation of f . If there is a proper subset of Ep,
which also intersects every prime representation, then by the second paragraph, this subset is a prime essential set. This is
not possible, since Ep was a minimal prime essential set.
Now, let Ep be an inclusion minimal set, which intersects every prime representation. By the second paragraph of the
proof, we know that it is a prime essential set. If there is a proper subset of Ep, which is also a prime essential set, then, by
the first paragraph of the proof, it also intersects every prime representation. This is not possible, since Ep is an inclusion
minimal set with this property. 
Now let us recall Theorem 6.6 from [3]. The following theorem is a minor strengthening of that theorem, which uses the
fact that a set intersects every nonempty essential set if and only if it intersects every minimal essential set.
Theorem 5.9 ([3]). Let f be an arbitrary Boolean function. A set C ⊆ I(f ) is a representation of f iff C intersects every minimal
essential set of f .
This statement gives a direct corollary for prime essential sets.
Corollary 5.10. Let f be an arbitrary Boolean function. A set C ⊆ Ip(f ) is a representation of f iff C intersects every minimal
prime essential set of f .
In the following section we shall use Corollary 5.10 in the following way: for a given function f we first list all minimal
prime essential sets of f , and then use this list to compute how many clauses are needed to intersect every set in the list,
i.e. to compute cnf(f ).
6. Examples of functions with cnf(f ) > ess(f )
In the end of Section 4 we have noticed that unless NP = coNP , there must exist a Horn CNF representing function f for
which ess(f ) < cnf(f ). We shall start this section by constructing such a CNF.
6.1. Cubic pure Horn example on 4 variables
Let us consider pure Horn clauses C1 = (x1 ∨ x2 ∨ x3), C2 = (x1 ∨ x2 ∨ x3), C3 = (x1 ∨ x2 ∨ x3),Q1 = (y ∨ x1),Q2 =
(y∨x2),Q3 = (y∨x3) and function f defined by CNFF = C1∧C2∧C3∧Q1∧Q2∧Q3. Notice that each pair among the three
cubic clauses C1, C2, C3 has two complementary pairs of literals and hence no such pair of clauses is resolvable. Moreover,
no pair among the three quadratic clauses Q1,Q2,Q3 has a complementary pair of literals and thus again no such pair of
clauses is resolvable. In fact, there are only six resolvable pairs in the set S = {C1, C2, C3,Q1,Q2,Q3} (all of them ‘‘mixed
pairs’’ of one cubic and one quadratic clause), namely (C1,Q2), (C1,Q3), (C2,Q1), (C2,Q3), (C3,Q1), (C3,Q2). It is easy to
check that each of the six resolvents is absorbed by some other clause in S (e.g. the resolvent x1 ∨ y∨ x3 of the pair (C1,Q2)
is absorbed by Q1). Thus, using Quine’s resolution procedure to obtain the set of all prime implicates (canonical CNF) of a
function defined by CNF F (this procedure is described, e.g. in [4]), it follows that Ip(f ) = S.
Consider the vectors t1 = (0, 1, 1, 0), t2 = (1, 0, 1, 0), t3 = (1, 1, 0, 0), t4 = (0, 0, 1, 1), t5 = (1, 0, 0, 1), t6 =
(0, 1, 0, 1) as truth value assignments of the variables x1, x2, x3, y. These vectors define the following prime essential sets
of clauses.
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E(t1) = {C1}
E(t2) = {C2}
E(t3) = {C3}
E(t4) = {Q1,Q2}
E(t5) = {Q2,Q3}
E(t6) = {Q1,Q3}.
It is obvious that E(t1), E(t2), E(t3) are minimal prime essential sets as they contain one clause each. To see that also
E(t4), E(t5), E(t6) areminimal prime essential sets it suffices to check that the sets Ip(f )\{Q1}, Ip(f )\{Q2}, and Ip(f )\{Q3},
are not closed under Rp, which by Theorem 5.3 implies that none of the sets {Q1}, {Q2}, and {Q3} is a prime essential set.
Moreover, this observation immediately implies that every nonempty prime essential set must contain either one of the
cubic clauses C1, C2, C3 or two of the quadratic clauses Q1,Q2,Q3. In other words every nonempty prime essential set must
contain one of E(t1), . . . , E(t6), which in turn implies that E(t1), . . . , E(t6) is a complete list of minimal prime essential sets
of f .
Now, using Corollary 5.10 we obtain that cnf(f ) = 5. Indeed, all three cubic clauses must be present in C to intersect
E(t1), E(t2), E(t3) and a single quadratic clause is not sufficient to intersect all of E(t4), E(t5), E(t6). Thus we need a
minimum of two quadratic clauses which yields the only three minimum cardinality prime representations of f as follows:
ϕ1 = C1 ∧ C2 ∧ C3 ∧ Q1 ∧ Q2
ϕ2 = C1 ∧ C2 ∧ C3 ∧ Q2 ∧ Q3
ϕ3 = C1 ∧ C2 ∧ C3 ∧ Q1 ∧ Q3.
It can now also be easily checked that there are at most 4 pairwise disjoint minimal prime essential sets of implicates
of f (E(t1), E(t2), E(t3) together with one of E(t4), E(t5), E(t6)) which implies that there are at most 4 pairwise disjoint
nonempty prime essential sets of implicates of f and using Theorem 5.4 we get that ess(f ) = 4.
The just constructed example has a gap cnf(f )− ess(f ) = 5− 4 = 1. In the following section we shall show that the gap
cnf(f )− ess(f ) can be made arbitrarily large.
6.2. More general example
Let xA be a set of n1 variables and yB a set of n2 variables, where A, B are disjoint sets of indices and n1 = 2k− 1 for some
integer k. Let us define a function fn1,n2 of n = n1 + n2 variables by
fn1,n2(xA, yB) =

i∈B
yi ∨

i∈A
xi ≥ k

⇒

i∈A
xi

or, equivalently, by the following CNF
fn1,n2(xA, yB) =

i∈A
j∈B
(yj ∨ xi)

 
A′⊆A, |A′ |=k
j∈A\A′

i∈A′
xi ∨ xj
 .
Lemma 6.1. The clauses of the above representation of fn1,n2 form exactly the list of its prime implicates. In other words, the list
of prime implicates of fn1,n2 is formed by the following two types of clauses.
1. For every i ∈ A and j ∈ B, the clause yj ∨ xi.
2. For every A′ ⊆ A satisfying |A′| = k and every j ∈ A \ A′, the clausei∈A′ xi ∨ xj.
Proof. Resolution may be applied either to two clauses of type 2 or to a clause of type 1 and a clause of type 2. One may
verify by case inspection that in the former case, the result is either a clause of type 2 or a superset of some of these clauses.
In the latter case, the result is a superset of a clause of type 1. Consequently, the set of clauses from the lemma is stable
under Quine’s procedure [4] and hence, is a list of all prime implicates of the function defined by the conjunction of its
elements. 
Theorem 6.2. The following two types of sets of clauses represent exactly all minimal prime essential sets for fn1,n2 .
1. For every j ∈ B and every A′ ⊆ A, such that |A′| = k, let P(j, A′) be the set of prime implicates
{yj ∨ xi | i ∈ A′}.
2. For every A′ ⊆ A satisfying |A′| ∈ [k, n1 − 1] let Q (A′) be the set of prime implicates
i∈A′′
xi ∨ xj | A′′ ⊆ A′, |A′′| = k, j ∈ A \ A′

.
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Proof. Let us describe the falsepoints t of fn1,n2 , for which E
p(t) is minimal. It follows from the definition of the function
fn1,n2 that a vector t ∈ {0, 1}n1+n2 is a falsepoint iff t satisfies at least one of the following conditions:
(1) There are i ∈ A and j ∈ B such that t[xi] = 0 and t[yj] = 1, or
(2)

i∈A t[xi] ∈ [k, n1 − 1].
If a falsepoint t satisfies both (1) and (2), then Ep(t) is notminimal, since if t ′ differs from t by setting t[yj] = 0 for every j ∈ B,
then t ′ is again a falsepoint and Ep(t ′) ( Ep(t). If t is a falsepoint satisfying (1) and not (2), then according to Lemma 6.1
Ep(t) ⊆ {yj ∨ xi | i ∈ A and j ∈ B}.
If t ′ is a falsepoint satisfying (2) and not (1), then according to Lemma 6.1
Ep(t ′) ⊆

i∈A′
xi ∨ xj | A′ ⊆ A, |A′| = k and j ∈ A \ A′

.
It follows that for any such pair of falsepoints t and t ′ we have Ep(t) ∩ Ep(t ′) = ∅, hence, we may consider the candidates
for falsepoints t with minimal Ep(t) in these two groups separately.
Falsepoints satisfying (1) and not (2)
Let t be an arbitrary falsepoint satisfying (1) and not (2) such that Ep(t) is a minimal prime essential set. It follows that
i∈A
t[xi] < k.
If

i∈A t[xi] < k − 1, then we can produce a falsepoint t ′ from t by setting t ′[xi] = 1 for some i ∈ A for which t[xi] = 0.
Falsepoint t ′ still satisfies (1) and not (2) and Ep(t ′) $ Ep(t), because there are fewer unsatisfied clauses of form yj ∨ xi on
t ′. Since we assume that Ep(t) is a minimal prime essential set, we get
i∈A
t[xi] = k− 1.
Similarly, if there are at least two indices j1, j2 ∈ B such that t[yj1 ] = t[yj2 ] = 1, then we can produce falsepoint t ′ from
t by setting t ′[yj2 ] = 0. Falsepoint t ′ again satisfies (1) and not (2) and Ep(t ′) $ Ep(t) because there are fewer unsatisfied
clauses of form yj∨ xi on t ′. Since we assume that Ep(t) is a minimal prime essential set this is not possible, and thus there is
exactly one j ∈ B such that t[yj] = 1. Together we have that a falsepoint t which satisfies (1) and not (2) defines a minimal
prime essential sets only if the following two conditions are satisfied:
(a) There is exactly one j ∈ B such that t[yj] = 1 and
(b)

i∈A t[xi] = k− 1.
Now we shall show that these two conditions are also sufficient for t to define a minimal prime essential set Ep(t).
Let t and t ′ be two different falsepoints satisfying (a) and (b), and let us assume that j1 ∈ B is the only index such that
t[yj1 ] = 1 and that j2 ∈ B is the only index such that t ′[yj2 ] = 1. We shall show that Ep(t) is incomparable with Ep(t ′). If
j1 ≠ j2 then clearly Ep(t) ∩ Ep(t ′) = ∅ so let us suppose that j1 = j2. Since t ≠ t ′ buti∈A t[xi] =i∈A t ′[xi] = k− 1, we
have that there are i1, i2 ∈ A for which t[xi1 ] = 0, t[xi2 ] = 1, t ′[xi1 ] = 1, and t ′[xi2 ] = 0. Clearly yj1 ∨ xi1 ∈ Ep(t) \ Ep(t ′)
and yj1 ∨ xi2 ∈ Ep(t ′) \ Ep(t), and therefore Ep(t) and Ep(t ′) are incomparable. It follows that every falsepoint t satisfying
both (a) and (b) defines a minimal prime essential set Ep(t).
Let t be a falsepoint satisfying (a) and (b), let j ∈ B be the only index for which t[yj] = 1, and let us denote
A′ = {i ∈ A | t[xi] = 0}. Since n1 = 2k− 1 we have that |A′| = k and thus
Ep(t) = {yj ∨ xi | i ∈ A′} = P(j, A′).
On the other hand, if j ∈ B and A′ ⊆ Awith |A′| = k one can easily construct a falsepoint t which satisfies (a) and (b) and for
which Ep(t) = P(j, A′) as follows:
t[yj′ ] = 0 j′ ∈ B \ {j}
t[yj] = 1
t[xi] = 0 i ∈ A′
t[xi] = 1 i ∈ A \ A′.
Therefore, the sets P(j, A′) are in one-to-one correspondence with falsepoints satisfying (a) and (b). Note also that since
k > n1/2 we have that P(j, A′) ∩ P(j, A′′) ≠ ∅ for every j ∈ B and A′, A′′ ⊆ Awhere |A′| = |A′′| = k.
Falsepoints satisfying (2) and not (1)
If t is a falsepoint satisfying (2) and not (1) then t[yj] = 0 for every j ∈ B. Let us show that for any two such falsepoints
t1 and t2 the sets Ep(t1) and Ep(t2) are incomparable. Let A′i = {j ∈ A | ti[xj] = 1}, i = 1, 2, we have |A′i| ∈ [k, n1 − 1] for
i = 1, 2. We shall distinguish two cases, whether A′1 and A′2 are comparable, or not.
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If A′1 and A
′
2 are incomparable, choose some a1 ∈ A′1 \ A′2 and a2 ∈ A′2 \ A′1. Further, let A′′1 be an arbitrary subset of A′1 of
size k and similarly, A′′2 a subset of A
′
2 of size k. Then the clause
i∈A′′1
xi ∨ xa2 (1)
evaluates to 0 on t1 and to 1 on t2. Similarly, the clause
i∈A′′2
xi ∨ xa1 (2)
evaluates to 1 on t1 and to 0 on t2. Consequently, Ep(t1) and Ep(t2) are incomparable.
If A′1 and A
′
2 are comparable, assume w.l.o.g. A
′
1 ( A
′
2 and let a2 ∈ A′2 \ A′1. Then, there is a clause constructed similarly
to (1), which evaluates to 0 on t1 and to 1 on t2. On the other hand, if A′′2 is a k element subset of A
′
2, which is not a subset
of A′1, and a1 is an arbitrary index not contained in A
′
2, then the clause of the form (2) evaluates to 1 on t1 and to 0 on t2.
Consequently, Ep(t1) and Ep(t2) are incomparable.
It follows that given a falsepoint t satisfying (2) and not (1), Ep(t) is a minimal prime essential set, if we denote
A′ = {i ∈ A | t[xi] = 1}, then |A′| ∈ [k, n1 − 1] and
Ep(t) =

i∈A′′
xi ∨ xj | A′′ ⊆ A′, |A′′| = k, j ∈ A \ A′

and therefore Ep(t) = Q (A′). On the other hand, given A′ ⊆ A, |A′| ∈ [k, n1−1]we can easily define a falsepoint t satisfying
(2) and not (1) for which Ep(t) = Q (A′) by setting t[xi] = 1 iff i ∈ A′ and t[yj] = 0 for every j ∈ B. Thus the sets Q (A′) are
in one-to-one correspondence with falsepoints satisfying (2) and not (1).
Conclusion
By considering the two cases above, we obtained that the list of prime essential sets presented in the theorem is the list
of all minimal prime essential sets of fn1,n2 . 
Lemma 6.3. Let n, k be integers such that n ≥ 3 and 1 ≤ k ≤ n− 1. Let A be a set of size n. Let Gn,k be the undirected graph of
subsets of A of size k, where two sets A′ and A′′ form an edge if and only if their symmetric difference has size 2. Then Gn,k contains
a Hamiltonian cycle.
Proof. If n ≥ 3 and k = 1 or k = n − 1, then Gn,k is a complete graph, so it contains Hamiltonian cycle. In particular, this
proves the lemma for n = 3. Let us continue by induction on n.
Assume n > 3. It is sufficient to prove the statement for k satisfying 2 ≤ k ≤ n − 2. The vertices of Gn,k are subsets of
{1, . . . , n}. Let G1 be the subgraph of Gn,k induced by the vertices containing 1, and let G2 be the subgraph of Gn,k induced by
the remaining vertices. Graph G1 is isomorphic to Gn−1,k−1 and G2 is isomorphic to Gn−1,k. Hence, by induction hypothesis,
both G1 and G2 contain a Hamiltonian cycle. Fix a Hamiltonian cycle in G2 and choose an edge (A′, A′′) contained in it. Let u
be an element in the intersection of A′ and A′′. Such an element exists, since the intersection has size k − 1 and k ≥ 2. Let
B′ = A′ \ {u} ∪ {1} and B′′ = A′′ \ {u} ∪ {1}. Sets B′ and B′′ are vertices of G1 connected by an edge. Since each edge in G1 may
be mapped to any other edge in G1 by an isomorphism of G1, there is a Hamiltonian cycle in G1 containing the edge (B′, B′′).
By removing the edges (A′, A′′) and (B′, B′′) from the two Hamiltonian cycles and by connecting them using edges (A′, B′)
and (A′′, B′′), we obtain a Hamiltonian cycle in Gn,k. 
Theorem 6.4. For the function fn1,n2 defined above, we have
cnf(fn1,n2) =
n1
k

+ kn2 (3)n1
k

+ n2 ≤ ess(fn1,n2) < 2n1 + n2. (4)
Proof. In order to prove (3), we may restrict ourselves to prime CNFs representing fn1,n2 . Given an arbitrary prime CNF ϕ
representing fn1,n2 and an arbitrary A
′ ⊆ A of size |A′| = k, ϕ has to contain at least one clause of the formi∈A′ xi ∨ xj
where j ∈ A \ A′, since otherwise FCϕ(A′) = A′ contradicting the fact thati∈A′ xi ∨ xj is an implicate of fn1,n2 for every
j ∈ A \ A′. Hence, ϕ has to contain at least  n1k  clauses of this form. To show that this number of clauses of this type is also
sufficient, use Lemma 6.3 to prove the existence of a cycle consisting of all subsets of A of size k and such that sets, which are
neighbors in the cycle, have symmetric difference of size 2. Then, consider the cycle as an ordered cycle with any of the two
possible orderings. Finally, for each set A′ in the cycle, consider the clause

i∈A′ xi ∨ xj, where j is the uniquely determined
index not contained in A′, but contained in the set, which follows A′ in the cycle. It is easy to verify that the obtained set of
clauses of size
 n1
k

generates by forward chaining every prime clause listed in item 2 in Lemma 6.1 (by starting with the set
of subgoals and following the cycle to the desired head).
Similarly, for each i ∈ B, ϕ has to contain a superset of the set of clauses P(i, A′) for some set A′ of size k, since otherwise
FCϕ({yi}) contains only those xj for which clauses yi ∨ xj are explicitly present in ϕ, contradicting the fact that yi ∨ xj is an
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implicate of fn1,n2 for every j ∈ A. Thus ϕ contains at least kn2 clauses of this form. To show that this number of clauses
of this type is also sufficient, take for each i ∈ B exactly one set P(i, A′) for some arbitrary set A′ of size k. Now FCϕ({yi})
contains all xj for j ∈ A′ and using the cycle of clauses from the previous paragraph forward chaining derives all remaining
xj for j ∈ A \ A′.
In order to prove (4), we use Theorem 6.2 to find disjoint essential sets. Let us consider the two types ofminimal essential
sets listed in Theorem 6.2 separately. For each index i ∈ B, we can choose at most one of the sets P(i, A′), since for every pair
of sets A′, A′′, sets P(i, A′) and P(i, A′′) have nonempty intersection. Hence, we have at most n2 disjoint minimal essential
sets of this type. If we choose Q (A′) for all A′ ⊆ A of size |A′| = k, we obtain  n1k  further disjoint essential sets. On the other
hand, the number of different sets A′ is at most 2n1 . Altogether, we can find at least
 n1
k
+ n2 and at most 2n1 + n2 pairwise
disjoint minimal essential sets. 
Corollary 6.5. For fixed n1, k and n2 →∞, we have cnf(fn1,n2)/ess(fn1,n2)→ k.
7. Hardness of computing ess(f ) for pure Horn 3CNFs
In this section we shall show that the following problem is NP-complete:
Problem: ESS-Horn-3CNF.
Input: A pure Horn 3CNF ϕ representing a pure Horn function f and an integer k ≥ 0.
Question: Is ess(f ) ≥ k?
We shall prove the hardness of this problem by a transformation from the problem of finding a maximum independent
set in a graph G. This reduction is inspired by a similar construction in [2] where a reduction from the Set Cover problem
to Boolean minimization (BM) is presented. For this purpose, let us associate a pure Horn function fG with every undirected
graph G = (V , E), where V = {x1, x2, . . . , xn}, n = |V |, E = {ei,j | ei,j = {xi, xj}}, and m = |E|. With every vertex xi ∈ V
of G we associate a Boolean variable xi and similarly with every edge ei,j ∈ E we associate a Boolean variable ei,j (note that
since G is an undirected graph, ei,j = ej,i). fG is then a function on n+ m+ 1 variables, n variables associated with vertices,
m variables associated with edges and an additional variable z. fG is defined by the following pure Horn CNF expression
FG =

ei,j∈E

(ei,j ∨ xi) ∧ (ei,j ∨ xj) ∧ (xi ∨ xj ∨ ei,j)

∧
n
i=1
(z ∨ xi).
Let us at first examine, how the prime implicates of fG (i.e. the set Ip(fG)) may look like.
Lemma 7.1. Let G be an arbitrary undirected graph and let fG be its associated pure Horn function defined by CNF FG. A clause
C is a prime implicate of fG if and only if one of the following is true:
(a) C = (ei,j ∨ xi) for some edge ei,j ∈ E,
(b) C = (xi ∨ xj ∨ ei,j) for some edge ei,j ∈ E,
(c) C = (ei,j ∨ xk ∨ ei,k) for some edges ei,j, ei,k ∈ E where xi, xj, and xk are three pairwise different vertices of G,
(d) C = (ei,j ∨ ek,l ∨ ei,k) for some edges ei,j, ei,k, ek,l ∈ E where xl may be the same vertex as xj,
(e) C = (z ∨ ei,j) for some edge ei,j ∈ E, or
(f) C = (z ∨ xi) for some vertex xi ∈ V .
Proof. Let us first verify that each clause described in the proposition of the lemma is an implicate of fG. The cases (a), (b),
and (f) are trivial as these are the clauses appearing directly in FG. A clause C = (ei,j ∨ xk ∨ ei,k) from case (c) is a resolvent
of C1 = (ei,j ∨ xi) and C2 = (xi ∨ xk ∨ ei,k) and is therefore an implicate of fG. A clause C = (ei,j ∨ ek,l ∨ ei,k) from case (d)
is a resolvent of C1 = (ei,j ∨ xk ∨ ei,k), which is an implicate due to (c), and C2 = (ek,l ∨ xk), which is an implicate due to
(a). A clause C = (z ∨ ei,j) from case (e) is a resolvent of C1 = (z ∨ xi) and C2 = (z ∨ xi ∨ ei,j), where C2 is a resolvent of
C4 = (z ∨ xj) and C5 = (xi ∨ xj ∨ ei,j).
In order to verify that the clauses (a)–(f) are prime implicates, let us use the following set of satisfying assignments.
• All ones assignment.
• For every vertex xa, a ∈ {1, . . . , n}, the assignment, which sets z, xa and ea,i for all i ≠ a to 0 and all other variables to 1.
Consider any of the clauses (a)–(f). For every literal in it, it is possible to find an assignment from the above list, which satisfies
the chosen literal, but no other literal in the considered clause. Since the assignment satisfies the whole formula, the literal
cannot be omitted without changing the represented function. This implies that the clauses (a)–(f) are prime implicates
of fG.
For the other direction let us start by examining the forward chaining closure of a set of variables S with respect to fG
which shall be denoted by FCG(S). Given an arbitrary set S of variables of fG, let us denote by VS = {xi | xi ∈ S or xi ∈
ei,k for some ei,k ∈ S}, i.e. VS consists of those vertices which are either present in S directly, or they are incident to some
edge, which belongs to S. By ES let us denote the set of edges of G, whose both vertices belong to VS . Now we claim that
FCG(S) =

V ∪ E ∪ {z} if z ∈ S
VS ∪ ES otherwise.
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Let us at first assume that z ∈ S. Then according to the fact that clauses in (e) and (f) are implicates of fG, we can derive
everything from z and therefore clearly FCG({z}) = FCG(S) = V ∪ E ∪ {z}. Now let us assume that z ∉ S. By using clauses
from (a) and (b) we can observe that VS ∪ ES ⊆ FCG(S). By definition of VS ∪ ES we can see that S ⊆ VS ∪ ES . Let C be a clause
in FG and let us assume that all its subgoals are contained in VS ∪ ES . We shall show that in this case also its head belongs to
VS ∪ ES , and thus it follows that FCG(S) = VS ∪ ES . Let us at first assume that C is of type (a), i.e. C = (ei,j ∨ xi). In this case
ei,j ∈ ES and therefore by definition of ES , we have that xi ∈ VS . Now, let us assume that C is of type (b), i.e. C = (xi∨ xj∨ ei,j)
for some edge ei,j ∈ E. In this case xi, xj ∈ VS and hence also ei,j ∈ ES .
Now let us assume that C = (S ∨ y) is an implicate of fG, which is nontrivial, i.e. y ∉ S. If z ∈ S, then z itself is sufficient
for deriving anything and therefore if C should be prime, then S = {z}, y ∈ V ∪ E and C has the form of (e) or (f). If z ∉ S,
then since C is an implicate of fG, we get that y ∈ FCG(S) ⊆ VS ∪ ES . If y = xi ∈ VS , then since y ∉ S it must be the case that
ei,j ∈ S for some edge ei,j ∈ E incident to xi. If C should be prime, then we must have S = {ei,j} and C has the form of (a). If
on the other hand y = ei,k ∈ ES , then we have three possibilities.
1. xi, xk ∈ S. In this case, if C is prime, then S = {xi, xk} and C has the form of (b).
2. ei,j, xk ∈ S for some ei,j ∈ E or ej,k, xi ∈ S for some ej,k ∈ E. In the former case, if C is prime, we have that S = {ei,j, xk}
and C has the form of (c). The latter case is symmetric.
3. ei,j, ek,l ∈ S for some ei,j, ek,l ∈ E and then if C is prime, we must have that S = {ei,j, ek,l} and C has the form of (d).
By this we have shown that every prime implicate of fG must have the form of one of the cases (a)–(f) in the proposition of
the lemma. 
Let us denote the size of the largest independent set of the undirected graph G by α(G), then we claim that the following
holds.
Theorem 7.2. Let G = (V , E) be an undirected graph, then α(G) = ess(fG)− 3m, where m = |E|.
Proof. Let us at first assume that we have an independent set I of G of size α(G). We shall define three sets of (m+n+1)-bit
vectors, which define pairwise disjoint essential sets.
1. Given an edge ei,j and a vertex xi ∈ ei,j we define vector t ii,j
• t ii,j[xj] = 1,
• t ii,j[xk] = 0 for xk ∈ V \ {xj},
• t ii,j[ei,j] = 1,
• t ii,j[ek,l] = 0 for ek,l ∈ E \ {ei,j}, and
• t ii,j[z] = 0.
2. Given an edge ei,j ∈ E, we define vector ti,j• ti,j[xi] = ti,j[xj] = 1,• ti,j[xk] = 0 for xk ∈ V \ {xi, xj},• ti,j[ek,l] = 0 for ek,l ∈ E (including ei,j), and• ti,j[z] = 0.
3. Given xa ∈ I we define vector ta as follows.• ta[xa] = 0,• ta[xj] = 1 for xj ∈ V \ {xa},• ta[ea,k] = 0 for ea,k ∈ E,• ta[ej,k] = 1 for ej,k ∈ E where xa ∉ ej,k, and• ta[z] = 1.
Let us prove that the prime essential sets defined using these falsepoints are
Ep(t ii,j) = {(ei,j ∨ xi)}, (5)
Ep(ti,j) = {(xi ∨ xj ∨ ei,j)}, and (6)
Ep(ta) = {(z ∨ xa)} ∪ {(z ∨ ea,j) | ea,j ∈ E} (7)
and, in particular, these essential sets are disjoint.
• Let us at first consider vector t ii,j for an arbitrary edge ei,j ∈ E. Clearly (ei,j ∨ xi) ∈ Ep(t ii,j). On the other hand, let C be an
implicate of fG for which C(t ii,j) = 0, then the subgoals of C may contain only xj and ei,j (because these are the only bits
set to 1 in t ii,j). According to Lemma 7.1, this condition is satisfied by the prime implicates (ei,j ∨ xj) and (ei,j ∨ xi). The
former is not falsified by t ii,j, therefore the latter is the only prime implicate which belongs to E
p(t ii,j).• Now let us consider vector ti,j for an arbitrary ei,j ∈ E. Clearly (xi ∨ xj ∨ ei,j) ∈ Ep(ti,j). On the other hand, let C be an
implicate of fG, for which C(ti,j) = 0, then the subgoals of C may contain only xi and xj (because these are the only bits
set to 1 by ti,j), According to Lemma 7.1, the only prime implicate satisfying this condition is (xi ∨ xj ∨ ei,j) and it is also
the only implicate belonging to Ep(ti,j).
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• Now let us consider an arbitrary xa ∈ I and the corresponding vector ta. The fact that {(z ∨ xa)} ∪ {(z ∨ ea,j) | ea,j ∈
E} ⊆ Ep(ta) follows from the definition of ta and it should also be clear that every clause with subgoal z, which belongs
to Ep(ta), is contained in the left-hand side of the above set inclusion. It therefore remains to show that every implicate
C , which does not contain z as a subgoal, evaluates to 1 on ta. Since C does not contain z as a subgoal, it must have the
form (a)–(c), or (d) from the proposition of Lemma 7.1. If C = (ei,j∨xi) for some ei,j ∈ E (case (a)), then C(ta) = 1 because
if ta[xi] = 0, then i = a and ta[ei,j] = 0. If C = (xi ∨ xj ∨ ei,j) for some edge ei,j ∈ E (case (b)), then C(ta) = 1, because
if xi and xj are both set to 1 by ta, then also ei,j is set to 1. If C = (ei,j ∨ xk ∨ ei,k) for some edges ei,j, ei,k (case (c)), then
either a ∈ {i, j, k} in which case one of ei,j or xk is set to 0 by ta, or a ∉ {i, j, k} and ta[ei,k] = 1, therefore also in this case
C(ta) = 1. If C = (ei,j ∨ ek,l ∨ ei,k) for some edges ei,j, ek,l, ei,k ∈ E (case (d)), then either a ∈ {i, j, k, l}, in which case
ta[ei,j] = 0 or ta[ek,l] = 0, or a ∉ {i, j, k, l}, in which case ta[ei,k] = 1. According to Lemma 7.1, there are no other prime
clauses, which could belong to Ep(ta).
The above shows that the sets of type E(t ii,j) and E(ti,j) are pairwise disjoint and that they are disjoint with sets of type E(ta).
It remains to show that given two different xa, xb ∈ I , the sets E(ta) and E(tb) are disjoint. A clause (z ∨ xa) ∉ E(tb) and
similarly (z ∨ xb) ∉ E(ta), therefore if there is a clause in E(ta) ∩ E(tb), then it is the clause (z ∨ ea,b). However, this clause
is not a prime implicate by Lemma 7.1, because I is an independent set and hence {xa, xb} ∉ E, which means that ea,b does
not appear as a variable in FG. The number of pairwise disjoint essential sets we have found is 3|E| + |I| = 3m+ α(G). This
implies that ess(fG) ≥ 3m+ α(G).
Now let us assume that we have ess(fG) pairwise disjoint FE sets of fG. The above construction implies that ess(fG) ≥ 3m.
We shall construct an independent set I of size k = ess(fG) − 3m ≥ 0. Let the falsepoints defining the ess(fG) pairwise
disjoint sets be denoted by s1, . . . , sess(fG) and assumewithout loss of generality that each E
p(si) isminimal. Prime implicates
C , which have the form (a) or (b) of the proposition of Lemma 7.1, form themselves singleton prime essential sets, which are
alsominimal essential sets. Hence, for every such C , we have some i for which Ep(si) = {C}, otherwise, we could find a larger
collection of pairwise disjoint essential sets by adding {C} to it. Let us assume that s1, . . . , s3m correspond to these singleton
sets. Therefore, s3m+1, . . . , s3m+k are falsepoints which define the remaining k essential sets. Let us inspect the set Ep(s3m+w)
for an arbitraryw ∈ {1, . . . , k}. The set Ep(s3m+w)must have a nonempty intersectionwithFG by Theorem 5.8, but it cannot
contain clauses of the form (a) or (b) from the proposition of Lemma 7.1, because Ep(s3m+w) is disjoint with Ep(si) for every
i ∈ {1, . . . , 3m}. Hence, it must contain a clause (z ∨ xi) for some variable xi ∈ V . Let us associate with every vector s3m+w
one of these variables and let us denote it by xiw . We set I = {xi1 , . . . , xik} and claim that I is an independent set of G. Let
w, y ∈ {1, . . . , k} be two arbitrary, but distinct indices and xiw , xiy their associated variables. Let us assume by contradiction
that eiw ,iy = {xiw , xiy} ∈ E. Since (z ∨ xiw ) ∈ Ep(s3m+w) and (z ∨ xiy) ∈ Ep(s3m+y), we have s3m+w[z] = s3m+y[z] = 1 and
s3m+w[xiw ] = s3m+y[xiy ] = 0. Since Ep(s3m+w) ∩ Ep(s3m+y) = ∅, we also have s3m+w[xiy ] = s3m+y[xiw ] = 1. Moreover, at
least one of s3m+w[eiw ,iy ] and s3m+y[eiw ,iy ]must be 1, otherwise (z ∨ eiw ,iy) ∈ Ep(s3m+w)∩ Ep(s3m+y). But if s3m+y[eiw ,iy ] = 1,
then (eiw ,iy ∨xiy) evaluates to 0 on s3m+y, which is a contradiction to the disjointness of Ep(s3m+y) and {(eiw ,iy ∨xiy)} included
among Ep(s1), . . . , Ep(s3m). Similarly, if s3m+w[eiw ,iy ] = 1, then (eiw ,iy∨xiw ) evaluates to 0 on s3m+w , which is a contradiction
to the disjointness of Ep(s3m+w) and {(eiw ,iy ∨ xiw )}. Therefore xiw , xiy cannot form an edge of G. By this we have shown that
I is an independent set of G of size |I| = k ≤ α(G) and, hence, ess(fG) = 3m+ k ≤ 3m+ α(G).
The first and the second half of the proof together imply that ess(fG) = 3m+ α(G). 
The fact that the problem ESS-Horn-3CNF belongs to NP follows directly from Theorem 3.8 and we may therefore
conclude the following.
Corollary 7.3. The problem ESS-Horn-3CNF is NP-complete.
It is also worth to note that while computing ess(fG) is NP-hard (equivalent to computing α(G)), computing cnf(fG) can
be done in polynomial time. As was shown in [2], computing cnf(fG) is equivalent to computing the size of a minimum edge
cover of G, which is long known to be in P .
8. Computing ess(f ) and its relaxation from the truth table of f
In this section we first prove NP-completeness of the following problem.
Problem ESS-TT (f , k).
Input: A Boolean function f represented by its truth table and an integer k ≥ 0.
Question: Is ess(f ) ≥ k?
Minimization of DNF for a Boolean function given by its truth table is proved to be NP-hard in [1] using a reduction from
3-Partite Set Cover. We use essentially the same reduction, although we use it as a reduction of the problem 3-PARTITE-
TRIANG-INDSET described below to ESS-TT. An instance of the input problem is a 3-uniform hypergraphH = (V , S), whose
set of edges S is a subset ofU1×U2×U3 for somepairwise disjoint sets of verticesU1,U2, andU3.We consider this hypergraph
as a representation of an ordinary graph, which is a union of a set of 3-partite triangles. Namely, forH as above, we define
G(H) as a graph on the set of vertices V and whose edges are all two-element subsets of the edges in S. Formally, we define
problem 3-PARTITE-TRIANG-INDSET (H, k) as follows:
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Problem 3-PARTITE-TRIANG-INDSET (H, k).
Input: A hypergraphH = (U, S), where U = U1 ∪U2 ∪U3 and S ⊆ U1×U2×U3 for some pairwise disjoint sets of vertices
U1,U2, and U3, and an integer k ≥ 0.
Question: Is there an independent set of vertices I ⊆ U in G(H), |I| ≥ k?
Note that the instance of 3-PARTITE-TRIANG-INDSET is the same as in 3-Partite Set Cover, the only difference is in the
question, which we ask about the input hypergraph. We shall start by proving that the problem we have just defined is
NP-complete.
Theorem 8.1. 3− PARTITE− TRIANG− INDSET(H, k) problem is NP-complete.
Proof. The problem is clearly in NP , since an independent set I of at most k vertices can serve as a polynomially verifiable
certificate of a positive answer. We prove that it is NP-complete using a reduction from the maximum independent set
problem restricted to instances (G = (V , E), k), where G is a graph with no isolated vertices satisfying |E| ≥ |V | and k ≥ 2.
In order to see that this problem is NP-complete, consider an unrestricted instance of maximum independent set problem.
If we eliminate all isolated vertices and decrease the size bound for the independent set accordingly, we get an equivalent
instance. If we add a vertex connected to all vertices of the original graph, we do not change the size of the maximum
independent set, but we get a graph, which has at least so many edges as vertices. The assumption that k ≥ 2 does not
change the NP-complete status of the problem, since the instances with k ≤ 1 are trivial.
In order to reduce the problem from the previous paragraph into 3-PARTITE-TRIANG-INDSET problem, we construct a
3-partite graph G′, using a reduction from [16]. Namely, construct G′ = (V ′, E ′) from G by replacing each edge by a path
of length 3 and consider the instance (G′, k + |E|) of the maximum independent set problem. Note that V ′ consists of the
original vertices and of 2|E| new vertices, which are internal vertices of the paths replacing original edges. Let V2 be a set of
the newnodes containing one of the two nodes from each of these paths chosen arbitrarily. Let V3 be the set of the remaining
new nodes. For simplicity of notation, let us denote V1 = V . Then, we have V ′ = V1 ∪ V2 ∪ V3 and these three sets form the
partitions of the 3-partite graph G′. Since |V | ≤ |E|, we have |V1| ≤ |V2| = |V3| = |E|.
Using the argument from [16], G contains an independent set of size k if and only if G′ contains an independent set of size
k+ |E|.
Let G′′ = (V ′′, E ′′) be obtained from G′ by adding three nodes u1, u2, u3 and all edges between ui and all vertices of
Vj, where i ≠ j. Note that G′′ is 3-partite with the partitions Vi ∪ {ui} for i = 1, 2, 3. Consider the instance of maximal
independent set (G′′, k+|E|). We will prove that it is equivalent to the instance (G′, k+|E|). The independent sets of G′′ are
of two types. If it contains one of the nodes ui, then it is a subset of Vi ∪ {ui}. If it does not contain any of the nodes ui, then it
is an independent set in G′. Now note that the independent sets contained in Vi ∪ {ui} have size smaller than k+ |E|, since
|V1| ≤ |V2| = |V3| = |E| and k ≥ 2.
Given 3-partite graph G′′, it is easy to construct a hypergraphH such that G′′ = G(H). Namely, let
Ui = Vi ∪ {ui}, i = 1, 2, 3,
and
S = {{vi, vj, uk} | {vi, vj} ∈ E ′ and {i, j, k} = {1, 2, 3}}.
The sets Ui are clearly disjoint. Since, G′′ = G(H), the instance (G′′, k + |E|) of maximum independent set is equivalent to
the instance (H, k+ |E|) of 3-PARTITE-TRIANG-INDSET. 
Now we shall describe a reduction of an instance (H, k) of 3-PARTITE-TRIANG-INDSET to an instance of ESS-TT, i.e. to a
Boolean function f . The construction we use here is the same as the one used in [1] to transform an instance of 3-Partite
Set Cover to a minimization of DNF for a Boolean function given by its truth table. Here, we use the fact that an instance
of 3-PARTITE-TRIANG-INDSET is described by the same hypergraph as an instance of 3-Partite Set Cover, use the same
transformation to a Boolean function and consider its negation, since we are dealing with CNFs instead of DNFs. However,
finally, we ask a different question about the constructed Boolean function, which is equivalent to a question on the input
instance considered as a 3-PARTITE-TRIANG-INDSET and not a 3-Partite Set Cover instance. Since the proof of the correctness
of the transformation for our purpose is different from the one in [1], we describe the transformation here in full detail.
LetH = (U1∪U2∪U3, S) be an arbitrary hypergraph, where S ⊆ U1×U2×U3 for some pairwise disjoint sets of vertices
U1,U2, and U3. We shall describe, how to associate a Boolean function fH withH in the same way as it was done in [1].
Let n = max{|U1|, |U2|, |U3|}, let q be the smallest integer satisfying

q
q/2

≥ n, and let t = 3q. Note that the fact that q is
the smallest integer with the required property implies that q = O(log n). Let b(j) for j = 1, . . . , n be distinct vectors from
{0, 1}q each of which contains exactly q/2 ones. Then, let V ⊆ {0, 1}t be such that it contains encodings of the elements of
U1∪U2∪U3 defined as follows. The jth element u of Ui, where j = 1, . . . , |Ui|, is encoded by a vector e(u) consisting of three
blocks of length q, ith of which is b(j) and the remaining two blocks consist of q zeros.
For each A ∈ S, let its encoding e(A) be the bitwise disjunction of the encodings of the three elements of A in V .
Note that the construction of the encodings guarantees that different sets A correspond to incomparable vectors in {0, 1}t ,
since the sets differ in at least one of their elements and the corresponding blocks of length q are incomparable. Let
W = {e(A) | A ∈ S}. The following lemma was proved in [1].
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Lemma 8.2 ([1], First Part of Lemma 3.1). For each A ∈ S and each u ∈ U1 ∪ U2 ∪ U3, we have
u ∈ A ⇔ e(u) ≤ e(A).
Let R = {x ∈ {0, 1}t | x ∉ V and for somew ∈ W , x ≤ w}. Let g be a partial function with the domain {0, 1}t such that
g(x) = 0 if x ∈ V , g(x) = ∗ if x ∈ R, and g(x) = 1 otherwise. We shall finish the transformation by reduction of the partial
function g of the variables x ∈ {0, 1}t to the total function fH of the variables (x, y1, y2) ∈ {0, 1}t+2
fH (x, y1, y2) =

0, if g(x) = 0 and y1 = y2 = 1
0, if g(x) = ∗ and y1 = y2 = 1
0, if g(x) = ∗ and y1 = p(x), and y2 = ¬p(x)
1, otherwise
where p(x) is the parity of x, i.e. the sum of the bits in xmod 2.
As we have already mentioned, the construction of the function fH is exactly the same as described in [1] (see also [7])
with the only difference caused by using CNFs instead of DNFs—we had to negate the final function fH . Now we shall show
that ess(fH ) ≥ |R| + k if and only if the graph G(H) has an independent set of size k.
Theorem 8.3. Let H = (U = U1 ∪ U2 ∪ U3, S ⊆ U1 × U2 × U3), where U1,U2,U3 are pairwise disjoint sets of vertices, let fH
be its associated Boolean function, let R be the set of inputs defined during its construction, and let k be an arbitrary integer. Then
ess(fH ) ≥ |R| + k if and only if the hypergraphH has an independent set of size k.
Proof. Let us start by description of the list of all prime implicates of fH . For every x ∈ R, consider the clause, which is 0 on
the two points (x, p(x),¬ p(x)) and (x, 1, 1). This is a prime implicate, since (x, 1, 1) is the only neighbor of (x, p(x),¬ p(x)),
where fH is 0. Moreover, these are the only prime implicates, which are zero on some of the points with y1 = 0 or y2 = 0.
Hence, all the remaining prime implicates are zero only on the points (z, 1, 1) for some z ∈ {0, 1}t . Since fH (z, 1, 1) = 0
if and only if z ≤ w for some w ∈ W and the elements of W are pairwise incomparable, it is easy to verify that all the
remaining prime implicates of fH may be obtained in such a way that for any w ∈ W , we consider the clause, which is 0
exactly on the vectors (z, 1, 1), where z ≤ w for the givenw.
Now, assume that I is an independent set in G(H) of size k and let us construct a set of |R| + k essential sets of fH , which
are pairwise disjoint. Consider the prime essential sets Ep((x, p(x),¬ p(x))) for x ∈ R and Ep(e(v)) for v ∈ I . Prime essential
sets of the former type contain a single clause, which is not contained in any other prime essential set from the presented
list. Hence, these essential sets are disjoint with all the others. Consider prime essential sets Ep(e(v1)) and Ep(e(v2)) for
different points v1, v2 ∈ I . If these two essential sets are not disjoint, then there is a vector w ∈ W such that v1 ≤ w and
v2 ≤ w. By the definition ofW , this implies that there is A ∈ S such that v1, v2 ∈ A and so, (v1, v2) is an edge of G(H). This
is not possible, since I is an independent set. Hence, the presented |R| + k essential sets are indeed disjoint.
For the opposite direction, assume that Z is a set of vectors in {0, 1}t+2 such that |Z | ≥ |R| + k and the prime essential
sets Ep(z) for all z ∈ Z are pairwise disjoint. If some of the points (x, p(x),¬ p(x)) is not in Z , thenmodify Z by including this
point to Z and removing the point (x, 1, 1) from Z , if it is there. The size of Z does not decrease and one may verify that the
points from the modified Z still define disjoint prime essential sets. Now, note that except of |R| points (x, p(x),¬ p(x)), Z
contains only points from V . Hence, there are at least k points v ∈ V , such that for every w ∈ W , at most one of them
satisfies v ≤ w. These k vectors from V are encodings of k vertices of H , no two of which belong to the same set A ∈ S.
It follows that no two of these points are connected by an edge in G(H) and so, G(H) contains an independent set of
size k. 
As a corollary we now obtain the following.
Theorem 8.4. The problem to determine, whether ess(f ) ≥ k for a function f defined by its truth table, i.e. the problem ESS −
TT(f , k), is NP-complete.
Proof. The fact that ESS-TT belongs toNP can be easily observed and it also follows fromTheorem3.8.NP-hardness of ESS-TT
follows from Theorem 8.1, construction of fH described in this section, and Theorem 8.3. 
8.1. Relaxation of ess(f ) for functions given by their truth table
Computing ess(f ) for functions given by their truth table is intractable by Theorem 8.4. On the other hand, it appears that
a relaxation of ess(f )may be computed more efficiently under the same conditions, namely that the truth table of f is given
as the input.
Definition 8.5. For every Boolean function f , let lp(f ) be the maximum of
x∈{0,1}n:f (x)=0
w(x),
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(over all possible choices of weights w) where w(x) is a nonnegative real number assigned to every falsepoint x of f and
such that for every prime implicant C of f , the inequality
x∈{0,1}n:C(x)=0
w(x) ≤ 1
is satisfied.
Theorem 8.6. For every Boolean function f , we have
cnf(f ) ≥ lp(f ) ≥ ess(f ).
Proof. Let F be a set of prime implicates, which form a minimal CNF representation and let w(x) be an assignment of the
weights, on which the value lp(f ) is achieved in Definition 8.5. Since f =C∈F C , we have also
x∈{0,1}n:f (x)=0
w(x) ≤

C∈F

x∈{0,1}n:C(x)=0
w(x) ≤ |F |.
Since |F | = cnf(f ) andx∈{0,1}n:f (x)=0w(x) = lp(f ), we have cnf(f ) ≥ lp(f ).
Let T be a set of ess(f ) falsepoints t , for which the sets E(t) are pairwise disjoint. Let w(t) = 1 for t ∈ T and w(t) = 0
otherwise. If C is a prime implicate, then it belongs to at most one E(t), t ∈ T , and thus there is at most one falsepoint t
falsifying C for which w(x) = 1. Hence, the weights w(x) satisfy the condition in Definition 8.5. Since lp(f ) is a maximum
over all possible weights satisfying this condition, we have
lp(f ) ≥

x∈{0,1}n:f (x)=0
w(x) = |T | = ess(f ). 
Let us verify that the linear programming problem corresponding to computing lp(f ) has size polynomial in the size of
the table of the function f . The variables of the corresponding LP problem are the weights w(x) for all falsepoints of f . If
the function has n variables, then the size of the table is 2n and this is clearly an upper bound on the number of falsepoints.
Moreover, the largest set of constraints correspond to prime implicates. Since there are at most 3n = (2n)log2 3 clauses on
n variables, the number of prime implicates is also bounded by a polynomial in the table size and they can be found in
polynomial time. Consequently, the problem can be solved, e.g. by Karmarkar’s algorithm [14], in time polynomial in the
size of the table of f and the number of bits of the precision of the representation of the numbers used in the computation.
9. Conclusion
In this paper we have studied a lower bound on the minimum CNF size of a given function f represented by a CNF ϕ. The
lower bound which we have considered is given by ess(f ), which denotes the number of pairwise disjoint essential sets of
implicates of f . We are mainly interested in functions for which this lower bound matches the minimum CNF size. We have
called such functions coverable, and we have shown in Sections 3 and 4 that if a class of Boolean function C is tractable and
coverable, then the problem of minimization of functions in this class belongs to both NP and co-NP . This fact proves that
such a minimization problem is not NP-hard (unless NP = co-NP), and thus indicates that it might in fact belong to P . In
Section 5we study the intersections of essential setswith the set of prime implicates, call these intersections prime essential
sets and prove that many properties of essential sets carry over to prime essential sets. This fact allows us to restrict our
attention to prime implicates only.
Wehave also proved several negative results about ess(f ). In Section 6wehave shown that not every function is coverable
and moreover for every constant k we can construct a function f , for which cnf(f )/ess(f ) ≥ k. In Section 7 we have shown
that the problem of checking whether ess(f ) ≥ k is NP-complete if its input is a pure Horn 3CNF. In Section 8 we have
shown that this problem remains NP-complete even in the case when the input is allowed to be much larger, namely when
the input function is represented by a truth table. On the other hand we have shown that a relaxed value of ess(f ) can be
computed using linear programming.
Given the fact that minimization seems to be easier for coverable functions than in the general case, one might ask,
whether it would be possible to check in polynomial time, if a given function f is coverable, i.e. whether ess(f ) = cnf(f ).
Unfortunately, it turns out that this problem is NP-complete even if the input is a pureHorn 3CNF. This result is not contained
in the present paper, because we have found the corresponding reduction just recently. On the other hand, all classes for
which a polynomial time minimization algorithm is known to us are coverable. This gives an indication that if a tractable
class of Boolean functions is found to be coverable, then we can hope for a polynomial minimization algorithm for it. From
theoretical point of view, it would be therefore interesting to find a class of Boolean functions which would be tractable and
coverable, and yet we would not be able to find a polynomial minimization algorithm for it.
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