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Holonomic modules associated with
multivariate normal probabilities of polyhedra
Tamio Koyama
Abstract
The probability content of a convex polyhedron with a multivari-
ate normal distribution can be regarded as a real analytic function.
We give a system of linear partial differential equations with polyno-
mial coefficients for the function and show that the system induces a
holonomic module. The rank of the holonomic module is equal to the
number of nonempty faces of the convex polyhedron, and we provide
an explicit Pfaffian equation (an integrable connection) that is associ-
ated with the holonomic module. These are generalizations of results
for the Schla¨fli function that were given by Aomoto.
Keywords. convex polyhedron, inclusion–exclusion identity, holonomic
modules, holonomic rank, Pfaffian equation
MSC classes: 16S32, 62H10
1 Introduction
A convex polyhedron P is the intersection of half-spaces of the d-dimensional
Euclidean space Rd. We are interested in numerical calculation of the proba-
bility P(X ∈ P ), where X is a random vector distributed as a d-dimensional
normal distribution with mean µ and covariance matrix Σ. When P is the
orthant {x ∈ Rd : xi ≥ 0, 1 ≤ i ≤ d} in Rd, the probability is called the
orthant probability and can be regarded as a function of µ and Σ. By the
inclusion–exclusion identity given in [6] and [16], the probability content of
the convex polyhedron can be written as a linear combination of the orthant
probabilities. For this reason, the literature includes many discussions of
methods for evaluating the orthant probabilities. For example, [15] proposed
a method based on recursive integration, and [8] and [10] proposed the use
of the randomized quasi-Monte Carlo procedure. For details, see [9]. In
[14], the probability content of a general convex polyhedron was evaluated
by calculating the orthant probabilities.
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The motivation of our study is to evaluate the probability content of a
convex polyhedron by a completely different and novel approach that uses
the holonomic gradient method (HGM) proposed in [17]. The HGM, which
is based on the theory and algorithms of D-modules, is a method for nu-
merically calculating definite integrals. It can be applied to a broad class
of problems. In fact, various applications of HGM have been proposed, for
example, [11], [23], and [12]. In order to apply HGM, we need to regard the
probability P(X ∈ P ) as a function and provide an explicit Pfaffian equation
for it. In the case where P is the orthant and µ = 0, the orthant probability
is a function of Σ and Schla¨fli gave a recurrence formula for it in [22]. In [21],
Plackett generalized Schla¨fli’s result for the case where P is the orthant and
µ 6= 0. In [13], we provided a holonomic system and a Pfaffian equation that
is associated with the orthant probability. Our Pfaffian equation corresponds
with the reduction formula in [21] and [7]. In this paper, we generalize our
previous results [13] and give a recurrence formula as a Pfaffian equation for
the case of a general convex polyhedron.
Let Σ = AA⊤ be a Cholesky decomposition of the covariance matrix Σ,
and let Y be a random vector that is d-variate normally distributed with
mean vector 0 and for which the covariance matrix is the identity matrix.
Then, we have P(X ∈ P ) = P(AY +µ ∈ P ), and the set {y ∈ Rd : Ay+µ ∈
P} is also a convex polyhedron. Hence, it is enough to consider the case
in which the mean vector of X is 0 and the covariance matrix of X is the
identity matrix. Under this assumption, the probability P(X ∈ P ) can be
written as
P(X ∈ P ) = 1
(2π)d/2
∫
x∈P
exp(−1
2
d∑
i=1
x2i )dx1 · · · dxd.
The polyhedron P can be written as
P = {x ∈ Rd :
d∑
i=1
a˜ijxi + b˜j ≥ 0, 1 ≤ j ≤ n}, (1)
where a˜ij and b˜j are real numbers. We wish to study this integral with the
HGM, and as a first step, we will assume that the convex polyhedron is in the
“general position;” the precise definition of “general position” will be given
in Section 3.
Let a be a d × n matrix, and let b be a vector with length n. We are
interested in the analytic properties of the function
ϕ(a, b) =
∫
Rd
exp(−1
2
d∑
i=1
x2i )
n∏
j=1
H
(
d∑
i=1
aijxi + bj
)
dx1 · · · dxd, (2)
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which is defined on a neighborhood of a˜ = (a˜ij), b˜ = (b˜j). Here, we denote
by H the Heaviside function. Note that this function is an interesting spe-
cialization of the one studied by Aomoto in [2] and Aomoto, Kita, Orlik, and
Terao in [4]. For the meaning of the specialization, see Remark 17, below.
In this paper, we provide a holonomic system and a Pfaffian equation asso-
ciated with this function. The Pfaffian equation is required by the HGM for
ϕ(a, b). In order to explicitly provide the holonomic system, we decompose
the function by the inclusion–exclusion identity associated with the polyhe-
dron P . We also show that the holonomic rank of the system is equal to the
number of nonempty faces of the polyhedron P . This Pfaffian equation is a
generalization of the recursion formula given by Plackett [21]. In addition,
the singular locus of the Pfaffian equation is compatible with that of the
Schla¨fli function given in [1].
This paper is constructed as follows. In Section 2, we will give a brief
explanation of holonomic modules and Pfaffian equations. In Section 3, we
provide an analytic continuation of the function ϕ(a, b). In section A, we
prove an existence of an open neiborhood of a given point in general position.
In Section 4, we give a system of linear partial differential equations with
polynomial coefficients for the function ϕ(a, b) and show that the system
induces a holonomic module. In Section 5, we show that the holonomic rank
of the module is equal to the number of nonempty faces of P and explicitly
provide the Pfaffian equation associated with the module.
2 Holonomic module and Pfaffian equation
Before starting the main discussion, we briefly review holonomic modules
and Pfaffian equations. For a comprehensive presentation, see [17] and the
references cited therein. We denote by Dx = C〈xi, ∂xi : 1 ≤ i ≤ n〉 the
ring of differential operators of n variables x1, · · · , xn with polynomial coef-
ficients. Here, we put ∂xi = ∂/∂xi. Let us consider a system of linear partial
differential equations
m∑
j=1
Pkjgj = 0 (Pkj ∈ Dx, 1 ≤ k ≤ m′) (3)
for unknown functions g1, . . . , gm. Let (Dx)
m be the free Dx-module with
the basis {g1, . . . , gm}, and let N be a Dx-submodule of (Dx)m generated by
Pk =
∑m
j=1 Pkjgj ∈ (Dx)m (1 ≤ k ≤ m′). Note that the basis {g1, . . . , gm}
is an arbitrary set and gi is not a function. We denote by M the quotient
module (Dx)
m/N .
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The set consisting of the holomorphic functions on a domain U ⊂ Cn
forms a left Dx-module O(U). For a morphism ϕ : M → O(U) of left Dx-
modules, the functions ϕ(g1), . . . , ϕ(gm) satisfy system (3). For this reason,
we call a vector-valued function (g′1, . . . , g
′
m) on U a solution ofM when there
is a morphism of Dx-modules ϕ : M → O(U) such that ϕ(gj) = g′j (1 ≤ j ≤
m).
By the theory of the Gro¨bner basis in Weyl algebra, the characteristic
variety Char(M) of M can be computed explicitly. For details, see [18]. Ac-
cording to the Bernstein inequality, the Krull dimension of the characteristic
variety is not less than n (see, e.g., [5]). When the dimension of Char(M)
is equal to n, the Dx-module M is said to be holonomic. When the system
of differential equations (3) induces a holonomic Dx-module, we call (3) a
holonomic system.
We denote by Rx the ring of differential operators of n variables x1, · · · , xn
with rational function coefficients. The left Dx-module C(x) ⊗C[x] M is a
left Rx-module, where C(x) is the field of rational functions. When the
module M is holonomic, C(x)⊗C[x] M as a linear space over C(x) has finite
dimension. This value is called the holonomic rank of M , and we denote it
by rankM . Let r be the holonomic rank of M , and let {f1, . . . , fr} be a
basis of C(x)⊗C[x]M as a linear space over C(x). Then, there exist rational
functions cijk ∈ C(x)(1 ≤ i, j, k ≤ r) such that
∂xifj =
r∑
k=1
cijkfk (1 ≤ i, j ≤ r) (4)
in C(x) ⊗C[x] M . Moreover, the matrices ci = (cijk)rj,k=1 (1 ≤ i ≤ r) satisfy
the integrability condition
∂ci
∂xj
+ cicj =
∂cj
∂xi
+ cjci (1 ≤ i, j ≤ r).
We call equation (4) a Pfaffian equation associated with the holonomic mod-
ule M . The union of the zero sets of the denominators of the elements of ci’s
is called the singular locus of the Pfaffian equation. Note that a Pfaffian equa-
tion associated with M depends on the choice of the basis of C(x)⊗C[x] M ,
and it is not unique.
3 Integral representation of the probability
content of a polyhedron
In this section, we show that the function ϕ(a, b) in (2) can be regarded as
a real analytic function. Since the Heaviside function H(x) is the hyper-
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function defined by − 1
2π
√−1 log(−z), we can expect the function ϕ(a, b) to
be expressed in terms of a logarithmic function. However, we cannot find a
suitable d-simplex for the d-form obtained by replacing H
(∑d
i=1 aijxi + bj
)
in the integrand of (2) with − 1
2π
√−1 log
(
−
(∑d
i=1 aijxi + bj
))
. In order to
overcome this difficulty, we use a decomposition of ϕ(a, b), which will be
given in (6), and show that ϕ(a, b) can be written as a linear combination of
complex integrals. This implies that ϕ(a, b) is a real analytic function.
First, let us review some notions of polyhedra. In the remainder of this
paper, we will assume that d and n are positive integers. A subset H ⊂ Rd is
called a half-space if H can be written as H = {x ∈ Rd|∑di=1 aixi + a0 ≥ 0}
for some ai, a0 ∈ R. A polyhedron is a finite intersection of half-spaces. An
inequality
∑d
i=1 aixi+b ≥ 0 is called valid for a polyhedron P if all the points
of P satisfy the inequality. We call a subset S ⊂ Rd an affine subspace if
S can be written as an intersection of hyperplanes. For a subset S ⊂ Rd,
the affine hull of S is the smallest affine subspace which contains S, and we
denote it by aff(S). The dimension of a polyhedron P is the dimension of
aff(P ), and we denote it by dim(P ). For a polyhedron P and an inequality∑d
i=1 aixi + b ≥ 0 which is valid for P , the intersection
F = P ∩
{
x ∈ Rd :
d∑
i=1
aixi + b ≥ 0
}
is called a face of P . The dimension of a face F is the dimension of aff(F ). A
facet of a polyhedron P is a face of P whose dimension equals to dim(P )−1.
For details, see [24].
In order to describe the combinatorial structure of a polyhedron, we use
the notion of the abstract simplicial complex [6]. Let F be a set consisting
of subsets of [n] := {1, 2, . . . , n}. We call F an abstract simplicial complex
when J ∈ F and J ′ ⊂ J implies J ′ ∈ F . Let F and F ′ be two abstract
simplicial complexes. We say that F is equal to F ′ and denote F = F ′ when
F and F ′ are equal as sets. We say that F and F ′ are equivalent and denote
F ∼= F ′ when there is a bijection σ : F → F ′ such that J1 ⊂ J2 if and only
if σ(J1) ⊂ σ(J2).
Let P ⊂ Rd be a polyhedron, and let F1, . . . , Fn be all the facets of
P . For each facet Fj , there is a unique half-space Hj ⊂ Rd that satisfies
(∂Hj)∩P = Fj and P ⊂ Hj (see, e.g., exercise 2.14(iv) of Lecture 2 in [24]).
We call H = {H1, . . . , Hn} the family of the bounding half-spaces for the
polyhedron P . The nerve of {F1, . . . , Fn} is the abstract simplicial complex
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defined by
F = {J ⊂ [n] : FJ 6= ∅},
(
FJ :=
⋂
j∈J
Fj
)
.
We also call F the abstract simplicial complex associated with the polyhedron
P . When F is an abstract simplicial complex associated with a polyhedron
P , we have {j} ∈ F for any j ∈ [n].
Next, we introduce the notion of a polyhedron in the “general position.”
Since we need to consider information for points at infinity, we will use the
idea of “homogenization.” The homogenization Hˆ of a half-space H = {x ∈
Rd|∑ aixi + a0 ≥ 0} is defined as
Hˆ = {(x0, . . . , xd) ∈ Rd+1|
d∑
i=0
aixi ≥ 0}.
For a family of half-spaces H = {H1, . . . , Hn}, we call Hˆ = {Hˆ0, Hˆ1, . . . , Hˆn}
the homogenization of H. Here, we put Hˆ0 = {x0 ≥ 0}. We say that a family
of half-spaces H = {H1, . . . , Hn} (or its homogenization Hˆ = {Hˆ0, . . . , Hˆn})
is in general position when, for J ⊂ {0, 1, . . . , n},
FˆJ :=
(⋂
j∈J
∂Hˆj
)
∩
(
n⋂
j=0
Hˆj
)
is a d+1−|J |-dimensional cone (i.e., the affine hull of the cone is d+1−|J |-
dimensional affine space) or {0}. This is somewhat analogous to the “general
position” for hyperplane arrangements in [3, Chap 2. Section 9], but we
emphasize that they are different (see Example 1). The polyhedron P is in
general position when the family H of the bounding half-spaces of P is in
general position.
Example 1. Let d = 2. We define Hj (1 ≤ j ≤ 4) by
H1 :=
{
(x1, x2) ∈ R2 : x1 ≥ 0
}
, H2 :=
{
(x1, x2) ∈ R2 : x1 ≤ 1
}
,
H3 :=
{
(x1, x2) ∈ R2 : x2 ≥ 0
}
, H4 :=
{
(x1, x2) ∈ R2 : x2 ≤ 1
}
.
Then, the family of half-spaces H := {H1, H2, H3, H4} is in general posi-
tion. However, the family of half-spaces H′ := {H1, H2, H3} is not in general
position. In fact, the homogenization of H and H′ can be written as
Hˆ =
{
Hˆ0, Hˆ1, Hˆ2, Hˆ3, Hˆ4
}
, Hˆ′ =
{
Hˆ0, Hˆ1, Hˆ2, Hˆ3
}
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where
Hˆ0 :=
{
(x0, x1, x2) ∈ R2+1 : x0 ≥ 0
}
,
Hˆ1 :=
{
(x0, x1, x2) ∈ R2+1 : x1 ≥ 0
}
, Hˆ2 :=
{
(x0, x1, x2) ∈ R2+1 : x1 ≤ x0
}
,
Hˆ3 :=
{
(x0, x1, x2) ∈ R2+1 : x2 ≥ 0
}
, Hˆ4 :=
{
(x0, x1, x2) ∈ R2+1 : x2 ≤ x0
}
.
Calculating FˆJ for each J ⊂ {0, 1, 2, 3, 4}, we can show that Hˆ is in general
position. For example, the set Hˆ0 ∩ ∂Hˆ1 ∩ Hˆ2 ∩ ∂Hˆ3 ∩ Hˆ4 is a d + 1 − 2-
dimensional cone, and the set Hˆ0 ∩ ∂Hˆ1 ∩ ∂Hˆ2 ∩ Hˆ3 ∩ Hˆ4 is equal to {0}. On
the other hand, the family Hˆ′ is not in general position since the dimension
of
aff
(
∂Hˆ0 ∩ ∂Hˆ1 ∩ ∂Hˆ2 ∩ Hˆ3
)
= {x ∈ Rd+1 : x0 = x1 = 0}
is not equal to d+ 1− 3 = 0.
Hence, the polyhedron
⋂4
j=1Hj in Figure 1(a) is in general position, but
the polyhedron
⋂3
j=1Hj in Figure 1(b) is not in general position.
We note that the hyperplane arrangement {∂H1, ∂H2, ∂H3, ∂H4} is not
in general position in the sense of [3], but H is in general position.
Example 2. Let H5 := {(x1, x2) ∈ R2 : x1 + x2 ≥ 0}. Using the notation
in Example 1, the family of the half-space {Hj : 1 ≤ j ≤ 5}, which is
shown in Figure 1(c), is not in general position. However, the polyhedron⋂5
j=1Hj is in general position since the family of the bounding half-spaces is
{Hj : 1 ≤ j ≤ 4}.
(a) (b) (c)
Figure 1: Examples of polyhedra
Remark 3. Note that our definition of general position is more restrictive
than that of [16], and it is less restrictive than that of [14]. For example, the
polyhedron
⋂3
j=1Hj in Example 1 is in general position by the definition in
[16]; and the polyhedron
⋂4
j=1Hj in Example 1 is not in general position by
the definition in [14].
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Let P ⊂ Rd be a polyhedron. Suppose the family of bounding half-spaces
for P is given by{
x ∈ Rd :
d∑
i=1
a˜ijxi + b˜j ≥ 0
}
(1 ≤ j ≤ n).
We denote by a˜ the d× n matrix (a˜ij), and by b˜ the vector (b˜1, . . . , b˜n). Let
Fj be the intersection of P and the hyperplane {x ∈ Rd :
∑d
i=1 a˜ijxi + b˜j =
0}. The sets F1, . . . , Fn are all of the facets of P . Let F be the nerve of
{F1, . . . , Fn}, which is the abstract simplicial complex of P .
Edelsbrunner showed the inclusion–exclusion identity for the indicator
function of a polyhedron [6, Lemma 5.1.].
Proposition 4 (Edelsbrunner). If F is the abstract simplicial complex as-
sociated with a polyhedron P , then the indicator function of P can be written
as
1P =
∑
J∈F
∏
j∈J
(
1Hj − 1
)
.
Example 5. For the polyhedron
⋂4
j=1Hj in Example 1, the inclusion–
exclusion identity can be written as follows:
1⋂4
j=1Hj
= 1 + (1H1 − 1) + (1H2 − 1) + (1H3 − 1) + (1H4 − 1)
+ (1H1 − 1)(1H3 − 1) + (1H1 − 1)(1H4 − 1)
+ (1H2 − 1)(1H3 − 1) + (1H2 − 1)(1H4 − 1).
The first term of the right-hand side corresponds to the empty set.
With the Heaviside function H , the Edelsbrunner’s identity can be writ-
ten as
n∏
j=1
H
(
d∑
i=1
a˜ijxi + b˜j
)
=
∑
J∈F
∏
j∈J
(
H
(
d∑
i=1
a˜ijxi + b˜j
)
− 1
)
.
Under the general position assumption, this identity can be generalized as
follows.
Theorem 6. In the notation above, if the polyhedron P is in general position,
then there exists a neighborhood U of (a˜, b˜) such that the equation
n∏
j=1
H
(
d∑
i=1
aijxi + bj
)
=
∑
J∈F
∏
j∈J
(
H
(
d∑
i=1
aijxi + bj
)
− 1
)
holds for all (a, b, x) ∈ U ×Rd.
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Our proof of Theorem 6 is technical, and it is independent from the other
parts of this paper; thus, it is given in the appendix.
Consider n polynomials fj(a, b, x) =
∑d
i=1 aijxi + bj (1 ≤ j ≤ n) with
variables aij, bj , xi (1 ≤ i ≤ d, 1 ≤ j ≤ n), and let
χF (a, b, x) =
∏
j∈F
(H(fj(a, b, x))− 1) (5)
for F ∈ F . Note that χ∅(a, b, x) = 1. We put
ϕF (a, b) =
∫
Rd
1
(2π)d/2
exp(−1
2
d∑
i=1
x2i )χF (a, b, x)dx (F ∈ F).
By Theorem 6, the function ϕ(a, b) in (2) can be decomposed as
ϕ(a, b) =
∑
F∈F
ϕF (a, b) (6)
on a neighborhood of (a˜, b˜) if the polyhedron P is in general position.
In order to give analytic continuations of the function ϕ(a, b), it is enough
to consider ϕF (a, b). For F ∈ F , let αF (a) be an |F | × |F | matrix, where |F |
is the number of the elements in F and
αF (a) = (αij(a))i,j∈F , αij(a) =
d∑
k=1
akiakj (1 ≤ i, j ≤ n). (7)
This is a submatrix of the Gram matrix of a. The matrices αF (a) are sym-
metric and positive semidefinite. Since the function ϕF (a, b) can be written
as ∫
Rd
1
(2π)d/2
(−1)|F | exp(−1
2
d∑
i=1
x2i )
∏
j∈F
H(−fj(a, b, x)),
we can expect that ϕF (a, b) is written by a d-simplex and the d-form
1
(2π)d/2
exp(−1
2
d∑
i=1
z2i )
∏
j∈F
(
log(fj(a, b, z))
2π
√−1
)
dz.
In fact, we can find a suitable d-simplex and thus have Proposition 8.
Lemma 7. If the polyhedron P is in general position, then for F ∈ F , the
value of ϕF (a˜, b˜) can be written as
∑
λ∈{±1}|F |
∫
γλ
1
(2π)d/2
exp(−1
2
d∑
i=1
z2i )
∏
j∈F
(
log(fj(a˜, b˜, z))
2π
√−1
)
dz. (8)
Here, for λ ∈ {±1}|F |, γλ is a smooth map from Rd to Cd. We suppose the
multivalued function log satisfies log(1) = 0 and the branch cut is {z ∈ C :
ℜ(z) ≤ 0}.
Proof. Let s be the number of elements in F . By the general position as-
sumption, s is not greater than d. We denote by j(1), . . . , j(s) all of the
elements of F . Since the polyhedron P is in general position, the vectors
uk = (a˜1j(k), . . . , a˜dj(k))
⊤(1 ≤ k ≤ s) are linearly independent (see Corol-
lary 20 in Section A). Consequently, the determinant αF (a˜) is not zero. Let
uk(s < k ≤ d) be an orthonormal basis of the orthogonal complement of the
subspace
∑s
k=1Ruk ⊂ Rd. We denote the vector uk by uk = (u1k, . . . , udk)⊤.
The matrix u = (uij) is regular, and we set u
−1 = (uij). Without loss
of generality, we can assume det u > 0. Under this assumption, we have
det u =
√| detαF (a˜)|. Let ε(t) be a positive bounded function on R, i.e.,
inft∈R ε(t) > 0 and supt∈R ε(t) < ∞. For a vector (λ1, . . . , λs) ∈ {−1, 1}s,
we define γλ : Rd → Cd by
γλj (t) =
d∑
i=1
uij
(
λiti + λi
√−1ε(λiti)
)
(t ∈ Rd).
Here, we put λj = 1 for s < j ≤ d.
By the coordinate transformation wj =
∑d
i=1 uijzi, the integral (8) can
be written as
1
(2π)d/2
1
|αF (a˜)|1/2
∑
λ∈{±1}s
∫
γ′
λ
exp(−1
2
d∑
i=1
(
d∑
j=1
ujiwj)
2)
s∏
k=1
(
log(wk + b˜k)
2π
√−1
)
dw,
where γ′λj(t) = λjtj+λj
√−1ε(λjtj) (t ∈ Rd). Calculating this integral recur-
sively, we have
1
(2π)d/2
1
|αF (a˜)|1/2
∫
E
exp(−1
2
d∑
i=1
(
d∑
j=1
ujiyj)
2)dy,
where E = {y ∈ Rd : yj + b˜j ≤ 0, j ∈ F}. By the coordinate transformation
xi =
∑d
j=1 u
jiyj, the above integral is
1
(2π)d/2
∫
fj(a˜,b˜,x)≤0,j∈F
exp(−1
2
d∑
i=1
x2i )dx,
which is equal to ϕF (a˜, b˜).
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Moreover, we have the following proposition.
Proposition 8. Let UF be a domain {(a, b) : detαF (a) 6= 0}. The function
ϕF (a, b) can be written as
∑
λ∈{±1}|F |
∫
γλ
1
(2π)d/2
exp(−1
2
d∑
i=1
z2i )
∏
j∈F
(
− log(fj(a, b, z))
2π
√−1
)
dz (9)
on a connected open neighborhood of (a˜, b˜) in UF . Here, γλ denotes the
integral path γλ in Lemma 7. And we suppose the multivalued function log
satisfies log(1) = 0 and the branch cut is {z ∈ C : ℜ(z) ≤ 0}.
Proof. Since det(αF (a)) 6= 0, by arguments similar to those in the proof of
Lemma 7, ϕF (a, b) can be written as
∑
λ∈{±1}|F |
∫
γ′
λ
1
(2π)d/2
exp(−1
2
d∑
i=1
z2i )
∏
j∈F
(
log(fj(a, b, z))
2π
√−1
)
dz.
The matrix u′ and the integral path γ′λ can be constructed similarly.
We need to show that the above integral is equal to (9). There is a smooth
path u(t) (t ∈ [0, 1]) in the general linear group of degree d over C such that
u(0) = u and u(1) = u′. The homotopy between γλ and γ′λ is given by
γλj(s)(t) =
d∑
k=1
ujk(s)
(
λktk + λk
√−1ε(λktk)
)
(t ∈ Rd).
Consequently, the value of the integral on the right-hand side of (9) does not
change when we change the integral path with γ′λ.
Corollary 9. The function ϕ(a, b) is a real analytic function, and it has an
analytic continuation along every path in
⋂
F∈F UF .
4 Holonomic modules
In this section, we explicitly give a system of differential equations for the
function
χP (a, b, x) =
∑
F∈F
χF (a, b, x), (10)
and show that the system is holonomic. Note that the function χF is defined
by (5). Since the equation
ϕ(a, b) =
∫
Rd
1
(2π)d/2
exp(−1
2
d∑
i=1
x2i )χP (a, b, x)dx
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holds on a neighborhood of (a˜, b˜), a holonomic system for ϕ(a, b) can be given
as the integration module of a holonomic module associated with
exp(−1
2
d∑
i=1
x2i )χP (a, b, x).
For more about the integration module, see [5] and [19].
For J ⊂ [n], we define a hyperfunction χJ by
χJ = ∂Jb χP (∂
J
b :=
∏
i∈J
∂bi).
Note that χ∅ = χP .
Lemma 10. If J ⊂ [n] is not an element of F , then we have ∂Jb χF = 0 for
F ∈ F . Consequently, we have χJ = 0.
Proof. Since F is an abstract simplicial complex, we have J 6⊂ F . Take
k ∈ J\F , then we have ∂Jb χF = 0, since ∂bk
∏
j∈F (H(fj(a, b, x))− 1) = 0.
We now provide a system of differential equations for the χJ ’s. Let g =
(gJ)J∈F be a vector whose elements are functions indexed by the set F . Let
us consider the system defined by the following:
∂xig
J =
n∑
j=1
aij∂bjg
J (1 ≤ i ≤ d, J ∈ F), (11)
∂aijg
J = xi∂bjg
J (1 ≤ i ≤ d, 1 ≤ j ≤ n, J ∈ F), (12)
∂bjg
J = gJ∪{j} (j ∈ Jc, J ∈ F), (13)
fjg
J = 0 (j ∈ J, J ∈ F), (14)
where gJ∪{j} = 0 for J ∪ {j} /∈ F .
Lemma 11. Let g = (∂Jb χF )J∈F for F ∈ F . Then the function g satisfies
equations (11), (12), (13), and (14).
Proof. When F = ∅, it is obvious that equations (11), (12), (13), and (14)
hold, since χ∅ = 1. Suppose F is not the empty set.
We first check equation (11). Since ∂bjχF (a, b, x) = 0 for j /∈ F , we have
∂xiχF (a, b, x) =
∑
j∈F
aij∂bjχF (a, b, x) =
n∑
j=1
aij∂bjχF (a, b, x).
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Here, we apply the chain rule for hyperfunctions. The equation above implies
(11).
We now show equation (12). When j /∈ F , both sides of (12) are equal
to 0. When j ∈ F , we have ∂aijgJ = xi∂bjgJ by the chain rule.
Equation (13) holds by Lemma 10. For J ⊂ F , we have
gJ =
∏
k∈J
δ(fk(a, b, x))
∏
k∈F\J
(H(fk(a, b, x))− 1) .
This implies (14).
By (10), we have χJ =
∑
F∈F ∂
J
b χF . By this equation and Lemma 11, we
have the following proposition.
Proposition 12. The vector-valued function g = (χJ)J∈F satisfies equations
(11), (12), (13), and (14).
Next, we show that the system defined by (11), (12), (13), and (14) for
χP is a holonomic system. In the remainder of this paper, we will frequently
use the following rings:
Dabx := C〈aij, bj , xi, ∂aij , ∂bj , ∂xi : 1 ≤ i ≤ d, 1 ≤ j ≤ n〉,
Dab := C〈aij, bj , ∂aij , ∂bj : 1 ≤ i ≤ d, 1 ≤ j ≤ n〉,
C[a, b, x, ξa, ξb, ξx] := C[aij, bj , xi, ξaij , ξbj , ξxi : 1 ≤ i ≤ d, 1 ≤ j ≤ n].
We also use the free modules (Dabx)
|F|, (Dab)|F|, and C[a, b, x]|F|, whose basis
is {gJ : J ∈ F}.
Proposition 13. Let Nχ be the sub left Dabx-module of (Dabx)
|F| generated
by (
∂xi −
n∑
j=1
aij∂bj
)
gJ (1 ≤ i ≤ d, J ∈ F), (15)
(
∂aij − xi∂bj
)
gJ (1 ≤ i ≤ d, 1 ≤ j ≤ n, J ∈ F), (16)
∂bjg
J − gJ∪{j} (j ∈ Jc, J ∈ F), (17)
fjg
J , (j ∈ J, J ∈ F). (18)
Then, the quotient module Mχ = (Dabx)
|F|/Nχ is holonomic.
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Proof. The principal symbols of (15), (16), (17), and (18) are the following:
(ξxi −
n∑
j=1
aijξbj )g
J (1 ≤ i ≤ d, J ∈ F), (19)
(ξaij − xiξbj )gJ (1 ≤ i ≤ d, 1 ≤ j ≤ n, J ∈ F), (20)
fjg
J , ξbkg
J (j ∈ J, k ∈ Jc, J ∈ F). (21)
For J ∈ F , let VJ be an algebraic variety defined by
ξxi −
n∑
j=1
aijξbj , ξaij − xiξbj (1 ≤ i ≤ d, 1 ≤ j ≤ n), (22)
fj, ξbk (j ∈ J, k ∈ Jc). (23)
By [18, Proposition 1], the union
⋃
J∈F VJ includes Char(M). Since the rank
of the Jacobian matrix of (22) and (23) is nd+n+ d, the Krull dimension of
VJ is equal to nd + n + d. Hence, the dimension of Char(M) is not greater
than nd+ n+ d.
Let Nq be a Dabx-submodule of (Dabx)
|F| generated by (16), (17), (18),
and (
xi + ∂xi −
n∑
j=1
aij∂bj
)
gJ (1 ≤ i ≤ d, J ∈ F). (24)
Proposition 13 implies that the quotient module Mq = (Dabx)
|F|)/Nq is a
holonomic module. Moreover, the function
qJ(a, b, x) = exp(−1
2
d∑
i=1
x2i )χ
J (J ∈ F)
is a solution of Nq (see [20]). By Lemma 11, the function
exp(−1
2
d∑
i=1
x2i )∂
J
b χF (J ∈ F)
is also a solution of Nq for F ∈ F .
Calculating the integration module of Nq with respect to x, we have the
following theorem.
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Theorem 14. Let N be the sub left Dab-module of (Dab)
|F| generated by(
∂aij −
n∑
k=1
aik∂bk∂bj
)
gJ (1 ≤ i ≤ d, 1 ≤ j ≤ n, J ∈ F), (25)
∂bjg
J − gJ∪{j} (j ∈ Jc, J ∈ F), (26)
(bj +
n∑
k=1
d∑
i=1
aijaik∂bk)g
J (j ∈ J, J ∈ F). (27)
Then the quotient module M = (Dab)
|F|/N is isomorphic to the integration
module Mq/
∑
i=1 ∂xiMq. Consequently, M is a holonomic module.
Proof. We denote by ι the canonical morphism from (Dab)
|F| to the integra-
tion module Mq/
∑
i=1 ∂xiMq. Let Pi = xi + ∂xi −
∑n
k=1 aik∂bk . Since we
have
(
∂aij − xi∂bj
)
gJ + ∂bjPig
J =
(
∂xi∂bj + ∂aij −
n∑
k=1
aik∂bk∂bj
)
gJ , (28)
fjg
J −
d∑
i=1
aijPig
J =
(
bj −
d∑
i=1
aij∂xi +
n∑
k=1
d∑
i=1
aijaik∂bk
)
gJ , (29)
the Dabx-module Nq is generated by (24), (17), and(
∂xi∂bj + ∂aij −
n∑
k=1
aik∂bk∂bj
)
gJ (1 ≤ i ≤ d, J ∈ F),
(
bj −
d∑
i=1
aij∂xi +
n∑
k=1
d∑
i=1
aijaik∂bk
)
gJ (j ∈ J, J ∈ F).
Consequently, we have N ⊂ ker ι.
Next, we show the opposed inclusion ker ι ⊂ N . Regarding (Dab)|F| as
a subset of (Dabx)
|F|, the left Dab-module Nq +
∑
∂xi(Dabx)
|F| includes ker ι.
Since the module Nq is generated by (16), (17), (18), and (24), the module
Nq +
∑
∂xi(Dabx)
|F| can be written as
∑
λ∈Λ
DabxQλ +
∑
J∈F
d∑
i=1
DabxPig
J +
d∑
i=1
∂xi(Dabx)
|F|. (30)
Here, we denote by Qλ (λ ∈ Λ) the differential operators in (16), (17), and
(18). The left Dab-module (30) is equal to
∑
λ∈Λ
DabQλ +
∑
J∈F
d∑
i=1
DabxPig
J +
d∑
i=1
∂xi(Dabx)
|F|. (31)
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Note that the first term of (31) is different from that of (30). In fact, for any
Pi and the differential operator in (16), (17), and (18), we have
Pi (∂akℓ − xk∂bℓ) gJ = (∂akℓ − xk∂bℓ)PigJ ,
Pi
(
∂bkg
J − gJ∪{k}) = ∂bkPigJ − PigJ∪{k},
Pi
(
d∑
k=1
akℓxk + bℓ
)
gJ =
(
d∑
k=1
akℓxk + bℓ
)
Pig
J .
These equations imply that for any differential operator Qλ in (16), (17),
and (18), the operator PiQλ is an element of
∑
i,J DabxPig
J . Consequently,
module (31) includes xiQλ =
∑n
k=1 aik∂bkQλ+PiQλ−∂xiQλ. By induction on
the multi-index α ∈ Nd0, module (31) includes xαQλ for any α ∈ Nd0. Hence,
module (31) includes (30). The opposite inclusion is obvious.
We denote by Q′λ (λ ∈ Λ) the differential operators in (25), (26), and (27).
By (28) and (29), the left Dab-module
∑
λ∈Λ
DabQ
′
λ +
∑
J∈F
d∑
i=1
DabxPig
J +
d∑
i=1
∂xi(Dabx)
|F|
is equal to module (31). Obviously, this module is equal to the left Dab-
module
∑
λ∈Λ
DabQ
′
λ +
∑
α∈Nd
0
∑
J∈F
d∑
i=1
xαDabP
′
ig
J +
d∑
i=1
∂xi(Dabx)
|F|, (32)
where P ′i := xi −
∑n
k=1 aik∂bk . Note that the module Nq +
∑
∂xi(Dabx)
|F| is
equal to (32). Since ker ι is a subset of the intersection of (Dab)
|F| and (32),
we have
ker ι ⊂
∑
λ∈Λ
DabQ
′
λ +
∑
α∈Nd
0
∑
J∈F
d∑
i=1
xαDabP
′
ig
J .
Let P ∈ ker ι. Then the element P can be written as Q + R, where
Q ∈ ∑λ∈ΛDabQ′λ and R ∈ ∑α∈Nd
0
∑
J∈F
∑d
i=1 x
αDabP
′
ig
J . The element
P − Q = R is an element of the Dabx-module L :=
∑
J∈F
∑d
i=1DabxP
′
ig
J .
Let ≺ be a lex order which satisfies xi ≻ m for 1 ≤ i ≤ d and any monomial
m ∈ Dab. Since the Gro¨bner basis for L with respect to ≺ is given by{
P ′ig
J : 1 ≤ i ≤ d, J ∈ F} , the leading term of P − Q must be divided by
some xig
J (1 ≤ i ≤ d, J ∈ F). Since P − Q ∈ (Dab)|F|, we have P −Q = 0.
Therefore, we have ker ι ⊂∑DabQ′λ.
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5 Pfaffian equation and holonomic rank
LetM be the module derived in Theorem 14. In this section, we will evaluate
the holonomic rank of M and derive a Pfaffian equation associated with M .
The following lemma gives a lower bound of the holonomic rank.
Lemma 15. The real analytic functions ϕF (a, b), where F runs over the
abstract simplicial complex F associated with P , are linearly independent
solutions of M . Consequently, the holonomic rank of M is not less than the
number of the nonempty faces of P .
Proof. By Proposition 8 and Theorem 14, it is obvious that the function ϕF
is a solution of M .
Suppose a matrix a˜ = (a˜ij) and a vector b˜ = (b˜j) satisfy equation (1).
Note that a˜ij and b˜j are real numbers. Let U ⊂ Cd×n be a sufficiently small
neighborhood of a˜. Note that the function ϕF is defined on {(a, b) : a ∈
U, b ∈ Cn}, by Proposition 8. We prove the linear independence of these
functions. Suppose F = {F1, . . . , Fs} and
|F1| ≤ |F2| ≤ · · · ≤ |Fs|.
We denote ϕFj by ϕj . Suppose
∑s
i=1 cjϕj = 0 for some complex numbers
cj (1 ≤ i ≤ s). Take an arbitrary k such that 1 ≤ k ≤ s, and suppose
c1 = · · · = ck−1 = 0. It is enough to show that ck = 0.
Note that Fℓ 6⊂ Fk for ℓ > k, since |Fℓ| ≥ |Fk|. Define a(t) and b(t) as
aij(t) = a˜ij , bj(t) =
{
b˜j + t j ∈ Fk
b˜j − t j /∈ Fk
, t ∈ [0,∞).
Since there is an element of Fℓ which is not included in Fk for ℓ > k, we
have limt→∞
∏
j∈Fℓ H(fj(a(t), b(t), x)) = 0 for all x ∈ Rd. By the Lebesgue
convergence theorem, we have
lim
t→∞
ϕℓ(a(t), b(t)) = 0 (ℓ > k).
Since we have limt→∞
∏
j∈Fk H(fj(a(t), b(t), x)) = 1 for all x ∈ Rd, again by
the Lebesgue convergence theorem, we have limt→∞ ϕℓ(a(t), b(t)) = 1. By
the assumption of the induction, we have
∑s
j=k cjϕj(a(t), b(t)) = 0. Taking
the limit of both sides as t→∞, we have ck = 0.
Theorem 16. The holonomic rank of M is equal to the number of nonempty
faces of P , i.e.,
rank(M) = |F|.
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In addition, a Pfaffian equation associated with M is given by
∂aijg
J =
n∑
k=1
aik∂bk∂bjg
J (1 ≤ i ≤ d, 1 ≤ j ≤ n, J ∈ F), (33)
∂bjg
J = gJ∪{j} (j ∈ Jc, J ∈ F), (34)
∂bjg
J = −
∑
k∈J
αjkJ (a)
(
bkg
J +
∑
ℓ∈Jc
αkℓ(a)g
J∪{ℓ}
)
(j ∈ J, J ∈ F). (35)
Here, (αijF (a))i,j∈F is the inverse matrix of αF (a) in (7). Note that the right-
hand side of (33) can be reduced by (34) and (35).
Proof. We have (33) and (34) by (25) and (26), respectively. By (26) and
(27), the right-hand side of (35) can be written as
−
∑
k∈J
αjkJ
(
bkg
J +
∑
ℓ∈Jc
αkℓg
J∪{ℓ}
)
=
∑
k∈J
αjkJ
(
n∑
ℓ=1
αkℓ∂bℓg
J −
∑
ℓ∈Jc
αkℓ∂bℓg
J
)
=
∑
k∈J
αjkJ
∑
ℓ∈J
αkℓ∂bℓg
J = ∂bjg
J .
Consequently, we have (35).
By (33), (34), and (35), the module C(a, b)⊗C[a,b]M is spanned by gJ (J ∈
F) as a linear space over C(a, b), and we have rank(M) ≤ |F|. By this
inequality and Lemma 15, we have rank(M) = |F|.
Remark 17. We note that the Heaviside function H
(∑d
i=1 aijxi + bj
)
is
equal to limλ→0
(∑d
i=1 aijxi + bj
)λ
+
as a Schwartz distribution. Thus we
may expect that our integral representation is a “specialization” of the in-
tegral considered in the cohomology groups in [4]. However, we have no
rigorous understanding of this limiting procedure of the twisted cohomol-
ogy. An interesting observation is that the holonomic rank of M can be
smaller than the dimension of the twisted cohomology group Hd (G,∇),
where G := Cd− V
(∏n
j=1
(∑d
i=1 aijxi + bj
))
and ∇ is a connection defined
in [4]. In our case, the dimension of the twisted cohomology is
∑d
i=0
(
n
i
)
. The
number of faces of the polyhedron in general position with n facets can be
smaller than this value.
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A Proof of Theorem 6
In this appendix, we prove Theorem 6. For this purpose, we need to present
some notation and some lemmas, most importantly, Theorem 23. The argu-
ment in the proof of Lemma 18 is also important, since analogous arguments
will appear repeatedly in the proof of Theorem 23.
Let a = (a1, . . . , an) ∈ R(d+1)×n be a matrix where we denote by aj the
j-th column vector of a. Put a0 := (1, 0, . . . , 0)
⊤ ∈ Rd+1. For a matrix a, we
put
Hj(a) :=
{
x ∈ Rd :
d∑
i=1
aijxi + a0j ≥ 0
}
(j ∈ [n]),
H(a) := {H1(a), . . . , Hn(a)} ,
P (a) :=
n⋂
j=1
Hj(a),
Fj(a) := ∂Hj(a) ∩ P (a) (j ∈ [n]),
FJ(a) :=
⋂
j∈J
Fj(a) (J ⊂ [n]),
F(a) := {J ⊂ [n] : FJ(a) 6= ∅} .
Note that Fj(a) is not necessarily a facet of P (a), and F(a) is not necessarily
equivalent to the abstract simplicial complex associated with P (a). For this
difficulty, we need the notion of families of half-spaces in general position. In
fact, in Lemma 22, we will show that the abstract simplicial complex associ-
ated with P (a) is equivalent to F(a) under the general position assumption,
which is required by the proof of Theorem 6.
In order to consider combinatorial structures at the point at infinity, we
introduce the following notion: for the abstract simplicial complex F asso-
ciated with a polyhedron, the homogenization of F is the abstract simplicial
complex defined by
Fˆ :=
{
J ⊂ {0, 1, . . . , n} : FˆJ 6= {0}
}
.
Since F ⊂ Fˆ , we have {j} ∈ Fˆ for j ∈ [n]. Note that {0} ∈ Fˆ does not hold
in general. The following are the “homogenization” of the notations given in
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the previous paragraph. For a matrix a, we put
Hˆj(a) :=
{
x ∈ Rd+1 :
d∑
i=0
aijxi ≥ 0
}
(j ∈ {0, 1, . . . , n}) ,
Hˆ(a) :=
{
Hˆj(a) : j ∈ {0, 1, . . . , n}
}
,
Pˆ (a) :=
n⋂
j=0
Hˆj(a),
Fˆj(a) := ∂Hˆj(a) ∩ Pˆ (a) (j ∈ {0, 1, . . . , n}) ,
Fˆ(a) :=
{
J ⊂ {0, 1, . . . , n} : FˆJ(a) 6= {0}
}
,
FˆJ(a) :=
⋂
j∈J
Fˆj(a) (J ⊂ {0, 1, . . . , n}) .
For all J ⊂ {0, 1, . . . , n}, FˆJ(a) includes the zero vector. Analogous to the
case of the abstract simplicial complex associated with polyhedra, we have
F(a) ⊂ Fˆ(a). For a family of half-spaces in general position, we have the
following lemma, which is required by the proof of Lemma 22.
Lemma 18. Suppose H(a) is in general position. Let J ⊂ [n]. If J ∈ F(a),
then the set FJ(a) is a d − |J |-dimensional face of P (a). If J /∈ F(a), then
the set FJ(a) is empty. In particular, P (a) is a d-dimensional polyhedron.
Proof. If J /∈ F(a), it is obvious that FJ(a) = ∅. Let us consider the case
where J ∈ F(a). Put J = {j(0), . . . , j(s)}, Jc := {0, 1, . . . , n}\J . Since
H(a) is in general position, we have FˆJ(a) = {0} or
FˆJ(a) ) FˆJ(a) ∩ ∂Hˆk(a) (36)
for any k ∈ Jc. In fact, the equality of (36) contradicts the assumption
about the dimension when FˆJ(a) 6= {0}. However, we have FˆJ(a) 6= {0},
since J ∈ F(a) implies J ∈ Fˆ(a). Hence, condition (36) holds for any
k ∈ Jc. For k ∈ Jc, take x(k) ∈ FˆJ(a)\∂Hˆk(a). Then the affine combination
1
n + 1− |J |
∑
k∈Jc
x(k)
is an element of
FˆJ(a) ∩
(⋂
k∈Jc
int(Hˆk(a))
)
, (37)
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where int(S) denotes the interior of S. Since 0 ∈ Jc, we have
FˆJ(a) ∩ {x0 = 1} ∩
(⋂
k∈Jc
int(Hˆk(a))
)
6= ∅.
Let x be an element of this set, and let B be an open ball centered at x
whose closure is included in
⋂
k∈Jc int
(
Hˆk(a)
)
. Let x′ be an arbitrary point
in {x0 = 1}∩
⋂
j∈J ∂Hˆj(a), and let x
′′ be an intersection point of ∂B and the
line between x and x′. Since x′′ ∈ FˆJ(a) and x′ can be written as an affine
combination of x and x′′, we have x′ ∈ aff(FˆJ(a)). By the arbitrariness of x′,
we have
aff(FJ(a)) ∼= aff
(
FˆJ(a) ∩ {x0 = 1}
)
=
⋂
j∈J
∂Hˆj(a) ∩ {x0 = 1}.
Analogously, we have
aff(FˆJ(a)) =
⋂
j∈J
∂Hˆj(a). (38)
Since Hˆ(a) is in general position, the left-hand side of (38) is a d+1−|J |-
dimensional cone. Consequently, the vectors aj(1), . . . , aj(s) are linearly inde-
pendent. Moreover, the vectors a0, aj(1), . . . , aj(s) are linearly independent.
In fact, if there are cj (j ∈ J) such that a0 =
∑
j∈J cjaj , then we have
0 =
∑
j∈J cj
(∑d
i=1 aijxi + a0j
)
= 1 for x ∈ FJ . Hence, the dimension of
aff(FJ) is equal to d− |J |.
By the argument in the proof of Lemma 18, when H(a) is in general
position, J ∈ Fˆ(a) implies FJ(a) 6= ∅. Hence, we have the following corollary.
Corollary 19. When H(a) is in general position, for J ⊂ [n], J ∈ F(a)
holds if and only if J ∈ Fˆ(a) holds.
Similarly, by the argument in the proof of Lemma 18, we have the follow-
ing.
Corollary 20. When H(a) is in general position and J = {j(1), . . . , j(s)} ∈
F(a), the column vectors aj(1), . . . , aj(s) are linearly independent.
We now review the Farkas lemma in [24].
Proposition 21 (Farkas lemma). The inequality
∑d
i=1 cixi + c0 ≥ 0 is valid
for P (a) if and only if one of the following conditions holds:
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(i) There exist λj ≥ 0 (j ∈ [n]) such that
n∑
j=1
aijλj = ci,
n∑
j=1
a0jλj ≤ c0 (1 ≤ i ≤ d);
(ii) There exist λj ≥ 0 (j ∈ [n]) such that
n∑
j=1
aijλj = 0,
n∑
j=1
a0jλj < 0 (1 ≤ i ≤ d).
Note that condition (ii) in the Farkas lemma implies P (a) = ∅.
Lemma 18 and Proposition 21 imply the following lemma, which is not
required by the proof of Theorem 23 but is required by that of Theorem 6.
Lemma 22. If H(a) is in general position, then the abstract simplicial com-
plex associated with P (a) is equivalent to F(a).
Proof. Note that we assume d ≥ 1 and P (a) is a d-dimensional polyhedron.
Let F be a facet of P (a); then there is an inequality
∑d
i=1 cixi+ c0 ≥ 0 valid
for P (a) such that
F = P (a) ∩
{
x ∈ Rd :
d∑
i=1
cixi + c0 = 0
}
.
Since P (a) is not empty, condition (ii) in the Farkas lemma does not hold.
By the Farkas lemma, there exist λj ≥ 0 (j ∈ [n]) such that∑
j
aijλj = ci,
∑
j
a0jλj ≤ c0 (1 ≤ i ≤ d).
Moreover, there is a unique λj which is greater than 0. In fact, if there is not
such a j, then we have ci = 0 (1 ≤ i ≤ d). This implies F = P (a) or F = ∅.
This is a contradiction.
If there are two indexes j(1) and j(2) such that λj(1) > 0, λj(2) > 0, and
j(1) 6= j(2), then we have F ⊂ P (a)∩∂Hj(1)(a)∩∂Hj(2)(a). This contradicts
the fact that F is d− |J |-dimensional.
Therefore, there is a unique j such that aijλj = ci, a0jλj ≤ c0. Since we
have
0 ≤ λj
(
d∑
i=1
aijxi + a0j
)
≤
d∑
i=1
cixi + c0 = 0
for x ∈ F , we have c0 = a0jλj . Consequently, F = Fj(a).
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If Fj(a) 6= ∅, then, by Lemma 18, Fj(a) is a facet of P (a).
Therefore, all the facets of P (a) are given by Fj(a) ({j} ∈ F(a)). Conse-
quently, the abstract simplicial complex F(a) associated with P (a) is equiv-
alent to F(a).
Theorem 23. Let P ⊂ Rd be a polyhedron in general position, let n be the
number of facets of P , and let F be the abstract simplicial complex associated
with P . Then, the set
U =
{
a ∈ R(d+1)×n : H(a) is in general position and Fˆ(a) = Fˆ
}
is an open set of R(d+1)×n.
Proof. Our proof is given by writing U as an intersection of finite open sets
VJ (J ⊂ {0, 1, . . . , n}):
U =

 ⋂
J⊂{0,1,...,n}
VJ

 . (39)
STEP 1 . First, we define VJ . For J = {j(1), . . . , j(s)} ∈ Fˆ , let VJ consist
of a ∈ R(d+1)×n such that the vectors aj(1), . . . , aj(s) are linearly independent
and the set (37) includes a nonzero element. For J ⊂ {0, 1, . . . , n} such that
J /∈ Fˆ , let VJ be the intersection of{
a ∈ R(d+1)×n : FˆJ(a) = {0}
}
and
n⋂
j=1
{
a ∈ R(d+1)×n : aj 6= 0
}
. (40)
STEP 2 . Next, we show that the right-hand side of (39) includes the
left-hand side. Let J = {j(1), . . . , j(s)} ⊂ {0, 1, . . . , n}.
Suppose J ∈ Fˆ . Let a ∈ U ; then we have Fˆ(a) = Fˆ by the definition
of U . When Jc = ∅, the set (37) is equal to FˆJ(a) and includes a nonzero
element. When Jc 6= ∅, by an argument analogous to that in the proof
of Lemma 18, we can show that the set (37) includes a nonzero element.
Consequently, equation (38) holds. Since the left-hand side of (38) is a
d+1−|J |-dimensional affine subspace, the vectors aj(1), . . . , aj(s) are linearly
independent. Hence, we have U ⊂ VJ (J ∈ F).
Suppose J /∈ Fˆ . For a ∈ U , it is obvious that FˆJ(a) = {0}. By the
assumption for F , we have {j} ∈ Fˆ for arbitrary j ∈ [n]. By the argument
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in the previous paragraph, a ∈ U implies aj 6= 0. Hence, we have U ⊂
VJ (J /∈ F).
Therefore, the right-hand side of (39) includes the left-hand side.
STEP 3 . We show that the left-hand side of (39) includes the right-hand
side. Suppose a matrix a is included in the right-hand side of (39). Let
J ⊂ [n]. When J ∈ F , a ∈ VJ implies that the set (37) includes a nonzero
element. Hence, we have FˆJ(a) 6= {0}. When J /∈ F , a ∈ VJ implies
FˆJ(a) = {0}. Consequently, we have Fˆ(a) = Fˆ .
Next, we show that H(a) is in general position. It is enough to show
that FˆJ(a) is a d + 1 − |J |-dimensional cone or that it is equal to {0} for
J = {j(1), . . . , j(s)} ⊂ {0, 1, . . . , n}. When J ∈ Fˆ , set (37) is not empty and
equation (38) holds. Since the vectors aj(1), . . . , aj(s) are linearly independent,
the right-hand side of (38) is a d+1−|J |-dimensional affine subspace. When
J 6∈ Fˆ , we have FˆJ(a) = {0}. Hence, H(a) is in general position. Therefore,
equation (39) holds.
STEP 4 . Let J ⊂ {0, 1, . . . , n}. We show that VJ is an open set.
Suppose J ∈ F . Let a ∈ VJ . Since the vectors aj(j ∈ J) are linearly
independent, there is a subset I ⊂ [n] such that |I| = |J | and the |I| × |J |
matrix (aij)i∈I,j∈J has the inverse matrix (cji)i∈I,j∈J . Let σ : I → J be a
bijection, then
yk =
{∑
i∈I aiσ(k)xi (k ∈ I)
xk (k ∈ Ic)
defines a coordinate transformation. By this coordinate transformation, the
condition that set (37) includes a nonzero element can be written as follows:
there exists y ∈ Rd such that

yσ−1(j) +
∑
i∈Ic yiaij = 0 (j ∈ J),∑
i∈I
∑
k∈J yσ−1(k)ckiaij +
∑
i∈Ic aijyi > 0 (j ∈ Jc),
y 6= 0.
(41)
Let VIJ be the set consisting of a such that the matrix (aij)i∈I,j∈J is
invertible and there exists y satisfying condition (41). Then, we have
VJ =
⋃
I⊂[n],
|I|=|J |
VIJ .
In equation (41), the value of yj (j ∈ J) is determined uniquely by the value
of the other variables. We can regard (41) as a condition for the variables
a, yj(j /∈ J). The set VIJ is the projection of the following open subset of
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R(d+1)×n ×Rn−|J |: the set consisting of (a, yj)j /∈J ∈ R(d+1)×n ×Rn−|J | that
satisfies (41) and in which (aij)i∈I,j∈J is invertible. This implies that VIJ is
open. Consequently, VJ is an open set.
Suppose J /∈ F . There is the isomorphism between the set (40) and
Rn>0× (Sd)n. Here, (Sd)n denotes the n-th direct product of a d-dimensional
sphere Sd. Since VJ is closed under the transformation which multiplies
column vectors by positive numbers,
(aij) 7→ (λjaij), (λj ∈ R>0),
the image of VJ under the isomorphism is R
n
>0 ×
(
(Sd)n ∩ VJ
)
. It is enough
to show (Sd)n ∩ VJ is an open set. Since the projection
(Sd)n × Sd → (Sd)n, (a, x) 7→ a
is a continuous map from a compact set to a Hausdorff space, it is a closed
map. The set (Sd)n\VJ is the projection of the following closed set of (Sd)n×
Sd: the intersection of (Sd)n×Sd and the subset ofR(d+1)×n×Rd+1 consisting
of (a, x) satisfying {∑d
i=0 aijxi = 0 (j ∈ J)∑d
i=0 aijxi ≥ 0 (j ∈ Jc).
Hence, (Sd)n ∩ VJ is open.
Proof of Theorem 6. With the notation of Theorem 23, it is enough to show
that for a ∈ U , the abstract simplicial complex associated with P (a) is
equivalent to F . Let a ∈ U . By Lemma 22, the abstract simplicial complex
associated with P (a) is equivalent to F(a). By Corollary 19, Fˆ(a) = Fˆ
implies F(a) = F .
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