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ABSTRACT 
Understanding how microbes assemble into communities is a fundamental 
open question in biology, with applications to human health, environmental 
sustainability, and metabolic engineering. Although it is known that the 
competition and exchange of nutrients (i.e., metabolic interactions) shape 
microbial community structure and dynamics, the ability to reliably predict the 
metabolic interactions and their effect on microbial communities is still being 
studied. This dissertation investigates how metabolism and environment shape 
microbial communities through the use of mathematical models, based on linear 
programming (LP) and mixed integer linear programming (MILP) methods. 
The first system I studied is a synthetic microbial consortium composed of 
two species, Cellulomonas fimi and Yarrowia lipolytica, hypothesized to be able 
to jointly transform cellulose into biofuel precursors. I combined experimental 
data and flux balance analysis (FBA) to test our capacity to predict metabolic 
interactions between the two organisms, and explored a proof-of-concept method 
to monitor the growth dynamics of this coculture. I next explored the possibility of 
generalizing the design of synthetic communities through the implementation of a 
computational method that can design division of labor strategies. The algorithm 
 
 v 
finds consortia of engineered bacterial strains that can survive by exchanging 
with each other specific nutrients. By distributing functions, microbial consortia 
can perform tasks that are impossible for individual species to accomplish alone. 
In addition to highlighting the trade-off between metabolic self-reliance and 
mutualistic exchange, this approach suggests how division of labor may arise in 
Escherichia coli monocultures. 
While mechanistic models are helpful for studying metabolism in microbes 
and microbial communities, it is interesting to ask whether increasingly cheaper 
high-throughput phenotypic data, can help achieve similar goals. To address this 
question, I developed a computational approach to investigate the relationship 
between growth profiles and microbial species, based on the identification of 
growth conditions that can best represent the whole dataset. This approach can 
help engineer microbial communities by identifying microbes that are more likely 
to engage in cross-feeding, rather than competition, based on their phenotypic 
profiles. 
In general, this dissertation demonstrates how different types of metabolic 
modeling approaches, both mechanism-based and data-driven, can be used to 
predict metabolic interactions between members of microbial consortia, and to 
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1.1 Microbial communities 
Microbes are ubiquitous and play critical roles in a variety of processes, 
such as biogeochemical cycles and human health. Until the recent development 
of cheap sequencing technologies, most detailed studies of microbial dynamics 
were limited to individual isolated strains, even though microbes naturally exist as 
members of complex communities. As a result, we are only beginning to 
elucidate the principles that govern microbial community structure, function, and 
activity. 
Partially motivated by the observed correlations between degree of 
microbial diversity and human or environmental health, numerous theories and 
experiments have focused on understanding how diversity of microbial taxa 
emerges and is maintained. Competition has been invoked as one of the primary 
mechanisms that can shape community structure [1–4]. The competitive 
exclusion principle asserts that multiple species competing for a single limiting 
resource cannot stably coexist [1–4] (unless a species competes more with itself 
than with others). That is, one species will outcompete everyone; this “winner” is 
the species with the lowest resource level needed in order to persist. More 
generally, if competition is the dominant mechanism, then the number of species 
in a community must be less than or equal to the number of available resources 
[3, 4]. This statement stands in sharp contrast with the observation that diverse 
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microbial communities can arise and survive in environments that contain a 
limited number of resources. Recent studies have even shown stable microbial 
communities on a single limiting resource [5]. Therefore, competition cannot be 
the only mechanism that governs community structure. 
An important, and substantially different type of interaction – which will be 
the major subject of this dissertation – is the exchange of specific nutrients that 
can be secreted by one organism and used as food by another. If distinct species 
occupy diverse metabolic niches, then they do not compete because each 
species specializes on a different resource. However, niche differentiation 
requires that multiple resources are present. Even if such resources are not 
initially present in a given environment, by-products secreted by an organism 
may effectively create “new” niches that may enable multiple organisms to 
coexist. Understanding the rules that govern these metabolic exchanges, through 
the use of mathematical models, has been one of the main subjects of the 
research work presented in this thesis. 
It is important to note that metabolic interactions are not the only 
mechanisms that influence microbial community structure. Other mechanisms, 
such as but not limited to quorum sensing and antibiotics, are extremely 
important, but are not covered here, under the assumption that metabolic 




1.2 Linear programming 
As discussed in detail later, and as evident from the utilization of flux 
balance analysis (FBA) in my thesis work, linear programming (LP) is a very 
important mathematical component of genome-scale stoichiometric modeling. 
Linear programming is a method to solve a linear optimization problem (i.e. 
maximizing or minimizing a linear objective function) subject to a set of linear 
constraints. These linear constraints can be equalities or inequalities. For 
example, suppose you want to find numbers 𝑥1 and 𝑥2 that maximizes the sum 
𝑥1 + 𝑥2 subject to the following constraints: 
    𝑥1 + 3𝑥2 ≤ 9 
 4𝑥1 + 3𝑥2 ≤ 24 
−𝑥1 + 2𝑥2 ≤ 4 
                𝑥1 ≥ 0 
                𝑥2 ≥ 0 
(1.1) 
In this problem, there are two unknowns (𝑥1 and 𝑥2) and five linear 
inequality constraints. The function to be maximized or minimized is called the 
objective function. Here, the objective function is 𝑥1 + 𝑥2. 
Since there are only two variables, we can solve this problem graphically. 
First, we can graph each of the constraints in Problem 1.1 as equalities (Figure 
1.1a) in order to find the feasible space (Figure 1.1b). Then, we can find the set 
of points in the feasible space that satisfies all of the constraints and identify 
which of the points maximizes the value of the objective function 𝑥1 + 𝑥2 (Figure 
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1.1c). Note that this objective function is constant on lines with a slope of −1, 
such that 𝑥1 + 𝑥2 = 𝑐, and that as this line moves further from the origin (up and 
to the right), the value of the objective function increases. Consequently, we are 
trying to identify the line 𝑥1 + 𝑥2 = 𝑐 that is farthest from the origin and is still 
within the feasible region. The point (𝑥1, 𝑥2) that achieves the maximum of 𝑥1 +
𝑥2 occurs at (5, 1. 3̅), and the value of the objective function is therefore 5 + 1. 3̅ =
6. 3̅ (Figure 1.1c). 
 
Figure 1.1. Simple linear programming example. 
Simple linear programming problems can be solved graphically by plotting each of the constraints 
as equalities (a) in order to find the feasible region (b). The solution to this simple linear program 
are the values of 𝒙𝟏 and 𝒙𝟐 that maximize their sum, or (𝟓, 𝟏. ?̅?) (c). 
 
Although Problem 1.1 can be solved graphically, it is easier to express 
the linear problem as: 
𝐦𝐚𝐱𝐢𝐦𝐢𝐳𝐞𝒙 𝒄
𝑇𝒙 
𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭  𝐀𝑖𝑛𝑒𝑞𝒙 ≤ 𝒃𝑖𝑛𝑒𝑞 (inequality constraint) 
                     𝐀𝑒𝑞𝐱 = 𝐛𝑒𝑞  (equality constraint) 
                     𝒙𝑙𝑏 ≤ 𝒙 ≤ 𝒙𝑢𝑏 (bound constraint) 
(1.2) 
 
where the 𝒙 is a 𝑛 × 1 vector that represents the variables to be determined; 𝒄 is 
a 𝑛 × 1 vector that captures the linear objective function; 𝐀𝑖𝑛𝑒𝑞 and 𝐀𝑒𝑞 are 𝑚 × 𝑛 
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matrices of inequality and equality constraints, respectively; 𝒃𝑖𝑛𝑒𝑞 and 𝒃𝑒𝑞 are 
𝑚 × 1 vectors that represent the inequality and equality constraints, respectively; 
𝒙𝑙𝑏 and 𝒙𝑢𝑏 are 𝑛 × 1 vectors of the lower and upper values of 𝒙; and (∙)
𝑇 
indicates transpose. 
1.2.1 Mixed integer linear programming 
 Under certain circumstances, very relevant to the research presented in 
Chapter 3 and Chapter 4, LP is not sufficient for addressing questions about the 
design or understanding of microbial metabolism (e.g. due to the presence of 
Boolean variables that can help describe or design a given biological system). A 
useful extension that will be used later is mixed integer linear programming 
(MILP). MILP, like LP, maximizes or minimizes a linear objective function subject 
to a set of linear constraints. However, MILP adds an additional constraint where 
at least one of the variables can only take on integer values; if all variables can 
only take on integer values, then it is an integer linear programming (ILP). For 
example, variable 𝑥2 in Problem 1.1 can be constrained to only integers, while 
variable 𝑥1 can remain continuous or vice versa. 
 
1.3 Flux balance analysis 
Flux balance analysis (FBA) is a linear programming approach that 
simulates metabolism in genome-scale reconstructions of metabolic networks 
(i.e. metabolic models). FBA represents metabolism as a set of biochemical 
reactions, which are inferred from genome annotations and literature curation 
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(Figure 1.2). The linear objective function is usually to maximize biomass, and 
the linear constraints are imposed by biochemical, thermodynamic, and 
environmental conditions. Consequently, FBA views cellular metabolism as a 
resource-allocation problem, and determines how a cell should optimally allocate 
nutrients based on its environment and biochemical capabilities so that growth 
rate is maximized. 
 
Figure 1.2. Overview of flux balance analysis (FBA). 
An annotated genome is converted into a set of balanced biochemical reactions through 
database queries for homologous proteins of known enzymatic functions. Exchange reactions are 
added to the metabolic network to enable metabolites to enter and leave. This metabolic network 
reconstruction is then represented as a stoichiometric matrix, 𝐒, in which each row is a metabolite 
and each column is a reaction. A metabolic objective, typically the maximization of biomass, is 
defined by a vector of weight coefficients, 𝒄. Each element of 𝒄 represents how much each 
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reaction contributes to the objective function. Flux balance analysis solves for a flux distribution, 
𝒗, through the metabolic network that optimizes the metabolic objective, subject to mass-balance 
(𝐒𝒗 = 𝟎) and thermodynamic (𝒗𝒍𝒃 ≤ 𝒗 ≤ 𝒗𝒖𝒃) constraints. The steady-state mass balance 
constraint ensures that metabolites do not accumulate or deplete. 
 
Metabolic reactions are represented as a stoichiometric matrix (𝐒) of size 
𝑚 × 𝑛, where the rows represent metabolites and the columns represent 
reactions. Stoichiometric coefficient 𝑆𝑖𝑗 represents the number of moles of 
metabolite 𝑖 that participate in reaction 𝑗, with 𝑖 = 1, … , 𝑚 and 𝑗 = 1, … , 𝑛. 
Negative stoichiometric coefficients represent products, positive stoichiometric 
coefficients represent reactants, and a stoichiometric coefficient of zero means 
that metabolite 𝑖 does not participate in reaction 𝑗. Since most biochemical 
reactions do not require many metabolites, 𝐒 is a sparse matrix. 
The vector 𝒗 represents the flux distribution through the metabolic network 
and has a length of 𝑛 reactions. The vector 𝒙 represents the metabolite 
concentrations and has a length of 𝑚 metabolites. FBA assumes that cells are at 




= 𝐒𝒗 = 𝟎). Exchange reactions define the boundary, enabling extracellular 
metabolites to leave the system and defining which extracellular metabolites are 
in the environment. Since there are more reactions than metabolites (𝑛 > 𝑚), this 
system is underdetermined, so there is no unique solution to this set of equality 
constraints. 
Additional constraints on the lower and upper bounds of reactions are 
represented as vectors (𝒗𝑙𝑏 and 𝒗𝑢𝑏, respectively) and are imposed to reflect 
reaction irreversibility and thermodynamic constraints (𝒗𝑙𝑏 ≤ 𝒗 ≤ 𝒗𝑢𝑏). A cellular 
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objective function, such as the maximization of biomass or ATP production, is a 
linear combination of fluxes, where 𝒄 is a vector of weight constants indicating 
how much each reaction contributes to the objective. If only one reaction is being 
maximized or minimized, then 𝒄 is a vector of zeros except for the reaction of 




𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭   𝐒𝒗 = 0 
                      𝒗𝑙𝑏 ≤ 𝒗 ≤ 𝒗𝑢𝑏 
(1.3) 
where (∙)𝑇 indicates transpose. 
If the objective is to maximize biomass, a second minimization step is 
often applied to minimize the total flux through the solution while maintaining the 
maximal biomass flux [9]. This helps calculate the net flux through a metabolic 
network. For example, if one reaction converts metabolite A to metabolite B, and 
another reaction converts metabolite B to metabolite A, FBA may find non-zero 
flux through both reactions. However, the second minimization step will find the 
net flux between the conversion of metabolites A and B resulting in a non-zero 
flux for only one of the reactions. 
Due to the steady-state assumption, FBA cannot predict changes in 
microbial biomass or extracellular metabolite concentration over time. As a result, 
an extension of FBA called dynamic flux balance analysis (dFBA) has been 
developed in order to predict these dynamics [7, 10]. dFBA assumes that cells 
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are at pseudo-steady-state, and solves difference equations for biomass 
abundance, 𝐵(𝑡), and extracellular metabolite concentration, 𝐶𝑚(𝑡), at each time 
step: 
𝐵(𝑡 + Δ𝑡) = 𝐵(𝑡) ∙ (1 + 𝑣𝑏𝑖𝑜𝑚𝑎𝑠𝑠 ∙ Δ𝑡) 
𝐶𝑚(𝑡 + Δ𝑡) = 𝐶𝑚(𝑡) + 𝐶𝑚(𝑡) ∙ 𝑣𝑙𝑏,𝑚 ∙ Δ𝑡 
(1.4) 
where 𝑣𝑏𝑖𝑜𝑚𝑎𝑠𝑠 represents the growth rate, 𝑣𝑚 represents the uptake/secretion 
rate of metabolite 𝑚, and Δ𝑡 represents the time step. Since the environment is 
not constant in dFBA, microbial metabolism adjusts to the changing environment 
and like in the natural world, a microbial metabolic model will utilize nutrients that 
its neighbors secrete if its genome permits it. 
Instead of using the exchange bounds supplies in the original model, an 
implementation of environment-dependent constraints based on Michaelis-
Menten kinetics can be used to constrain the uptake rates [7, 11]: 





ℎ  (1.5) 
where 𝑉𝑚𝑎𝑥,𝑚 is the maximal uptake rate of metabolite 𝑚, ℎ is a Hill coefficient, 
and 𝐾𝑀,𝑚 is the half-saturation binding constant of metabolite 𝑚. Dynamic FBA 
can be extended to multiple species by solving FBA and calculating these 




1.4 Linear regression 
A different approach relevant for the study of microbial properties, which 
will be utilized in Chapter 4, is linear regression. Linear regression is a statistical 
method to model the linear relationship between response or dependent 
variables, typically represented as 𝒚, and explanatory or independent variables, 
typically represented as 𝒙. Fitting this model involves estimating the parameters, 
represented here as 𝜷, that provide the best explanation for the data. There are 
several approaches to model fitting, including but not limited to ordinary least 
squares (OLS), least absolute deviations (LAD), and maximum likelihood 
estimation (MLE). OLS and LAD both minimize the difference between the actual 
and predicted responses (the error), where OLS minimizes the L2-norm, 
∑ (?̂?𝑖 − 𝑦𝑖)
2𝑛
𝑖=1 , and LAD minimizes the L1-norm, ∑ |?̂?𝑖 − 𝑦𝑖|
𝑛
𝑖=1 . MLE maximizes the 
probability, defined as the likelihood or log-likelihood, of seeing the observed 
data given the model. 
Consider the simple linear regression model: 
𝒚 = 𝛽0 + 𝛽1𝒙 (1.6) 
where 𝒚 is the 𝑛 × 1 vector of response variables, 𝒙 is the 𝑛 × 1 vector of 
explanatory variables, 𝛽0 is the scalar constant or intercept, and 𝛽1 is the scalar 
regression coefficient. If LAD linear regression is used to find estimates of 𝛽0 and 
𝛽1, this linear regression model can be expressed as an optimization problem: 
𝐦𝐢𝐧𝐢𝐦𝐢𝐳𝐞𝜷 ∑|𝑦𝑖 − ?̂?𝑖|
𝑛
𝑖=1






𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭   −𝑀 ≤ ?̂?𝑗 ≤ 𝑀 ∀𝑗 
where 𝑀 is a scalar value that bounds the estimated coefficients. Problem 1.7 





𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭     𝑦𝑖 − ?̂?0 − ?̂?1𝑥𝑖 ≤ 𝑤𝑖 ∀𝑖 
                        −𝑦𝑖 + ?̂?0 + ?̂?1𝑥𝑖 ≤ 𝑤𝑖 ∀𝑖 
                        −𝑀 ≤ ?̂?𝑗 ≤ 𝑀 ∀𝑗 
(1.8) 
where 𝒘 is a dummy variable that represents loss (as in Problem 1.7) and 
ensures that the absolute value in Problem 1.7 is formulated as a linear problem. 
When there is more than one explanatory variable, Problem 1.8 can be 
extended to 𝑚 explanatory variables: 






𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭     𝑦𝑖,𝑗 − 𝒙𝒊?̂?𝒋 ≤ 𝑤𝑖,𝑗 ∀𝑖, 𝑗 
                        −𝑦𝑖,𝑗 + 𝒙𝒊?̂?𝒋 ≤ 𝑤𝑖,𝑗 ∀𝑖, 𝑗 
                        −𝑀 ≤ ?̂?𝒋 ≤ 𝑀 ∀𝑗 
(1.9) 
where 𝐰 is a dummy variable that represents loss, as in Problem 1.8; 𝑦𝑖,𝑗 is the 
𝑗𝑡ℎ response variable of sample 𝑖; 𝒙𝒊 is the 𝑚 × 1 vector of explanatory variables 
of sample 𝑖 from 𝐗; and ?̂?𝒋 is the 𝑚 × 1 vector of regression coefficients 
estimates for explanatory variable 𝑗 from 𝛃. 
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1.5 Dissertation overview 
In this dissertation, I attempt to better understand how to design and 
predict microbial communities performing a variety of tasks, from optimizing the 
production of metabolic products to observing single strains undergo 
specialization to investigating growth in different environments. In Chapter 2, I 
present my work on engineering a microbial community to produce biofuel 
precursors by degrading lignocellulose, or plant matter. I created a draft 
metabolic model for Cellulomonas fimi and used a metabolic model for Yarrowia 
lipolytica to replicate monoculture experiments and predict coculture 
experiments, which include a preliminary implementation of cellulose degradation 
in dFBA. I then introduce a new MILP method in Chapter 3 to predict novel 
metabolic division of labor strategies. I show the application of this method to 
Escherichia coli, and highlight an unexpected division of labor approach. Lastly, 
in Chapter 4 I present a MILP approach to perform linear regression and choose 
explanatory and response variables. I apply this approach to a dataset comprised 
of yeast strains grown in different environmental conditions, and demonstrate 
that some environments can be used as features to predict other environments. 
This approach can be used to reduce the number of experiments needed to 
understand a microbe’s metabolic potential. As a whole, this dissertation 
illustrates a variety of approaches in the burgeoning field of synthetic ecology. It 
addresses the question of whether and how it will be possible to rationally design 
engineered metabolism in individual species and communities, to achieve 
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2 Assessing the feasibility of a lignocellulose-degrading, biofuel-
producing synthetic microbial community 
 
2.1 Introduction 
Microbes display a broad diversity of metabolic functions, and often 
leverage this variety by forming interacting communities to accomplish 
metabolically-intensive tasks that are impossible for an individual species to 
perform alone. This metabolic division of labor is responsible for processes such 
as nitrification, degradation of (hemi)cellulose and other complex polymers, 
sewage water treatment, biogeochemical cycles, and has implications in human 
health. Furthermore, it is believed that metabolic interdependencies (i.e. 
mutualisms) contribute to the issue of microbial unculturability [12]. It is essential 
that we elucidate how metabolic division of labor occurs if we wish to design our 
own synthetic microbial consortia, in addition to modulating natural communities 
systematically and reliably. 
Engineering synthetic microbial communities is a relatively new field, only 
emerging in the early 2000s [13]. This nascent field is still trying to understand 
the principles that influence how microbial consortia function and are structured 
[14]. Current synthetic communities are limited to low environmental and 
organismal complexity, typically consisting of a few microbes in a well-mixed 
medium. One common strategy in synthetic consortia involves engineering 
strains to have obligate cross-feeding, where one strain is auxotrophic (unable to 
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synthesize) for an essential metabolite that is supplied via the overproduction by 
another strain [13, 15–18]. For example, two non-mating strains of 
Saccharomyces cerevisiae were genetically modified so that one strain was 
auxotrophic for adenine and another strain was auxotrophic for lysine. The 
adenine-auxotrophic strain secreted lysine and the lysine-auxotrophic strain 
secreted hypoxanthine (an adenine precursor), so the two strains required each 
other’s presence in order to grow [13, 18]. Another common approach comprises 
a combination of engineering and directed evolution to generate different strains 
that need to exchange molecules with each other in order to survive. In an 
example of this strategy, a methionine-auxotrophic Escherichia coli mutant grown 
on lactose secretes acetate, which Y. enterica and a Methylobacterium 
extorquens mutant consume (while they are unable to survive on lactose). A S. 
enterica strain co-evolved with the E. coli mutant ends up secreting methionine 
for E. coli to utilize, and M. extorquens was modified to secrete ammonia for S. 
enterica and E. coli to consume [7, 18, 19].  
In this project, we attempted to assemble a synthetic microbial community 
composed of four microbes in order to convert lignocellulose to fatty acids 
(precursors for biofuels). Lignocellulose is a complex biopolymer containing 
cellulose, hemicelluloses, and lignin, and is a major component of plant biomass. 
Plant cellulose is a linear, unbranched polymer comprised of D-glucose units, 
and can contain more than 10,000 glucose units, whereas plant hemicelluloses 
are branched polymers containing various monomeric sugars (primarily xylose, 
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arabinose, glucose, mannose, and galactose), but can also contain non-
carbohydrate units. Lignin is a complex, heterogeneous, phenolic polymer that 
makes degradation of lignocellulose difficult. In plants, lignin is covalently linked 
to hemicellulose, thereby shielding the cellulose and hemicelluloses from 
enzymatic hydrolysis. Furthermore, many of the lignin degradation products 
inhibit growth or lignocellulose degradation [20]. 
Each microbe in this synthetic community was chosen to fulfill a specific 
function: (hemi)cellulose degradation, lignin degradation, removal and 
detoxification of methoxy groups on lignin, and the production of fatty acids 
(Figure 2.1). Each organism was chosen based on its metabolic capacity, 
oxygen requirement, pathogenicity, and genome availability. All community 
members grow aerobically, are not pathogenic, and have had their genome 
sequenced. Cellulomonas fimi is a soil-dwelling bacterium that degrades 
(hemi)cellulose, Pseudomonas putida is a soil-dwelling bacterium that degrades 
lignin, Methylobacterium extorquens is a soil-dwelling bacterium that has been  
 
Figure 2.1. Synthetic ecology design for the degradation of (hemi)cellulose and production 
of biofuel precursors. 
C. fimi and P. putida degrade plant biomass into monomers that Y. lipolytica can consume. M. 
extorquens removes toxic by-products that inhibit growth. 
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evolved to grow on C1 compounds such as methanol, and Yarrowia lipolytica is 
an oleaginous yeast that can produce high yields of lipids. 
This chapter focuses on the computational methods used to aid the 
assembly of this synthetic consortium, specifically for the microbes C. fimi and Y. 
lipolytica. Flux balance analysis (FBA) is a constraint-based method that 
simulates growth and metabolism [6, 8, 21–29]. Biochemical reactions inferred 
from genome annotations and literature curation define the metabolic network, 
which represents an organism’s metabolism in the form of a metabolic model. 
Constraints are imposed based on the growth medium, thermodynamics, and 
reaction biochemistry, and an objective is defined. This objective is usually the 
maximization of growth, so FBA determines how an organism utilizes nutrients in 
order to maximize biomass production. Although FBA has traditionally been used 
in metabolic engineering to modify microbes to maximize the production of a 
specific chemical, it has been increasingly used to study the metabolic 
interactions in microbial communities [6, 7, 21, 23–28, 30–40]. 
C. fimi is the only microbe that lacks a published metabolic model [41–44], 
so I reconstructed, refined, and tested a draft metabolic model. Y. lipolytica has 
several published curated metabolic models [43–46], and one of these models 
was tested [43]. Cellulose degradation was incorporated into FBA, and used to 
simulate growth of C. fimi in monoculture as well as in coculture with Y. lipolytica. 
Growth of Y. lipolytica was performed in monoculture on a variety of carbon 
sources that are cellulose degradation products, in addition to in coculture with C. 
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fimi in order to predict exchanged metabolites. Lastly, ultraviolet-visible (UV-Vis) 
spectroscopy was used as a proof-of-concept to monitor cocultures of C. fimi and 
Y. lipolytica in real time. 
 
2.2 Results 
2.2.1 Cellulomonas fimi metabolic model reconstruction 
C. fimi is a soil-dwelling, facultative anaerobic, non-pathogenic, 
sequenced bacterium with the well-characterized capability to degrade cellulose 
and hemicellulose [47]. There are two strategies for (hemi)cellulose degradation, 
the surface enzyme and secreted enzyme approach. In the surface enzyme 
approach, (hemi)cellulose-degrading enzymes are bound to the cell, whereas in 
the secreted enzyme approach, (hemi)cellulose-degrading enzymes are secreted 
into the extracellular environment [47]. The surface enzyme strategy generally 
requires close contact to the (hemi)cellulose-degrading enzyme, and was 
considered disadvantageous to our microbial consortium since the 
(hemi)cellulose degradation products would likely not be shared with other 
members. However, C. fimi employs the secreted enzyme strategy, thereby 
enabling the (hemi)cellulose-degrading enzymes to disperse throughout the 
liquid medium [47, 48]. 
Although C. fimi does not have a published curated metabolic model, a 
draft model can be created from its genomic sequence. This automated process 
converts enzyme annotations into biochemical reactions. There are several 
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resources one can utilize, including but not limited to the Kyoto Encyclopedia of 
Genes and Genomes (KEGG) [49–51], the Biochemical, Genetic, and Genomic 
knowledge base (BiGG) [52], and the Department of Energy (DOE) 
KnowledgeBase (KBase) [53]. Due to incomplete or incorrect genome 
annotations, automatically-generated metabolic models are infeasible due to 
missing metabolic reactions. Consequently, to achieve a working model, one 
must generally apply a “gap-filling” algorithm to fill in the reactions. These gap-
filling algorithms add reactions to achieve feasible growth based on the biomass 
reaction (the objective) in a specific medium. Models are validated by comparing 
predicted growth rates obtained with flux balance analysis (FBA) to 
experimentally measured ones, and by ensuring that models simulate the proper 
growth or no-growth in different media. 
A draft model of C. fimi was built and gap-filled using KBase [53]. The 
non-gapfilled model contains 1,205 reactions and 1,378 metabolites and is 
infeasible, whereas the gap-filled model in modified MPIPES (see Methods for 
medium components) contains 1,386 reactions and 1,406 metabolites and can 
sustain a biomass flux. Metabolite names were converted from KBase to BiGG 
nomenclature so that all models in the consortium used the same format. 
Preliminary experiments indicated that C. fimi grows on the lignocellulose 
degradation products L-arabinose, D-cellobiose, D-galactose, D-glucose, and D-
xylose. Of these metabolites, transporters for D-cellobiose, D-galactose, and D-
xylose were not present in the C. fimi metabolic model, but were present in the 
 
20 
intracellular compartment. TransportDB (a database of membrane transporters) 
[54] was consequently used to confirm that these transporters were observed in 
C. fimi. Once identified, each of these transporters was added with the 
corresponding stoichiometry in TransportDB. 
To assess the completeness and correctness of the model, growth on 
Biolog Phenotype MicroArray (PM) 1 plates [55] (see Methods), which contain 
95 different carbon sources, were compared to FBA predictions. A confusion, or 
error, matrix can be used to portray the results of comparing experimental to 
simulated growth. True positives and true negatives correspond to a match in 
growth or no-growth in experimental and simulated results. False positives and 
false negatives, however, indicate a discrepancy between the experimental and 
simulated results. In the case of a false positive, growth was predicted in the 
simulation but not observed experimentally, and in the case of a false negative, 
growth was not predicted but was observed. There are several explanations for 
an organism growing in the experiment but a model not growing in the simulation 
(false negative), including no annotation or the mis-annotation of a transporter or 
intracellular reaction. 
FBA simulations were performed to predict C. fimi growth on Biolog PM1 
plates with modified BSM and modified MPIPES as the media (see Methods). In 
both the modified BSM and modified MPIPES, it was predicted that C. fimi would 
grow on 13 of the 39 (BSM) and 26 (MPIPES) carbon sources for which positive 
scores (growth) were observed, and would not grow on 26 (BSM) and 13 
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(MPIPES) of those carbon sources (Figure 2.2). Of these false negatives, 24 
(BSM) and 12 (MPIPES) carbon sources were not in the C. fimi model; only 
sucrose and dulcitol were present in the model. The C. fimi model was not able 
to grow on dulcitol in either FBA simulation, but also did not grow in the 
experiments for modified MPIPES. There were 8 carbon sources for which a 
result could not be determined in BSM due to technical difficulties (e.g. air 
bubbles in the well). The C. fimi model was able to grow on three of these carbon 
sources (succinic acid, fumaric acid, and glycyl-proline), but the other five carbon 
sources (acetic acid, propionic acid, glycolic acid, N-acetyl-D-mannosamine, and 
D-galacturonic acid) did not have a transporter in the model. See Table A.1 for a 
summary of results. 
 
Figure 2.2. Comparison of the Cellulomonas fimi genome-scale metabolic model to growth 
on Biolog PM1 plates. 
(a and b) Error matrix of FBA simulations of C. fimi on Biolog PM1 plates, which contain 95 
different carbon sources and a negative control (no carbon source), in modified BSM (a) and 
modified MPIPES (b). The C. fimi model shows an accuracy of 61.5% and 79.2%, a sensitivity of 
33.3% and 50.0%, and a specificity of 93.9% and 91.3%, respectively, for growth in modified 
BSM and modified MPIPES. 
 
2.2.2 Yarrowia lipolytica metabolic model validation 
Y. lipolytica is an obligate aerobic, sequenced, dimorphic, non-pathogenic 
ascomycetous yeast with the capability of producing high yields of lipids [56]. 
Besides being oleaginous (i.e. can accumulate more than 20% of its cell dry 
weight as lipids), Y. lipolytica is a unconventional yeast with the ability to grow on 
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alternative carbon sources, such as hydrocarbons and pentoses; secrete diverse 
hydrolytic enzymes, such as proteases, lipases, and RNases; and a constitutive 
peroxisome [43, 44, 56]. Due to Y. lipolytica’s unusual metabolic characteristics, 
its ease of genetic manipulation, availability of well-developed genetic tools, and 
its potential for uses in metabolic engineering, Y. lipolytica has been studied 
extensively experimentally. 
Y. lipolytica has several published curated metabolic models [43–46]. At 
the time of this experiment, the model by Kavšček et al. [43] was the most 
recently published. This model used Saccharomyces cerevisiae as a scaffold, 
and modified this model to simulate the growth and lipid accumulation of Y. 
lipolytica. It contains 1,336 reactions and 1,111 metabolites, as well as 9 different 
biomass reactions (0.4%, 1.3%, 5.1%, 20%, 40%, 60%, and 80% lipid 
composition, without triacylglyceride, and without both triacylglyceride and 
glycogen). Metabolite names were converted to BiGG nomenclature to ensure 
that all models in the consortium used the same format. 
Growth on Biolog Phenotype MicroArray (PM) 1 plates [55] (see Methods) 
in modified MPIPES medium was used to assess the completeness and 
correctness of the model. The metabolic model was found to grow on citrate, so 
two FBA simulations were performed, with and without citrate in the modified 
MPIPES medium. It was predicted that Y. lipolytica would grow on 15 of the 25  
carbon sources for which positive scores were observed and would not grow on 
10 of those carbon sources (Figure 2.3). There was no transporter in the model 
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for all of these false negatives. When citrate was removed from the modified 
MPIPES medium, the number of false positives was halved; the model could no 
longer grow on the negative control as well as ten other metabolites (2`-
deoxyadenosine, formic acid, L-arabinose, L-asparagine, L-lactic acid, L-
threonine, maltose, m-inositol, sucrose, and thymidine). See Table A.2 for a 
summary of results. 
 
Figure 2.3. Comparison of the Yarrowia lipolytica genome-scale metabolic model to growth 
on Biolog PM1 plates. 
(a and b) Error matrix of FBA simulations of Y. lipolytica on Biolog PM1 plates, which contain 95 
different carbon sources and a negative control (no carbon source), in modified MPIPES with (a) 
and without (b) citrate. The Y. lipolytica model shows an accuracy of 66.7% and 78.1%, a 
sensitivity of 60.0% and 60.0%, and a specificity of 69.0% and 84.5%, for growth in modified 
MPIPES with and without citrate, respectively. 
 
2.2.3 Modeling cellulose degradation 
Lignocellulose degradation is a complex process involving a suite of 
enzymes, including but not limited to cellulases, hemicellulases, and glycoside 
hydrolases [20, 47]. Due to this complexity, this project focuses only on cellulose 
degradation, which is the simplest and most homogenous component of 
lignocellulose (being a linear polymer chain of glucose). The degradation of 
cellulose to glucose is typically accomplished through three enzymes: 
endoglucanases, which hydrolyze (break apart) the internal glucose bonds of the 
cellulose polymer; exoglucanases, which cleave the ends of the cellulose chain; 
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and β-glucosidases, which release individual monosaccharides (e.g. glucose) 
[20, 47]. 
To model cellulose degradation, cellulases were incorporated into 
dynamic flux balance analysis (dFBA) as kinetic models (Figure 2.4a). Since this 
was a preliminary analysis, there was no differentiation between the different 
cellulases (endoglucanases, exoglucanases, and β-glucosidases). Instead, 
cellulose was converted directly to glucose via Michaelis-Menten kinetics (see 
Equations 2.3 and 2.4 in Methods). Cellulase production was tied to C. fimi 
biomass production (see Equation 2.2 in Methods) and was secreted directly 
into the environment (i.e. extracellular space). Michaelis-Menten kinetic 
parameters (𝐾𝑀 and 𝑘𝑐𝑎𝑡) were chosen from the BRENDA database (see 
Methods and Figure A.1). 
When cellulose was not present, C. fimi did not grow (data not shown). 
However, in the presence of cellulose, C. fimi grew (Figure 2.4b) until thiamin 
was completely consumed (Figure A.2b). Cellulase was secreted until all of the 




Figure 2.4. Incorporating extracellular enzyme degradation into dynamic flux balance 
analysis. 
(a) Cartoon representation of cellulose degradation incorporated into dynamic flux balance 
analysis with corresponding equations. See Methods for more details. (b, c, and d) Growth of 
Cellulomonas fimi was simulated in modified BSM with cellulose as the carbon source. Growth 
ended at 19.5 hours, indicated by the gray shaded area. (b) Semilog plot of C. fimi biomass as a 
function of time. C. fimi grew until all of the thiamin was consumed (Figure A.2c). (c) Cellulose 
(left y-axis, solid line) and glucose (right y-axis, dashed line) as a function of time. As the 
cellulose is degraded, more glucose is released into the extracellular environment. (d) Cellulase 
concentration as a function of time. Cellulase production stops when all of the cellulose is 
degraded. 
 
2.2.4 Simulating monoculture growth 
Cellulose degradation is a dynamic process, so we must also examine 
how C. fimi and Y. lipolytica grow over time and not just in steady-state. 
Consequently, dynamic flux balance analysis (dFBA) simulations were performed 
for both C. fimi and Y. lipolytica and compared to experimental measurements. 
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C. fimi was originally grown in BSM, but Y. lipolytica grows better in YNB (data 
not shown), so we wanted to assess how C. fimi’s growth was affected. We 
observed experimentally and computationally that C. fimi grew much better in 
YNB than BSM (Figure 2.5). 
 
Figure 2.5. Experimental and simulated growth of Cellulomonas fimi in YNB and BSM with 
cellulose. 
Experimental (a) and simulated (b) growth of C. fimi in YNB and BSM with cellulose. 
 
Lignocellulose can be degraded into many different products. In order to 
assess how well Y. lipolytica can utilize various lignocellulose saccharide 
degradation products, we compared simulations and experiments of Y. lipolytica 
in rich medium (yeast nitrogen base, YNB) and modified BSM with a variety of 
carbon sources (glucose, arabinose, mannose, galactose, and xylose). Y. 
lipolytica was grown with each carbon source individually (Figure 2.6a and b) in 
order to assess if Y. lipolytica has a preferential carbon source, as well as with all 
carbon sources (Figure 2.6c and d) in order to mimic lignocellulose degradation. 
It was experimentally observed that Y. lipolytica will grow optimally in 
YNB+glucose and YNB+mannose (Figure 2.6a). However, we did not observe 
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this computationally (Figure 2.6b), indicating that we may need to perform 
additional model curations and/or impose additional flux balance analysis 
constraints. This is further indicated by the experimental growth of Y. lipolytica in 
YNB with all of the carbon sources. It appears that Y. lipolytica undergoes a 
diauxic shift, consuming the carbon sources in a sequential pattern, but we only 
observe one growth phase in our simulations (Figure 2.6c and d). 
 
Figure 2.6. Experimental and simulated growth of Yarrowia lipolytica in YNB with various 
lignocellulose degradation products.  
Experimental (a and c) and simulated (b and d) growth of Y. lipolytica in YNB with individual 
sugars (a and b) and an equal mixture of all sugars (c and d). Simulations with citrate are shown 
with an opacity of 50% and simulations without citrate are shown with an opacity of 100%. 
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2.2.5 Predicting metabolic interactions 
The goal of this project is to convert lignocellulose to fatty acids with a 
synthetic microbial consortium. Consequently, it is essential that we ensure that 
lignocellulose is degraded (as was done in 2.2.3) and the by-products are 
consumed by Y. lipolytica so that it can produce lipids. Besides lignocellulose by-
products, we would like to identify potential cross-feeding metabolites so that we 
can help maximize Y. lipolytica growth and lipid production. Exometabolomic 
characterization is useful, but expensive and time-consuming, so we 
complemented it with dynamic flux balance analysis. 
We observed, both computationally and experimentally, that C. fimi grew 
approximately the same in monoculture and coculture with Y. lipolytica (Figure 
2.7a), and that Y. lipolytica grew much better in coculture than monoculture 
(Figure 2.7b). Three metabolites were exchanged between C. fimi and Y. 
lipolytica: hypoxanthine, succinate, and L-valine (see Methods, Figure 2.7c, 
Figure A.3, Figure A.4, Figure A.5, Figure A.6). Hypoxanthine and succinate 
were secreted by C. fimi in both monoculture and coculture simulations, and 
consumed by Y. lipolytica in coculture simulations (Figure 2.7c and d, Figure 
A.3, Figure A.4, Figure A.5, Figure A.6). L-valine was secreted by Y. lipolytica 
in only the coculture simulations, and consumed by C. fimi in coculture 





Figure 2.7. Simulated growth of Cellulomonas fimi and Yarrowia lipolytica in YNB without 
citrate. 
(a and b) Simulated growth curves of C. fimi (a) and Y. lipolytica (b) in YNB without citrate. Y. 
lipolytica is unable to grow without C. fimi. (c and d) Exchange fluxes of C. fimi (x-axis) and Y. 
lipolytica (y-axis) in coculture (c) and monoculture (d). When an exchange flux is positive for both 
C. fimi and Y. lipolytica (quadrant I), then that metabolite is being secreted by both microbes; and 
when an exchange flux is negative for both C. fimi and Y. lipolytica (quadrant III), then that 
metabolite is being consumed by both microbes. However, if an exchange flux is positive for C. 
fimi and negative for Y. lipolytica (quadrant II) or vice-versa (quadrant IV), then that metabolite is 
being exchanged by C. fimi and Y. lipolytica. 
 
2.2.6 UV-Vis spectroscopy for monitoring coculture growth 
We do not currently have the technology to monitor the individual growth 
of microbes in communities in real time, unless the microbes are genetically 
modified to express a marker (e.g. different fluorescent tags). This ability would 
enable us to perform perturbations or modifications in response to 
 
30 
measurements. For example, if we observe that Y. lipolytica is not growing in or 
synthetic consortium, we could add glucose or mannose to improve its growth. 
Spectroscopy is the measurement of how much a chemical absorbs or 
transmits light. When light passes through a mixture, light attenuation occurs by 
two mechanisms, absorbance (light that is absorbed and not reemitted) and 
scattering (light that is absorbed and reemitted, typically in a different direction). 
Light can be attenuated simultaneously by absorbance and scattering. Some 
energy is retained and light is reemitted at a lower frequency. 
The absorption spectrum measures light absorption as a function of 
wavelength due to its interaction with a sample. A sample’s chemical composition 
changes how each wavelength of light interacts with the sample. The Beer-
Lambert law (𝐴 = − log10 𝑇 = − log10
𝐼𝑇
𝐼0
= 𝜀 ∙ 𝑐 ∙ 𝑙) relates the concentration to the 
attenuation of light as it passes through a sample. When the molar extinction 
coefficient, 𝑐, and the path length, 𝑙, are constant, then biomass can be 
correlated with optical density (OD). However, non-linear effects are observed at 
high OD due to significant scattering. 
Particles scatter light depending on its size, shape, and concentration, as 
well as the wavelength of light and the angle of measurement. C. fimi and Y. 
lipolytica have different particle size and shape. C. fimi cells are shaped as 
straight or curved rods less than 1 µm in diameter and approximately 2 µm in 
length [57]. In late exponential phase, some of the rods may appear as short 
filaments [57]. Y. lipolytica cells, however, are ellipsoidal and much larger, 
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approximately 2.5 µm in diameter and 5 µm in length [58]. 
C. fimi and Y. lipolytica also have very different cellular composition. As an 
oleaginous yeast, Y. lipolytica can accumulate up to 70% of their dry mass as 
lipids. C. fimi, like many Actinobacteria, has a high G+C content of more than 
70%, which is much higher than Y. lipolytica’s G+C content of roughly 50%. 
Furthermore, rhamnose is C. fimi’s major cell-wall sugar, with fucose and glucose 
as minor components, whereas glucose and mannose comprise Y. lipolytica’s 
cell wall. 
Since C. fimi and Y. lipolytica have different size, shape, and cellular 
composition, and particles scatter light based on these characteristics, we 
wanted to investigate if they also have distinct absorption spectra. We also 
wanted to ascertain if their absorption spectra can be used to estimate the 
proportion and/or amount of C. fimi and Y. lipolytica in a sample. We assume that 
the absorption spectra of a mixture of C. fimi and Y. lipolytica is a linear 
combination of the individual absorption spectra (see Methods). 
The individual absorption spectra of C. fimi and Y. lipolytica were 
measured at various concentrations (Figure 2.8a and b), and combined C. fimi 
and Y. lipolytica mixtures were measured at different proportions and 
concentrations (Figure 2.8c). The OD of the mixture was estimated by 
calculating the distance between the measured OD and linear combinations of 
the individual absorption spectra (see Methods, Figure A.7, Figure A.8). 
Mixtures with a higher percentage of Y. lipolytica were predicted better than 
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mixtures with a higher percentage of C. fimi (Figure 2.8d, Figure A.7, Figure 
A.8). 
 
Figure 2.8. UV-Vis spectroscopy of Cellulomonas fimi and Yarrowia lipolytica. 
OD of C. fimi (a) and Y. lipolytica (b) monocultures at various dilutions. (c) OD for varying 
proportions of C. fimi and Y. lipolytica cocultures. (a, b, and c) Each point indicates an average, 
with a corresponding error bar representing standard deviation. (d) Residuals of the estimated 




This chapter focused on two members of a lignocellulose-degrading, 
biofuel-producing synthetic microbial consortium, Cellulomonas fimi and Y. 
lipolytica, and their metabolic capabilities and interactions. Y. lipolytica has 
several published metabolic models [43–46], and the one used in this chapter, by 
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Kavšček et al. [43], was the most recently published at the time of these 
experiments. C. fimi has no published metabolic models, so KBase and 
TransportDB were used to generate a draft reconstruction [53, 54]. Biolog PM1 
plates were used to verify the model’s growth on 95 different carbon sources 
[55]. 
Although these metabolic models need further work, they are still useful 
for making preliminary predictions and in aiding in understanding experimental 
results. In the simulations of growth on Biolog PM1 plates, the models had an 
accuracy of at least 70% when metabolites that were not in the model or 
undetermined were excluded. Monoculture simulations of C. fimi were 
qualitatively similar to experiments, reaching steady-state at approximately the 
same time and growing better in YNB than BSM. Monoculture simulations of Y. 
lipolytica differed greatly from experiments (Figure 2.6). In order to make the 
simulations quantitatively similar to the growth experiments, biomass instead of 
OD needs to be measured at each time point, and Michaelis-Menten parameters 
need to be calculated for all the metabolites in the media. Simulations of C. fimi 
and Y. lipolytica cocultures identified metabolites that were exchanged. Further 
improvement on the metabolic models and kinetic parameters may yield more 
insightful results, such ways to maximize metabolite exchange, and results 
should be verified with further experimental work. 
Cellulose degradation was incorporated into dynamic flux balance analysis 
using kinetic models for the first time (as opposed to a steady-state equation that 
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converts cellulose directly to glucose irrespective of cellulose or cellulase 
concentrations). Further development is ongoing by another member of the 
Segrè lab. 
Lastly, a proof-of-concept method to monitor the growth dynamics of 
individual microbes in a yeast-bacteria coculture of Y. lipolytica and C. fimi was 
demonstrated. Calibrations need to be performed throughout the phases of 
growth, as well as in a variety of growth media and environmental conditions, and 
should be verified with flow cytometry or some other method to count cells 
instead of using volume. Partial least squares regression or another method 
should be used instead of distance to estimate the community composition and 
individual microbe’s OD. 
 
2.4 Methods 
2.4.1 Flux balance analysis 
Flux balance analysis (FBA) is a linear programming method that 
simulates metabolism (i.e. the rates of each biochemical reaction in a metabolic 
network). Metabolic reactions are represented as an 𝑚 × 𝑛 stoichiometric matrix 
(𝐒) with 𝑚 metabolites and 𝑛 reactions, and metabolic fluxes (reaction rates) are 
represented by the vector 𝒗 of length 𝑛. FBA assumes that cells are at steady 
state, which means that the amount of metabolites cannot change, and imposes 
additional constraints on each reaction rate based on empirical evidence of 
irreversibility and thermodynamic constraints. Furthermore, a cellular objective, 
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commonly the maximization of biomass, is expressed as a linear combination of 
reactions, denoted by 𝒄. The cellular objective, 𝒄, is a vector of weight constants. 
Each weight constant indicates how much a particular reaction contributes to the 
cellular objective. FBA can be mathematically formulated as: 
𝐦𝐚𝐱𝐢𝐦𝐢𝐳𝐞𝒗 𝒄
𝑇𝒗 
𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭   𝐒𝒗 = 0 
                      𝒗𝑙𝑏 ≤ 𝒗 ≤ 𝒗𝑢𝑏 
(2.1) 
where (∙)𝑇 indicates transpose, 𝐒𝒗 denotes the steady-state constraint, and 𝒗𝑙𝑏 
and 𝒗𝑢𝑏 represent the lower and upper bounds on reaction rates. 
2.4.2 Basal salt medium 
The experimental culture basal salt medium (BSM) was based on the 
medium used by Whittle et al. [59] to culture C. fimi. This medium was modified 
to substitute the yeast extract with a defined amino acid supplement from Sunrise 
Biosciences. Medium components (per L) were 1 g NaNO3, 1 g K2HPO4, 0.5 g 
KCl, and 2 g amino acid supplement (SC). Medium pH was adjusted to 7.0, then 
split into two 500 mL batches in Pyrex bottles (1 L) and autoclaved for 30 min at 
121°C. Autoclaved media was stored at room temperature until use. 
Prior to use, 500 mL of media was supplemented with MgSO4 (4 mL of 1 
M solution, filter sterilized), 5 mL ATCC mineral supplement, methionine (0.5 mL 
1000X stock, final concentration of 10 mg/L), and vitamins (biotin and thiamine, 
0.5 mL of 1000X stock for concentrations of 50 µg/L and 20 µg/L, respectively). 
The BSM used for the FBA simulations and gap-filling was comprised of 
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biotin, chloride, magnesium, L-methionine, nitrate, phosphate, potassium, 
sodium, sulfate, and thiamin, but did not include other amino acids. Since the C. 
fimi model was infeasible without calcium, cobalt, copper, and manganese, these 
metabolites were also added when performing FBA simulations. Hydrogen ions 
and oxygen were the last components added for both FBA simulations and gap-
filling. 
2.4.3 Modified minimal PIPES-buffered medium 
Minimal PIPES (MPIPES) is a citrate-chelated, trace metal solution that 
uses PIPES as a buffer. This medium enables quick, stable growth of M. 
extorquens compared to traditional growth media [60]. Modifications were applied 
to include biotin (1.64 µM), methionine (0.13 mM), and thiamine (0.15 µM), which 
are essential vitamins for C. fimi, and to use a lower concentration of PIPES (3 
mM instead of 30 mM) in order to reduce its effect on mass spectrometry 
measurements. Directions to prepare the original MPIPES medium can be found 
in Delaney et al. [60]. 
2.4.4 Yeast nitrogen base medium 
Yeast nitrogen base (YNB) without amino acids is an undefined, rich 
medium containing nitrogen, vitamins, and salts. In order to use YNB in FBA 
simulations, the individual nutrient components were estimated as in 
Media_YNB.mat in the GitHub repository “Media” folder. 
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2.4.5 Assessing growth on Biolog Phenotype MicroArray 1 plates 
Biolog’s Phenotype MicroArrays (PMs) are 96-well plates that are 
preconfigured for users to evaluate the phenotype of a microbe in a variety of 
environments. Each plate contains 95 different chemical compounds and a 
negative control well [55]. The PM1 plate contains 38 carbohydrates, 32 
carboxylic acids, 16 amino acids, 3 fatty acids, 2 alcohols, 2 amines, 1 amide, 
and 1 ester. Out of the 95 carbon sources on the PM1 plate, 15 did not have a 
BiGG ID (a-hydroxyglutaric acid-g-lactone, a-methyl-D-galactoside, 
bromosuccinic acid, D-galactonic acid-g-lactone, D-glucosaminic acid, DL-malic 
acid, glucuronamide, lactulose, L-galactonic acid-g-lactone, methylpyruvate, 
mono-methylsuccinate, Tween 20, Tween 40, and Tween 80). 
To assess growth or no growth, the PM1 plate was placed in a shaking 
incubator and removed every 24 hours for 96 hours to measure OD600. For C. 
fimi grown in BSM, an OD600 value greater than or equal to 0.1 was marked as a 
positive observation, and values of OD600 less than 0.1 were identified as 
negative observations. However, for C. fimi and Y. lipolytica grown in MPIPES, 
an OD600 value greater than or equal to 2 times the average plus 2 times 
standard deviation of the negatve control was identified as a positive observation, 
and values of OD600 less than this value were marked as negative observations. 
2.4.6 Cellulose degradation kinetics 
To incorporate cellulose degradation into dFBA, all classes of cellulases 
(endoglucanases, exoglucanases, and β-glucosidases) were modeled as a single 
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cellulose degradation enzyme. The abundance in mmol of the general cellulose 
degradation enzyme was indicated by the time-dependent variable 𝐸(𝑡), and its 
production rate was represented as a sigmoid function (see Equation 2.2). 
𝑑𝐸(𝑡)
𝑑𝑡





where 𝑋(𝑡) is the biomass abundance in gCDW; 𝐶(𝑡) is the cellulose abundance 







) are the constants of the 
sigmoid function. 
The abundance of the general cellulose degradation enzyme is directly 
proportional to the production and uptake rate of glucose (Equation 2.3), where 
𝐺(𝑡) is the glucose abundance (mmol); 𝑘𝑐𝑎𝑡 is the cellulase turnover rate (hr
−1); 
𝐾𝑀 is the cellulose abundance at half max velocity (mmol); and 𝑣𝑢𝑝𝑡𝑎𝑘𝑒,𝑔𝑙𝑐 is the 






= 𝑘𝑐𝑎𝑡 ∙ 𝐸(𝑡) ∙
𝐶(𝑡)
𝐾𝑀 + 𝐶(𝑡)
+ 𝑣𝑢𝑝𝑡𝑎𝑘𝑒,𝑔𝑙𝑐 ∙ 𝑋(𝑡) (2.3) 
Glucose is produced proportionally to cellulose degradation, where the 













Values for 𝐾𝑀 (0.2 𝑚𝑀) and 𝑘𝑐𝑎𝑡  (75 ℎ𝑟
−1) were determined by taking the 
average for cellulases (EC number 3.2.1.4) measured from C. fimi on the 
substrates 2,4-dinitrophenyl-β-D-cellobiose and carboxymethyl cellulose. The 
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BRENDA database [61] aggregated literature values (see Figure A.1). The 
constants 𝑌𝑔𝑙𝑐, 𝛽, and 𝐾𝑀







and 0.001 mmol, respectively. 
2.4.7 Identifying cross-fed metabolites in simulations 
Cross-fed metabolites are secreted by one microbe (e.g. C. fimi) are taken 
up by another (e.g. Y. lipolytica). In FBA, a secreted metabolite has a positive 
exchange flux and a utilized metabolite has a negative exchange flux. 
Consequently, if the exchange reaction of two microbes are plotted against each 
other (as in Figure 2.7c), cross-fed metabolites have exchange fluxes in the 
second (lower right) and fourth (upper left) quadrants. The MATLAB function 
identifyExchangedMets was created to determine which metabolites, if any, are 
exchanged between strains in simulations. 
2.4.8 Estimating the OD of Cellulomonas fimi and Yarrowia lipolytica in 
mixtures using UV-Vis spectroscopy 
We assume that the absorption spectra of a mixture of C. fimi and Y. 
lipolytica is a linear combination of their individual absorption spectra: 
ODmixture
estimated = 𝛼 × OD𝐶.𝑓𝑖𝑚𝑖
estimated + (1 − 𝛼) × OD𝑌.𝑙𝑖𝑝𝑜𝑙𝑦𝑡𝑖𝑐𝑎
estimated  (2.5) 
where 𝛼 represents the fraction of C. fimi in the mixture (and therefore (1 − 𝛼) 
denotes the fraction of Y. lipolytica in the mixture). 
To estimate the individual OD of C. fimi and Y. lipolytica, their individual 
absorption spectra measurements are used to generate a matrix of potential 
mixture OD estimations. These estimates are then compared to the actual 
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measurements, and the estimate with the smallest Euclidean distance to the 
measurement is chosen. 
2.4.9 Data availability 
All data generated and analyzed in this study and the corresponding 




This project was a collaboration between three labs: Christopher Marx, 
Trent Northen, and Daniel Segrè. Everything in this chapter was completed by 
Meghan Thommes, with the exception of the characterization of C. fimi and Y. 
lipolytica on the Biolog PM1 plates, which were performed by Melisa Osborne, 
and the monoculture growth experiments of C. fimi with cellulose and Y. lipolytica 
with a variety of lignocellulose degradation products, which were performed by 
Andrea Lubbe in [62].
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3 Designing metabolic division of labor in microbial communities 
 
3.1 Disclosure 
This chapter was previously published by mSystems [63] with Taiyao 
Wang, Qi Zhao, Ioannis C. Paschalidis, and Daniel Segrè. 
 
3.2 Introduction 
Each microbial cell harbors a finite number of metabolic gene functions. 
The specific assortment of functions in a given organism thus represents the 
outcome of a trade-off between the cost of expressing different genes and the 
benefit of expression of those genes under conditions of different environments. 
This trade-off is considered to be one of the possible drivers of diversity in natural 
microbial communities, giving rise to metabolically differentiated groups rather 
than an individual superorganism [38, 40, 64–69]. The emergence of 
metabolically differentiated subpopulations from isogenic populations has also 
been documented to occur in a fixed environment [70–82]. The viability of 
coexisting populations of metabolically differentiated strains or species is often 
enabled by the exchange of metabolites [7, 34, 37–39, 72–74, 78, 79, 83–86]. 
For example, initially identical populations of Escherichia coli that evolved on 
minimal glucose medium have been observed to give rise to a specialized 
subpopulation of cells that use the acetate secreted as a by-product of glucose 
fermentation [73, 74, 78]. More broadly, metabolic interactions mediated by the 
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exchange of small molecules help maintain the diversity and stability of natural 
microbial communities and allow com- munities to accomplish tasks that are 
metabolically intensive [39, 68, 69, 87]. Moreover, obligate metabolic 
interdependencies (such as mutualism) are believed to contribute to the high 
prevalence of unculturability and fastidiousness among natural microbial strains 
[12, 38, 88–91]. 
A recent and increasingly common strategy to study microbial 
interdependencies is the construction (or evolution) of artificial microbial 
consortia specifically designed to display obligate mutualism. Current 
approaches to building synthetic communities of interacting microbes have so far 
mainly relied on intuition about simple genetic perturbations that would cause 
organisms to engage in obligate cross-feeding. In these interactions, one strain is 
unable to synthesize an essential metabolite (e.g. an amino acid) that is supplied 
via overproduction or leakage by another strain [13, 15, 16, 18, 30, 92–94]. This 
ensures that the two strains require each other’s presence in order to grow. 
While interesting and valuable, these strategies explore only a small portion of 
the very large and complex space of possible environmental and organismal 
modifications; in principle, organisms may have the potential to display complex 
cross-feeding strategies for multiple metabolites simultaneously or in an 
environment-dependent manner [95, 96]. In fact, given the complexity of 
metabolism and its evolutionary history, it is possible that naturally evolved cross-
feeding strategies may involve complex metabolic mutualism beyond single 
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amino acid exchanges [97]. In particular, loss of functions in one organism due to 
compensation by others has been hypothesized to be widespread [98] and may 
involve multiple genes and complex pathway architectures [37]. In the 
engineering of consortia for specific metabolic engineering tasks, exploring this 
larger space of possibilities may open up novel strategies for bioproduction. 
Surveying the landscape of possible paths for metabolic differentiation 
leading to obligate mutualism is a combinatorially difficult problem. While future 
elaborations of existing methods for high-throughput genetic modifications (e.g. 
multiplex automated genome engineering [MAGE] [75]) may enable a systematic 
exploration of this space in vivo, computational models can provide a preliminary 
assessment of the landscape of possible strategies and of how these strategies 
depend on different constraints on metabolic network complexity. Constraint-
based models of metabolic networks, such as flux balance analysis (FBA) [6, 8, 
21–29], can be leveraged specifically to ask questions that cannot be easily 
addressed experimentally. FBA represents metabolism as a set of biochemical 
reactions inferred from genome annotations and literature curation and evaluates 
cellular metabolism as a resource allocation problem. Given a set of bio- 
chemical, thermodynamic, and environmental constraints, FBA uses linear 
programming to determine the distribution of fluxes through a reaction network 
that satisfies a given optimization objective. Typically, this objective is that of 
maximizing the flux through a biomass-producing reaction, so FBA determines 
how a cell should optimally allocate nutrients based on its environment and 
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biochemical capabilities such that the growth rate is maximized. FBA has also 
been increasingly used to study metabolic interactions in microbial consortia [6, 
7, 21, 23–28, 30–40], as well as to predict optimal genetic knockouts for 
metabolite production [22]. 
Here, we explore how metabolic differentiation emerges from an isogenic 
population by using a newly developed constraint-based modeling approach 
which we name “division of labor in metabolic networks” (DOLMN). In particular, 
using DOLMN, we explore the space of feasible single-strain or multi-strain 
metabolic networks by systematically limiting the number of intracellular and 
transport reactions in each metabolic model. After introducing the mathematical 
and integer linear programming formulation of DOLMN, we illustrate its 
capabilities through an analysis of division of labor based on core carbon 
metabolism in E. coli [8]. We next apply DOLMN to a genome-scale E. coli model 
[29] and show that metabolically differentiated and interdependent communities 
are able to exist under stricter reaction constraints than a single, isolated strain 
and are even able to outcompete the single strain in some cases. Our results 
broaden knowledge of the scope of possible metabolic interdependencies 
between metabolically different species, with applications in understanding 






3.3.1 A method to design division of labor in microbial communities 
The problem of metabolic division of labor consists of partitioning a given 
metabolic network (which we refer to here as the “global network”) into 
subnetworks representing individual organisms (which we also call simply 
“strains” here) (see minimal example in Figure 3.1). Each strain has its own 
metabolic network that includes intracellular reactions, as well as transport 
reactions, which determine how it interacts with the environment. Environmental 
availability of different nutrients is defined by constraints on the exchange 
reactions, which enable the inflow and outflow of environmental metabolites and 
by-products. In solving this problem concerning the division of labor, we make 
specific assumptions that reflect the nature and architecture of metabolic 
networks across different species as follows. (i) We do not set any specific a 
priori expectations about the presence of reactions in different strains. 
Consequently, a reaction from the global network may be selected to appear in 
one or more strains or may not appear in any strain at all. (ii) We expect each 
strain’s subnetwork to represent a well-connected, fully functional metabolism, so 
as to be capable of producing that strain’s biomass (see Methods). (iii) Upon 
simulation of cocultures of multiple coexisting strains, we require that all such 
strains must have equal growth rates, so that they would be able to stably coexist 
in a chemostat [13, 40, 99, 100]. 
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To solve this problem, we devised division of labor in metabolic networks 
(DOLMN), which is formulated as a combinatorial optimization problem. Inputs of 
DOLMN consist of the global network (encoded in a stoichiometric matrix 𝐒 and 
accompanied by upper and lower flux bounds, as in standard FBA formulations; 
see Methods); the number of target strains (K); and constraints on the number of 
intracellular (TIN) and transport (TTR) reactions allowed in each strain. Key 
outputs of DOLMN consist of a binary reaction vector (𝒕) whose elements 
indicate whether a given reaction is present in a given strain and a continuous 
flux vector (𝒙) for all reaction rates. Note that there is no specific requirement for 
two or more strains to end up using different reactions from the global network. A 
specific solution could entail multiple strains having exactly the same reactions 
and yet not interacting with each other. We expect division of labor to arise only 
upon making the TIN or TTR value too small for any individual strain to be able to 
survive without receiving specific molecular components from a metabolically 
distinct partner (Figure 3.1a). Note that elements of 𝒕 can switch on or off as a 
function of the current constraints, irrespective of their state under conditions of 
different constraints, and that TTR does not differentiate between active transport 




Figure 3.1. Division Of Labor in Metabolic Networks (DOLMN), illustrated as a toy model. 
(a) One- and two-strain solutions of a toy model. K indicates the number of target strains and TIN 
represents the constraint on the number of intracellular reactions allowed in each strain. 
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Metabolites X, Y, and Z are required for each network to grow (i.e. produce biomass). (b and c) 
Two strains can exchange metabolites Y and Z (c), but a single strain can only take up 
environmental metabolites (b). (a) When TIN = 2, 1- and 2-strain communities perform the same 
metabolic functions: uptake of metabolite X, conversion of metabolite X to metabolite Y, 
conversion of metabolite Y to metabolite Z, and creation of biomass from metabolites X, Y, and Z. 
The strains do not take up or secrete metabolite Y or metabolite Z (indicated as a hollow arrow). 
When TIN=1, an individual strain is no longer feasible because it cannot create metabolite Z 
(indicated as a hollow circle). The alternative solution, where reaction 1 is knocked out (not 
shown), is also infeasible because then the single strain cannot create metabolite Y. However, 2-
strain communities are still feasible because the strains exchange metabolites Y and Z. If TIN=1 
and the number of transport reactions allowed is constrained to two, then 2-strain communities 
are no longer feasible (not shown). (b and c) Toy metabolic network and corresponding 
(community) stoichiometric matrices and reaction binary vectors of 1-strain (b) and 2-strain (c) 
communities. The value of each stoichiometric coefficient represents the number of moles of 
each metabolite that participates in a reaction, with the sign indicating if a metabolite is a product 
(positive) or a reactant (negative). Exchange reactions are in black; transport reactions are in 
either light green (b), orange (c), or purple (c); and intracellular reactions are in either dark green 
(b), orange (c), or purple (c). 
 
DOLMN, described in detail in Methods, involves the use of mixed integer 
linear programming (MILP). Our problem is NP (nondeterministic polynomial 
time) complete. It can be solved exactly for core metabolic network models (i.e. 
in a global network of ~100 reactions), but it requires heuristics and long 
computational times for genome-scale models (~1,000 reactions). Despite the 
use of the heuristic speed-up methods, we still obtain a single optimal solution for 
each value of TTR, TIN, and K. 
3.3.2 Metabolic division of labor in E. coli core metabolism 
As a first test and illustrative example of DOLMN, we investigated how E. 
coli core carbon metabolism [8] on minimal glucose medium would be partitioned 
between two strains (i.e. two trimmed versions of the E. coli core network) for a 
given limit on the number of allowed reactions (see Figure 2.1 and Methods for 
details). Besides imposing constraints on the number of reactions allowed in 
each strain, we further required that both strains have the same growth rate of at 
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least 0.1 h-1, effectively simulating stable coexistence in a chemostat [13, 40, 99, 
100]. Overall, we solved for 156 nontrivial combinations of TTR and TIN, i.e. 
constraints under which either 1-strain or 2-strain communities could grow (65 
nontrivial combinations for a single strain and 91 for two strains). 
An interesting outcome of this analysis, obtained for subnetworks 
containing no more than 11 transport reactions and 26 intracellular reactions, 
was the discovery of a metabolic strategy in which each of two strains performs 
half of the tricarboxylic acid (TCA) cycle (Figure 2.1). Both strains take up 
glucose, oxygen, phosphate, and ammonium; secrete carbon dioxide and water; 
perform glycolysis; and operate the nonoxidative phase of the pentose 
phosphate pathways (PPP). However, strain x (Figure 2.1, orange) takes up four 
times as much glucose as strain y (Figure 2.1, purple); operates the 
nonoxidative phase of the PPP in the forward direction; and utilizes different 
reactions in glycolysis. Furthermore, neither strain utilizes the glyoxylate shunt in 
the TCA cycle; instead, the metabolites oxaloacetate and 2-oxoglutarate split the 
TCA cycle into roughly two parts. Strain y performs the first part of the TCA cycle, 
converting oxaloacetate and acetyl- coenzyme A (acetyl-CoA) into 2-oxoglutarate 
and generating NADPH. Meanwhile, strain x generates oxaloacetate, NADH, and 
ATP through the transformation of 2-oxoglutarate in the second part of the TCA 
cycle. 
Neither of the strains, in this case, was able to perform all needed 
metabolic functions without the inflow of specific metabolites produced by the 
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partner. In particular, exchange of 2-oxoglutarate and pyruvate was necessary 
for survival of this 2-strain consortium (Figure 2.1). Strain x performs a portion of 
the TCA cycle in order to produce 2-oxoglutarate, which is converted to biomass 
(as well as L-glutamate and L-glutamine, which are also converted to biomass). 
The excess 2-oxoglutarate is utilized by strain y for biomass as well as for the 
production of pyruvate. Pyruvate, in turn, is converted to biomass, and its excess 
is utilized by strain x. 
This example illustrates how, even for a relatively small network, DOLMN 
can provide putative division of labor strategies that could not be easily designed 
manually. DOLMN could be similarly applied to other core metabolic models 






Figure 3.2. A DOLMN flux solution of E. coli core carbon metabolism. 
The figure illustrates the solution for 2-strain communities when 11 transport reactions (TTR=11) 
and 26 intracellular reactions (TIN=26) are allowed in the E. coli core network. Intracellular 
metabolites that are required for growth are bolded. Exchange reactions are represented in black 
and show the direction of the net flux between both strains. Flux values (in millimoles per gram 
cell dry weight per hour) are indicated next to the arrows signifying the reactions. Both strains 
grew at 0.40 h-1. Transport reactions are represented in either light orange or purple and 
intracellular reactions are in either dark orange or purple for strain x or strain y, respectively. 
Reactions that the algorithm identifies as excluded or that have zero flux are indicated as a hollow 
arrow. The tricarboxylic acid (TCA) cycle is split between the two strains. Both strains consume 
oxygen, glucose, phosphate, and ammonium, and secrete carbon dioxide and water. The two 
strains exchange the TCA intermediate 2-oxoglutarate and the glycolytic intermediate pyruvate 
(bolded and underlined); metabolite exchange is illustrated as an orange or purple arrow to 
indicate which strain is producing the metabolite. 
 
3.3.3 A growth landscape illustrates division of labor strategies in E. coli 
genome-scale metabolism 
We next applied DOLMN to a much larger global network, namely, 
genome-scale E. coli metabolism (58). In this case, individual strains found by 
the algorithm would represent E. coli variants with a reduced set of 
functionalities. Altogether, we solved for 5,347 combinations of TTR and TIN in 
which we found a feasible solution, including 738 for a single strain, 2,207 for two 
strains, and 2,402 for three strains. 
To display how growth rates vary as a function of TTR and TIN, we 
systematically mapped the landscapes of possible 1-, 2-, and 3-strain simulations 
(Figure 3.3a and b; see also Figure B.1a). One first observation, consistent with 
expectations, was that as TIN decreases (for an unconstrained number of 
transport reactions), individual strains reach a limit beyond which they cannot 
sustain growth, whereas consortia of two and three strains are still viable. In the 
example analyzed in Figure 3.3, a 1-strain subnetwork needs at least 254 
intracellular reactions to grow, whereas 2-strain subnetworks require only 215 
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intracellular reactions each and 3-strain subnet- works 203 intracellular reactions 
each (Figure B.2a). Interestingly, the 2-strain and 3-strain subnetworks have 
approximately the same number of intracellular reactions in common (Figure 
B.2b). 
The observed landscapes display a fundamental nonlinear trade-off 
between minimizing TIN (intracellular complexity) and minimizing TTR (metabolic 
exchange). This nonlinearity implies that removing the same number of transport 
reactions at different points along the frontier of the feasible region can be 
compensated for by adding different numbers of intracellular reactions. For 
example, decreasing TTR by 2 at large TTR values can be compensated for by 
adding a single intracellular reaction (increasing TIN by 1), while removing the 
same number of transport reactions at small TTR would require a much larger 
compensation with intracellular reactions (Figure 3.3a and b; see also Figure 
B.1a). It is important to note that decreasing the TTR value negatively influences 
growth because it restricts not only each strain’s ability to take up metabolites but 
also its ability to secrete metabolites. If an organism cannot secrete metabolites, 
it accumulates waste (which results in an infeasible FBA solution). Irrespective of 
the number of strains in the community, it appears that the E. coli strain 
subnetworks require at least 9 transport reactions in order to support growth, 
corresponding to the main elemental sources and other irreducible biomass 
requirements; this strict bound is illustrated with a gray, shaded region in the 
(TTR,TIN) landscape (Figure 3.3a to c; see also Figure 3.4a, c, d, and e). Among 
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other things, these transporters enable the strains to take up carbon, nitrogen, 
sulfate, and phosphate sources (Figure B.2c). 
Further analysis of the landscapes for 1-, 2-, and 3-strain communities 
also reveals the existence of regions in which division of labor potentially 
provides a competitive advantage. Given that multiple strains coexisting in a 
consortium have to share available resources, they tend to grow more slowly 
than individually growing strains (Figure 3.3a and b). One notable exception is a 
thin strip at the boundary, in which an individual strain can grow. At this frontier 
for a single strain, we observed that 2-strain communities can grow more rapidly 
than 1-strain communities (Figure 3.3c and d). A biologically important 
implication of this result is the fact that the 2-strain communities would in 
principle have the chance to collectively outcompete the 1-strain ones. Similarly, 
3-strain communities grow faster than 2-strain communities along the boundary 
in which 2-strain communities can grow (Figure B.1c and f) but only grow faster 
than 1-strain communities at a single constraint (Figure B.1b and e). These 
results suggest that the number of strains that achieve the highest growth rates 
under a given set of circumstances might naturally increase as environmental 
constraints tighten. This situation could arise, for example, if the burden of 
protein cost in the cell were to increase or if selection processes were to 
gradually come to favor streamlined strains (e.g. as previously observed 
experimentally and reported [71, 72, 75–82, 91]). 
In examining the union of all intracellular reactions present at a particular 
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constraint, we observed that the number of unique intracellular reactions seen 
with multi-strain communities is larger than the number seen with a single strain 
and that 3-strain communities sometimes have higher numbers of unique 
intracellular reactions than 2-strain communities (Figure 3.3e). The larger 
collective metabolic networks (corresponding to the more specialized 
subnetworks) likely facilitate growth under conditions of strict constraints, 
particularly below the boundary at which 1-strain communities can no longer 
exist, and are likely the result of metabolic division of labor. On the basis of these 
observations and on the results obtained for the core model (Figure 2.1), we 
expect that the capacity of two or more E. coli strains to survive together under 
conditions of tighter constraints on the number of allowed reactions is due to 




Figure 3.3. (TTR,TIN) growth landscapes of 1- and 2-strain communities. 
The gray region depicts the infeasible region in which strains cannot grow because there are not 
enough transport reactions to take up and secrete metabolites. Strains were required to maintain 
a biomass flux of at least 0.1 h-1. Each data point represents a single simulation. (a) Growth 
landscape of 1-strain communities. Biomass flux values are interpolated to obtain values for when 
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the number of transport reactions allowed (TTR) are 23, 25 to 33, 35 to 37, and 39 to 45. In the 
instances where fewer transport constraints (decreasing TTR) are allowed, more intracellular 
reactions (TIN) are required. For example, when TTR decreases from 21 to 19, only 1 additional 
intracellular reaction is required. However, when TTR decreases from 11 to 9, 3 additional 
intracellular reactions are required. (b) Growth landscape of 2-strain communities. For example, 
when TTR decreases from 41 to 39, TTR only increases by 1, but when TTR decreases from 11 to 
9, TTR increases by 11. (c) Growth landscape of the difference in growth rates between 2- and 1-
strain communities, where the constraints under which 2-strain communities grow faster than 1-
strain communities are indicated. Only those constraints under which 1- and 2-strain communities 
can both grow are included. (d) The growth rates of 2-strain communities compared to 1-strain 
communities. Gray circles represent constraints where 1-strain communities grow faster than 2-
strain communities, and the colored circles are constraints where 2-strain communities grow 
faster than 1-strain communities. (e) The number of unique intracellular reactions in 1-, 2-, and 3-
strain communities plotted as a function of TIN and colored according to the value of TTR, where 
the number of unique intracellular reactions for multi-strain communities represents the union of 
the intracellular reactions present in all strains. (Inset) Means and standard deviations of the 
number of unique intracellular reactions under all constraint conditions where 1-strain 
communities are viable. The blue and red lines indicate the mean and standard deviation of the 
two separate trajectories for 3-strain communities. 
 
3.3.4 Emergence of obligate mutualism is coupled with sharp metabolic 
network differentiation and exchange of different chemicals 
A global overview of how metabolism enables the coexistence of 2- and 3-
strain communities in the (TTR,TIN) landscape can be obtained by plotting the 
metabolic distance (see Methods) between the subnetworks of the strains 
(Figure 3.4a; see also Figure B.1d) or the number of metabolites exchanged 
between them (Figure 3.4b; see also Figure B.1g). For 2-strain communities, 
the fraction of reactions that the two strains have in common (i.e. the Jaccard 
similarity) tends to decrease overall as TIN and TTR decrease (Figure 3.4a; see 
also Figure B.3a and b). This is due to the fact that, as the number of allowed 
reactions is reduced, the two strains can grow only if they take distinct metabolic 
roles (i.e. perform division of labor). Interestingly, despite the large metabolic 
network rearrangements induced by these constraints, the 2-strain consortia are 
able to maintain a fairly constant growth rate until they become infeasible (Figure 
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3.3b). These division of labor strategies are also visible in terms of the number of 
metabolites that the 2-strain communities have to exchange with each other in 
order to grow (Figure 3.4b; see also Figure B.3c). 
In short, multiple-strain communities can grow under stricter constraints on 
TIN because they distribute metabolic reactions and exchange metabolites 
(Figure B.3c and d). Overall, different 2-strain communities can vary widely in 
terms of the metabolites being exchanged, with molecules ranging from central 
carbon compounds such as acetate and pyruvate to amino acids (Figure 3.5a). 
In order to gain better insight into the metabolic changes that accompany 
the rise in the number of pairs of obligate mutualistic strains, we reduced the 
multidimensional space of fluxes using principal-component analysis (PCA) (see 
Methods). Clusters in the principal-component space would indicate common 
metabolic strategies, hardly detectable through visual inspection of the network 
themselves; paths between these clusters would additionally portray how the 
strain subnetworks move through this metabolic space as constraints become 
more stringent. We observed three clusters, indicating three major metabolic 
strategies (Figure 3.4d; see also Figure B.4). The largest cluster occurs at the 
origin and corresponds to large TIN values. That is, for fairly unconstrained 
intracellular metabolism (i.e. when both strains are allowed a large number of 
intracellular reactions), all strains (for 1-strain and 2-strain simulations) use the 
same metabolic strategy for core energetic requirements. In particular, they 
display similar uses of the TCA cycle (Figure 3.4c) and of other central carbon 
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metabolism pathways (glycolysis/gluconeogenesis, oxidative phosphorylation; 
see Figure B.6). These metabolic regimes correspond to standard respiratory 
metabolism, in line with the expected metabolic fluxes for E. coli grown on 
minimal glucose medium [8, 29, 102]. However, as TIN becomes more 
constrained (i.e. as the number of intracellular reactions allowed decreases), the 
2-strain subnetworks move away from each other, indicating that they diversify 
into different metabolic strategies. Note that the specific path that is followed by 
these networks as TIN decreases is also a function of TTR (Figure 3.4d; see also 
Figure B.4). 
To understand the different metabolic strategies associated with different 
clusters in the PCA, we calculated the Euclidean distance between pathways in 
each of the two strains in a 2-strain community and mapped it to the (TTR,TIN) 
landscape (see Methods). A striking outcome of this metabolic distance analysis 
was the fact that, for a broad range of TTR values (e.g. values ranging from 9 to 
29), the 2-strain subnetworks had a large difference in their TCA cycle (Figure 
3.4c), mirroring the observation reported for the core E. coli network (Figure 2.1). 
This strategy of splitting the TCA cycle was also supplemented by large 
differences in glycolysis/gluconeogenesis, which were in fact observed along the 
entire TIN boundary for 2-strain communities (Figure B.6), suggesting that this 
could represent a generalized version of the acetate utilization phenotype 
observed in classical evolutionary experiments [40, 73, 74]. It is important to note 
that Jaccard distance values quantify differences in reaction content (Figure 
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B.5), or in how the metabolic network was modified, whereas Euclidean distance 
values measure differences in reaction flux magnitude and direction (Figure 
B.6), or in how the modified network is being utilized. 
As indicated by the increase in the number of exchanged metabolites that 
occurs as constraints become tighter (Figure 3.4b), the pairs of metabolically 
differentiated strains described above can survive due to metabolic cross-
feeding. For example, in a 2-strain community, one of the strains could utilize the 
metabolites available from the environment and could secrete by-products that 
can enable the other strain to survive. We again used the (TTR,TIN) landscape to 
track how constraints affect the metabolites being exchanged (Figure 3.4e; see 
also Figure B.7 and Figure B.8). Different metabolites display drastically 
different patterns (Figure B.7 and Figure B.8): some metabolites are exchanged 
almost universally (e.g. acetate) whereas others appear only in specific 
subregions of the landscape (e.g. L-glutamate below the TIN boundary for 1-strain 
communities). Notably, succinate is shown to be exchanged predominantly at the 
TIN boundary of 2-strain communities (Figure 3.4e), in very close 
correspondence to the area of the landscape where the TCA cycle is drastically 
split (Figure 3.4c). Furthermore, succinate exchange (Figure 3.4e) and the 
metabolic differentiation of the TCA cycle (Figure 3.4c) have a correlation 
coefficient of 0.63 (Figure B.3f). This suggests that, based on genome-scale 
simulations, succinate would be one of the key intermediates for the rise of E. 




Figure 3.4. (TTR,TIN) landscapes of metabolic differentiation and exchange in 2-strain 
communities. 
The gray region depicts the infeasible region in which strains cannot grow because there are not 
enough transport reactions to take up and secrete metabolites. Each data point represents a 
single simulation. (a) Jaccard distance between reaction binary vectors (𝒕) in 2-strain community 
simulations. Strains that are more metabolically differentiated (have fewer reactions in common) 
have a larger distance. Two-strain communities are more metabolically differentiated when they 
are in the region where a single strain cannot grow. (b) The number of metabolites exchanged 
between strains in 2-strain community simulations. The number of exchanged metabolites 
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increases as the constraint on the number of intracellular reactions becomes greater (decreasing 
TIN). As the constraint on the number of transport reactions becomes greater (decreasing TTR), 
the number of exchanged metabolites decreases. (c) Euclidean distance between the fluxes of 
TCA cycle reactions in 2-strain community simulations. (d) The principal component analysis 
(PCA) plot of 2-strain communities at TTR = 10, 19, 30, and 45, with arrows pointing from TIN = 
285 to the growth boundary (TIN = 267, 237, 222, and 215, respectively). Solid lines denote strain 
x and dot-dash lines denote strain y. (e) Constraints at which the 2-strain communities exchange 
succinate. Two-strain communities distribute the TCA cycle at the same constraints as they 
exchange succinate. 
 
3.3.5 Fluxes of metabolic sharing can be strongly correlated 
Consortia of obligate symbiotic partners are predicted to emerge in 
regions of the (TTR,TIN) landscape where 1-strain communities are infeasible. As 
shown above, what makes these consortia viable (i.e. what makes it feasible for 
the corresponding strains to produce biomass despite the strong restriction on 
intracellular reactions) is the possibility of metabolite exchange between the 2-
strain communities. 
We thus sought to perform analyses of the metabolites being exchanged 
across the whole (TTR,TIN) landscape. In the specific setup used for the in silico 
experiments, among a total of 143 extracellular metabolites, only 37 (25.9%) 
metabolites were exchanged in at least one simulation of 2-strain communities. 
Most (78.4%) of these exchanged metabolites were exchanged in at least 10% of 
all coculture simulations (Figure 3.5a). One class of abundantly exchanged 
molecules is the set of amino acids. These solutions can be viewed as similar to 
the artificially imposed auxotrophies used to engineer synthetic consortia [13, 15, 
16, 93, 94, 103]. Other frequently exchanged molecules include carboxylic acids 
(e.g. acetate and pyruvate) and nucleic acids (e.g. thymidine and adenine), which 
are known to be exchanged in natural communities [33, 39, 73, 74]. 
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Additional insight can be gained by exploring the relationship between 
exchanged metabolites, i.e. by asking whether we should expect specific pairs of 
metabolites to be simultaneously exchanged in the same or opposite directions 
between two organisms. Knowledge of such correlations/anticorrelations may be 
useful as a strategy for choosing biomarkers (if two organisms exchange A, they 
are also likely to exchange B), as an indicator of fundamental metabolic trade-
offs (X can provide A only if Y provides B), or as a broad suggestion of the 
existence of unavoidable couplings in the interactions present in a microbial 
community. Similar analyses of coupling between fluxes, e.g. through linear 
optimization [104–106], elementary flux modes [107] or Bayesian approaches 
[108], have become a broadly used way of determining structural network 
properties that can be helpful for metabolic engineering applications. Here, we 
sought to estimate correlations between exchange fluxes across an ensemble of 
networks with different stoichiometries [i.e. all the networks in the (TTR,TIN) 
landscape], making the  use of existing algorithms challenging. We thus applied 
the Spearman correlation to exchange reaction fluxes (Figure 3.5b) in order to 
measure if metabolites are exchanged jointly (both taken up or secreted by a 
strain [positive ρ]) or reciprocally (one is taken up and the other is secreted by a 
strain [negative ρ]). While Spearman correlation was chosen because we do not 
expect fluxes to scale linearly with TTR and TIN (Figure B.9c), we also computed 
Pearson correlations for the same data set (Figure B.9a), obtaining qualitatively 
similar results. Notably, the correlations described in detail below are 
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substantially different from those that one would observe from applying a 
Bayesian flux coupling algorithm [108] to the original metabolic network for two 
coupled E. coli strains (Figure B.9b). 
Two major patterns emerged from this analysis. First, by looking at the 
hierarchically clustered correlation matrix, one can immediately recognize several 
block structures. The largest block structure seems dominated by amino acid 
exchange. In particular, two sets of (mostly) amino acids seem to be highly 
correlated within each set but to be highly anticorrelated across the sets. The first 
set includes L-arginine, L-histidine, L-threonine, and uridine, which are all 
correlated with each other, whereas the second set includes acetate, L-alanine, L-
isoleucine, L-leucine, L-tryptophan, L-proline, ornithine, and L-serine. Interestingly, 
these anticorrelated block sets do not seem to map trivially to different precursor 
pathways (e.g. the upper versus lower glycolysis pathways), suggesting that 
other metabolic trade-offs may determine these patterns. One can also observe a 
second block structure dominated by amino acids that are all correlated, 
containing D-alanine, L-lysine, L-asparagine, L-phenylalanine, L-tyrosine, pyruvate, 
and – to a lesser extent – fumarate, 2-oxoglutarate, putrescine, and L-valine. 
The second significant outcome of this correlation matrix is related to the 
TCA cycle-splitting result described above. In particular, succinate and fumarate 
are anti- correlated (ρ = -0.67), indicating reciprocal exchange. These two 
metabolites are intermediates of the TCA cycle and are involved in sequential 
steps, suggesting that this anticorrelation corresponds to the metabolic division of 
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labor strategy characterized by splitting of the TCA cycle (Figure 2.1). This is 
further confirmed by the fact that the region in the (TTR,TIN) landscape where 
succinate is exchanged matches very closely with the region in which the 2-strain 
communities show very distinct forms of use of the TCA cycle (Figure 3.4c and 
e) and that the exchange profile of succinate is correlated to the metabolic 
differentiation of the TCA cycle (Figure B.3e and f). 
 
Figure 3.5. Characterization of exchanged metabolites for 2-strain community simulations. 
(a) Bar plot of the percentage of simulations in which a metabolite is exchanged in 2-strain 
communities, clustered hierarchically using Ward’s method. (b) Spearman correlation and 
associated dendrogram of exchanged metabolites, measuring the relationship of the metabolite 
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exchange. A positive value specifies that both of the metabolites are either secreted or taken up 
by a strain (only secretion is shown in the cartoon), and a negative value specifies that one 
metabolite is taken up and the other is secreted by a strain. 
 
3.4 Discussion 
Although this study was purely computational, the data provide a new 
conceptual framework and new predictions, including specific testable 
modifications, and enable us to perform analyses that are currently beyond 
current experimental capabilities. The phenotypic space that we explore involves 
5,000 in silico experiments on the full E. coli network, across 1-, 2-, and 3-strain 
communities, under conditions of multiple constraints on the number of transport 
and intracellular reactions. For each organism’s model, we take into account 
large numbers of variables (1,075 reactions and 761 metabolites in each strain). 
Efficient algorithms therefore represent a key step toward exploring possible 
strategies for division of labor in synthetic microbial communities and toward 
understanding how metabolic specialization may arise in natural microbial 
consortia. 
The spontaneous emergence of division of labor in natural microbial 
systems is still a poorly understood process. One possible mechanism for this 
type of interdependence is the Black Queen hypothesis, on the basis of which 
division of labor could arise in complex microbial communities through the loss, 
instead of the gain, of functions that can be performed by “leaky” partners [37, 
98]. Our approach bears some analogies to the Black Queen hypothesis, in that 
it identifies network solutions that are reduced relative to those of an initial large 
network, generating networks of metabolite- mediated interdependencies. 
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However, in our optimization algorithm, we assume that all strains are 
simultaneously constrained by the same maximal number of reactions allowed 
and thus that reductions in gene numbers occur in parallel in coexisting strains, 
generating complementary metabolic capabilities. 
Our results may be relevant for microbial ecology of natural communities, 
as well as for the study of synthetic microbial consortia. Ongoing efforts in 
synthetic ecology are mostly focused on engineering metabolic dependencies by 
making one strain unable to produce a terminal biomass precursor (e.g. an 
amino acid) which is then provided by another strain. Although this strategy has 
yielded new insight into how microbes interact within communities, it may not 
reflect the possible complexity of natural metabolic interactions. Our approach 
has the capacity to uncover a much broader set of potential opportunities for 
obligate cross-feeding, including the exchange of metabolites that are part of 
core metabolic processes, or “deep symbiosis” between organisms. 
The split TCA cycle that we present in Figure 2.1 is an example of this 
potential deep symbiosis, which can be related to existing metabolic diversity 
across microbial taxa. The TCA cycle is traditionally described as a method to 
generate energy, but it is also essential for the production of essential precursor 
metabolites for cellular biosynthesis. The classic, cyclical form focuses on energy 
generation, but branched variants emphasize biosynthetic precursor production. 
These branched forms have been observed in bacteria and are the result of 
either an incomplete TCA cycle [101, 109–114] or differential regulation [111, 
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113, 115, 116]. The enzyme 2-oxoglutarate dehydrogenase, which catalyzes the 
conversion of 2-oxoglutarate to succinyl-CoA, is often lacking in organisms with 
an incomplete TCA cycle [110–114]. Furthermore, 2-oxoglutarate dehydrogenase 
is transcriptionally repressed in E. coli under anaerobic conditions [113, 115, 116] 
and has been found to show reduced metabolic flux in E. coli evolution 
experiments [117, 118]. Due to the inability of these organisms to generate 
succinyl-CoA from 2-oxoglutarate, they instead reduce oxaloacetate to succinyl-
CoA “in reverse.” Moreover, the phosphoenolpyruvate (PEP)-pyruvate-
oxaloacetate node (also known as the anaplerotic node) is the metabolic link 
between the TCA cycle and glycolysis/ gluconeogenesis and acts as a switch to 
control how carbon flux is distributed through central carbon metabolism [119]. 
Interestingly, the TCA cycle splitting that we observed in the model 
predictions occurred at the metabolites 2-oxoglutarate and oxaloacetate, both of 
which are used to create various amino acids. 2-Oxoglutarate is used to produce 
the amino acids glutamate, glutamine, proline, and arginine, whereas the amino 
acids aspartate, asparagine, methionine, threonine, isoleucine, and lysine can be 
produced from oxaloacetate. The biological significance of a split TCA cycle is 
also manifested in the patterns of secretion and uptake reported in the literature. 
In particular, both 2-oxoglutarate and pyruvate (the two exchanged metabolites) 
have known transporters in E. coli [120, 121]. These metabolites are often 
observed in the extracellular environment [122–124], indicating that they are 
available for utilization. Moreover, cross-feeding of 2-oxoglutarate has been 
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observed between Saccharomyces cerevisiae and lactic acid bacteria [85] and in 
“Chlorochromatium aggregatum” [86], a phototrophic consortium of the green 
sulfur bacterium Chlorobium chlorochromatii and a proteobacterium 
(Comamonadaceae). Consequently, there is evidence that some of the strategies 
representing the division of labor identified by our approach are similar to the 
pathway configurations of existing consortia. 
Our predictions were initially produced under the assumption that the 
different perturbations applied by our method correspond to genetic 
modifications. However, they could equally be interpreted as being a 
consequence of instances of gene downregulation instead of gene loss [77]. In 
other words, all the solutions found by DOLMN may in principle manifest 
themselves in the form of phenotypic differentiation within a population of cells. In 
a complex multicellular system (such as the human body), this could occur in the 
form of division of labor among cell types in different tissues, whereas in clonal 
populations of microbes, this could imply phenotypic variation due to 
heterogeneous gene expression [125–127]. Single-cell studies of microbial 
physiology [77], aided by genome-scale models of metabolism, could help 
unravel both genomic and transcriptional variability potentially associated with 
division of labor in the microbial world. 
Experimental testing of the proposed division of labor strategies in E. coli 
may prove challenging due to the multiplicity of gene deletions that would have to 
be simultaneously performed, although conceptually driven complex redesign of 
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metabolic networks has been successfully implemented experimentally before 
[128, 129]. Recently developed technologies, such as multiplex automated 
genome engineering (MAGE) [130], conjugative assembly genome engineering 
(CAGE) [131], and the clustered regularly interspaced short palindromic repeat 
(CRISPR)/Cas system [132], could in principle facilitate such an endeavor. Still, a 
challenge of implementing multiple targeted knock- outs experimentally is the 
chance of encountering high-order epistatic interactions between genes that are 
difficult to predict computationally and that may result in nonviable strains. Thus, 
instead of implementing all of the genetic perturbations at once, it may be 
advisable to engineer increasingly complex interactions involving gradual 
modifications of different reactions and pathways. For example, rather than 
deleting genes, one could consider engineering promoters to reduce the flux 
through each reaction and potentially let the strains evolve in the laboratory. 
Alternatively, one could perform proteome perturbations through protein 
overexpression or energy dissipation [133]. 
Besides experimental testing, one could ask whether assortments of 
reactions similar to the ones predicted by DOLMN for our mutualistic E. coli 
strains can be found in existing organisms. For example, natural coexisting 
microbes may have identified, through long-term adaptation, metabolic strategies 
close to those predicted by DOLMN. This issue could be addressed by 
comparing the presence/absence of different metabolic enzymes in our predicted 
mutualistic strains to enzyme presence/absence profiles across microbial 
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genomes coexisting in specific environments [51]. A broader, related issue is 
whether the overall assortment of enzymes across individual species in complex 
communities is predictable on the basis of fundamental principles. Through a 
computationally improved future version of DOLMN, one could ask whether an 
ecosystem-level metabolic network could be correctly partitioned into metabolic 
net- works that are representative of major observed taxa. 
 
3.5 Conclusion 
We computationally explored the possible ways in which sets of metabolic 
reactions can be distributed among interacting microbial strains, with the goal of 
better understanding the trade-off between metabolic self-reliance and 
mutualistic exchange. The mathematical problem of designing metabolically 
viable organisms and communities from a global set of possible reactions is a 
very difficult one. The approach, heuristics, and examples illustrated in this work 
show, however, that solutions identified by our algorithm are feasible and 
biologically interpretable. Although direct experimental testing of our predictions 
would require further preliminary computational work (e.g. complementing the 
current analysis with dynamic FBA and kinetic modeling) and laborious 
generation of modified strains, it is important that instances of division of labor 
similar to what we predicted may be found from further scrutiny of known 
symbiotic relationships [134, 135] and experimental evolution data [136]. Thus, in 
addition to illustrating putative nontrivial avenues for engineering communities of 
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codependent strains (synthetic ecology design), our approach could be viewed 
as a step toward addressing a broader, overarching issue, namely, whether 
fundamental design principles can help improve understanding of microbial 
ecosystem diversity and the metabolic network structure of individual organisms 
in natural communities. Specifically, one could imagine that abundant horizontal 
gene transfer and long-term selection processes in ecosystems may have acted 
over geological time to efficiently allocate genes into mutually dependent 
organisms, very much in the manner in which our algorithm does. With 
increasing computational power and further optimized algorithms, it may become 
possible to extend our approach to a larger number of organisms, with the 
potential of providing a general theoretical scaffold for understanding how 
environments shape division of labor strategies and microbial diversity. 
 
3.6 Methods 
3.6.1 Flux balance analysis (FBA) 
To mathematically formulate FBA, let 𝐒 denote the stoichiometric matrix of 
dimensions 𝑚 ×  𝑛, where 𝑚 is the number of metabolites and 𝑛 the number of 
metabolic fluxes. Metabolic fluxes are defined as a vector 𝒙, where 𝒙𝑙𝑏 and 
𝒙𝑢𝑏 are lower and upper bounds, respectively, on the metabolic fluxes. These 
bounds are implied by empirical evidence of irreversibility or by nutrient 
availability in the growth medium. The cellular objective is expressed as a vector 
of weight coefficients for each reaction (e.g. biomass), denoted by c, and the 
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optimal objective value is a scalar value. The FBA problem is formulated as: 
𝐦𝐚𝐱𝐢𝐦𝐢𝐳𝐞𝒙   𝒄
𝑇𝒙 
𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭 𝐒𝒙 = 𝟎 
                    𝒙𝑙𝑏 ≤ 𝒙 ≤ 𝒙𝑢𝑏 
(3.1) 
where 𝟎 is the vector of all zeroes and (∙)𝑇 indicates transpose. 
3.6.2 Community-level flux balance analysis 
In order to perform FBA capturing all reactions spanning an entire 
microbial community, we introduce a “universal stoichiometric matrix,” also 
denoted by 𝐒, which expresses the stoichiometric coefficients of all metabolic 
reactions in the community irrespective of the organism they belong to, as in [36]. 
Specifically, 𝐒 ∈ ℝ𝑀×𝑁 where 𝑀 = 𝑀𝑒 + 𝑀𝑖 represents the number of distinct 
metabolites and 𝑁 = 𝑁𝑒 + 𝑁𝑡 + 𝑁𝑖 represents the number of distinct reactions 
(see Figure B.10a). The distinct M metabolites consist of two types: 𝑀𝑒 
extracellular metabolites and 𝑀𝑖 intracellular metabolites. There are 3 different 
types of reactions: 𝑁𝑒 extracellular reactions, 𝑁𝑡 transport reactions, and 𝑁𝑖 
intracellular reactions. The availability of nutrients (extracellular metabolites) from 
the environment is encoded in the extracellular reactions, and intracellular 
reactions encode each organism’s metabolism. Organisms use transport 
reactions to move metabolites between their intracellular compartment, which is 
unique to each organism in the community, and the extracellular environment, 
which is shared by all organisms in the community. 
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3.6.3 A method for metabolic division of labor 
We first reformulate the universal stoichiometric matrix 𝐒 to construct 
putative stoichiometric matrices for each species in the community. In particular, 
we construct a community stoichiometric matrix 𝐒𝐜 whose structure is shown in 
Figure B.10b. The block matrices 𝐒𝑒, 𝐒𝑡1, 𝐒𝑡2, and 𝐒𝑖 in 𝐒𝑐  are consistent with 
those in 𝐒. Organisms in the community share the same nutrients and 
extracellular reactions. Because there are 𝐾 organisms in the community, we 
replicate the block [𝐒𝑡2, 𝐒𝑖] that includes transport reactions and intracellular 
reactions K times and diagonally arrange them in 𝐒𝑐. Similar compositions of 
stoichiometric matrices had used in previous work on community level flux 
balance modeling [96, 137, 138].  
After the intracellular metabolites are obtained via the transport reactions, 
intracellular reactions take place inside each organism. This construction leads to 
a community stoichiometric matrix 𝐒𝑐 ∈ ℝ𝑀𝑐×𝑁𝑐, where 𝑀𝑐 = 𝑀𝑒 + 𝐾 × 𝑀𝑖 and 
𝑁𝑐 = 𝑁𝑒 + 𝐾 × (𝑁𝑡 + 𝑁𝑖). Notice that 𝐒
𝑐 has 1 block column for extracellular 
reactions (𝑁𝑒  columns) and 𝐾 block columns (of dimension 𝑁𝑡 + 𝑁𝑖), one for each 
organism, including all transport and intracellular reactions. 
To capture design choices, we introduce a binary putative vector 𝒕 = (𝑡1,···
𝑡𝑁𝑐), where 𝑡𝑗 ∈  {0,1}, 𝑗 = 1, … , 𝑁𝑐, is a binary variable, indicating whether the j-th 
reaction is included in the corresponding organism (Figure B.10b). With 𝒕 and 𝐒𝑐 
available, we can partition 𝐒𝑐 to 𝐾 individual matrices, 𝐒𝑘, by removing column 𝑗 
with 𝑡𝑗 = 0. 
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The problem of identifying 𝒕 can now be formulated as the following MILP 
problem: 
𝐦𝐚𝐱𝐢𝐦𝐢𝐳𝐞𝒙   𝒄
𝑇𝒙 
𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭 𝐒𝑐𝒙 = 𝟎 
                    𝒙𝑙𝑏 ≤ 𝒙 ≤ 𝒙𝑢𝑏 
                   diag(𝒙𝑙𝑏)𝒕 ≤ 𝒙 ≤ diag(𝒕𝑢𝑏)𝒕 
                   𝑡𝑗 ∈ {0,1} 
                   𝒕min ≤ 𝐑𝒕 ≤ 𝒕max 
(3.2) 
where diag(𝒙) denotes a diagonal matrix whose main diagonal consists of the 
elements of vector 𝒙, 𝐑 is a regularization matrix, and 𝒕min and 𝒕max are 
appropriately defined constant vectors. Specifically, by appropriately defining 
𝐑, 𝒕min, 𝒕max, we can impose constraints on the number of internal and transport 
reactions for each organism. 
3.6.4 The first optimization problem 
Suppose there are 𝐾 organisms. The upper bounds on the number of 
active transport reactions and intracellular reactions in each organism are TTR 
and TIN, respectively. We let xbiomk denote the flux of the biomass reaction for 
each organism 𝑘 = 1, … , 𝐾. We also let TRk and INk denote the index sets of the 
transport and intracellular reactions for each organism 𝑘, respectively. For 
example, suppose for organism 𝑘 the transport reactions have indices 4 and 6, 
and the internal reactions have indices 2, 5, and 9. Then, 𝑇𝑅𝑘  = {4,6} and 𝐼𝑁𝑘  =
{2,5,9}. Both of these sets are subsets of the entire reaction index set {1, … , 𝑁𝑐} 
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for the community. The MILP (as shown in Problem 3.2) takes the form: 
𝐦𝐚𝐱𝐢𝐦𝐢𝐳𝐞𝒙,𝒕   𝒄
𝑇𝒙 
𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭 𝐒𝑐𝒙 = 𝟎 
                    𝒙𝑙𝑏 ≤ 𝒙 ≤ 𝒙𝑢𝑏 
                    xbiom1 = ⋯ = xbiomK ≥ 0.1 
                   diag(𝒙lb)𝒕 ≤ 𝒙 ≤ diag(𝒙ub)𝒕 
                   ∑ 𝑡𝑗
𝑗∈𝑇𝑅𝑘
 ≤ 𝑇TR ,       𝑘 ∈ {1, ⋯ K} 
                   ∑ 𝑡𝑗
j∈𝐼𝑁k
 ≤ 𝑇IN , 𝑘 ∈ {1, ⋯ K} 
                    ti ∈ {0,1} 
(3.3) 
Let 𝒙∗, 𝒕∗denote an optimal solution of the MILP problem above. 
We note that solving such a large-scale MILP, which involves hundreds or 
thousands of integer variables, is computationally expensive. Our experiments 
suggest that solving Problem 3.3 for a community of two E. coli core models can 
be done relatively quickly (on the order of minutes or hours). On the other hand, 
solving the problem for a community model of two iJR904 E. coli models is very 
time-consuming. We employ certain methods to speed up finding an optimal 
solution. One method leverages the fact that instances with similar values for TTR 
and TIN have similar sets of active reactions. Specifically, as we decrease the 
values of TTR and TIN, we use the sets of active reactions corresponding to larger 
TTR and TIN to generate feasible solutions that are offered as putative solutions to 
the MILP solver. This tends to drastically decrease solution times. A 
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complementary approach uses a decomposition idea. In particular, for solving 
problems involving a community of K organisms, we can use solutions for K-1 
organisms and append solutions for the additional organism. This generates 
feasible solutions and it is possible to search for an effective feasible solution by 
varying the way the K-organism community is decomposed into a (K-1)-organism 
community and an additional organism.  
3.6.5 The second optimization problem 
In order to reduce redundant fluxes in transport and intracellular reactions, 
a second optimization problem is introduced where the integer variables are fixed 
to the optimal solution 𝒕∗of the first stage problem (Problem 3.3), and the 
biomass fluxes are also set to the optimal values obtained by the first stage 
problem (Problem 3.3). Specifically, we solve: 
𝐦𝐢𝐧𝐢𝐦𝐢𝐳𝐞𝒙   ‖𝒙(𝑁𝑒 + 1: end)‖1 
𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭 𝐒c𝐱 = 𝟎 
                    𝒙𝑙𝑏 ≤ 𝒙 ≤ 𝒙𝑢𝑏 
                    xbiomk = xbiomk
∗ , 𝑘 ∈ {0,1} 
                   diag(𝒙lb)𝒕
∗ ≤ 𝒙 ≤ diag(𝒙ub)𝒕
∗ 
(3.4) 
This problem minimizes the ℓ1 norm of the flux vector (excluding 




3.6.6 Data structure and analysis 
For each constraint on the number of transport reactions, TTR, DOLMN 
outputs a structure, C (“model”) for each strain. This structure C contains fields to 
indicate the constraint on the number of intracellular reactions, TIN 
(“model.sparse_con”); the reaction names in the global network (“model.rxns”); 
the growth rates at each TIN (“model.biomass”); the reaction flux values at each 
TIN (“model.flux”); and the reaction binary integer values at each TIN (“model.int”). 
For each value of TIN, TTR, and K, only a single simulation was performed. 
The analysis of the DOLMN output is performed in several MATLAB 
scripts. All analysis is split between the core and full iJR904 E. coli model. The 
scripts dolmn1a_parse_iJR904.m and dolmn1b_parse_core .m apply the function 
algorithm2models to all of the DOLMN outputs for the full and core iJR904 E. coli 
models, respectively. The function algorithm2models parses C into individual 
metabolic models, calculates the exchange flux of each individual strain (instead 
of the community exchange flux), and identifies exchanged metabolites. The 
scripts dolmn2a_summary_iJR904.m and dolmn2b_summary_core.m restructure 
the data for plotting, calculate the Jaccard distance and exchange flux 
correlations, and perform standard PCA (MATLAB function pca). Interpolation for 
the constraint landscapes are performed in dolmn2a_summaryInterp_iJR904.m 
and dolmn2b_summaryInterp_core.m. The only exception is the flux coupling 
analysis, which was performed separately. All main text figures are plotted by 
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dolmn3_figures_main.m and all supplementary figures are plotted in 
dolmn4_figures_supp.m. 
All data (raw and analyzed), functions, and scripts can be found in the 
GitHub repository (https://github.com/segrelab/dolmn). Analysis was performed 
with MATLAB 2017b. MILPs were solved by the use of GUROBI 7.0 [139]. 
3.6.7 E. coli models 
E. coli core [8] and genome-scale iJR904 [29] models were retrieved from 
the BiGG database [52]. The models were downloaded as .mat files in the 
COBRA (COnstraints-Based Reconstruction and Analysis) format [140]. 
Stoichiometric matrices were reformatted as a community stoichiometric matrix 
 𝐒𝐜, as previously described, and the results are shown in Figure B.10b. 
Reaction and metabolite names were re-ordered to correspond with the 
community stoichiometric matrix. 
3.6.8 Calculating net metabolite exchange flux from transport reaction flux 
Many metabolites have multiple transport reactions, which means that the 
net flux of a metabolite into or out of an organism (and thereby into or out of the 
environment) is typically represented by exchange reactions. However, in 
community flux balance analysis, organisms share exchange reactions (Figure 
B.10b). In order to determine if a strain subnetwork took up or secreted a 
metabolite in multi-strain communities, we had to calculate the net metabolite 
exchange flux within each strain subnetwork. The calculated net metabolite 







𝒌 is the exchange flux of organism 𝑘, 𝐱e
𝑘 is the transport flux of organism 
𝑘, and 𝐒𝑡1,𝑘 is the portion of the stoichiometric matrix for extracellular metabolites 
and transport reactions (see Figure B.10). 
3.6.9 Calculating metabolic differentiation 
Two metrics were used to measure metabolic differentiation based on 
intracellular reactions. Jaccard distance measures the difference in reaction 
content and quantifies diversification at the level of network topology. In contrast, 
Euclidean distance evaluates the difference in the magnitude and direction of 
reaction fluxes and therefore illustrates how the network topology is being utilized 
differently between strains. Both Jaccard and Euclidean distance metrics were 
used because, at the extreme, strains could have kept the same reactions (could 
have a zero Jaccard distance), but could have used the reactions differently 
(could have a non-zero Euclidean distance), as shown in Figure B.3a and b. The 
built-in MATLAB function pdist2 was used to calculate Jaccard and Euclidean 
distances, with the ‘jaccard’ and ‘euclidean’ metrics, respectively.  
3.6.10 Identifying exchanged metabolites 
Metabolites are exchanged if one strain secretes the metabolite (has a 
positive exchange flux) and the other takes it up (has a negative exchange flux). 
Metabolites that were part of the medium (e.g. hydrogen ions) were not 
considered to be exchanged even if one strain secretes it and the other takes it 
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up. We created the MATLAB function identifyExchangedMets to determine which 
metabolites, if any, are exchanged between strains. 
3.6.11 Principal component analysis 
Principal component analysis (PCA) was performed on the intracellular 
flux values of 1- and 2-strains using the built-in MATLAB function pca. The 
biomass flux was excluded from the intracellular reactions and was instead used 
to normalize the intracellular flux values. 
3.6.12 Correlation and hierarchical clustering of exchange reaction flux 
The MATLAB function corr was used to calculate the Spearman and 
Pearson correlations of exchange reaction fluxes, normalized by biomass flux, 
providing information on how metabolites are exchanged together. The 
Spearman correlation of exchange reaction fluxes was hierarchically clustered by 
the inner squared Euclidean distance (Ward’s method) using the MATLAB 
functions linkage and dendrogram. 
3.6.13 Flux coupling analysis 
Flux coupling analysis was performed using the Bayesian Metabolic Flux 
Analysis [108] MATLAB function bfba, which evaluates reaction fluxes as 
distributions instead of a single value. We sampled FBA solutions with 200 
samples of 5 independent Markov chain Monte Carlo chains for a total of 1,000 
flux vector samples, which represent all possible flux configurations compatible 
under the given constraints of minimal glucose medium. We used thinning and 
only accepted every 1,000th flux sample to reduce the correlation of successive 
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Markov chain Monte Carlo samples. Solutions were obtained with Gurobi [139] 
as the solver, the Gibbs sampler, and a 0.01 steady-state error on mass-balance. 
Flux coupling was indicated with flux sampling covariances, as in the function 
plotfluxcov. 
3.6.14 Data availability 
All data generated and analyzed in this study and the corresponding 
codes are available in the GitHub repository (https://github.com/segrelab/dolmn). 
3.7 Contributions 
Taiyao Wang, Qi Zhao, Ioannis Ch. Paschalidis, Daniel Segrè, and I 
contributed to the design of the study and to the definition of the problem. T.W., 
Q.Z., and I.C.P. formulated and solved the optimization problem. T.W. and I.C.P. 
developed the heuristics for large data sets. T.W. generated all simulation data 
sets. M.T. and T.W. analyzed the data. M.T. and D.S. implemented the metabolic 
analyses and biological interpretation.
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As the price of DNA sequencing has decreased, even beating Moore’s 
law, reading genomes is no longer the limiting factor in understanding microbes: 
interpreting genomes is. While genomes do in principle carry information on how 
microbes will behave in different environments, in practice the interpretability of 
genomic information is severely limited by our lack of knowledge about the 
function of many individual genes, as well as by a limited understanding of how 
genes work together to produce higher level functions (with flux balance analysis 
(FBA) being one of the few exceptions, though constrained to the subset of 
metabolic enzyme genes). Interpreting genomes to understand organismal 
functions requires complementary information. A promising avenue for obtaining 
this complementary knowledge if the rising new frontier of “phenomics”, which 
can be defined as the study of arrays of organismal behaviors (phenotypes) 
under multiple conditions or perturbations [141–144] Ultimately, it will be 
necessary to combine genomic and phenomic information in order to understand 
the genotype-phenotype relationship. This will allow researchers to translate 
genomics into functional knowledge, and to generate updated gene annotation 
based on phenotyping experiments [145, 146]. An important goal, towards the 
development and applicability of these approaches, is to understand and 
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organize high-throughput phenotypic data of organisms grown in a variety of 
environments [55, 147, 148]. This goal is the main focus of the research project 
described in this chapter.  
Understanding how a microbe behaves in different environments is 
important not only for basic biological understanding, but also for the purpose of 
engineering microbial communities [145, 149]. For example, microbes with 
orthogonal growth profiles (e.g. the ability to grow on different carbon sources) 
will not compete for the same nutrients, and have therefore a higher chance of 
being able to coexist. Future work will likely generate also increasing numbers of 
phenotypic data relevant for understanding synergistic interactions between 
different microbial species. For example, metabolite secretion profiles are 
measurable through exometabolomic experiments [62, 150], such as those 
described in Chapter 2. Using these secretion profiles, one could design cross-
feeding between microbes, by matching metabolic requirements and secretion 
rates between microbes [149]. This approach could enable the design of 
communities composed of microbes that are natively found in different 
environments, and which could collectively perform metabolic functions that 
cannot be achieved by individual microbes [67, 151, 152]. 
One of the questions specifically addressed in this chapter is whether it is 
possible to efficiently organize and condense phenotypic datasets based on the 
fact that some specific phenotypes may be predictable based on combinations of 
other phenotypes. Successfully addressing this question could have multiple 
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applications, including the capacity to more efficiently gather large phenotypic 
data for microbial ecosystem engineering: in order to assemble a microbial 
community based on phenotypic information, it would be necessary to perform 
growth assays yielding multiple microbial “metabolic fingerprint” [55]. Performing 
these growth assays for a multitude of organisms in a variety of environments is 
time- and labor-intensive. Consequently, instead of performing growth assays in 
every environment, it would be advantageous to find a subset of environments in 
which to measure growth and use these measurements to predict growth in other 
environments. 
This chapter begins to address this challenge by describing the 
preliminary results of a mathematical framework to understand which 
environments are most informative of strains’ phenotypes, which I provisionally 
name “multi-output subset selection” (MOSS). This method decomposes a 
dataset’s features into responses and predictors, and performs linear regression 
using these features. I apply MOSS to a phenotype dataset of yeasts grown 
aerobically on a variety of carbon sources [148], and build random forest models 
using the carbon sources as predictors. MOSS has the potential to enable 
experimentalists to minimize the number of experiments they need to perform 
while maintaining, with a certain degree of uncertainty, knowledge about the 





4.2.1 Yeast carbon assimilation growth profiles 
We took as our main dataset a subset of a table that describes how a 
variety of yeasts grow aerobically using 44 different compounds as the sole 
source of carbon (Figure 4.1a and Figure C.1). This reference manual was 
initially used to identify yeasts using phenotypic tests, and therefore describes 
the results of 91 physiological tests [148]. Descriptions of how these carbon 
assimilation tests were performed can be found in [148]. 
Growth of each yeast strain was originally discretized into six categories: 
negative (no growth), variable, weak, delayed, positive, and unknown. Strains 
with missing (unknown) data were removed; one of two carbon sources that were 
highly linearly correlated were also removed; and the variable, weak, and 
delayed growth categories were combined into a single category (see Methods). 
Each carbon source and yeast strain exhibit different profiles (Figure 4.1b, 
Figure 4.1c, and Figure C.2). Some carbon sources (e.g. glucose) could be 
utilized by almost all strains, while other carbon sources (e.g. methanol and 
inulin) could not be utilized by many strains (Figure 4.1b and Figure C.2). 
Likewise, some strains exhibited “generalist” tendencies, since they were able to 
grow on most carbon sources, while others (indicated in orange) were 
“specialists”, since they could only grow on a small portion of carbon sources 




Figure 4.1. Growth profiles of yeast strains grown aerobically on various carbon sources. 
(a) Two-dimensional hierarchical clustering of the experimental phenotypes of 462 yeast strains 
grown aerobically on 38 different carbon sources from [148]. Each entry represents the 
phenotype of a yeast under a specific condition, where the columns are different yeast strains 
and the rows are the carbon sources. (b and c) Stacked bar charts of the growth profile of each 
carbon source (b) and each yeast strain (c). Positive growth is indicated in black; variable, weak, 
or delayed growth is indicated in gray; and negative (no) growth is indicated in white. 
 
4.2.2 A method to separate growth phenotypes into predictors and 
responses 
Given a dataset of a variety of organisms grown in different environments, 
one can perform a regression to predict how organisms grow in environment A 
based on the linear combination of how organisms grow in environments B and 
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C. However, it may be better (from an accuracy perspective) to use environments 
A and B to predict environment C, or some other combination. Multi-output 
subset selection (MOSS), formulated as a combinatorial optimization problem 
and describe in detail in Methods, selects 𝑝 predictors from 𝑚 environments in 
order to predict 𝑚 − 𝑝 responses using linear regression. Accuracy is measured 
using the hinge loss function. 
Inputs of MOSS include the matrix (x) of organism by carbon source 
growth profiles; the number of predictors (p); and the maximum and minimum 
allowable values on the regression coefficients (M). Outputs of MOSS consist of 
a binary predictor vector (z) whose elements indicate whether an environment is 
a predictor or response, and the regression coefficients (β). Carbon sources 
(elements of z) can alternate between being a predictor or response, irrespective 
of their state under different constraints. 
4.2.3 Most used predictors have the largest entropy 
In order to determine which carbon sources best predict the growth on 
other carbon sources, we applied MOSS to the dataset of 462 yeast strains 
grown aerobically on 38 carbon sources (Figure 4.1). The number of predictors, 
𝑝, varied between using 1 and 37 carbon sources. D-gluconate was used as a 
predictor in almost all runs, except when there was only 1 predictor (Figure 
4.3a), in which D-xylose was used instead. Inulin, methanol, and D-glucose were 
never used as predictors (Figure 4.3a), since the yeast strains either always 
grew or never grew on these carbon sources (Figure 4.1b and Figure C.2). In 
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other words, inulin, methanol, and D-glucose contained less information (entropy) 
than the other carbon sources. Generally, the larger a carbon source’s entropy, 
the more often it was used as a predictor (Figure C.3). 
 
Figure 4.2. Carbon sources used as predictors. 
(a) Heat map of when a carbon source was used as a predictor (black) or as a response (white)  
as a function of the total number of predictors allowed. (b) Entropy of each carbon source. (a and 
b) Carbon sources are in descending order of how frequently the carbon source was used as a 
predictor. 
 
4.2.4 Building random forest classifiers 
MOSS uses regression to select predictors and responses, but a 
classification model would be better suited for our categorical dataset. Therefore, 
we chose to train random forest models using the predictors determined by 
MOSS. Random forests are an ensemble learning model that can perform 
classification by constructing a large collection of decision trees and taking the 
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majority vote of all the trees. Individually, decision trees are poor classifiers, but 
by democratically pooling their results, random forests can improve the predictive 
accuracy and control for over-fitting [153, 154]. The micro F1-score, which takes 
the weighted average of precision and recall, was used as the metric to assess 
the accuracy of the random forest models. Prior to training the models, we split 
the data into training and test sets (see Methods). 
We trained random forest models using 1 to 34 predictors, instead of 37 
predictors, for each response carbon source, excluding D-glucose. Models for D-
glucose were not trained because almost all strains exhibited positive growth 
(Figure 4.1b and Figure C.2). Therefore, when there was a single predictor (D-
xylose), 35 random forest models were trained, and when there were 34 
predictors, only 3 random forest models were trained (methanol, inulin, and myo-
inositol). 
Overall, the accuracy increases as the number of predictors increases 
(Figure 4.3 and Figure C.4), although not every carbon source is predicted 
equally well. When D-xylose is the only predictor, xylitol has the best accuracy 
(F1-score of 0.70) and inulin has the worst accuracy (F1-score of 0.26). 
However, inulin prediction accuracy increases as there are more predictors, while 
xylitol prediction accuracy decreases until it becomes a predictor (when 𝑝 = 5). 
Furthermore, methanol often has the best prediction accuracy, followed by inulin, 





Figure 4.3. Accuracy of the random forest models. 
Accuracy, as measured by the F1-scores, of each random forest model. Each line represents the 
carbon source that is being predicted. 
 
4.3 Methods 
4.3.1 Data pre-processing 
Values from the table in Chapter 6 in [148] were manually transcribed into 
Yeasts_CarbonAssimilation.csv, yielding a table with 590 yeast strains (samples, 
𝒏) and 44 carbon sources (features, 𝒎). Symbols for positive (“+”), negative (“–”), 
delayed (“D”), weak (“W”), variable (“V”), and unknown (“?”) growth were cast 
into categorical numbers. Negative growth was cast to 0; variable, weak, or 
delayed growth was cast to 1; positive growth was cast to 2; and unknown values 
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were cast as null (“NaN”). Spearman correlations between each pair of features 
were calculated, and one of two highly correlated features (absolute Spearman 
correlation greater than 0.74) were dropped (Table C.1), reducing the number of 
features to 38. Lastly, samples with at least one missing (null) value was also 
dropped, reducing the number of samples to 462. 
Categorical features were encoded as a one-hot numerical array, where 
each categorical level (negative; variable, weak, or delayed; and positive) was 
separately encoded and indicated by a 1 when that type of growth was exhibited. 
However, we eliminated the negative (0) categorical level, thereby yielding 2 
dummies out of the 3 categorical levels, and doubling the number of features to 
76. Zero values were cast to -1 so that the categorical one-hot arrays had values 
of -1 and 1 for hinge loss. 
4.3.2 Linear programming approach to linear regression 
Linear regression is a statistical method to model the linear relationship 
between response variables, 𝒚, and predictor variables, 𝒙, by estimating the 
parameters, 𝛃, that provide the best explanation for the data: 
𝒚 = 𝒙𝛃 + 𝜺 (4.1) 
One approach to model fitting involves minimizing the difference between the 
actual and predicted responses (the error). If the L1-norm, ∑ |?̂?𝑖 − 𝑦𝑖|
𝑛
𝑖=1 , is used 




𝐦𝐢𝐧𝐢𝐦𝐢𝐳𝐞𝜷 ∑|𝑦𝑖 − ?̂?𝑖|
𝑛
𝑖=1




𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭   −𝑀 ≤ ?̂?𝑗 ≤ 𝑀 ∀𝑗 
(4.2) 
where 𝑀 is a scalar value that bounds the estimated coefficients. 
4.3.3 A method to determine predictors and responses 
We first define the 𝑛 × 𝑚 matrix, 𝐱, of observations with 𝑛 samples and 𝑚 
attributes. We want to select a subset 𝑝 from the attributes and use this subset 
as predictors for the remaining 𝑚 − 𝑝 responses: 
𝐱 = 𝐱𝛃 + 𝜺 (4.3) 
where 𝛃 is the 𝑚 × 𝑚 coefficient matrix and 𝜺 is the noise vector. Note that 𝛽𝑗,𝑘 
represents how attribute 𝑗 is used to predict attribute 𝑘, and 𝑥𝑖,𝑗 denotes the value 
of attribute 𝑗 of sample 𝑖. Using the L1-penalty as a loss and including a sparsity 














𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭        𝑡𝑖,𝑗 − 𝒙𝒊𝜷𝒋 − β0,𝑗 ≤ 𝑤𝑖,𝑗 ∀𝑖, 𝑗 
                        −𝑡𝑖,𝑗 + 𝒙𝒊𝜷𝒋 − β0,𝑗 ≤ 𝑤𝑖,𝑗 ∀𝑖, 𝑗 




                        −𝑀𝑧𝑘 ≤ 𝛽𝑗,𝑘 ≤ 𝑀𝑧𝑘 ∀𝑗, 𝑘 




                        𝑤𝑖,𝑗 ≥ 0 ∀𝑖 
                        𝑧𝑗 ∈ {0,1} ∀𝑗 
                        𝛽,𝑗 ∈ ℝ ∀𝑖, 𝑗 
where 𝐰 is a dummy variable for the loss, decomposing the absolute value 
|𝐭 − 𝐱𝛃| into two parts; 𝜆 controls the sparsity or robustness constraint; 𝐭 is a 
dummy variable for whether an attribute affects the loss; 𝑧 is the indicator 
variable for whether an attribute is a predictor (𝑧𝑗 = 1) or a response (𝑧𝑗 = 0); 𝒙𝒊 
is the vector of the attributes of sample 𝑖; and 𝜷𝒋 are the vector of coefficients to 
predict attribute 𝑗. If an attribute is a predictor, then coefficients are bounded 
between ±𝑀 and 𝑡𝑖,𝑗 can be anything and will be set to 𝒙𝒊𝜷𝒋, thus not affecting 
the loss. However, if an attribute is a response, then coefficients are set to 0 and 
𝑡𝑖,𝑗 is set to 𝑥𝑖,𝑗, therefore affecting the loss. 
Since this dataset [148] involved categorical data, Problem 4.4 was 














𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭        𝑡𝑖,𝑗 − 𝒙𝒊𝜷𝒋 − β0,𝑗 ≤ 𝑤𝑖,𝑗 ∀𝑖, 𝑗 
                        −𝑡𝑖,𝑗 + 𝒙𝒊𝜷𝒋 − β0,𝑗 ≤ 𝑤𝑖,𝑗 ∀𝑖, 𝑗 








                        𝑥𝑖,𝑗𝑡𝑖,𝑗 ≥ 1 − 𝑤𝑖,𝑗 − 𝑀𝑧𝑗  ∀𝑖, 𝑗 
                        𝑤𝑖,𝑗 ≥ 0 ∀𝑖 
                        𝑧𝑗 ∈ {0,1} ∀𝑗 
                        𝑧𝑗 = 𝑧𝑘 if (𝑗, 𝑘) are in one group 
                        𝛽𝑖,𝑗 ∈ ℝ ∀𝑖, 𝑗 
4.3.4 Heuristics solutions to speed up branch-and-bound 
The MILP Problem 4.5 is NP-complete. We observed that solving 
Problem 4.5 with bigger 𝑝 (e.g. when the number of predictors is 34 or more) 
can be solved relatively quickly (on the order of minutes). However, solving this 
problem for fewer predictors becomes very slow or impossible. Consequently, we 
used a similarity-based heuristic method first in order to obtain the near-optimal 
feasible solution and offer it to the solver. This reduced the time needed by the 
solver to reach an optimal solution. 
We observed a similarity between the predictors selected at constraint 
bounds 𝑝 and 𝑝 + 1, where 𝑝 + 1 is a larger constraint bound. Consequently, 
after solving Problem 4.5 at the constraint bound 𝑝 + 1, the selector indicator 
variable is 𝑧𝑝+1. When solving at the constraint bound 𝑝, we added an additional 
constraint to ensure that the predictors at constraint bound 𝑝 are selected from 
the predictors at constraint bound 𝑝 + 1: 
𝑧𝑝+1
′ 𝑧 ≥ 𝑝 (4.6) 
where 𝑧 is the selector indicator at the constraint bound 𝑝. After solving Problem 
4.5, we obtain a sub-optimal selection indicator vector 𝑧greed1. This first heuristic 
 
96 
solution performs monotone selection since we remove a single attribute from 
𝑧𝑝+1. Data for this solution is not discussed in this chapter. 
In order to obtain three different attributes from 𝑧𝑝+1, we replaced 
Constraint 4.6 with the following, using 𝑧greed1 as the starting point: 
𝑧𝑝+1
′ 𝑧 ≥ 𝑝 − 1 (4.7) 
After solving Problem 4.5 with Constraint 4.7, we obtain a sub-optimal selection 
indicator vector 𝑧greed2. All data discussed in this chapter uses 𝑧greed2. 
4.3.5 Using the predictors in random forest models 
Prior to training random forest models, we randomly selected 50% of the 
samples in our dataset to form the training and validation set, and retained the 
remaining 50% of the samples as the test set. Two-fold cross-validation was 
used to tune parameters (e.g. the number of variables randomly sampled as 
candidates at each split, the maximum depth of the tree, etc.). Models were built 
using 1 to 34 features as predictors, out of the 37 total features. When 1 feature 
was used as a predictor, 35 models were constructed, and when 34 features 
were used as predictors, 3 models were constructed, one model for each 
response feature, excluding D-glucose. 
4.3.6 Data availability 
All data generated and analyzed in this study and the corresponding 
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Appendix A: Chapter 2 Supplemental Figures 
Table A.1. FBA simulation and growth experiment results for C. fimi growth on Biolog PM1 plates.  
Positive scores (growth in simulations and OD600 greater than the threshold in experiments) are indicated 
with a plus sign and are colored green. Negative scores (no growth in simulations and OD600 less than or 
equal to the threshold in experiments) are indicated with an em-dash and are colored orange. Undetermined 
scores (no transporter in the metabolic model and technical difficulties in the experiment) are indicated with 
n/a and are colored gray. Transporters that were manually added are noted in blue and metabolites that did 
not have a BiGG ID are noted in yellow. 
Carbon Source Transporter in Model? 
Modified BSM Modified MPIPES 
FBA Exp FBA Exp 
Negative Control n/a – – – – 
1,2-Propanediol No n/a + n/a – 
2`-Deoxyadenosine No n/a + n/a + 
2-Aminoethanol No n/a – n/a – 
Acetic acid No n/a n/a n/a – 
Acetoacetic acid No n/a – n/a – 
Adenosine No n/a + n/a + 
a-D-Glucose Yes + + + + 
a-D-Lactose Yes + + + + 
Adonitol No n/a – n/a – 
a-Hydroxybutyric acid No n/a + n/a – 
a-Hydroxyglutaric acid-g-Lactone No (no BiGG ID) n/a – n/a – 
a-Ketobutyric acid No n/a – n/a – 
a-Ketoglutaric acid No n/a + n/a – 
Ala-Gly No n/a – n/a – 
a-Methyl-D-Galactoside No n/a + n/a + 
b-Methyl-D-Glucoside No n/a + n/a + 
Bromosuccinic acid No (no BiGG ID) n/a – n/a – 
Citric acid No n/a – n/a – 
D-Alanine No n/a – n/a – 
D-Aspartic acid No n/a – n/a – 
D-Cellobiose Yes (manually added) + + + + 
D-Fructose Yes + + + + 
D-Fructose-6-Phosphate No n/a – n/a – 
D-Galactonic acid-g-Lactone No (no BiGG ID) n/a – n/a – 
D-Galactose Yes (manually added) + + + + 
D-Galacturonic acid No n/a n/a n/a – 
D-Gluconic acid No n/a – n/a – 
D-Glucosaminic acid No (no BiGG ID) n/a – n/a – 
D-Glucose-1-Phosphate No n/a – n/a – 
D-Glucose-6-Phosphate No n/a – n/a – 
D-Glucuronic acid No n/a – n/a – 
DL-a-Glycerol Phosphate Yes + – + – 
DL-Malic acid No (no BiGG ID) n/a – n/a – 
D-Malic acid No n/a – n/a – 
D-Mannitol Yes – – – – 
D-Mannose Yes + + + + 
D-Melibiose No n/a + n/a + 
D-Psicose No n/a – n/a – 
D-Ribose Yes + – + – 
D-Saccharic acid No n/a – n/a – 
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Carbon Source Transporter in Model? 
Modified BSM Modified MPIPES 
FBA Exp FBA Exp 
D-Serine No n/a – n/a – 
D-Sorbitol Yes – – – – 
D-Threonine No n/a – n/a – 
D-Trehalose Yes + + + + 
Dulcitol Yes – + – – 
D-Xylose Yes (manually added) + + + + 
Formic acid No n/a + n/a – 
Fumaric acid Yes + n/a + – 
Glucuronamide No (no BiGG ID) n/a – n/a – 
Gly-Asp No n/a – n/a – 
Glycerol Yes + + + + 
Glycolic acid No n/a n/a n/a – 
Gly-Glu Yes + – + – 
Glyoxylic acid No n/a – n/a – 
Gly-Pro Yes + n/a + – 
Inosine No n/a + n/a + 
Lactulose No (no BiGG ID) n/a + n/a + 
L-Alanine No n/a + n/a – 
L-Arabinose Yes + + + + 
L-Asparagine No n/a – n/a – 
L-Aspartic acid No n/a – n/a – 
L-Fucose No n/a – n/a – 
L-Galactonic acid-g-Lactone No (no BiGG ID) n/a + n/a – 
L-Glutamic acid Yes – – – – 
L-Glutamine No n/a – n/a – 
L-Lactic acid No n/a + n/a – 
L-Lyxose No n/a – n/a – 
L-Malic acid No n/a – n/a – 
L-Proline No n/a – n/a – 
L-Rhamnose No n/a + n/a + 
L-Serine No n/a – n/a – 
L-Threonine No n/a – n/a – 
Maltose Yes + + + + 
Maltotriose Yes + + + + 
Methylpyruvate No (no BiGG ID) n/a + n/a + 
m-Hydroxyphenyl Acetic acid No n/a + n/a – 
m-Inositol No n/a – n/a – 
Mono-Methylsuccinate No (no BiGG ID) n/a + n/a – 
m-Tartaric acid No n/a – n/a – 
Mucic acid No n/a + n/a n/a 
N-Acetyl-D-Glucosamine Yes + + + + 
N-Acetyl-D-Mannosamine No n/a n/a n/a – 
Phenylethylamine No n/a – n/a – 
p-Hydroxyphenyl Acetic acid No n/a – n/a – 
Propionic acid No n/a n/a n/a – 
Pyruvic acid No n/a + n/a + 
Succinic acid Yes + n/a + – 
Sucrose Yes – + – + 
Thymidine No n/a + n/a + 
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Carbon Source Transporter in Model? 
Modified BSM Modified MPIPES 
FBA Exp FBA Exp 
Tricarballylic acid No n/a – n/a – 
Tween 20 No (no BiGG ID) n/a + n/a + 
Tween 40 No (no BiGG ID) n/a + n/a – 
Tween 80 No (no BiGG ID) n/a – n/a – 
Tyramine No n/a + n/a – 





Table A.2. FBA simulation and growth experiment results for Y. lipolytica growth on Biolog PM1 
plates.  
Positive scores (growth in simulations and OD600 greater than the threshold in experiments) are indicated 
with a plus sign and are colored green. Negative scores (no growth in simulations and OD600 less than or 
equal to the threshold in experiments) are indicated with an em-dash and are colored orange. Undetermined 
scores (no transporter in the metabolic model and technical difficulties in the experiment) are indicated with 
n/a and are colored gray. 
Carbon Source Transporter in Model? 
FBA 
Exp 
w/ Citrate w/o Citrate 
Negative Control  + – – 
1,2-Propanediol No n/a n/a – 
2`-Deoxyadenosine Yes + – – 
2-Aminoethanol No n/a n/a – 
Acetic acid Yes + + + 
Acetoacetic acid No n/a n/a – 
Adenosine Yes + + – 
a-D-Glucose Yes + + + 
a-D-Lactose No n/a n/a – 
Adonitol No n/a n/a – 
a-Hydroxybutyric acid No n/a n/a – 
a-Hydroxyglutaric acid-g-Lactone No n/a n/a – 
a-Ketobutyric acid No n/a n/a – 
a-Ketoglutaric acid Yes + + – 
Ala-Gly No n/a n/a + 
a-Methyl-D-Galactoside No n/a n/a – 
b-Methyl-D-Glucoside No n/a n/a – 
Bromosuccinic acid No n/a n/a – 
Citric acid Yes + + – 
D-Alanine No n/a n/a – 
D-Aspartic acid No n/a n/a – 
D-Cellobiose No n/a n/a – 
D-Fructose Yes + + + 
D-Fructose-6-Phosphate No n/a n/a – 
D-Galactonic acid-g-Lactone No n/a n/a – 
D-Galactose Yes + + – 
D-Galacturonic acid No n/a n/a – 
D-Gluconic acid No n/a n/a + 
D-Glucosaminic acid No n/a n/a – 
D-Glucose-1-Phosphate No n/a n/a – 
D-Glucose-6-Phosphate No n/a n/a – 
D-Glucuronic acid No n/a n/a – 
DL-a-Glycerol Phosphate No n/a n/a – 
DL-Malic acid No n/a n/a – 
D-Malic acid No n/a n/a + 
D-Mannitol No n/a n/a + 
D-Mannose Yes + + + 
D-Melibiose Yes + + – 
D-Psicose No n/a n/a – 
D-Ribose Yes + + + 
D-Saccharic acid No n/a n/a – 
D-Serine No n/a n/a – 
D-Sorbitol Yes + + + 
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Carbon Source Transporter in Model? 
FBA 
Exp 
w/ citrate w/o citrate 
D-Threonine No n/a n/a – 
D-Trehalose Yes + + – 
Dulcitol No n/a n/a – 
D-Xylose Yes + + – 
Formic acid Yes + – – 
Fumaric acid Yes + + – 
Glucuronamide No n/a n/a – 
Gly-Asp No n/a n/a – 
Glycerol Yes + + + 
Glycolic acid No n/a n/a – 
Gly-Glu No n/a n/a – 
Glyoxylic acid No n/a n/a – 
Gly-Pro No n/a n/a + 
Inosine Yes + + – 
Lactulose No n/a n/a – 
L-Alanine Yes + + + 
L-Arabinose Yes + – – 
L-Asparagine Yes + – – 
L-Aspartic acid Yes + + + 
L-Fucose No n/a n/a – 
L-Galactonic acid-g-Lactone No n/a n/a – 
L-Glutamic acid Yes + + + 
L-Glutamine Yes + + + 
L-Lactic acid Yes + – – 
L-Lyxose No n/a n/a – 
L-Malic acid Yes + + + 
L-Proline Yes + + + 
L-Rhamnose No n/a n/a – 
L-Serine Yes + + + 
L-Threonine Yes + – – 
Maltose Yes + – – 
Maltotriose No n/a n/a – 
Methylpyruvate No n/a n/a – 
m-Hydroxyphenyl Acetic acid No n/a n/a – 
m-Inositol Yes + – – 
Mono-Methylsuccinate No n/a n/a – 
m-Tartaric acid No n/a n/a – 
Mucic acid No n/a n/a – 
N-Acetyl-D-Glucosamine No n/a n/a + 
N-Acetyl-D-Mannosamine No n/a n/a – 
Phenylethylamine No n/a n/a – 
p-Hydroxyphenyl Acetic acid No n/a n/a – 
Propionic acid No n/a n/a + 
Pyruvic acid Yes + + + 
Succinic acid Yes + + – 
Sucrose Yes + – – 
Thymidine Yes + – – 
Tricarballylic acid No n/a n/a – 
Tween 20 No n/a n/a + 
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Carbon Source Transporter in Model? 
FBA 
Exp 
w/ citrate w/o citrate 
Tween 40 No n/a n/a + 
Tween 80 No n/a n/a + 
Tyramine No n/a n/a – 






Figure A.1. Cellulase kinetic parameters. 
Kinetic parameters for cellulase (EC number 3.2.1.4) displayed as a histogram. Values for 𝑲𝑴 (a) 






Figure A.2. Metabolites secreted and taken up by C. fimi in dynamic flux balance analysis 
simulations with extracellular enzyme degradation. 
(a to c) Growth of C. fimi was simulated in modified BSM with cellulose as the carbon source. (a) 
Four metabolites were secreted (water not pictured). Growth ended at 19.5 hours, indicated by 
the gray shaded area. (b and c) Sixteen metabolites were consumed (hydrogen ions not 
pictured). Succinate (b) was consumed for three time steps prior to no growth, when thiamin (c) 
was completely consumed. (c) Thiamin is on the right, µM y-axis, all other metabolites are on the 





Figure A.3. Exchange fluxes of C. fimi and Y. lipolytica simulated as a coculture in YNB 
without citrate displayed as a crossfeedogram. 
The x-axis and the y-axis represent the exchange flux of C. fimi and Y. lipolytica, respectively. 
Markers are colored by the time point, and arrows show the change in direction of exchange flux 
for a metabolite. When an exchange flux is positive for both C. fimi and Y. lipolytica (quadrant I), 
then that metabolite is being secreted by both microbes; and when an exchange flux is negative 
for both C. fimi and Y. lipolytica (quadrant III), then that metabolite is being consumed by both 
microbes. However, if an exchange flux is positive for C. fimi and negative for Y. lipolytica 
(quadrant II) or vice-versa (quadrant IV), then that metabolite is being exchanged by C. fimi and 




Figure A.4. Exchange fluxes of C. fimi and Y. lipolytica simulated as a coculture in YNB 
displayed as a crossfeedogram. 
The x-axis and the y-axis represent the exchange flux of C. fimi and Y. lipolytica, respectively. 
Markers are colored by the time point, and arrows show the change in direction of exchange flux 
for a metabolite. When an exchange flux is positive for both C. fimi and Y. lipolytica (quadrant I), 
then that metabolite is being secreted by both microbes; and when an exchange flux is negative 
for both C. fimi and Y. lipolytica (quadrant III), then that metabolite is being consumed by both 
microbes. However, if an exchange flux is positive for C. fimi and negative for Y. lipolytica 
(quadrant II) or vice-versa (quadrant IV), then that metabolite is being exchanged by C. fimi and 




Figure A.5. Metabolite concentrations of simulations of C. fimi and Y. lipolytica 
monocultures and coculture in YNB without citrate. 
The x-axis represents time, and the labeled y-axis indicates the metabolite concentration in mM. 
Monoculture and coculture simulations are indicated by dashed and solid lines, respectively, 
where purple dashed lines are C. fimi monoculture simulations and orange dashed lines and Y. 
lipolytica monoculture simulations. Exchange flux types (whether a metabolite is secreted, 
consumed, exchanged, or not used) are colored at each time point, with the top representing the 
C. fimi monoculture, the bottom representing the Y. lipolytica monoculture, and the middle 
representing the C. fimi and Y. lipolytica coculture. Metabolites that are not utilized are gray, 
metabolites that are secreted are green, metabolites that are consumed are blue, and metabolites 





Figure A.6. Metabolite concentrations of simulations of C. fimi and Y. lipolytica 
monocultures and coculture in YNB. 
The x-axis represents time, and the labeled y-axis indicates the metabolite concentration in mM. 
Monoculture and coculture simulations are indicated by dashed and solid lines, respectively, 
where purple dashed lines are C. fimi monoculture simulations and orange dashed lines and Y. 
lipolytica monoculture simulations. Exchange flux types (whether a metabolite is secreted, 
consumed, exchanged, or not used) are colored at each time point, with the top representing the 
C. fimi monoculture, the bottom representing the Y. lipolytica monoculture, and the middle 
representing the C. fimi and Y. lipolytica coculture. Metabolites that are not utilized are gray, 
metabolites that are secreted are green, metabolites that are consumed are blue, and metabolites 





Figure A.7. Measured and predicted OD as a function of wavelength. 





Figure A.8. Distance and estimated 𝜶 as a function of measured 𝜶. 
Euclidean distance between measured and predicted optical density (a) and estimated 𝜶 (b) 
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Figure B.1. (TTR,TIN) landscapes of 3-strain subnetworks. 
The gray region depicts the infeasible region in which strain subnetworks cannot grow because 
there are not enough transport reactions to take up and secrete metabolites. Strain subnetworks 
were required to maintain a biomass flux of at least 0.1 h-1. Each data point represents a single 
simulation. (a) Growth landscape of 3-strain subnetworks. (b and c) Growth landscape of the 
differences in growth rates between 3- and 1-strain subnetworks (b) and the difference in growth 
rates between 3-strain and 2-strain subnetworks (c), where the constraints under which 3-strain 
subnetworks grow faster than 1-strain (b) or 2-strain (c) subnetworks are indicated. Only 
constraints under which 1-strain and 3-strain subnetworks (b) or 2-strain and 3-strain 
subnetworks (c) can both grow are included. (d) Metabolic distance landscape of 3-strain 
subnetworks, averaged over the distances between strains A and B, A and C, and B and C. 
Strains that are more metabolically differentiated (have fewer reactions in common) are 
represented by a greater distance. (e and f) The growth rates of 3-strain communities compared 
to 1-strain (e) and 2-strain (f) communities. Gray circles are constraints where 1-strain (e) or 2-
strain (f) communities grew faster than 3-strain communities, and the colored circles are 
constraints where 3-strain communities grew faster than 1-strain (e) or 2-strain (f) communities. 





(a) Minimum number of intracellular reactions needed for growth (TIN) as a function of the number 
of strains (K). (b) Number of intracellular reactions in common between 2 strains (orange) and 3 
strains (purple) at their minimum TIN. (c) Transport reactions kept when the number of transport 






(a and b) Jaccard distance between 2-strain subnetwork reaction binary vectors (a) and the 
Euclidean distance between 2-strain subnetwork fluxes (b) as a function of TIN. Distance between 
2-strain subnetworks generally decreases as TIN increases, except when TTR = 9 (a and b) and 11 
(b). The number of exchanged metabolites increases as the Jaccard distance increases for 2-
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strain (c) and 3-strain (d) communities. (e) Phi coefficient of Jaccard distance or (f) Point-Biserial 
correlation of Euclidean distance and metabolite exchange profiles of 2-strain subnetwork 
simulations. Positive values indicate that a metabolite is exchanged when pathways are 
metabolically differentiated, and negative values indicate that a metabolite is not exchanged when 




Figure B.4. Principal component analysis. 
Each subplot shows the PCA plot for strain x (solid line, downward triangle) and strain y (dotted 
line, upward triangle) of 2-strain subnetworks at the indicated TTR. The color of the marker 





Figure B.5. (TTR,TIN) Jaccard landscapes of metabolic differentiation by pathway. 
Data represent the Jaccard distance between the reaction binary vectors (𝒕) of each pathway in 
2-strain subnetwork simulations. Strains that are more metabolically differentiated (have fewer 





Figure B.6. (TTR,TIN) Euclidean landscapes of metabolic differentiation by pathway. 
Data represent the Euclidean distance between the flux vectors (𝒙) of each pathway in 2-strain 






Figure B.7. Metabolite exchange profiles for 2-strain subnetwork simulations. 





Figure B.8. Metabolite exchange profiles for 3-strain subnetwork simulations. 






(a) Pearson correlation and (b) Bayesian flux covariance of exchanged metabolites in 2-strain 
communities, clustered as described for Figure 3.5b. (c to f) Scatter plot of exchange fluxes with 




Figure B.10. The structure of the stoichiometric matrices. 
(a) Structure of the universal stoichiometric matrix 𝐒. Block 𝐒𝒆 represents the set of extracellular 
reactions used to take up nutrients from or secrete nutrients into the environment. Blocks 𝐒𝒕𝟏 and 
𝐒𝒕𝟐 represent the set of transport reactions between extracellular and intracellular metabolites. 
Block 𝐒𝒊 represents the set of intracellular reactions among intracellular metabolites. (b) The 
structure of the stoichiometric matrix for the whole community 𝐒𝒄 ∈  ℝ𝑴𝒄×𝑵𝒄, with the 
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Figure C.1. Growth profiles of yeast strains grown aerobically on various carbon sources. 
Two-dimensional hierarchical clustering of the experimental phenotypes of 590 yeast strains 
grown aerobically on 44 different carbon sources from [148]. Each entry represents the 
phenotype of a yeast under a specific condition, where the columns are different yeast strains 
and the rows are the carbon sources. Positive growth is indicated in black; variable, weak, or 
delayed growth is indicated in gray; negative (no) growth is indicated in white; and unknown (null) 








Figure C.2. Histograms of strain growth profiles. 
Normalized histograms of the growth profiles of 590 yeast strains grown aerobically on 44 carbon 
sources from [148]. Positive growth is indicated in black; variable, weak, and delayed growth is 
indicated in shades of gray; negative (no) growth is indicated in white; and unknown (null) values 
are not shown. 
 
 
Figure C.3. Entropy and the number of times a carbon source is used as a predictor. 
 
 




Table C.1. Highly correlated carbon sources. 
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