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GENERALIZATION OF PROXIMATE ORDER AND APPLICATIONS
IGOR CHYZHYKOV, PETRO FILEVYCH, AND JOUNI RA¨TTYA¨
Abstract. We introduce a concept of a quasi proximate order which is a generaliza-
tion of a proximate order and allows us to study efficiently analytic functions whose
order and lower order of growth are different. We prove an existence theorem of a
quasi proximate order, i.e. a counterpart of Valiron’s theorem for a proximate order.
As applications, we generalize and complement some results of M. Cartwright and
C. N. Linden on asymptotic behavior of analytic functions in the unit disc.
1. Introduction and main results
This paper concerns the asymptotic behavior of analytic functions f whose order of
growth σM(f) and the lower order λM (f), defined via the maximum modulus function
M(r, f) = max{|f(z)| : |z| = r}, are distinct. In particular, we search for asymptotic
lower estimates for log |f | and its Lp-mean on the circle of radius r centered at the origin.
Lindelo¨f proximate order ρ(r) has been widely and effectively used in the frame of such
problems [11, 12, 13, 16]. It allows one to majorize logM(r, f) by the flexible function
V (r) = rρ(r), where ρ(r) → ρM (f), as r approaches either to ∞ (the case of entire
functions) or to 1 (the case of functions analytic in the unit disc). Indeed, by Valiron’s
theorem [11, 12, 13] for each entire function of finite order there exists a proximate order
ρ(r) such that logM(r, f) ≤ V (r) for all r, and logM(rn, f) = V (rn) for some sequence
(rn) tending to ∞. Such a proximate order is called a proximate order of an entire
function f . This concept plays an essential role in the theory of functions of completely
regular growth [13]. However, the defect of this approach is that it completely ignores
the value of the lower order. For entire functions f of finite lower order λM (f) there is a
notion of a lower proximate order λ(r) [11, 13], which allows to majorize logM(r, f) by
rλM (f)+o(1) on a sequence of values of r tending to ∞. Unfortunately, such a conclusion
is in many cases far from being satisfactory. This leads us to the problem of constructing
a majorant V (r) for logM(r, f) such that, on one hand, it keeps the information about
both the order ρM (f) and the lower order λM (f) well enough, and, on the other hand,
it is sufficiently flexible. In particular we require that it satisfies Caramata’s condition
V (2r) = O(V (r)) as r → ∞. It turns out that this is impossible in the frame of
proximate order and its known generalizations. We solve this problem by introducing
the notion of a quasi proximate order. It allows us to complement and generalize some
results of M. Cartwright [3] and C. N. Linden [14, 15].
We proceed towards the statements of our findings via necessary definitions. Let 1 ≤
r0 <∞. A function σ : [r0,∞)→ (0,∞) is called a quasi proximate order if there exist
two constants 0 ≤ λ < ρ < ∞ and an associated function A∗ = A∗σ : [r0,∞) → (0,∞)
such that
(1) σ ∈ C1[r0,∞);
(2) lim sup
t→∞
σ(t) = ρ;
(3) lim inf
t→∞
σ(t) = λ;
(4) lim supt→∞ |σ
′(t)|t log t <∞;
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(5) A∗ is nondecreasing and A∗(t) ≤ tσ(t) ≤ (1 + o(1))A∗(t), as t→∞.
Even though tσ(t) is not necessarily monotone, it follows from (2) and (4) that tσ(t) ≍
(2t)σ(2t), as t→∞. Namely, (2) and (4) yield σ(t) ≤ 2ρ, if t ≥ t0, and
σ(t)−
C
log t
≤ σ(2t) ≤ σ(t) +
C
log t
, t ≥ t0,
for some constants C = C(σ) > 0 and t0 = t0(σ) > 1. These inequalities imply
tσ(t) ≍ (2t)σ(2t) which together with (5) yields A∗(2t) . A∗(t), as t→∞.
A function satisfying properties (1)–(3) and
(4’) lim supt→∞ |σ
′(t)|t log t = 0,
is called oscillating or a generalized proximate order. If, in addition, m < λ ≤ ρ < m+1
for some m ∈ N ∪ {0}, then σ is called a Boutroux proximate order. Such modifications
of a proximate order, their properties and applications can be found in [11, Chap. 2,
§5], [4], [1], [17]. The notion of an oscillating proximate order was used to generalize the
theory of functions of completely regular growth to classes of functions of non-regular
growth [1, 4]. The main disadvantage of this approach is the lack of an existence theorem.
All aforementioned generalizations can be used provided that the upper limit (2) or the
lower limit (3) is finite. The reference [10] deals with the case when it is not the case.
Finally, if ρ = λ then a generalized proximate order coincides with a proximate order.
Our first main result shows that for each non-decreasing function A satisfying tα .
A(t) . tβ for some 0 ≤ α < β < ∞, there exists a quasi proximate order σ such that
the function tσ(t) is in a sense a smooth pointwise majorant of A and still reflects the
behavior of A in a useful and natural way. The precise statement reads as follows.
Theorem 1. Let 1 ≤ r0 <∞ and let A be a positive continuous non-decreasing function
on [r0,∞) such that
lim sup
t→∞
logA(t)
log t
= ρ, lim inf
t→∞
logA(t)
log t
= λ, 0 ≤ λ < ρ <∞. (1.1)
Then, for each fixed η ∈ (0, ρ − λ), there exists a quasi proximate order σ = σρ,λ,η :
[r0,∞)→ (0,∞), with the associated function A
∗ = A∗σ : [r0,∞)→ (0,∞), such that
(1) lim sup
t→∞
σ(t) = ρ;
(2) lim inf
t→∞
σ(t) = λ+ η;
(3) A(t) ≤ tσ(t) for all r0 ≤ t <∞.
It is tempting to think that in the statement (2) of Theorem 1 one may replace λ+η by
λ. However, this is not possible without violating the condition lim supt→∞ |σ
′(t)|t log t <
∞ of a quasi proximate order. In Section 2 we construct a non-decreasing function A
which shows this last claim. It also follows from the argument used that no generalized
proximate order satisfying the limit conditions (2) and (3) of the definition exists for the
constructed A. The proof of Theorem 1 is also given in Section 2. The proof itself is a
technical handmade construction which relies on the use of suitable auxiliary functions
induced by A and inductive defining of σ and A∗.
Our primary interest in this paper relies on analytic functions in the unit disc D =
{z : |z| < 1}. For this aim we first pull Theorem 1 to the setting of unit interval [0, 1)
by the substitution t = 11−r , and then apply it to the logarithm of a suitable maximum
modulus function. To be precise, recall that for an analytic function f in D, the order
and the lower order are defined by
σM (f) = lim sup
r→1−
log+ log+M(r, f)
log 11−r
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and
λM (f) = lim inf
r→1−
log+ log+M(r, f)
log 11−r
,
respectively. Let now f be an analytic function in D such that 0 ≤ λM (f) < σM (f) <∞.
Write A(t) = logM(1− 1t , f) for all 1 ≤ t <∞. Then, for given η ∈ (0, σM (f)−λM(f)),
there exist λ and its associated function A∗ = A∗λ on [0, 1) such that
(1) λ ∈ C1[0, 1);
(2) lim sup
r→1−
λ(t) = σM (f);
(3) lim inf
r→1−
λ(t) = λM (f) + η;
(4) lim sup
r→1−
|λ′(r)|(1 − r) log
1
1− r
<∞;
(5) A∗(r) ≤ 1
(1−r)λ(r)
≤ (1 + o(1))A∗(r), as r → 1−;
(6) A∗ is nondecreasing and A∗
(
1+r
2
)
. A∗(r) for all 0 ≤ r < 1;
(7) logM(r, f) ≤ 1
(1−r)λ(r)
for all 0 ≤ r < 1.
To see this, it is enough to set λ(r) = σ( 11−r ), where σ is that of Theorem 1 applied
to A. Then (1)–(6) are immediate while (7) comes from the statement (3) of the said
theorem. If the properties (1)–(7) hold, then λ is called a quasi proximate order of the
analytic function f in D, related to η ∈ (0, σM (f)− λM (f)). Further, if
(4’) lim sup
r→1−
|λ′(r)|(1 − r) log
1
1− r
= 0,
then λ is a generalized proximate order of f .
We now proceed towards the statement of our second main result. Some more defini-
tions are needed. Let
mp(r, log |f |) =
(
1
2pi
∫ 2pi
0
| log |f(reiθ)||p dθ
) 1
p
, 0 < r < 1,
and, by following [14], define
ρp(f) = lim sup
r→1−
log+mp(r, log |f |)
− log(1− r)
, λp(f) = lim inf
r→1−
log+mp(r, log |f |)
− log(1− r)
.
It is known [14] that ρp(f) is an increasing function of p and pρp(f) is convex on (0,∞).
Further, define ρ∞(f) = limp→∞ ρp(f) as in [5]. Linden [14] proved the identity σM (f) =
ρ∞(f) and showed that
ρp(f) ≤ σM (f) ≤ ρp(f) +
1
p
, 0 ≤ p <∞, (1.2)
provided σM (f) ≥ 1. In general, σM (f) ≤ ρ∞(f) for all analytic functions in D. Observe
that the left-hand inequality in (1.2) is no longer true if σM (f) < 1. A Blaschke
product B such that ρp(B) = 1 −
1
p while σM (B) = 0 gives a counter example [6].
Further properties of the order ρ∞(f) can be found in [5].
Our aim is to establish a counterpart of (1.2) for λp(f) and λM (f). This is what we
obtain from our next result. Recall that the upper density of a measurable set E ⊂ [0, 1)
is defined as D(E) = lim supr→1−
m(E∩[r,1))
1−r , where m(F ) denotes the Lebesgue measure
of the set F .
Theorem 2. Let f be an analytic function in D such that it admits a generalized prox-
imate order λ, and either 1 < λM (f) < σM (f) < ∞ or 0 ≤ λM (f) < σM(f) ≤ 1. Let
1 ≤ p <∞ and ε > 0. Then
mp(r, log |f |) .
1
(1− r)
λ(r)
(
1− 1
σM (f)
)+
+1+ε
, r→ 1−. (1.3)
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In particular, if η ∈ (0, σM (f)− λM (f)) then
mp(r, log |f |) .
1
(1− r)
(λM (f)+η)
(
1− 1
σM (f)
)+
+1+ε
, r ∈ E, (1.4)
where E = Eε,η ⊂ [0, 1) is of upper density one.
The method we employ in the proof does not allow us to treat the case λM (f) ≤ 1 <
σM (f) and therefore it remains unsettled.
Corollary 3. Let f be an analytic function in D such that it admits a generalized
proximate order λ, and either 1 < λM (f) < σM (f) < ∞ or 0 ≤ λM (f) < σM (f) ≤ 1.
Let η ∈ (0, σM (f)− λM (f)) and 1 ≤ p <∞. Then
λp(f) ≤ λM (f)
(
1−
1
σM (f)
)+
+ 1, λM (f) ≤ λp(f) +
1
p
. (1.5)
Corollary 3 complements (1.2). Indeed, the left-hand inequality in (1.2) is the limit
case λM (f) = σM(f) of the first inequality in (1.5) with σM (f) ≥ 1. However, the
sharpness of Corollary 3 itself remains unsettled. We just note here that a similar
phenomenon appears in estimates of growth for the central index of analytic functions
in the unit disc in terms of orders of their maximum term [20].
The proof of Theorem 2 occupies most of the body of the remaining part of the paper.
It follows the scheme of the proof of [14, Theorem 1] to some extent but a substantial
amount of different arguments is needed. Some of the auxiliary results obtained on the
way to the proof are of independent interest. The first step towards to proof of the
theorem is to estimate the number of zeros of an analytic function in polar rectangles
in terms of its proximate order. Our result in this direction is Proposition 7 which is
proved in Section 3. The second step is to establish an appropriate generalization of the
following lemma due to Cartwright [3, Lemma 1].
Lemma A. Let 0 < R < ∞, 0 < α < ∞ and pi2α < β < ∞. Let F be analytic and
non-vanishing in the truncated sector Ω = ΩR,β = {re
iθ : R ≤ r <∞, |θ| ≤ β} such that
log |F (z)| < B|z|α, z ∈ Ω, (1.6)
for some constant B > 0. Then, for given δ > 0, there exists a constant K = K(δ) > 0
such that
log |F (reiθ)| > −KBrα, |θ| ≤ β − δ, R ≤ r <∞.
Lemma A plays a crucial role in the proof of [3, Theorem 2]. Linden [15] generalized
Cartwright’s lemma to the case in which the power function |z|α is replaced by V (|z|) =
|z|ρ(|z|), where ρ(r) is a proximate order of F , and applied it to analytic functions in the
unit disc. In [18] and [2] the authors considered the question of when the conclusions of
the lemma can be strengthened. They showed that indeed a stronger conclusion can be
made if certain extra hypothesis on V is imposed.
In this paper we are interested in the question of to what extent the hypotheses of
Lemma A can be relaxed and still have the same lower estimate? It appears that it is
enough to assume that ρ(r) is a generalized proximate order. It is worth underlining here
that this allows f to be of non-regular growth. Moreover, it seems that the conclusion
is no longer true for a quasi proximate order. Our generalization of Cartwright’s lemma
reads as follows.
Proposition 4. Let l : [1,∞) → (0,∞) be a generalized proximate order such that
0 < lim inft→∞ l(t) = l1 < lim supt→∞ l(t) = l2 < ∞. Let ε > 0, 0 < q < 1 and
0 < R <∞. Let G be analytic and non-vanishing such that
log |G(reiθ)| < r
l(r)
1+ε
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on the domain
{
reiθ : R < r <∞, |θ| ≤ pi2l(r)q
}
. Then, for each 0 < δ < pi/2l2q, we
have
log |G(reiθ)| > −rl(r), |θ| ≤
pi
2l(r)q
− δ, r →∞.
The proposition allows us to deduce the following result concerning real parts of ana-
lytic functions in the unit disc. It is a counterpart of [15, Theorem 3] and of independent
interest.
Theorem 5. Let σ be a generalized proximate order such that λ(r) = σ(1/(1 − r))
satisfies 1 < lim infr→1− λ(r) < lim supr→1− λ(r) < ∞. Let ε > 0 and let f be analytic
in D such that f(0) = 0 and
ℜf(reiθ) <
1
(1− r)λ(r)
, 0 ≤ θ < 2pi, r0 < r < 1, (1.7)
for some r0 ∈ (0, 1). Then
|ℜf(reiθ)| <
1
(1− r)(1+ε)λ(r)
, 0 ≤ θ < 2pi, r → 1−.
Observe that the hypothesis 1 < lim infr→1− λ(r) in Theorem 5 is necessary. Namely,
if lim supr→1− λ(r) < 1 one can only say that |ℜf(re
iθ)| . 11−r by [3]. This upper
bound is the best possible as is seen by considering the function f(z) = 1− 1(1−z)α with
α ∈ (0, 1).
Proposition 4 and Theorem 5 are established in Section 4. The proofs do not come
free but here we only mention one specific tool used which is the Warschawski mapping
theorem, stated as Theorem C. Finally, in Section 5 we pull all the discussed things
together, and prove Theorem 2 and Corollary 3.
To this end, couple of words about the notation used throughout the paper. The
letter C = C(·) will denote an absolute constant whose value depends on the parameters
indicated in the parenthesis, and may change from one occurrence to another. We will
use the notation a . b if there exists a constant C = C(·) > 0 such that a ≤ Cb, and
a & b is understood in an analogous manner. In particular, if a . b and a & b, then we
write a ≍ b and say that a and b are comparable. Moreover, the notation a(t) ∼ b(t)
means that the quotient a(t)/b(t) approaches one as t tends to its limit.
2. Existence of quasi proximate order
In this section we prove Theorem 1 and discuss the necessity of its hypotheses. We
begin with the proof of the theorem.
Proof of Theorem 1. Define d(t) = log
+ A(t)
log t for all t ∈ [max{r0, e},∞). Let (εn)
∞
n=1 be
a strictly decreasing sequence of strictly positive numbers such that ε1 < min{1, η} and
limn→∞ εn = 0. The continuity of A together with (1.1) allows us to pick up the infinite
sequences (rn)n∈N, (r
′
n)n∈N and (r
∗
n)n∈N such that
(i) rn < r
∗
n < r
′
n < rn+1 for all n ∈ N;
(ii) d(r′n) = λ+
η
2 for all n ∈ N;
(iii) d(r1) = ρ− ε1 and rn+1 = min{r ≥ r
′
n : d(r) = ρ− εn+1} for all n ∈ N;
(iv) (r∗n)
λ+η = (r′n)
λ+ η
2 for all n ∈ N.
The existence of such sequences can be seen, for example, by arguing as follows. First,
consider a sequence (r′n)n∈N consisting of infinitely many points satisfying (ii). Then
define (r∗n)n∈N by (iv), and by passing to suitable subsequences if necessary we have
r′n < r
∗
n+1 < r
′
n+1. By defining (rn)n∈N by (iii) we now have r
′
n < rn+1, and by passing
once more to subsequences we obtain (i). Observe that the value of d at the points
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rn and r
′
n is known precisely by (ii) and (iii), while (i), (ii) and (iv) together with the
monotonicity of A yield the estimate
d(r∗n) =
log+A(r∗n)
log r∗n
≤
λ+ η
λ+ η2
log+A(r′n)
log r′n
=
λ+ η
λ+ η2
d(r′n) = λ+ η, n ∈ N. (2.1)
Let now E1 = {r ∈ [r0, r
∗
1 ] : d(r) ≥ ρ− ε1} and
En = {r ∈ [rn, r
∗
n] : d(r) ≥ ρ− εn}, n ∈ N \ {1}.
Then each En is non-empty by the property (iii). Write Mn = max{d(r) : r ∈ En} =
max{d(r) : r ∈ [rn, r
∗
n]}, and let Rn ∈ En such that d(Rn) = Mn. Then Mn → ρ, as
n→∞, and, by fixing r1 sufficiently large, ρ− εn ≤Mn ≤ ρ+ ε1 for all n ∈ N \ {1} by
(1.1). Define
σ(t) =
{
M1, t ∈ [r0, R1]
Mn, t ∈ [rn, Rn], n ∈ N \ {1},
(2.2)
and set
A∗(t) = tσ(t), t ∈ [r0, R1] ∪
( ⋃
n∈N\{1}
[rn, Rn]
)
.
Then A∗ is trivially nondecreasing and continuous on each [rn, Rn] and on [r0, R1]. Since
A is nondecreasing by the hypothesis, the definition of d and the property (iv) imply
A(t) ≤ A(r′n) = (r
′
n)
λ+ η
2 = (r∗n)
λ+η ≤ tλ+η, t ∈ [r∗n, r
′
n], n ∈ N,
and hence d(t) ≤ λ+ η for all t ∈ [r∗n, r
′
n] and n ∈ N. This extends (2.1).
Let
D(t) = max{max{d(r) : t ≤ r ≤ r∗n}, λ+ η}, t ∈ [Rn, r
∗
n], n ∈ N \ {1}.
Then D(t) is nonincreasing, and D(r∗n) = max{d(r
∗
n), λ+ η} = λ+ η. Define
A∗(t) = tD(t), t ∈ [Rn, r
∗
n], n ∈ N \ {1}.
ThenA∗ is continuous at each Rn, and nondecreasing on each [Rn, r
∗
n]. Namely, [Rn, r
∗
n] =
B ⊔ C, where B = {t ∈ [Rn, r
∗
n] : d(t) = D(t)} is a closed set and C is a union of
open intervals {∆k,n}k. By the definition of D, we have A
∗(t) = elog
+A(t) on B, and
A∗(t) = tλ+η on C. The monotonicity of A∗ on each [Rn, r
∗
n] now follows from that of
A and the definition of D.
We next define σ on [Rn, r
∗
n]. In order to do so, denote u0,n = Rn and u
∗
0,n = max{t ∈
[Rn, r
∗
n] : D(t) = D(Rn)}, and define
t1,n = min{t ∈ N : t ≥ u0,n + 1,D(t) < D(u0,n) = D(Rn)}.
Then obviously t1,n ≤ u
∗
0,n + 2. We now define
σ(t) = σ(u0,n) =Mn, Rn = u0,n ≤ t ≤ t1,n.
Let
u1,n = min{t > t1,n : D(t) = y1,n(t)}
be the abscissa of the point in which the graphs y = D(t) and
y = y1,n(t) =Mn − (ρ+ 1) log log t+ (ρ+ 1) log log t1,n
intersect. Note that ty1,n(t) is decreasing on [t1,n, r
∗
n], because
(yn,1(t) log t)
′ =
1
t
(−(ρ+ 1) +Mn − (ρ+ 1)(log log t− log log t1,n))
<
1
t
(−ρ− 1 +Mn) < 0.
Since D(t) log t = logA∗(t), and A∗ is nondecreasing and unbounded, the point u1,n
exists and is unique. We set
σ(t) = σ(t1,n)− (ρ+ 1) log log t+ (ρ+ 1) log log t1,n, t1,n ≤ t ≤ u1,n. (2.3)
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Let u∗1,n = max{t ∈ [u1,n, r
∗
n] : D(t) = D(u1,n)}, and then choose
t2,n = min{t ∈ N : t ≥ u1,n + 1,D(t) < D(u1,n)}.
Continue the process as above until the function σ is defined on the whole interval
[Rn, r
∗
n]. Since uk+1,n ≥ tk+1,n ≥ uk,n + 1, the process finishes after a finite number of
steps.
We will show next that
A∗(t) ≤ tσ(t) ≤ (1 + o(1))A∗(t), t ∈ [Rn, r
∗
n], n→∞. (2.4)
The left-hand inequality follows immediately from the construction. Moreover, A∗(t) =
tD(t) = tσ(t) for each t ∈ [uk,n, u
∗
k,n]. Note that tk+1,n ≤ u
∗
k,n + 2 for each k by the
definition of tk+1,n. Further, for t ∈ [u
∗
k,n, tk+1,n] we have
tσ(t) = tD(u
∗
k,n
) ≤ (u∗k,n + 2)
D(u∗
k,n
) = (u∗k,n)
D(u∗
k,n
)
(
1 +
2
u∗k,n
)D(u∗
k,n
)
≤ A∗(t)9
D(u∗
k,n
)
u∗
k,n ≤ A∗(t)9
ρ+1
Rn ≤ A∗(t)
(
1 +
9ρ+1
Rn
)
, n ∈ N \ {1}.
Since tσ(t) is decreasing for t ∈ [tk+1,n, uk+1,n] by its definition, we obtain
tσ(t) ≤ t
σ(tk+1,n)
k+1,n ≤ A
∗(tk+1,n)
(
1 +
9ρ+1
Rn
)
≤ A∗(t)
(
1 +
9ρ+1
Rn
)
.
Therefore (2.4) is proved.
It follows from (2.4) that
(r∗n)
λ+η = A∗(r∗n) ≤ (r
∗
n)
σ(r∗n) = (1 + δn)(r
∗
n)
λ+η,
where 0 ≤ δn ≤
9ρ+1
Rn
. Hence
λ+ η ≤ σ(r∗n) ≤ λ+ η +
9ρ+1
Rn logRn
. (2.5)
We then define
σ(t) = σ(r∗n) +Cn(log log t− log log r
∗
n), r
∗
n ≤ t ≤ r
′
n, (2.6)
where
Cn =
Mn+1 − σ(r
∗
n)
log λ+η
λ+ η
2
≤
ρ+ ε1 − λ− η
log λ+η
λ+ η
2
.
Since (λ+ η) log r∗n = (λ+
η
2 ) log r
′
n by (iv), this yields σ(r
′
n) =Mn+1. We then define
σ(t) =Mn+1, r
′
n ≤ t ≤ rn+1, (2.7)
and A∗(t) = tσ(t) for all t ∈ [r∗n, rn+1]. Then we make the next step.
The statement (1) follows from the construction, see, in particular, (2.2), the definition
of Mn and the hypothesis (1.1). The statement (2) is a consequence of the construction
and (2.5). Statement (3) is obvious on each [rn, Rn] by the definition ofMn. On [Rn, r
∗
n]
we have
A(t) ≤ td(t) ≤ tD(t) = A∗(t) ≤ tσ(t)
by (2.4). On the remaining interval [r∗n, rn+1] we have (3) by the construction, see (2.6)
and (2.7), and the hypothesis on the monotonicity of A.
It remains to show that σ is a proximate order and A∗ satisfies the properties of an
associated function. We have already seen that σ satisfies the property (2) and also
(3), with λ + η in place of λ. Moreover, (5) is satisfied by (2.4) because A∗(t) = tσ(t)
for all t ∈ [r0,∞) \
⋃
n∈N\{1}[Rn, r
∗
n]. Furthermore, by (2.3) and (2.7), we also have
|σ′(t)| ≤ Kt log t , where K = max{supnCn, ρ + 1}, except for countably many points,
where the derivative does not exist. We can slightly modify the continuous function σ
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in small neighborhoods of these points without changing the other properties to get (1)
and (4). The associated function A∗ is continuous and increasing by the construction.
Theorem 1 is now proved. 
The following example shows that in the statement of Theorem 1 the parameter η
must be strictly positive. Observe also that no generalized proximate order satisfying
the limit conditions (2) and (3) of the definition exists for the constructed A.
Example 6. Let 0 < λ < ρ <∞, r1 = 2 and rn+1 = r
ρ
λ
n for all n ∈ N. Define
A(r) = rρn, rn < r ≤ rn+1, n ∈ N.
Then
A(r+n ) = r
ρ
n, A(rn+1) = r
ρ
n = r
λ
n+1, n ∈ N,
and
rλ ≤ A(r) < rρ, r ≥ r1 = 2. (2.8)
By redefining the step function A on small intervals [rn+1 − εn, rn+1] ⊂ (rn, rn+1] such
that its graph coincides with the line segment joining the points (rn+1 − εn, r
ρ
n) and
(rn+1, r
ρ
n+1), it remains non-decreasing, becomes continuous and satisfies
rλ < A(r) ≤ rρ, r ≥ r1 = 2, (2.9)
instead of (2.8), and A(rn) = r
ρ
n ≤ A(r) ≤ r
ρ
n+1 for all r ∈ [rn, rn+1] and n ∈ N.
Suppose that σ : [2,∞)→ (0,∞) is a quasi proximate order of A such that
lim sup
r→∞
σ(r) = ρ, lim inf
r→∞
σ(r) = λ.
Then there exist infinite sequences (nk)k∈N and (r
′
k)k∈N, and a decreasing function
η : [2,∞)→ (0, 1) such that limr→∞ η(r) = 0, r
′
k ∈ (rnk , rnk+1) for all k ∈ N, and(
r′k
)σ(r′
k
)
≤
(
r′k
)λ+η(r′
k
)
, k ∈ N. (2.10)
Denote
Ck = sup
[r′
k
,rnk+1]
|σ′(r)|r log r
for all k ∈ N. By the property (3) of Theorem 1 we deduce rρn = A(rn) ≤ r
σ(rn)
n , and
thus ρ ≤ σ(rn) for all n ∈ N. By (3) we also deduce r
ρ
nk ≤ A(r
′
k) ≤ (r
′
k)
σ(r′
k
) for all k ∈ N.
These observations together with (2.10) and the definition of the sequence (rn)n∈N yield
ρ− (λ+ η(r′k)) ≤ σ(rnk+1)− σ(r
′
k) ≤
∫ rnk+1
r′
k
Ck
r log r
dr
= Ck log
log rλnk+1
λ log r′k
= Ck log
log rρnk
λ log r′k
≤ Ck log
log(r′k)
λ+η(r′
k
)
λ log r′k
= Ck log
λ+ η(r′k)
λ
.
It follows that
Ck ≥
ρ− λ− η(r′k)
log
λ+η(r′
k
)
λ
, k ∈ N,
and, consequently, lim supr→∞ |σ
′(r)|r log r =∞.
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3. Estimates for the number of zeros in polar rectangles
Let {ak} denote the sequence of zeros of f , listed according to their multiplicities and
ordered by the increasing moduli. Denote
n1(r, f) = max
ϕ
#
{
ak : r ≤ |ak| ≤
1 + r
2
, |arg ak − ϕ| ≤
pi
4
(1− r)
}
, 0 ≤ r < 1.
The aim of this section is to establish the following sharp estimate for n1(r, f) in terms
of a quasi proximate order of f .
Proposition 7. Let f be an analytic function in D such that 0 ≤ λM (f) < σM (f) <∞.
Let λ be a quasi proximate order of f , related to η ∈ (0, σM (f) − λM (f)), and ε > 0.
Then
n1(R, f) .
1
(1−R)
1+λ(R)
(
1− 1
σM (f)
)+
+ε
, R→ 1−. (3.1)
In particular,
n1(R, f) .
1
(1−R)
1+(λM (f)+η)
(
1− 1
σM (f)
)+
+ε
, R ∈ E, (3.2)
where E ⊂ [0, 1) satisfies D(E) = 1.
The first step towards Proposition 7 is to apply [16, Theorem 2]. Namely, if n(ζ, h, f)
denotes the number of zeros of an analytic function f in the closed disc D(ζ, h) = {w :
|ζ − w| ≤ h}, then by replacing z by Rz in the said theorem we obtain the following
result.
Theorem B. Let f be an analytic function in D such that f(0) = 1. Then, for α ∈
[1/2, 1) and η˜ ∈ (0, 1/6) there exist constants R0 = R0(α) ∈ (0, 1) and C = C(α, η˜) such
that
n(ζ, h, f) ≤
C
(R− r)
1
α
(∫ R
0
log+M(t, f)(R − t)
1
α
−1 dt+ log+M(R0, f)
)
, (3.3)
where |ζ| = r < R < 1 and h = η˜(R− r)/R.
In view of this theorem the proof of Proposition 7 boils down to estimating the integral
appearing on the right-hand side of (3.3). This is done in the following lemma.
Lemma 8. Let f be an analytic function in D such that 0 ≤ λM (f) < σM (f) <∞. For
1/2 ≤ α < 1 and 0 ≤ R0 < 1, define Iα : [R0, 1)→ [0,∞) by
Iα(R) =
1
(1−R)
1
α
(∫ R
0
log+M(t, f)(R− t)
1
α
−1 dt+ log+M(R0, f)
)
. (3.4)
Let λ be a quasi proximate order of f related to η ∈ (0, σM (f)− λM (f)). Then
Iα(R) .
1
(1−R)
1+λ(R)
(
1− 1
σM (f)
)+
+ε
, R→ 1−, (3.5)
provided one of the following two conditions is satisfied:
(i) 0 ≤ σM (f) < 1 and ε > 0;
(ii) 1 ≤ σM (f) <∞ and 1/α < 1 +
ε
2 .
In particular,
Iα(R) .
1
(1−R)
1+(λM (f)+η)
(
1− 1
σM (f)
)+
+ε
, R ∈ E, (3.6)
where E = Eε,η ⊂ [0, 1) satisfies D(E) = 1.
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Proof. By Theorem 1 there exists a quasi proximate order λ of f , related to η ∈
(0, σM (f)− λM (f)), satisfying the properties (1)–(7). In view of (7) the problem boils
down to estimating the quantity
J(R) =
1
(1−R)
1
α
(∫ R
0
(R − t)
1
α
−1
(1− t)λ(t)
dt+ 1
)
. (3.7)
(i) Assume that 0 ≤ σM (f) < 1 and, without loss of generality, pick up ε > 0 such
that σM (f) + ε < 1/α. Fix R0 ∈ (0, 1) such that λ(r) ≤ σM (f) + ε for all r ∈ [R0, 1),
and let R ∈ (R0, 1). Then
J(R) .
1
(1−R)
1
α
∫ R
0
dt
(1− t)σM (f)+ε+1−
1
α
.
1
(1−R)
1
α
.
1
(1−R)1+ε
, (3.8)
and thus (3.5) is proved.
(ii) Assume next that 1 ≤ σM (f) < ∞ and ε < 1/α < 1 +
ε
2 . Fix R0 ∈ (0, 1) such
that λ(r) ≤ σM (f) +
ε
2 for all r ∈ [R0, 1), and let R ∈ (R0, 1). If λ(R) ≥ σM (f) the
required estimate follows from standard arguments applied directly to (3.4). Assume
that λ(R) < σM (f), and define R
∗ ∈ (0, R) by the condition (1−R∗)σM (f) = (1−R)λ(R).
Then (5), (6), the inequality 1/α < 1 + ε2 , and the definition of R
∗ yield
J(R) = (1−R)−
1
α
(∫ R∗
0
+
∫ R
R∗
)
(R − t)
1
α
−1
(1− t)λ(t)
dt
. (1−R)−
1
α
∫ R∗
0
(R − t)
1
α
−1
(1− t)σM (f)+ε/2
dt+ (1−R)−
1
α
∫ R
R∗
A∗(t)(R − t)
1
α
−1 dt
≤ (1−R)−
1
α
∫ R∗
0
1
(1− t)σM (f)+ε/2−
1
α
+1
dt+ α(1 −R)−
1
αA∗(R)(R −R∗)
1
α
.
(1−R)−
1
α
(1−R∗)σM (f)+ε/2−
1
α
+
(1−R∗)
1
α
(1−R)λ(R)+
1
α
=
1
(1−R)
1
α
+
λ(R)
σM (f)
(σM (f)+ε/2−
1
α
)
+
1
(1−R)λ(R)+
1
α
−
λ(R)
σα
.
1
(1−R)
1
α
+λ(R)+ε/2−
λ(R)
σM (f)α
.
1
(1−R)
1+λ(R)−
λ(R)
σM (f)
+ε
.
Therefore (3.5) holds in this case also.
It remains to prove (3.6). In the case σM (f) ≤ 1 this follows with E = [R0, 1) from
(3.8). So assume that σM (f) > 1. Pick up an increasing sequence (Rn)n∈N such that
λ(Rn) = λM (f) + η +
ε
2 for all n ∈ N and limn→∞Rn = 1. Then define (R
∗
n) by
(1−R∗n)
λM (f)+η+2ε = (1−Rn)
λM (f)+η+
3ε
2 for all n ∈ N, and set E =
⋃∞
n=1[R
∗
n, Rn]. The
properties (5) and (6) imply
1
(1−R)λ(R)
. A∗(R) ≤ A∗(Rn) ≤
1
(1−Rn)λ(Rn)
, R ∈ [R∗n, Rn], n ∈ N,
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and hence (3.5), the definitions of (Rn) and (R
∗
n) yield
J(R) .
1
(1−R)
1+λ(R)
(
1− 1
σM (f)
)
+ε
=
1
(1−R)
1+ ε
σM (f)
·
1
(1−R)
(λ(R)+ε)
(
1− 1
σM (f)
)
.
1
(1−R)
1+ ε
σM (f)
·
1
(1−Rn)
(λ(Rn)+ε)
(
1− 1
σM (f)
)
=
1
(1−R)
1+ ε
σM (f)
·
1
(1−Rn)
(λM (f)+η+
3ε
2
)
(
1− 1
σM (f)
)
=
1
(1−R)
1+ ε
σM (f)
·
1
(1−R∗n)
(λM (f)+η+2ε)
(
1− 1
σM (f)
)
≤
1
(1−R)
1+(λM (f)+η)
(
1− 1
σM (f)
)
+2ε− ε
σM (f)
, R ∈ [R∗n, Rn], n ∈ N.
By re-defining ε, this yields (3.6) on E. Finally, since R∗n → 1
− as n→∞, we have
1 ≥ D(E) ≥ lim
n→∞
Rn −R
∗
n
1−R∗n
= 1− lim
n→∞
(1−R∗n)
ε
2(λ+η+3ε2 ) = 1.
This finishes the proof of the lemma. 
With these preparations we can prove the proposition we are after in this section.
Proof of Proposition 7. For simplicity, we assume that f(0) = 1. The general case is an
easy modification. Let ε > 0 be given, and fix α ∈ [1/2, 1) and η ∈ (0, σM (f)− λM (f))
as in Lemma 8. Further, let (Rn)n∈N be the sequence appearing in the proof of the said
lemma. Let rν = 1− 2
−ν for all ν ∈ N, and let ν be sufficiently large such that rν ≥ R0,
where R0 = R0(α) ∈ (0, 1) is the constant from Theorem B. Let r ∈ [rν , rν+1) and
R = 2r1+r ∈ (rν , rν+2). Then the estimate (3.3) yields
n(ζ, η˜(1− r)/2, f) . Iα
(
2r
1 + r
)
, (3.9)
where |ζ| = r and 0 < η˜ < 1/6. An application of this estimate together with Lemma 8
gives the assertions. 
4. Generalization of Cartwright’s lemma and its application
In this section we prove Proposition 4 and establish Theorem 5 as its consequence.
Both results are stated in the introduction. The proposition generalizes the Cartwright’s
lemma, see Lemma A, while the theorem concerns estimates of real parts of analytic
functions. To establish our results we will need the following Warschawski mapping
theorem. This theorem was efficiently used in the earlier work [2] on the topic.
Theorem C ([22, Sec. 7]). Let ω : [0,∞) → (0,∞) be a continuously differentiable
function such that
∫∞
0
(ω′(t))2
ω(t) dt < ∞ and limt→∞ ω
′(t) = 0. Let ζ be a conformal map
of the curvilinear strip {u + iv : |v| ≤ ω(u)} onto the strip K = {z : |ℑz| ≤ pi/2} such
that ζ(u+ iv)→ ±∞ as u→ ±∞. Then there exists a constant k = k(ω) ∈ R such that
ζ(u+ iv) = k +
pi
2
∫ u
0
dt
ω(t)
+ i
piv
2ω(u)
+ o(1), u→∞.
Proposition 4 is a consequence of the following generalization of Cartwright’s lemma.
Lemma 9. Let l : [1,∞)→ (0,∞) be a quasi proximate order such that
0 < lim inf
t→∞
l(t) = l1 < lim sup
t→∞
l(t) = l2 <∞.
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Define L(r) =
∫ r
1
l(s)
s ds/ log r for all 1 ≤ r <∞. Let ε > 0, 0 < q < 1 and 0 < R <∞.
Let G be analytic and non-vanishing such that
log |G(reiθ)| < rL(r) (4.1)
on the domain
{
reiθ : R ≤ r <∞, |θ| ≤ pi2l(r)q
}
. Then, for each fixed δ > 0 there exists
K = K(δ, l, q) > 0 such that we have
log |G(reiθ)| > −KrL(r), |θ| ≤
pi
2l(r)q
− δ, r →∞. (4.2)
Proof. Let 0 < q < 1 and define ω(t) = pi2l(et)q for all 0 ≤ t <∞. Since
lim sup
t→∞
|l′(t)|t log t <∞ (4.3)
and 0 < lim inft→∞ l(t) = l1 < lim supt→∞ l(t) = l2 <∞ by the hypotheses, we have
|ω′(t)| =
pi|l′(et)|et
2l2(et)
.
1
t
, t→∞.
Therefore, for sufficiently large R > 0 we have∫ ∞
R
(ω′(t))2
ω(t)
dt .
∫ ∞
R
dt
t2
<∞.
By re-defining ω on [0, R) in a suitable way if necessary we deduce that it satisfies the
hypotheses of Theorem C. Since the statement of the lemma concerns the behavior of
G far a way from the origin, this re-definition does not affect to the proof.
For α > 0, define
Sq(α) =
{
w = ρeiϕ : ρ > 0, |ϕ| ≤
pi
2αq
}
,
S˜q =
{
z = reiθ : r > 0, |θ| ≤
pi
2l(r)q
}
,
and
log S˜q =
{
u+ iv : −∞ < u < +∞, |v| ≤ ω(u) =
pi
2l(eu)q
}
.
Let now ζ be a conformal map from log S˜q onto K such that ζ(z) → ±∞ as z → ±∞.
Consider the functions
ψ : Sq(α)→ S˜q, z = ψ(w) = exp
(
ζ−1(αq logw)
)
,
and
ψ−1 : S˜q → Sq(α), w = ψ
−1(z) = exp
(
1
αq
ζ(log z)
)
,
where log denotes the principal branch of the logarithm. Define F = G ◦ ψ on Sq(α).
By the hypothesis (4.1) we have
log |F (w)| = log |G(ψ(w))| < |ψ(w)|L(|ψ(w|), |ψ(w)| ≥ R. (4.4)
In order to apply Lemma A we have to verify (1.6) for F . In view of (4.4) it is enough
to show |ψ(w)|L(|ψ(w)|) < B|w|α, or equivalently,
rL(r) ≤ B|ψ−1(reiθ)|α. (4.5)
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By Theorem C there exists k ∈ R such that
ζ(log r + iθ) = k +
pi
2
∫ log r
0
dt
ω(t)
+ i
piθ
2ω(log r)
+ o(1), r →∞,
= k + q
∫ log r
0
l(et) dt+ iqθl(r) + o(1), r →∞,
= k + q
∫ r
1
l(s)
s
ds+ iqθl(r) + o(1), r →∞,
(4.6)
provided |θ| ≤ ω(log r) = pi2l(r)q , and consequently,
|ψ−1(reiθ)|α =
∣∣∣e 1q ζ(log r+iθ)∣∣∣ = exp(k
q
+
∫ r
1
l(s)
s
ds+ o(1)
)
= rL(r)e
k
q
+o(1)
, r→∞,
whenever |θ| ≤ pi2l(r)q . It follows that |ψ
−1(reiθ)|α = rL(r)d(r), where d(r) = (1+o(1))e
k
q
as r →∞, and hence (4.5) is valid with B = supr>R d(r). Therefore Lemma A implies
that, for a given δ1 > 0, there exists a constant K = K(δ1) > 0 such that
log |F (w)| = log |G(ψ(w))| > −KB|w|α, | argw| ≤
pi
2αq
− δ1.
Now (4.6) yields
argψ−1(reiθ) = ℑ
(
1
αq
ζ(log r + iθ))
)
∼
θ
α
l(r), r→∞,
and therefore, by choosing δ1 = δ1(δ) > 0 sufficiently small we deduce
log |G(reiθ)| > −K|ψ−1(reiθ)|α = −(1 + o(1))KrL(r)e
k
q ≥ −K1r
L(r),
where |θ| ≤ pi2ql(r) − δ. The lemma is now proved. 
What remains to be done in this section is to deduce the results we are after from
Lemma 9.
Proof of Proposition 4. The proposition is an immediate consequence of Lemma 9 be-
cause for a generalized proximate order we have L(r) ∼ l(r) as r → ∞. In fact, (4’)
implies that for each ε > 0 there exists R = R(ε, l1) > 1 such that |l
′(s)s log s| < εl13 for
all s ≥ R. Therefore, for some constant C = C(R, l) > 0 we have
|L(r)− l(r)| =
1
log r
∣∣∣∣∫ r
1
l′(s) log s ds
∣∣∣∣ ≤ 1log r
(∫ R
1
|l′(s)| log s ds+
εl1
3
∫ r
R
ds
s
)
≤
C
log r
+
εl1
3
≤
εl1
2
, r →∞,
and consequently,
∣∣∣L(r)l(r) − 1∣∣∣ < ε as r →∞. 
Proof of Theorem 5. As in [3], the statement of the theorem follows from Proposition 4.
Let ε > 0 and 0 ≤ θ < 2pi fixed. Choose ε1 > 0, 0 < q < 1 and 0 < R <∞ such that
sup
r≥R
ε1
(
1 + (1 + ε1) (σ(r))
−1
)
< ε and inf
r≥R
σ(r)(1 + ε1)q > 1. (4.7)
Then the function
G(w) = exp
(
f
(
eiθ
(
1−
1
w
)))
satisfies the hypotheses of Proposition 4 with l(t) = (1 + ε1)(σ(t) + ε1) and sufficiently
large R. In fact, by writing w = 1/(1 − z) we have | argw| ≤ pi2l(|w|)q if and only if
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| arg 11−z | ≤ pi
(
2l
(
1
|1−z|
)
q
)−1
, and hence |1− z| ≍ 1− |z| by the right hand inequality
in (4.7). This together with the hypothesis (1.7) shows that
log |G(w)| = ℜf
(
eiθ
(
1−
1
w
))
= ℜf(eiθz) ≤
1
(1− |z|)λ(|z|)
≤
C1
|1− z|λ(|z|)
= C1|w|
σ
(
1
1−|1− 1w |
)
. |w|σ(|w|), |w| → ∞,
for some constant C1 = C1(σ, ε1, q) > 0. The last equality is valid because σ is a
generalized proximate order by the hypothesis, and hence there exist constants C2 =
C2(w, σ, ε1, q) ≥ 1 and C3 = C3(σ, ε1, q) ≥ 1 such that supw C2 <∞ and∣∣∣∣∣σ
(
1
1−
∣∣1− 1w ∣∣
)
− σ (|w|)
∣∣∣∣∣ = |σ′(C2|w|)|
(
1
1−
∣∣1− 1w ∣∣ − |w|
)
≤ |σ′(C2|w|)|C3|w| = O
( 1
log |w|
)
, |w| → ∞,
provided | argw| ≤ pi2l(|w|)q . Therefore, by choosing δ =
pi
4l2q
and using the left hand
inequality in (4.7) we deduce
ℜf(reiθ) = log
∣∣∣∣G( 11− r
)∣∣∣∣ > −( 11− r
)(1+ε1)(σ( 11−r )+ε1)+o(1)
> −
1
(1− r)(1+ε)λ(r)
, r→ 1−.
Since 0 ≤ θ < 2pi was arbitrary, the assertion is proved. 
5. Integral mean estimates and their consequences
In this last section we prove the integral mean estimates stated in Theorem 2 and
deduce Corollary 3 as its consequence. Several auxiliary results are needed. We begin
with two known ones concerning the canonical product
P(z) = P (z, (ak)
∞
k=1, s) =
∞∏
k=1
E(A(z, ak), s),
∞∑
k=1
(1− |ak|)
s+1 <∞, (5.1)
where
E(w, s) = (1− w) exp
(
w +
w2
2
+ · · ·+
ws
s
)
, s ∈ N,
is the Weierstrass primary factor and A(z, ζ) =
1− |ζ|2
1− zζ
for all z ∈ D and ζ ∈ D. Both
of them concern sharp estimates of log |P| in terms of sums of |A(z, ak)|’s.
Theorem D ([21, p.224]). For each canonical product P and ε > 0 there exists a
constant K = K(P, ε) > 0 such that
log |P(z)| ≤ K
∞∑
k=1
|A(z, ak)|
µ+1+ε,
1
2
≤ |z| < 1, (5.2)
where µ is the exponent of convergence of the zero sequence (ak)
∞
k=1. Further, if Dk =
D(ak, (1− |ak|
2)µ+4) for all k ∈ N, then
log |P(z)| ≥ K log(1− |z|)
∞∑
k=1
|A(z, ak)|
µ+1+ε,
1
2
≤ |z| < 1, z 6∈
∞⋃
k=1
Dk. (5.3)
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It is known [9] that Po´lya’s order ρ∗(ψ) for a non-decreasing function ψ : [r0,∞) →
(0,∞) can be determined by the formula
ρ∗(ψ) = sup
{
ρ : lim sup
x,C→∞
ψ(Cx)
Cρψ(x)
=∞
}
. (5.4)
It is finite if and only if ψ satisfies Caramata’s condition ψ(2t) . ψ(t) as t → ∞. The
Po´lya’s order ρ∗(ψ) is not smaller than the order of growth of ψ, that is, ψ(x) . xρ as
x→∞ for all ρ > ρ∗(ψ), but not vice versa.
Lemma E ([8, Lemma 9]). Let f be an analytic function in D with a zero sequence
Z = (ak)
∞
k=1 such that
n1 (r, f) ≤ ψ
(
1
1− r
)
, 0 ≤ r < 1,
where the function ψ satisfies Caramata’s condition ψ(2t) . ψ(t) as t → ∞. Then,
for s > ρ∗(ψ), there exists a constant C > 0 such that the canonical product P(z) =
P (z, (ak)
∞
k=1 , s) admits the estimate
log |P(z)| ≤ 2s+2
∞∑
k=1
|A(z, ak)|
s+1 ≤ Cψ˜
(
1
1− |z|
)
, z ∈ D, (5.5)
where ψ˜(t) =
∫ t
1
ψ(x)
x dx.
The main step towards Theorem 2 and Corollary 3 is the following lemma which is
a counterpart of [14, Lemma 1] to the language used in this paper. Its proof relies on
Proposition 7 and Lemma 8 as well as on a number of auxiliary results from the existing
literature of which two are stated above.
Lemma 10. Let f be analytic in D such that 0 ≤ λM (f) < σM (f) <∞, and 1 ≤ p <∞.
Let ε > 0 and let λ be a quasi proximate order of f , related to η ∈ (0, σM (f)− λM (f)).
Then
mp (r, log |P (·, (ak)
∞
k=1, s)|) .
1
(1− r)
λ(r)
(
1− 1
σM (f)
)+
+1+ε
, 0 ≤ r < 1,
where (ak)
∞
k=1 is the zero sequence of f , s = [ρ
∗(A∗)] + 1 and A∗ is the function from
the definition of the quasi proximate order λ.
Proof. If σM (f) ≤ 1, then the assertion is an immediate consequence of [14, Lemma 1].
Assume now that σM (f) > 1. Define
ψ(t) =
(
A∗
(
1−
1
t
))1− 1
σM (f)
t1+ε, 1 ≤ t <∞, (5.6)
where A∗ is the function from the definition of λ. By Proposition 7 and property (5) we
have
n1(r, f) .
(
1
(1− r)λ(r)
)1− 1
σM (f) 1
(1− r)1+ε
.
(A∗(r))
1− 1
σM (f)
(1− r)1+ε
= ψ
(
1
1− r
)
. (5.7)
By the property (6) of a quasi proximate order, ψ satisfies Caramata’s condition, and
consequently, ψ has finite Po´lya order ρ∗ = ρ∗(ψ). Therefore we may apply Lemma E
with s = [ρ∗(A∗)] + 1. Moreover, as A∗ is nondecreasing by (6), we have
ψ˜(t) =
∫ t
1
ψ(x)
x
dx =
∫ t
0
(
A∗
(
1−
1
x
))1− 1
σM (f)
xε dx
≤
1
1 + ε
(
A∗
(
1−
1
t
))1− 1
σM (f)
t1+ε ≤ ψ(t), 1 ≤ t <∞.
(5.8)
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To establish the statement we follow the scheme of the proof of [14, Lemma 1]. With-
out loss of generality, we may assume that 1/2 ≤ r < 1 and 34 ≤ |ak| < 1 for all k ∈ N.
We cover the set of integration by the intervals [τ + r−1, τ +1− r], where τ = 2k(1− r)
and k = 0, 1, . . . , [ pi1−r ], and show that∫ τ+1−r
τ+r−1
| log |P(reiθ)||p dθ .
(1− r)
(
log 11−r
)p
(1− r)
(
λ(r)
(
1− 1
σM (f)
)
+1+ε
)
p
(5.9)
for each τ . Then the statement of the lemma follows by summing over τ .
Without loss of generality we may suppose that τ = 0. For given r, let F denote the
set of integers m for which the exceptional disc Dm of Theorem D intersects γr = {re
iθ :
r − 1 ≤ θ ≤ 1− r}.
Application of (3.9) and Lemma 8 show that
#F . ψ
(
1
1− r
)
. (5.10)
Consider the factorization P = B1B2B3, where
B1(z) =
∏
k 6∈F
E(A(z, ak), s), B2(z) =
∏
k∈F
exp
 s∑
j=1
1
j
(A(z, ak))
j
 ,
and
B3(z) =
∏
k∈F
(1−A(z, ak)) =
∏
k∈F
ak(ak − z)
1− zak
.
It follows from (5.5) that the series
∑∞
k=1
(
1−|ak |
2
|1−za¯k|
)s+1
is convergent for every z ∈ D
provided that s > ρ∗(ψ). Choosing z = 0 we deduce that the convergence exponent µ
of the sequence (ak)
∞
k=1 satisfies µ ≤ ρ
∗(ψ). Thus, using Theorem D with ε = s− µ we
obtain∫ 1−r
r−1
| log |B1(re
iθ)||pdθ .
(
log
1
1− r
)p ∫ 1−r
r−1
∑
k 6∈F
|A(reiθ, ak)|
s+1
p dθ.
Then Lemma E, (5.8) and property (5) yield∫ 1−r
r−1
| log |B1(re
iθ)||pdθ .
(
log
1
1− r
)p
ψ˜
(
1
1− r
)p
(1− r)
.
(1− r)
(
log 11−r
)p
(1− r)
(
λ(r)
(
1− 1
σM (f)
)
+1+ε
)
p
.
(5.11)
On the way to [14, Lemma 1] it is proved that∫ 1−r
r−1
| log |B2(re
iθ)||pdθ +
∫ 1−r
r−1
| log |B3(re
iθ)||pdθ . (1− r)(#F )p.
Taking into account (5.10) we deduce∫ 1−r
r−1
| log |B2(re
iθ)||pdθ +
∫ 1−r
r−1
| log |B3(re
iθ)||pdθ . (1− r)ψ
(
1
1− r
)p
. (5.12)
Estimates (5.11) and (5.12) now yield (5.9). 
We can now finish this section and the paper by proving Theorem 2 and Corollary 3.
GENERALIZATION OF PROXIMATE ORDER AND APPLICATIONS 17
Proof of Theorem 2. The statement (1.3) is valid by standard estimates if σM (f) ≤ 1.
Let now f be an analytic function in D such that 1 < λM (f) < σM (f) <∞, and let λ be
its generalized proximate order. Each generalized proximate order is a quasi proximate
order. As an associated function one can take A∗(t) = (1 − t)−λ(t) which is increasing
for r sufficiently close to 1 because of (4’). Thus, the properties (1)–(7) of a quasi
proximate order of the analytic function f are satisfied. Further, let s = [ρ∗(A∗)] + 1,
where ρ∗(A∗) is Po´lya’s order of A∗. Consider the canonical product (5.1), convergent
by [8, Lemma 9]. It leads us to the factorization
f(z) = zmP(z)g(z), z ∈ D, (5.13)
where g is a nonvanishing analytic function in D andm = m(f) ∈ N∪{0}. By combining
Theorem D with Lemma E we deduce that there exists n0 ∈ N such that, for n ≥ n0,
the interval [rn, rn+1), where rn = 1 − 2
−n, contains a point Tn for which the circle
{z : |z| = Tn} does not intersect any of exceptional discs of Theorem D, and
| log |P(z)|| . ψ
(
1
1− |z|
)
log
1
1− |z|
, |z| = Tn, (5.14)
where ψ is defined by (5.6). By using factorization (5.13) and the properties (5) and
(7), we obtain
log |g(z)| ≤ log |f(z)|+ | log |P(z)|| −m log |z| . ψ
(
1
1− |z|
)
log
1
1− |z|
, |z| = Tn.
The maximum modulus principle together with (5.6) and the properties (5) and (6) then
implies
logM(r, g) ≤ logM(Tn+1, f) ≤ ψ
(
1
1− Tn+1
)
log
1
1− Tn+1
.
1
(1− r)
λ(r)
(
1− 1
σM (f)
)
+1+2ε
, r ∈ [rn, rn+1), n→∞,
from which Theorem 5 yields
| log |g(z)|| .
1
(1− r)
(1+ε)
(
λ(r)
(
1− 1
σM (f)
)
+1+2ε
) , rn0 ≤ |z| < 1.
Therefore
mp(r, log |g|) .
1
(1− r)
(1+ε)
(
λ(r)
(
1− 1
σM (f)
)
+1+2ε
) , r → 1−,
andmp(r, log |f |) obeys the same upper bound by Minkowski’s inequality and Lemma 10.
The statement (1.3) of Theorem 2 in the case σM (f) > 1 follows by re-defining ε.
By arguing as in the last part of the proof of Lemma 8 we deduce (1.4) from (1.3).
Details are omitted. 
Proof of Corollary 3. It follows from (1.4) that
λp(f) ≤ (λM (f) + η)
(
1−
1
σM (f)
)+
+ 1 + ε.
Since η and ε can be chosen arbitrarily small, the first inequality follows. The second
inequality is a consequence of the estimate
log |f(reiθ)| .
mp(
1+r
2 , log |f |)
(1− r)
1
p
, r→ 1−,
which follows from the Poisson-Jensen formula and Ho¨lder’s inequality [14]. 
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