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Data validationAbstract Land Surface Temperature (LST) is a key parameter in the energy balance model. How-
ever, the spatial resolution of the retrieved LST from sensors with high temporal resolution is not
accurate enough to be used in local-scale studies. To explore the LST–Normalised Difference
Vegetation Index relationship potential and obtain thermal images with high spatial resolution,
six enhanced image sharpening techniques were assessed: the disaggregation procedure for radio-
metric surface temperatures (TsHARP), the Dry Edge Quadratic Function, the Difference of Edges
(Ts
*DL) and three models supported by the relationship of surface temperature and water stress of
vegetation (Normalised Difference Water Index, Normalised Difference Infrared Index and Soil
wetness index). Energy Balance Station data and in situ measurements were used to validate the
enhanced LST images over a mixed agricultural landscape in the sub-humid Pampean Region of
Argentina (PRA), during 2006–2010. Landsat Thematic Mapper (TM) and Moderate Resolution
Imaging Spectroradiometer (EOS-MODIS) thermal datasets were assessed for different spatial
resolutions (e.g., 960, 720 and 240 m) and the performances were compared with global and local
TsHARP procedures. Results suggest that the Ts
*DL technique is the most adequate for simulating
LST to high spatial resolution over the heterogeneous landscape of a sub-humid region, showing an
average root mean square error of less than 1 K.
 2014 Production and hosting by Elsevier B.V. on behalf of National Authority for Remote Sensing and
Space Sciences.1. Introduction
Land Surface Temperature (LST) products with moderate and
high spatial and temporal resolutions are needed for many
applications in environmental monitoring and emergency early
warning response. Improvements in the spatial resolution of
LST images could extend their potential signiﬁcantly (Yang
et al., 2011). Thus, efforts have been made to obtain a correct
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ing resolution over the PRA. However, owing to the relatively
lower thermal radiation that is emitted by land surfaces in such
areas, most satellite sensors are incapable of providing as much
ﬁne-scale information in the TIR wavelengths compared with
the visible/near infrared (VNIR) and short wave infrared
(SWIR). Currently, various types of sensors operate on-board
satellite platforms with bands in the VIS–SWIR (0.4–7.3 lm)
and TIR (8.0–14.0 lm) spectral ranges attuned to different
spatial resolutions. Sensors such as EOS-MODIS provide
TIR bands with coarse spatial resolutions (P1 km) and VNIR
bands with moderate spatial resolution (250 m) with a ﬁne
temporal resolution (61 day). Sensors with moderate spatial
resolution thermal data (>250 m) such as the Advanced
Spaceborne Thermal Emission Reﬂection Radiometer
(ASTER), Enhanced Thematic Mapper Plus (ETM+) and
Landsat Data Continuity Mission (LDCM) are available with
a coarse temporal resolution (16 days or request).
The concept of sharpening refers to disaggregating an
image with coarse spatial resolution to a downscaling of the
spatial resolution, by combining two or more image sets from
the same or different sensors, preserving the radiometric con-
tent of the image. The sharpening procedure must ensure an
accurate spatial description of the LST variability and preserve
the coherence in the radiometry of the original TIR band
(Rodriguez-Galiano et al., 2012). Different sharpening meth-
ods for enhancing the spatial resolution of LST have been
developed, such as fractal interpolation (Kim and Barrows,
2002), empirical relationships (Kustas et al., 2003; Agam
et al., 2007a; Jeganathan et al., 2011), analytical and physical
models (Merlin et al., 2008), linear or spectral mixture models
(Liu and Pu, 2008; Zurita-Milla et al., 2009), sequential disag-
gregation (Merlin et al., 2009) and geostatistical downscaling
cokriging (Rodriguez-Galiano et al., 2012).
The Disaggregation procedure for Radiometric Surface
Temperature technique (DisTrad) was proposed by Kustas
et al. (2003), using the empirical relationship between LST
and the Normalised Difference Vegetation Index (NDVI)
(Rouse et al., 1974). Agam et al. (2007a,b) redeﬁned the Dis-
Trad procedure under the assumption that the LST variability
is controlled by the fraction vegetation cover (fc) and called it
TsHARP. The DisTrad technique disaggregates a coarse spa-
tial resolution LST image to ﬁne spatial resolution. It is
deﬁned by the negative slope variation generated in a least
squares regression model ﬁtted to the relation between the
LST and NDVI, where both are from a coarse spatial resolu-
tion image (denoted by the subscript LR) (Kustas et al., 2003;
Jeganathan et al., 2011; Yang et al., 2011). The sharpening
methodology is as follows:
LSTðNDVILRÞ ¼ fðNDVILRÞ ð1Þ
The slope and intercept parameters of the least squares regres-
sion model are applied to the coarse spatial resolution NDVI
image to simulate a coarse spatial resolution thermal image
(the star symbol indicates a predicted LST value). The residual
error (DtLR) is due to forces driving surface temperature other
than the amount of vegetation cover (e.g., soil moisture)
(Kustas et al., 2003; Agam et al., 2007a) (see Fig. 1). The resid-
ual error can be assessed at the coarse scale as follows:
DtLR ¼ LSTLR  LSTLR ð2ÞTherefore, the sharpened sub-pixel temperatures within each
coarse pixel are computed by Eq. (3), using the estimated coef-
ﬁcients derived from the coarse spatial resolution data on the
NDVI to the high spatial resolution (denoted by the subscript
HR) (Agam et al., 2007a).
LSTHR ¼ LSTðNDVIHRÞ þ DtLR ð3Þ
Here, DtLR is the coarse spatial resolution residual added to
the ﬁne spatial resolution predicted temperature to increase
the accuracy of the simulated image, considering the propor-
tion of water in the plant-soil system. This procedure requires
that a range of surface temperature and vegetation indices be
present within the image scene, in order to develop a signiﬁcant
regression relationship. Therefore, DisTrad does not perform
well over scenes in which there is little variability in surface
temperature (e.g., night-time and early morning). Further-
more, the water body and cloud pixels were not considered
when ﬁtting the regression model because these tend to be out-
liers in the NDVI-LST relationship (Agam et al., 2007a).
The inverse linear relationship established widely between
vegetation cover and LST is used for enhanced sharpening
procedures. This relationship is controlled by various factors
including the thermal properties of the surface, soil and vege-
tation water content, evapotranspiration and net radiation
(Sandholt et al., 2002; Holzman et al., 2014). Also, it is inﬂu-
enced strongly by annual seasonality. Sun and Kufatos
(2007) observed that the relationship is negative in warm sea-
sons and positive in the winter. Hence, the current study
assumes a negative relationship due to the warm climatic con-
ditions over the PRA.
Many studies on sharpening have focused on the statistical
regression methods taking into account the NDVI-LST rela-
tionship (Kustas et al., 2004; Li et al., 2008; Merlin et al.,
2009; Yang et al., 2011). However, there are few background
studies on the above sharpening techniques based on the use
of the integrated dry and wet edge. Chen et al. (2010) used
the dry and wet edge to develop a model called Soil Wetness
Index Stepwise Fitting (SWISF) based on the Soil Wetness
Index (SWI).
The aim of this paper is to research the application and
evaluate the results of six different enhanced sharpening
thermal models based on the NDVI-LST relationship and to
determine the most accurate technique with ground-based
radiative temperature (Trad) measurements over the heteroge-
neous landscape of the Pampean Region of Argentina.
2. Methodology
2.1. Enhanced sharpening basis functions
Mixed vegetation cover is a typical feature of the land cover of
the PRA. This heterogeneous area is covered with a mixture of
crops, bare soil, water and small-scale impervious components
(see Section 3). To obtain high-temporal resolution tempera-
tures of individual agricultural ﬁelds to support drought
monitoring and energy balance studies, six different sharpen-
ing methodologies based on the TsHARP technique were
employed with the aim of improving sub-pixel LST estima-
tions. The ﬁrst model uses the ﬁtted dry edge extracted from
the 2nd-degree polynomial regression between the LST and
NDVI relationship, which is called the Dry Edge Quadratic
Figure 1 Flowchart of the Ts
*DL methodology.
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The simulated LST image to high resolution can be expressed
as:
Ts FCLS ¼ aðNDVIHRÞ2 þ bðNDVIHRÞ þ cþ Dt ð4Þ
Here, DtLR is presented in Eq. (2) and a, b and c are scene-spe-
ciﬁc parameters derived from the regression analysis.
For the last two decades, some authors (Kustas et al.,
2003; Chen et al., 2010 and Chen et al., 2014) have compared
the linear and quadratic ﬁtting in different landscapes, data-
set and spatial resolutions. The statistic results have shown
that the quadratic ﬁtting is better than the linear regression
for agricultural (Kustas et al., 2003) and urban areas (Chen
et al., 2014). Therefore, a physical basis over quadratic dry
edge ﬁtting was assumed, as the LST shows the maximum
value (vertex of the function) when the coverage of vegetation
is negligible (NDVI approaches zero). This resampling tech-
nique considers the major factors of different land cover
types that impact the thermal properties of pixels within
mixed land cover types.
To improve the Ts
*FCLS technique, the Ts
*DL model was
developed using an estimation of moisture difference based onthe subtraction between the wet and dry edge, which is
expressed as:
TsDL ¼ Ts FCLSHR þ DL ð5Þ
Ts
*FCLSHR is the estimated high resolution temperature image
from Eq. (4) and DL is the subtraction between the wet
(Ts
*FLLH) and dry edge (Ts
*FCLS) simulated high resolution
temperature image. Fig. 1 shows the general procedure of the
TSDL model for obtaining LST images with enhanced spatial
resolution simulated over the EOS-MODIS scene acquired on
23 February 2010.
A characteristic of the TsHARP method is that it does not
take into account that for a determinate NDVI value as there
may be two different LST values. To address this issue, we
needed to increase the thermal variability of the image simulated
from the Stress Water Indices (SWIs). Fig. 2 shows the LST,
NDVI and NDWI relationship, which may indicate a high dis-
persion of NDWI values with respect to LST values; the NDVI
indicates a narrow range of values (0.82 ± 0.2) instead.
Based on the above inference, a reﬁned rectiﬁcation
approach from adequate soil moisture estimations, using stress
hydric indices, was proposed:
Figure 2 Example of 3-D scatter plot between the LST, NDVI
and NWDI relationship.


















where NDWI is the Normalised Difference Water Index pro-
posed by Gao (1996), NDII is the Normalised Difference
Infrared Index proposed by Hardisky et al. (1983) and Soil
Water Index (SWI) proposed by Mallick et al. (2009). The
monitoring of the water content of the soil and vegetation (g
H2O m
2) was performed using the absorption properties of
vegetation water in the NIR band and sensitivity characteris-
tics of water absorption difference in the SWIR band. The
NDWI uses the spectral interval between 0.9 lm (NIR)
and 1.2 lm (SWIR), whereas the NDII is based on the
0.9–1.6 lm interval. It should be noted that some sharpening
procedures are limited in their application to some sensors
owing to the unavailability of bands in the VNIR range.3. Study area
The study region is located in Tandil, Buenos Aires province,
on the PRA (Fig. 3). It is within a sub-humid temperate
climate with a few hydric deﬁcits and a mean air temperature
of 14 C, reaching a mean maximum summer air temperature
of 295.1 K and a mean minimum winter air temperature ofFigure 3 PRA. A and B boxes are the selected areas for the fc analysi
shows a resized RGB Landsat TM. The right-hand picture is the EBS280.1 K. The mean relative humidity of the air is 70%, the
average wind speed is 3 m s1 and the mean sun radiation
received is 186 Wm2 (Carmona et al., 2012).
From the perspective of land use, the selected area is char-
acterised by the presence of heterogenic crops, from the 1st
and 2nd soybean to bare soil. Agriculture is the main land
use, although there are isolated urban uses and unproductive
areas characterised by the presence of the orographic system
of Tandilia.
4. Experimental setup
Two discontinuous pairs of images corresponding to the Land-
sat 5 Thematic Mapper and EOS-MODIS satellite sensors with
the same path and row (225/86) were acquired on 10 November
2006 and 23 February 2010, for the ground validation dataset.
Landsat 5 TM images with a spatial resolution of 30 m in the
VNIR and 120 m in the thermal region with a revisit period of
16 days were utilised as reference data for model building as
moderate-high resolution images. EOS-MODIS images with a
spatial resolution of 250 and 500 m in the VNIR spectral region
and 1000 m in the thermal region were procured because of their
low spatial resolution and high revisit frequency (1 day).
The calibrated radiance of thermal, visible and NIR bands
at 1 km, 500 m and 250 m (MOD021 km, MOD02HKM and
MOD02QKM) and column water vapour (MOD05) products
were used to retrieve the LST and vegetation index images.
The EOS-MODIS dataset was matched spatially with the ref-
erence Landsat data through common ground control points
to reduce prediction errors due to spatial mismatch.
The quality-sharpened image was assessed in terms of the
true ground and image data. The validation procedure was
carried out using a ground TR dataset measured by a high pre-
cision IRR-1505 sensor (Apogee Instruments, Inc.) with an
estimation error of ±0.2 K between 258.1 and 333.1 K, spec-
tral interval between 8 and 14 lm and IFOV angle of 22.
The IRR-1505 sensor integrates the Energy Balance Station
(EBS) data, located over a soybean ﬁeld at Laura Laufu´
farm (37 140S 59 340W) (Fig. 3). A dataset of 38 in situ mea-
surements over wheat crops (370604500S; 585805000W) was
acquired with an Everest IRT radiometer (Everest Interscience
Inc.), which measures temperatures from 233.1 K to 373.1 K
with ±0.3 K accuracy from 273.1 K to 323.1 K. The calibra-
tion of radiometers was performed using a reference black
body (Everest Model 1000), making measurements before,
during and after the completion of the transect. Values were
corrected for the effects of emissivity, including long-wave
reﬂection from the sky.s (see Section 6.2), NDVI MODIS (23/02/2010). The central image
(37 140S, 59 340W).
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sensors, an inversion of the procedure was carried out. The
original LST (LSTHR) and NDVI (NDVIHR) Landsat TM
and EOS-MODIS images were aggregated to a resolution
of 960 m and 4 km, respectively. Subsequently, the sharpened
images were disaggregated and compared with the reference
LST (120 m and 1 km, respectively). The agreement between
the reference (Tsref) and sharpened (Ts
*) temperature images
was indicated by the determination coefﬁcient (r2), root mean
square error (RMSE), relative error (RE), mean error (ME)
and index of agreement (d). The sharpening models were con-
sidered to demonstrate good performance when r2P 0.8,
dP 0.9, RMSE/r and RE 6 0.2 (Stockle, 2004; Cai et al.,
2007). The performance of aggregation was estimated in
terms of d (Willmott, 1981) and the RMSE/r (Kustas
et al., 2003).
Different approaches were proposed for the Landsat data-
set: Stepwise resampling and resampling by type of coverage.
Stepwise resampling is the downscaling sharpening procedure
by steps with multiple spatial resolution sizes (e.g., 960, 720,
240 and 120 m). Resampling by type of coverage considers
the process of disaggregation of each class of information from
the land use classiﬁcation. For the EOS-MODIS dataset,
sharpening at the region scale (global) and by vegetation pro-
portion approaches were used.
5. Land Surface Temperature (LST) retrieval
The LST for the Landsat TM sensor was calculated from the
brightness temperature (Tk) by applying the Monocanal algo-
rithm proposed by Jimenez-Mun˜oz and Sobrino (2003):
LST ¼ c½e1ðw1Lksat þ w2Þ þ w3 þ d ð9Þ
in which
c ¼ f C2Lksat=T2sat





d ¼ cLksat þ Tsat ð11Þ
where Lksat is the radiance retrieved by the TM sensor for
channel 6 (W m2 sr1 lm1), Tsat is the brightness tempera-
ture (K), kef is the effective wavelength (11.457 lm) and C1
and C2 are universal constants (1.19104 · 108 W lm4 m2
sr1 and 1.43877 · 104 lm K, respectively). The values of
w1, w2 and w3 were obtained from the atmospheric total
water vapour content (W) expressed in gr cm2. (University
of Wyoming, Department of Atmospheric Science, http://
weather.uwyo.edu).
The emissivity (e) was estimated using the fraction vegeta-
tion cover (fc) and calibration coefﬁcient proposed by Valor
and Caselles (1996).
es ¼ evfc þ esuð1 fcÞ ð12Þ
where ev is the vegetation emissivity (0.98) and es is the bare
soil emissivity (0.96). The cavity effect was not considered,
because no internal reﬂections occur in the dominant vegeta-
tion in PRA (natural pastures and agricultural crops)
(Kerdiles et al., 1996). The fc was estimated using NDVI
(Carlson and Ripley, 1997).
fc ¼ ½ðNDVINDVIMINÞ=ðNDVIMAX NDVIMINÞ2 ð13Þwhere NDVIMIN represents NDVI values of bare soil and
NDVIMAX represents NDVI values of healthy vegetation
(total coverage). The NDVI was estimated using the corrected
red and near infrared reﬂectance bands by means of the Dark
Object Subtraction technique (DOS), proposed by Schroeder
et al. (2006).
q
kðsupÞ¼ pðLksat  LkpÞ=Tkv  ðEk0d2 cos hzTkz þ Ek#Þ ð14Þ
where Lksat is the total radiance retrieved by the sensor and Lkp
is the radiance retrieved by the sensor derived by the interac-
tion between the electromagnetic radiation, gas and atmo-
spheric dust in W m2sr1lm1, Tkv is the atmospheric
transmissivity from the earth’s surface to the sensor, Tkz is
the atmospheric transmissivity in the solar lighting direction,
Ekﬂ is the diffuse irradiance from the atmosphere to the earth’s
surface (W m2lm1) and cos hz is the cosine of the solar
zenith angle.
For the EOS-MODIS image, this was calculated from the
brightness temperature for channels 31 (10.7–11.2 lm) and
32 (11.7–12.2 lm) using the Split Window algorithm developed
by Coll et al. (2005). Then, from the temperature difference
obtained from the two channels on the same pixel, the LST
can be determined using the following equation:
LST ¼ T31 þ ½2:41þ 0:432ðT31  T32ÞðT31  T32Þ
þ 0:359þ aðwÞð1 eÞ þ bðwÞDe ð15Þ
Here, T31 and T32 are the brightness temperatures for channels
31 and 32 (K), w is the water vapour content expressed in
g cm2, a and b are parameters that depend on (w), e is the
average emissivity in the 11.2 lm and 12.2 lm intervals
(e= (e31  e32)/2), De is the spectral difference emissivity
(De= e31  e32).6. Results and discussion
6.1. Sharpening at the region scale (global)
To assess the proposed sharpening techniques, an aggregation
(upscaling) and disaggregation (downscaling) procedure was
applied on EOS-MODIS image (23 February 2010). The pro-
cedure takes a Terra aggregated image to 4 km (low resolu-
tion) and applies sharpening models until simulated images
are obtained with spatial resolution of 1 km. Homogeneity
and representative LST samples with spatial independence
are required; hence, a random sample of 5% of the pixels
was selected and extracted using the semivariogram technique,
i.e., an interval of 20 km was used and the random sample
extracted.
Fig. 4a shows regression functions between the observed
(Tsref) and estimated LST data for the EOS-MODIS Terra
image (23/02/2010). In all cases, the models performance is
similar, the RMSE did not exceed 1 K and the coefﬁcient
of determination (r2) ranged between 0.8–0.9. The Ts
*DL
model yielded the smallest RMSE and BIAS (0.7 and
0.0 K, respectively) and the highest aggregation accuracy
(RMSE/r of 0.3).
Fig. 4b shows that the Ts
*FCLS (dashed green) technique
indicates slight variability (3.1 K) in comparison with Tsref
(blue line), whereas the predicted Ts
*DL (black line) is similar
to Tsref (19.1 K and 19.2 K, respectively). The standard
Figure 4 The regression (a) and density (b) of observed and predicted EOS-MODIS LST (23/02/2010).
Table 1 Comparative analysis of different samples.
Models Semivariogram sample High fc sample Low fc sample
r2a RMSEb RMSE/r dc r2 RMSE RMSE/r d r2 RMSE RMSE/r d
TsHARP 0.9 0.8 0.4 1.0 0.9 0.4 0.2 1.0 0.9 0.7 0.3 1.0
Ts
*FCLS 0.8 1.1 0.4 0.9 0.9 0.4 0.3 1.0 0.9 0.7 0.3 1.0
Ts
*DL 0.9 0.7 0.3 1.0 0.9 0.4 0.3 1.0 0.9 0.7 0.3 1.0
Ts
*NDWI 1.0 0.8 0.4 1.0 0.9 0.4 0.2 1.0 0.9 0.7 0.3 1.0
Ts
*NDII 0.9 0.8 0.4 1.0 0.9 0.4 0.3 1.0 0.9 0.7 0.3 1.0
Ts
*SWI 0.8 0.8 0.4 1.0 0.9 0.3 0.2 1.0 0.9 0.7 0.3 1.0
N is the observation number, r is the standard deviation, Oi and Ei are the observed and estimated values and O and E are the means of the
observed and estimated values.










b RMSE ¼ PNi¼1ðOi  EiÞ2=N
h i1=2
.
c d ¼ 1 PNi¼1ðOi  EiÞ2=PNi¼1ðjEi Oj þ jOi OjÞ2
h i
.
22 M.I. Bayala, R.E. Rivasdeviation (r) and variation coefﬁcient (CV), established as
2.2 K and 0.7%, respectively, show the same values as Tsref.
The BIAS shows that the models based on the SWIs overesti-
mate the determination and the techniques based on the
NDVI-LST relationship underestimate the determination.
6.2. Vegetation proportion
The fc analysis was realised for two different landscapes of the
PRA. The ﬁrst landscape was located at the centre of the Bue-
nos Aires province (10.120 km2) (Fig. 3, box A) with high fc
and low water deﬁcit. The second area was located southwest
of La Pampa province (4.874 km2) (Fig. 3, box B), character-
ised by low fc and high water deﬁcit.
Table 1 shows the statistical results for the different selected
samples (semivariogram, high and low fc), indicating the high
correlation between the samples with high and low fc. The low
fc samples display an increase in the thermal variability with
respect to high fc, the RMSE <0.3 K for the high fc samples
indicates that the resample techniques are more accurate over
regions with high homogeneity in emissivity and soil moisture.
The Ts
*SWI model yielded the best disaggregation for high fc
areas (RMSE of 0.3 K and RE of 0.0 K, respectively) with val-
ues of r2 of 0.9, d of 1.0 and RMSE/r of 0.2 K. Similar results
were obtained by the Ts
*DL and TsHARP models. In terms ofthe RMSE, the Ts
*DL yielded the best performance consider-
ing the semivariogram sample, attaining less than 0.7 K.
6.3. Stepwise resampling
The monitoring of individual ﬁelds may become possible if using
sharpening EOS-MODIS thermal images tomoderate resolution
(250 m) and this aspect has been studied by Agam et al. (2007a)
using theTsHARPmodel. The stepwise procedure shows the util-
ity of the proposedmodels as applied toEOS-MODIS spatial res-
olution, simulated with the Landsat TM scene acquired on 23





*SWImodels to theLandsat image increased the spa-
tial resolution thermal band data from 960 to 120 m. The upper
left-hand panel of Fig. 5(A1) shows the 740 mLandsat TM refer-
ence thermal image aggregated from240 m spatial resolution and
simulated images (Fig. 5B1–F1) disaggregated by approxima-
tions of the EOS-MODIS temperature ﬁelds (960 m pixel size).
The middle panels (Fig. 5A2–F2) show the 740 m spatial resolu-
tion image aggregated to 240 m. The bottom panels (Fig. 5A3–
F3) show the 240 m ﬁeld sharpened to 120 m resolution.
Although there are detectable differences between the observed
and sharpened ﬁelds to 240 m pixel size, in general, the sharpen-
ing algorithms recovered much of the detail apparent for the
120 m spatial resolution (Fig. 5A3).




*SWI models using the Landsat TM data (23/02/
2010). The upper panels (A1–F1 white box in Fig. 5 above) are the aggregated LST of the reference to 720 m pixel size and simulated
images from 960 m pixel size (MODIS temperature ﬁeld). The next panels (A2–F2) are the reference LST and sharpening images to
moderate resolution (240 m pixel size) and the lower panels (A3–F3) show the observed temperature ﬁeld created by the different
techniques to 120 m pixel size.
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analysis denotes a decreasing trend for the r2 statistic as pixel
size decreases, shown by a slight bend at 240 m (Fig. 6a). This
trend is observed when large steps in the spatial resolution
have been made (e.g., 720 to 240 m). Fig. 6b shows the
statistical errors for different resolutions; the higher RMSEs
were observed between 720 and 240 m spatial resolutions with
a stepwise increasing trend. Highest accuracy was reached bythe Ts
*FCLS and Ts
*SWI techniques at 720 m pixel size with
an RMSE of 0.7 K without slant. However, the trend remained
invariant for the Ts
*DL model (Fig. 6b, black bar) through the
stepwise procedure and it was slightly lower than that found by
Agam et al. (2007a) and Kustas et al. (2003). Homogeneous
interquartile ranges were observed for different sharpening
techniques; the best performances were reached by the Ts
*DL
and Ts
*SWI models, which were 19.1 and 19.1 K, respectively.
Figure 6 Comparative analysis of different sharpening procedures to 720, 240 and 120 m pixel sizes. (a) r2, (b) RMSE and (c) ME.
Table 2 Comparative statistics between the observed.





Min 274.9 276.4 275.7 275.3 273.8 275.6
1st Q 292.2 292.1 292.0 292.2 292.4 292.1
Median 294.5 294.4 294.4 294.4 294.6 294.4
Average 294.3 294.3 294.3 294.3 294.5 294.3
3rd Q 296.2 296.3 296.3 296.2 296.4 296.2
Max 306.4 306.3 305.8 306.4 311.1 305.8
Range 31.4 29.9 30.0 30.1 37.3 30.1
r 2.7 2.9 2.9 2.8 2.9 2.8
CV (%) 0.9 1.0 1.0 1.0 1.0 1.0
Skewness 0.0 0.0 0.0 0.0 0.0 0.0
Curtosis 0.2 0.0 0.0 0.2 0.4 0.0
RMSE 1.0 1.0 0.6 1.0 0.8
REa 0.0 0.0 0.0 0.0 0.0
MEb 0.0 0.0 0.0 0.1 0.0
d 1.0 1.0 1.0 1.0 1.0
RSME/r 0.3 0.4 0.2 0.4 0.3
a RE ¼ RMSE= O.
b ME ¼ PNi¼1ðOi  EiÞ=N.
24 M.I. Bayala, R.E. RivasThe thermal variability for the TsHARP and Ts
*FCLS models to
120 m pixel size were incremented, which indicates that the
variability was limited to extreme values because the moisture
conditions were strongly variable. Fig. 6c indicates that the
TsHARP and Ts
*DL techniques did not overestimate or underes-
timate the LST prediction (without BIAS). The remaining models
indicate high BIAS where there are signiﬁcant scale breaks.
Jeganathan et al. (2011) studied the cause of the variations
in the upscaled ASTER–LST at 1 km pixel size with the
MODIS–LST from the perspective of stepwise downscaling
analysis, aggregation methods and retrieval parameters of
interest. Their study observed that, just as here, the statistical
errors and function adjustments (slope) at different resolutions
increases as the resolution decreases due to the incremented
spatial heterogeneity. However, Jeganathan et al. (2011) indi-
cate that the value of r2 decreases with a decrease in pixel size,
which is explained by the reduction of variability in the LST
and NDVI by the aggregation; in the present study, this effect
occurred only with long steps (e.g., 720–240 m) (Fig. 6a).
In general, the stepwise analysis indicates that the perfor-
mance of the different models was better than that found by
Agam et al. (2007a) and Kustas et al. (2003), which could be
due to the limited accuracy of the retrieved LST and geometriccorrection between images (EOS-MODIS vs. Landsat). Liu
et al. (2006) observed that the limited accuracy of the retrieved
LST was the largest source of error in the sharpening proce-
dure. Also, according to Jeganathan et al. (2011), an inade-
quate geometric correction (RMSE of less than 1 pixel) and
non-multiple pixel size (e.g., 250–120 m) could introduce
uncertainty and inaccuracy to the sharpened image.
The reference LST (120 m) was aggregated to 30 m by
applying the different sharpening techniques with the aim of
assessing the performance to ﬁne spatial resolution. Using
the semivariogram technique, random samples of 4% of over-
all image were selected (57.481 pixels) to obtain a statistically
representative number of pixels. Spatial independence was
reached at 40 and 60 pixels, taking into account the spatial
range of 100 pixels and considering a mean distance threshold
of 50 pixels (1500 m).
Table 2 shows the statistics for the observed and predicted
LST; the range and mean show similar thermal variability with
respect to the reference LST. Otherwise, a wide disparity was
found for the Ts
*NDII model with a value of 37.3 K. A high
degree of aggregation is indicated for the Ts
*DL and Ts
*SWI
models with d less than 1.0, RMSE/r of 0.3 and RMSE of
0.6–0.8 K, respectively.
Figure 7 Q–Q plot of observed vs. predicted LST values.
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relation between the thermal reference data to 30 m with
respect to the normal line from the mean to the highest LST
values. Hence, the smallest LST values are separate with
respect to the normal line, indicating pixels with high thermal
variability due to the different proportions of bare soil and
vegetation. This trend was observed for all sharpening
techniques.
6.4. Resampling by type of coverage
The model performances were assessed for different land cover
types classiﬁed on the Landsat TM image (23 February 2010).
By applying the unsupervised ISODATA algorithm, ﬁve clas-
ses of interest were identiﬁed (1st and 2nd soybean, sunﬂower,
corn and bare soil) with 98% accuracy (Kappa coefﬁcient of
0.9). Fig. 8 shows the model behaviours for different types of
cover evaluated by 1000-pixel-sized samples.
Note that the soybean classes demonstrate a trend to
decrease the accuracy (worst adjustment), which is because
the LST representation results in greater complexity for vege-
tation cover with variable soil moisture (Fig. 8a). The TsHARP
(red bar) and Ts
*NDII (green bar) models yielded poor
performance, achieving RMSEs of 1.2 and 3.0 K (Fig. 8b).
These errors might be related closely to the stage of the vege-
tation senescense. Moreover, the Ts
*DL technique (black bar)
showed the best predictions: 0.7 K RMSE and 0.0 RE, which
remained invariant for the different classes (BIAS of 0.0 K,
Fig. 8c). Also, the best data aggregation was achieved for cornFigure 8 Comparative analysis of different land bare soil classes using the Ts
*DL model with 0.3 and
0.4 RMSE/r, respectively. Similar values are indicated for
the Ts
*SWI model (orange bar).
6.5. Validation
The validation was realised considering good performance of
the Ts
*DL technique for different resolutions and surface con-
ditions. The validation accounted for the in situ measurements
observed over the soybean and wheat (transect) ﬁelds. The
comparison between the pixel results and IRR-1505 sensor at
the EBS shows that the LST was 294.8 K, that yielded by
the EOS-MODIS resampling was 293.9 K and that from the
Landsat resampling was 292.9 K.
The validation of the thermal resampled data (10/11/2006
Landsat TM dataset) was performed on 38 resampled mea-
surements from a transect over a test site with wheat crop
(Fig. 9a). Local-scale values show a variability that can be con-
sidered signiﬁcant but this assumption is not considered on the
ﬁeld scale. Therefore, the resampling technique is optimal for a
considered scale (Fig. 9b, orange solid line and dashed green
line). The mean value obtained with the Ts
*DL model was
291.5 ± 0.9 K and that from the TsHARP model was
292.3 ± 0.5 K based on the Landsat image, whereas for the
transect it was 291.4 ± 1.1 K. Moreover, the values obtained
from the EOS-MODIS data have a difference of 3.0 K com-
pared with those measured in situ.
Fig. 10 (a and b) shows the LST Landsat image and the
estimated Ts*DL MODIS products to 30 m spatial resolution,
respectively; the LST sub-pixel estimation results have hidden
the LST changes. As shown in Fig. 10b, the spatial distribution
of high temperatures over areas of bare soil (B) is overesti-
mated. Moreover, the spatial distribution of low temperatures
(A) over areas of wheat coverage is underestimated compared
with the real situation.
The results on the disaggregation of the EOS-MODIS LST
data from a spatial resolution of 1000–30 m showed that the
sharpening was less accurate than with the Landsat TM
for a similar resolution difference (960–30 m). However, this
may be due to the sensor used to generate the data
(EOS-MODIS vs. Landsat TM) and the fact that the pixel of
the thermal MODIS image is the mean value of the different
land cover types contained in the scene. Hence, we support
the idea that the disaggregation of the EOS-MODIS LST data
to 250 m is adequate for representing the heterogeneity of the
PRA, mainly because the size is bigger than 50 ha.and covers. (a) r2, (b) RMSE and (c) ME.
Figure 9 (a) Landsat TM (10/11/2006) sample in RGB composition and validation transect (yellow line). b) LST (K) transect measured
and thermal data yielded by the TsHARP and Ts
*DL models.
Figure 10 (a) LST Landsat image (30 m) with wet (A) and dry (B) areas. (b) The estimated Ts
*DL MODIS (30 m) image with wet (A)
and dry (B) areas.
26 M.I. Bayala, R.E. Rivas7. Summary and conclusionThe need for high spatial–temporal resolution thermal data has led
to furthermodiﬁcationof theTsHARPprocedure. In this study, six
different sharpening procedures with the same theoretical basis,
using and combining thermal/visible spatial information of EOS-
MODIS and TM sensors, were proposed and evaluated in the
PRA. The performance of the procedures was found to depend
on the dry and wet edge deﬁnition in the LST–NDVI relationship.
Itwas observed that the results improvedwhen using the quadratic
dry edge ﬁtting, mainly because that function ﬁnds the maximum
LST value where NDVI values are low (minimal evapotranspira-
tion); thus, acquiring more physical sense.
The sensitivity in the estimation of the sub-pixel LST
depends on the proportion of soil and vegetation in each
resampled pixel. In EOS-MODIS, for areas with little variabil-
ity of surface emissivity, the errors were of the order of 0.3 Kfor high fc areas. However, in areas with low fc and low soil
moisture, the errors increased to 0.7 K. The Ts
*DL model
showed good results for corn and wet bare soil with a correla-
tion greater than 85% and low RMSE (from 0.3 to 0.5 K) for
Landsat images.
The Ts
*DL model was the most accurate and stable
sharpening method from low to high spatial resolution images.
Thus, it would be useful for representing spatial patterns of
LST with reasonable accuracy within each pixel of Terra
MODIS and Landsat TM images of the PRA.
Although the Ts
*DL algorithm has been proven more accu-
rate than TsHARP in this study, both thermal image sharpen-
ing techniques are still unable to consider the sub-pixel soil
moisture variation. Hence, information about the sub-pixel
variability for moisture was introduced to the sharpening tech-
niques by water stress indices such as NDWI, NDII and SWI.
However, with the exception of the Ts
*SWI model, the tech-
niques based on water stress index were less accurate than
Image sharpening techniques in determination of LST-Normalised Difference Vegetation Index 27algorithms based on the LST–NDVI relationship only. Future
work may involve information about the sub-pixel variability
for moisture to improve the sharpening capacity.
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