This article analyzes the identifiability of the number of components in k-variate, Mcomponent finite mixture models in which each component distribution has independent marginals, including models in latent class analysis. Without making parametric assumptions on the component distributions, we investigate how one can identify the number of components from the distribution function of the observed data. When k ≥ 2, a lower bound on the number of components (M ) is nonparametrically identifiable from the rank of a matrix constructed from the distribution function of the observed variables. Building on this identification condition, we develop a procedure to consistently estimate a lower bound on the number of components.
Introduction
Finite mixture models provide flexible ways to model unobserved population heterogeneity.
Because of their flexibility, finite mixtures have been used in numerous applications in diverse fields such as biological, physical, and social sciences. Comprehensive theoretical accounts and examples of applications can be found in Everitt and Hand (1981) , Titterington et al. (1985) , McLachlan and Basford (1988) , Lindsay (1995) , and McLachlan and Peel (2000) .
1
A finite mixture model is characterized by three main determinants: the number of components, the component distributions, and the mixing proportions. As emphasized in Hettmansperger and Thomas (2000) , there is often little theoretical guidance for selecting the number of components and/or the form of the component distributions despite their key role in the specification of mixtures. Furthermore, it has been known that the estimates of the number of components are sensitive to the choice of the component distributions (see, for example, Schork et al. (1990) and Roeder (1994) ), and that imposing incorrect parametric restrictions on the component distributions may lead to erroneous inference on the number of components (Cruz-Medina et al. 2004 ).
This article analyzes the nonparametric identifiability of the number of components in k-variate,M -component finite mixture models of W = (W 1 , . . . , W k ) under the assumption that the W j 's are independently (but not necessarily identically) distributed within each component:
Here, F (w) is the distribution function of W , π m is the mixture proportion of the m-th subpopulation, and F m j (w j ) is the distribution function of W j conditional on being from the m-th subpopulation, respectively. The number of components in F (w), M , is defined as the smallest positive integerM for which a finite mixture representation (1) can be found.
We analyze how one can recover the number of components M from the exact knowledge of the distribution function of observed variables F (w 1 , . . . , w k ) when no parametric assumptions are imposed on the component distributions. Nonparametric identifiability and estimation of finite mixtures has recently attracted increasing attention. Hall and Zhou (2003) , Hall et al. (2005) , and Allman et al. (2009) Hettmansperger and Thomas (2000) and CruzMedina et al. (2004) analyze the nonparametric identification and estimation of model (1) with iid marginals by partitioning the support of W j into bins and transforming the data to multinomial vectors. Benaglia et al. (2009) and Levine et al. (2011) develop algorithms for estimating model (1) nonparametrically using kernels. However, no theoretical results on the identification of the number of components in model (1) are provided in the existing literature.
We show that a lower bound on the number of components M is identified without imposing any parametric assumptions if k ≥ 2. Interestingly, this result holds despite the fact that the component distributions are not identifiable when k = 2 (see Clogg 1981; Hall and Zhou 2003) . The lower bound is stated in terms of the rank of a matrix constructed from the (multinomial) distribution function of the observed data, where for continuous variables, we transform each element of W to a discrete random variable by partitioning its support as in Elmore et al. (2004) . We also illustrate the cases in which the bound is tight except possibly for a set of mixture models with zero Lebesgue measure, and therefore, the bound is tight generically in the sense of Allman et al. (2009, p. 3106) . By estimating the rank of its empirical analogue, we develop a procedure to consistently estimate a lower bound on the number of components. Simulations illustrate that our procedure performs well.
The mixture model (1) assumes that the marginal distributions are independent conditional on belonging to a subpopulation. The conditional independence assumption may be viewed as a version of a standard repeated measures random effects model, in which multivariate observations on an individual are often assumed to be independent conditional on the identity of the individual. The model (1) has important applications as demonstrated in some recent works on nonparametric mixture models as well as those on multinomial mixtures (e.g., Zhou et al. 2005; Dunson and Xing 2011; Bhattacharya and Dunson 2011) , and encompasses models in latent class analysis that has been widely used in many fields including sociology, psychology, and biostatistics (Lazarsfeld and Henry 1968; Clogg 1995; Hagenaars and McCutcheon 2002; Magidson and Vermunt 2004; Skrondal and Rabe-Hesketh 2004) . Once an estimate of a lower bound of M is obtained, one can use algorithms such as Benaglia et al. (2009) and Levine et al. (2011) to nonparametrically estimate the mixture model (1), provided that the mixing proportions and the component distributions are identifiable.
Numerous methods to select the number of components have been proposed in a parametric setting (see, for example, Henna 1985; Leroux 1992; Lindsay and Roeder 1992; Windham and Cutler 1992; Roeder 1994; Chen and Kalbfleisch 1996; Dacunha-Castelle and Gassiat 1999; Keribin 2000; James et al. 2001; Woo and Sriram 2006) . Our proposed procedure requires the conditional independence assumption but makes no distributional assumptions on the components. Furthermore, our selection procedure is based on a statistic whose asymptotic distribution is chi-squared or can be easily simulated, and it does not require the estimation of a mixture model with a different number of components.
The remainder of the article is organized as follows. Section 2 discusses the nonparametric identifiability of a lower bound on the number of components under k ≥ 2. Section 3 introduces a procedure to test a lower bound on the number of mixture components. Section 4 reports simulation results, and empirical examples are provided in section 5. The supplementary appendix contains the proofs, mathematical details, and detailed results from simulations and empirical examples.
3
2 Nonparametric identification of a lower bound on the number of components
Two-variable case
We first analyze the nonparametric identification of a lower bound on the number of components for the mixture model (1) with k = 2. For notational clarity, we use X and Y in place of W 1 and W 2 . Specifically, consider the following finite mixture models of variable (X, Y ):
where F m x (x) and F m y (y) are the distribution functions of X and Y conditional on being from the m-th subpopulation. No assumptions are imposed on F m x (x)'s and F m y (y)'s except that they are distribution functions. Define the number of components in F (x, y), M , as the smallest positive integerM for which a finite mixture representation (2) can be found.
We proceed to construct a partition, ∆, of the support of (X, Y ), and form a matrix that represents the distribution of (X, Y ) over ∆. Let X and Y denote the support of X and Y .
Partition X and Y into |∆ x | and |∆ y | mutually exclusive and exhaustive subsets, respectively, as ∆ x = {δ x 1 , . . . , δ x |∆x| } and ∆ y = {δ 
respectively. The vectors p m x and p m y implicitly depend on ∆ x and ∆ y . Arrange Pr(X ∈ δ x a , Y ∈ δ y b ) for partition level (a, b) = (1, 1), . . . , (|∆ x |, |∆ y |) into a |∆ x | × |∆ y | bivariate probability matrix as
Then, P ∆ represents the distribution of (X, Y ) on the partition ∆ and can be expressed in terms of π m 's, p m x 's, and p m y 's as
Equation (5) is a finite mixture model (2) that is restricted to the partition ∆.
For a partition ∆, define the number of components in P ∆ as the smallest integerM such that the finite mixture representation (5) is possible. The number of components in P ∆ is closely related to the concept of nonnegative rank developed by Cohen and Rothblum (1993) .
For a nonnegative matrix A, its nonnegative rank is denoted by rank + (A) and defined as the smallest number of nonnegative rank-one matrices such that A equals their sum. Because P ∆ is a nonnegative matrix and the right-hand side of equation (5) is the sum of nonnegative rank-one matrices, by definition, the number of components in P ∆ is the nonnegative rank of P ∆ .
The following proposition, originally from Cohen and Rothblum (1993) , states the properties of the nonnegative rank of P ∆ and its relation to the rank of P ∆ .
Proposition 1 (Cohen and Rothblum, 1993 ) (a) rank(
From Proposition 1(a), rank(P ∆ ) gives a lower bound on the number of components in P ∆ whereas the number of support points of X and Y gives an upper bound on the number of identifiable components since |∆ x | ≤ |X | and |∆ y | ≤ |Y|. It follows from Proposition 1 that
The number of components in P ∆ is identified with the nonnegative rank of P ∆ . Determining the nonnegative rank of a matrix is computationally difficult 2 , however, and is still a subject of ongoing research (see, for example, Dong, Lin, and Chu 2009) . Therefore, it is useful to characterize a lower bound on the number of components in P ∆ in terms of the rank of P ∆ .
An obvious limitation of the lower bound based on the rank of P ∆ is a possible discrepancy between the lower bound and the actual number of components. This is because the latter requires that the components π m 's, p m x 's, and p m y 's in (5) to be nonnegative while the former does not. 3 We investigate the size of a set of mixture models wherein Allman et al. (2009, p. 3107) , where S k denotes the standard k-simplex. The following proposition shows that if we randomly draw a mixture model θ from Θ and construct a ma-
, then we have rank(P (θ)) = M 0 with probability one. This result holds because, when rank(P (θ)) < M 0 , either the vectors {p 
all the points in Θ except possibly for a set of Lebesgue measure zero.
When X and Y are discrete, taking the support of (X, Y ) as ∆ and applying Proposition 2 gives that rank(P ∆ ) = rank + (P ∆ ) = M with probability one if we draw an M -component bivariate mixture model with conditionally independent marginals. Hence, the bound is tight with probability one. When X and Y are continuous, there is no obvious choice of a single partition ∆. The nonnegative rank of P ∆ could be strictly smaller than M when a single partition ∆ does not fully reveal the information for identifying the number of components in F (x, y). A tighter lower bound of M may be obtained by taking the maximum value of the rank of P ∆ s across different partitions.
are linearly independent and {F m y (y)} M m=1 are linearly independent, then there exists a partition ∆ with
randomly, then the probability that rank + (P ∆ ) = rank(P ∆ ) is one.
Proposition 3(a) gives a sufficient condition under which the rank of P ∆ is equal to M for some choice of ∆; in this case, M is identified with the maximum value of rank(P ∆ )'s over all possible partitions of X × Y into M × M subsets. Proposition 3(b) implies that whether rank(P ∆ ) = M holds depends on whether rank + (P ∆ ) = M holds.
General k-variable case
We now illustrate how our approach in Section 2.1 can be applied to the mixture model (1) with k ≥ 3 to obtain a lower bound on M . Consider a hyperrectangle partition ∆ =
is written as a weighted average of k-dimensional tensors as follows:
where ⊗ denotes a tensor product and p m j is a |∆ j | × 1 vector. Here, rank + (P ∆ ) is defined as the smallest positive integer for which a representation (6) holds and called the nonnegative (tensor) rank of P ∆ (see, for example, Lim and Common 2009). As in the two-variable case, rank + (P ∆ ) provides a lower bound on M .
We construct a matrix from P ∆ by grouping the variables in W = (W 1 , . . . , W k ) into two groups. We index the groupings by α. For the grouping α, let X α and Y α be the grouped
∆ j be the partition of the support of X α , where S x (α) is the set of indices such that W j ∈ X α , and define ∆ y α similarly. Then, we construct a |∆ x α | × |∆ y α | bivariate probability matrix P α ∆ by arranging Pr(
A lower bound on M can be obtained in terms of rank + (P ∆ ), rank + (P α ∆ ), and rank(
Taking the maximum value of rank + (P ∆ ), rank + (P α ∆ ), and rank(P α ∆ ) across different partitions, ∆'s, and different groupings, α's, gives tighter lower bounds. Such bounds may still be, however, strictly smaller than M .
We investigate when rank + (P ∆ ) = rank(P α ∆ ) holds. With a slight abuse of notation, given a positive integer M 0 , define the space of M 0 -component mixture models
and Y α and construct a bivariate probability matrix
is |∆ x α |×1 and p m y α is |∆ y α |×1. The following proposition shows that if the grouped variables have sufficiently large state spaces relative to M 0 , an analogous result to Proposition 2 holds for a k-variable model.
holds for all the points in Θ except possibly for a set of Lebesgue measure zero.
In the continuous variable case, we have a simple corollary of Proposition 3(a).
Corollary 1 Suppose that in model (1), the distribution of W is continuous. If there are two variables W j and W such that {F m j (w j )} M m=1 are linearly independent and {F m (w )} M m=1 are linearly independent, then there exists a grouping α and partition ∆ such that rank(P α ∆ ) = M . The latent class analysis with k = 2 (two-way contingency table) is also known as latent budget analysis (Goodman 1974; Clogg 1981; de Leeuw and van der Heijden 1988) . Testing the number of components in a latent budget model is particularly difficult because the parameters of the model are not identified unless some restrictions are imposed. Using our result, it is possible to identify a lower bound on M without imposing restrictions on the parameters, even though identifying a lower bound of M does not solve the problem of parameter non-identification.
Relation to latent class analysis
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3 Estimating a lower bound on the number of components
Proposition 1 in Section 2 shows that the rank of a matrix P ∆ in (5) gives a lower bound on the number of mixture components. In this section, we develop procedures to estimate the rank of P ∆ for a given partition ∆ and extend these procedures to the case when there are more than two variables.
Statistic by Kleibergen and Paap (2006)
Kleibergen and Paap (2006) develop a procedure to test the null hypothesis that the rank of P ∆ is equal to r as described below. For notational brevity, let s = |∆ x | and t = |∆ y |, and write the singular value decomposition of an s × t matrix P ∆ as
where U is an s × s orthogonal matrix, V is a t × t orthogonal matrix, and S is an s × t matrix that contains the singular values of P ∆ in decreasing order on its main diagonal and is equal to zero elsewhere. In the partition of U , S, and V on the right-hand side, U 11 , S 1 , and V 11 are r × r, and the dimensions of the other submatrices are defined conformably. Then, the null hypothesis H 0 : rank(P ∆ ) = r is equivalent to H 0 : S 2 = 0 because the rank of a matrix is equal to the number of non-zero singular values.
The statistic by Kleibergen and Paap is based on an orthogonal transformation of S 2 given by Λ r = A r,⊥ P ∆ B r,⊥ , where
Unlike S 2 , Λ r is not restricted to be non-negative. 4 Then, the null hypothesis H 0 : rank(P ∆ ) = r is equivalent to H 0 : Λ r = 0. LetP ∆ be an estimator of the matrix P ∆ with sample size N .
We assume that vec(P ∆ ) is asymptotically normally distributed.
When the distribution of W is discrete or ∆ is predetermined, vec(P ∆ ) follows a multinomial distribution, and a formula for Σ is easily available. If W has a continuous distribution and the empirical quantiles of the W j 's are used to construct ∆, then vec(P ∆ ) follows the empirical multivariate quantile-partitioned (EMQP) distribution (Borkowf, 2000) described in the supplemental appendix, and one can use bootstrap to estimate Σ.
We estimate Λ r byΛ r =Â r,⊥P ∆B r,⊥ and test H 0 : Λ r = 0, whereÂ r,⊥ andB r,⊥ are the estimators of A r,⊥ and B r,⊥ obtained from the singular value decomposition ofP ∆ . Kleibergen and Paap (2006) derive the asymptotic distribution ofλ r = vec(Λ r ), as summarized below. 
Kleibergen and Paap (2006, Corollary 1) propose the statistic called the rk statistic:
whereΩ r is a consistent estimator for Ω r . If the assumptions of Proposition 5 hold, then rk(r)
converges in distribution to a χ 2 ((s − r)(t − r)) random variable under H 0 : rank(P ∆ ) = r.
The nonsingularity assumption on Ω r can be relaxed by using the Moore-Penrose (M-P) pseudoinverse as discussed in Section 3.4.
The choice of ∆ is left to the researcher. As for the number of partitions, it is desirable to use a partition that is as fine as possible from the perspective of pure identification, but using a finer partition increases the variance ofP ∆ . In practice, we suggest setting the number of partitions equal to one plus the maximum number of components we want to allow for in modeling the data. As for the choice of partitions, a natural choice would be to use equiprobable intervals as in Pearson's chi-squared test, but there may be cases where using a non-equiprobable partition gives a stronger power because mixture models often have fat tails. The optimal choice of partitions remains an open question.
Sequential hypothesis testing
Denote the population rank of P ∆ by r 0 . To estimate r 0 , we sequentially test H 0 : rank(P ∆ ) = r against H 1 : rank(P ∆ ) > r starting from r = 0, and then r = 1, . . . , t * , where t * = min{s, t}.
The first value for r that leads to a nonrejection of H 0 gives our estimate for r 0 .
For r = 0, . . . , t * , let c r 1−α N denote the 100(1 − α N ) percentile of the cumulative distribution function of a χ 2 ((s − r)(t − r)) random variable. Then, our estimator based on sequential hypothesis testing (SHT, hereafter) is defined aŝ
The estimatorr depends on the choice of the significance level α N . As shown by Robin and Smith (2000, Theorem 5 .2),r converges to r 0 in probability as N → ∞ if we choose α N such that α N = o(1) and −N −1 ln α N = o(1).
Information criteria
We also consider a selection procedure by information criteria to estimate r 0 consistently.
Consider the criterion function Q(r) = rk(r) − f (N )g(r), where g(r) is a (possibly stochastic) 9 penalty function. Definer = arg min 1≤r≤t * Q(r). Under a standard condition on f (N ) and g(r), this gives a consistent estimate of r 0 :
Proposition 6 Suppose that the conditions of Proposition 5 hold, andΩ r converges to a nonsingular matrix for any r ≥ r 0 . Suppose that f (N ) → ∞, f (N )/N → 0, and Pr(g(r) − g(r 0 ) < 0) → 1 for all r > r 0 as N → ∞. Then,r → p r 0 .
For the choice of f (N ) and g(r), we consider the penalty terms in the Akaike (AIC), Bayesian (BIC), and Hannan-Quinn (HQ) information criteria. We choose g(r) = (s−r)(t−r) with f (N ) = 2 for AIC, f (N ) = log(N ) for BIC, and f (N ) = 2 log(log(N )) for HQ. The BIC and HQ model selection procedures provide a consistent estimate of r 0 since their choice of f (N ) and g(r) satisfies the conditions in Proposition 6. In contrast, AIC is not necessarily consistent and tends to overestimate r 0 with a large sample size.
Case of multiple variables
Suppose that W = (W 1 , . . . , W k ) with k ≥ 3 follows the distribution function (1). As in Section 2.2, we group the variables in W into two groups X α and Y α , with the grouping index α, and let P α ∆ denote a |∆ x α |×|∆ y α | bivariate probability matrix derived from the joint distribution of X α and Y α on a partition ∆. We test the null hypothesis that rank(P α ∆ ) ≤ r for all α ∈ A 0 , where A 0 is a set of the αs over which we construct test statistics.
We assume that all the variables in W are included in the first grouping {X 1 , Y 1 }. Then, for every α ∈ A 0 , the elements of the probability matrix P α ∆ can be expressed as a linear combination of the elements of P 1 ∆ , and therefore, there exists a matrix Π α such that vec(P α ∆ ) = Π α vec(P 1 ∆ ). Define A α r,⊥ , B α r,⊥ , and λ α r analogously to A r,⊥ , B r,⊥ , and λ r in Section 4.1 using P α ∆ in place of P ∆ . Defineλ α r = vec((Â α r,⊥ ) P α ∆ (B α r,⊥ ) ) = (B α r,⊥ ⊗ (Â α r,⊥ ) )Π α vec(P 1 ∆ ) using the estimators of P 1 ∆ , A α r,⊥ , and B α r,⊥ . To test the null hypothesis that rank(P α ∆ ) ≤ r for all α ∈ A 0 , we stackλ α r 's into a vector asλ r (A 0 ) = ((λ 1 r ) , . . . , (λ |A 0 | r ) ) and test the null hypothesis λ r (A 0 ) = 0. Extending Proposition 5, the following corollary establishes the asymptotic normality ofλ r (A 0 ). We omit its proof to save space, because it is a straightforward consequence of Slutsky's theorem.
as N → ∞, where
and
We can test the null hypothesis H 0 : rank(P α ∆ ) ≤ r for all α ∈ A 0 by the average rk statistic defined as
whereΩ r (A 0 ) is a consistent estimator of Ω r (A 0 ). Thus, ave-rk(r, A 0 ) combines information fromλ α r 's across different α's using the inverse of their covariance matrix as the weight. Under the assumptions in Corollary 2, ave-rk(r, A 0 ) converges in distribution to a χ 2 (ν(A 0 )) random variable, where ν(A 0 ) ≡ α∈A 0 (|∆ x α |−r)(|∆ y α |−r) is the number of elements inλ r (A 0 ). We note, however, that the average rk statistic may give a slack lower bound when enumerating sufficiently many of the groupings and partitions of the data is not computationally feasible.
When ν(A 0 ) is larger than the rank of Σ 1 ∆ , the covariance matrix Ω r (A 0 ) becomes singular and the assumption of Corollary 2 is violated. In such a case, if Pr(rank(Ω r (A 0 )) = rank(Ω r (A 0 ))) → 1, using the M-P pseudoinverse ofΩ r (A 0 ) in the ave-rk statistic (10) gives a test statistic whose asymptotic distribution is χ 2 (rank(Ω r (A 0 ))) (Andrews, 1987) . However, in finite samples, ifΩ r (A 0 ) has a very small but nonzero eigenvalue, its pseudoinverse may take a very large value and behave erratically. To deal with the singularity of Ω r (A 0 ), we follow Lütkepohl and Burda (1997) to use a suitable reduced rank estimator in place of Ω r (A 0 ). Given a small constant c, we apply a singular decomposition toΩ r (A 0 ) and replace the eigenvalues smaller than c with zero. LetΩ r,c (A 0 ) denote this low-rank approximation ofΩ r (A 0 ), and define the modified average rk statistic as
The asymptotic distribution of ave-rk We also consider an alternative statistic that is applicable even when ν(A 0 ) is large.
In the alternate statistic, we first choose K subsets of A 0 as {A 1 , . . . , A K } so that A 0 = K j=1 A j , and construct the ave-rk + (r, A j ) as in (11) but using A j in place of A 0 . We then combine the information in ave-rk + (r, A j ) for j = 1, . . . , K into the modified max-rk statistic defined as max-rk + (r) = max j=1,...,K ave-rk + (r, A j ). By choosing A j 's so that the degree of freedom ν(A j ) is sufficiently small, max-rk + (r) would be less sensitive to the choice of c than ave-rk + (r, A 0 ). We can apply the sequential hypothesis testing procedure to max-rk + (r).
Its asymptotic null distribution is not chi-squared but it can be easily simulated using the
Simulation study
We conduct simulation experiments to assess the finite sample performance of our proposed procedures for selecting the number of components. The reported results are based on 1000 simulated samples from mixtures with M = 3 components with three different sample sizes: N = 500, 2000, and 8000. To construct the rk statistic (7) and the ave-rk + statistic (11) for each sample, we estimate Ω r and Ω r (A 0 ) consistently by nonparametric bootstrap using 1000 random samples with replacement from empirical distributions.
In the first experiment, we generate samples of (X, Y ) from a 3-component normal mix- 
We then estimate the probability matrix P α ∆ for each α ∈ {1, 2, 3}, and construct the ave-rk + statistic (11) by setting c equal to 0.01 times the largest eigenvalue of Ω r (A 0 ). The support of W i is partitioned into 2 equiprobable subsets based on its empirical median, so that the dimension of P α ∆ is 4 × 4. As an alternative method, we also consider the maximum likelihood estimator (MLE)-based parametric model selection procedure with AIC, BIC, and HQ, where each component distribution is correctly specified as a 4-dimensional normal distribution with unknown means and an unknown diagonal covariance matrix. 
Examples
Intergenerational occupational mobility in Great Britain
We estimate the number of latent classes in the table of intergenerational mobility from father's occupation to subject's occupation in Great Britain, originally studied by Clogg (1981) using latent class models. Clogg estimates the 2-class and 3-class models using these data by imposing a priori restrictions on a set of parameters. Panel (1) Clogg (1981) starting from the null hypothesis of no more than 5 classes. SHT suggests that this intergenerational occupational mobility data could be generated from 7 latent classes while BIC, AIC, and HQ suggest 5, 8, and 6 latent classes, respectively. Overall, the results of our procedures suggest that there are more than 5 latent classes, rejecting the 2-and 3-class models studied by Clogg. 
Types of trades started by different ethnic groups
The second example analyzes the difference across ethnic groups in the types of trades they Based on likelihood ratio statistics, van der Heijden et al. (2002) conclude that the number of latent classes M = 3 "seems adequate" for both Amsterdam and Rotterdam. We apply our procedures to examine if the number of latent classes is at least 3 or not. Table 2 shows the rk statistics and the corresponding p-values from the SHT procedure. For Amsterdam, SHT suggests 3 or 4 latent classes, whereas AIC, BIC, and HQ suggest 4, 2, and 3 latent classes, respectively. For Rotterdam, all of our procedures suggest 3 latent classes.
Response patterns in five-item subsets of LSAT
In our third example, we analyze the response patterns in two different five-item subsets of LSAT, denoted by LSAT-6 and LSAT-7, originally studied by Mislevy (1984) . We employ the max-rk + statistic to these data. The response to five items is represented by
. We first choose 4 items out of 5 and then construct the ave-rk + statistic from the estimates of P α ∆ s for three different groupings α = 1, 2, 3, where we estimate the covariance matrix Ω r,c (A 0 ) using the asymptotic formula. Because there are 4 C 5 = 5 different ways of choosing 4 items out of 5, we construct the max-rk + statistic from the 5 ave-rk + statistics. SHT based on the max-rk + statistic suggests that M ≥ 2 in LSAT-6 at α = 0.1, 0.05, and 0.01, and that M ≥ 3 at α = 0.1 and 0.05 and M ≥ 2 at α = 0.01 in LSAT-7.
Example 3 of Hettmansperger and Thomas (2000)
We also apply our procedure to the data that consist of 83 college-age women each with eight replications of Witkin's rod-and-frame task. The response variable, measured as the rod's error deviation in degrees from the vertical, is continuously distributed. Hettmansperger The proofs are given in Cohen and Rothblum (1993) . Proposition 1(a),(b), and (c) correspond to Lemma 2.3, Theorem 4.1, and Corollary 4.2 of Cohen and Rothblum (1993) , respectively.
A.2 Proof of Proposition 2
First, note that M 0 = rank + (P (θ)) holds from the definition of Θ. Define P x , P y , and V
, respectively, where P x is M 0 × |∆ x | and P y is M 0 × |∆ y |. Then, P (θ) is written as P (θ) = P x V P y . Applying the Frobenius inequality to the right-hand side of rank(P (θ)) = rank(P x V P y ) and noting that rank(P x V ) = rank(P x ), rank(V P y ) = rank(P y ), and rank(V ) = rank + (P (θ)), we obtain rank(P (θ)) ≥ rank(P x ) + rank(P y ) − rank + (P (θ)). Suppose that rank + (P (θ)) > rank(P (θ)).
Then, we have 2rank + (P (θ)) > rank(P x ) + rank(P y ), and thus, either rank(P x ) or rank(P y ) must be strictly smaller than rank + (P (θ)). Because rank + (P (θ)) ≤ min{|∆ x |, |∆ y |}, either P x or P y does not have full rank. Note that the elements of a rank-deficient matrix must satisfy a set of polynomial restrictions, and hence, must lie in a zero set of a finite collection of polynomials. Therefore, in the space of M 0 × |∆ x | matrices that represents the space of
m=1 , the set of P x 's that do not have full rank has zero Lebesgue measure (see Allman et al. 2009, p. 3105) , and a similar argument holds for P y . This proves the stated result.
A.3 Proof of Proposition 3
From Lemma 17 of Allman et al. (2009) , there exists a positive integer κ and real numbers x 1 < x 2 < · · · < x κ−1 such that the vectors {(F m x (x 1 ), . . . , F m x (x κ−1 ), 1)} 1≤m≤M are linearly independent. Therefore, it is possible to construct ∆ such that P x = [p 1 x , . . . , p M x ] has rank M . Similarly, it is possible to construct ∆ such that P y = [p 1 y , . . . , p M y ] has rank M . Write P ∆ as P ∆ = P x V P y , where V = diag(π 1 , . . . , π M ). Applying the Frobenius inequality to the right-hand side of rank(P ∆ ) = rank(P x V P y ) and noting that rank(P x V ) = rank(P x ), rank(V P y ) = rank(P y ), and rank(V ) = M , we obtain rank(P ∆ ) ≥ M . The stated result of part (a) then follows because rank(P ∆ ) ≤ M . For part (b), Theorem 2.2 of Dong, Lin and Chu (2009) shows that when we draw a matrix P from a set of matrices whose nonnegative rank is M 0 , the probability of rank(P ) = M 0 is one. It follows that Pr(rank
Pr(rank + (P ∆ ) = m) = 1, and part (b) consequently follows.
A.4 Proof of Proposition 4
As in the proof of Theorem 4 of Allman et al. (2009; p. 3119) , given an n × a 1 matrix A 1 and an n × a 2 matrix A 2 , define an n × a 1 a 2 matrix A = A 1 ⊗ row A 2 as the row-wise tensor product, so that
j ] be an (M 0 × |∆ j |) matrix collecting the distribution of W j on ∆ j across all the components.
Define P x α = ⊗ row j∈Sx(α) P j , and then, from Lemma 12 of Allman et al. (2009) , we have that P x α collects the distribution of X α on ∆ x α across all the components. Define P y α similarly, and then, P α (θ) may be written as P α (θ) = P x α V P y α , where V = diag(π 1 , . . . , π M 0 ). From Lemma 13 of Allman et al. (2009) , we have rank(P x α ) = min{M 0 , |∆ x α |} and rank(P y α ) = min{M 0 , |∆ y α |} for generic P j 's; that is, all the P j 's except for a set of Lebesgue measure zero. Because |∆ x α |, |∆ y α | ≥ M 0 by assumption, we have rank(P x α ) = rank(P y α ) = M 0 for generic P j 's. Therefore, rank(P α (θ)) = M 0 holds for generic P j 's, from the Frobenius inequality and proceeding as in the proof of Proposition 2.
A.5 Proof of Proposition 5
The proof is given by the proof of Theorem 1 in Kleibergen and Paap (2006) .
A.6 Proof of Proposition 6
First, we show that Pr(r < r 0 ) → 0. Ifr < r 0 , Q(r) < Q(r 0 ) for some r < r 0 . Thus, 
} denote the empirical quantile for the i-th category of the j-th dimension, and let u(a) = (u 1 (a 1 ), . . . , u k (a k )) be a vector of empirical quantiles. In our simulations, we estimate P ∆ by the proportion of observations in each cell of the partition ∆, which is constructed using the empirical quantiles.
Letp(a) be the proportion of observations in the a-th cell, thenp(a) can be derived from F (a) by the relation (Borkowf (2000) , equation (2.1))
Borkowf (2000, equation (3.10) ) shows that the asymptotic covariance between n 1/2F (u(a)) and n 1/2F (u(b)) is given by
where η(a) = (η 1 (a), . . . , η k (a)) is a k × 1 vector of conditional proportions with η j (a) = Pr[ =1, =j (W ≤ ξ (a ))|W j = ξ j (a j )] denoting the probability that W ≤ ξ (a ) for all 
C Additional simulation results
Tables 3, 4, and 5 report the simulation results from 2-variable, 3-component normal, chisquared, and gamma mixtures, respectively. Table 6 Table 8 , the performance of our procedures in this experiment is generally worse than the performance in the experiment in Figure 2 (b) but the max-rk + statistic successfully chooses the correct M at N = 8000. 9.000 4.000 1.000 0.000 9.000 4.000 1.000 0.000 9.000 4.000 1.000 0.000 Partition 2: t = 4 with (q 1 , q 2 , q 3 ) = (0.1, 0.5, 0.9) N = 500 9.000 4.000 1.000 0.000 9.000 4.000 1.000 0.000 9.000 4.000 1.000 0.000 Partition 3: t = 6 with (q 1 , q 2 , q 3 , q 4 , q 5 ) = (0.1, 0.25, 0.5, 0.75, 0.9) N = 500 I 2 ) with µ 1 = (0, 0) , µ 2 = (1.0, 2.0) , and µ 3 = (2.0, 1.0) . The mixing proportion is π 1 = π 2 = π 3 = 1/3. We set ∆ = {(−∞, zq 1 ], (zq 1 , zq 2 ), . . . , (zq t−1 , ∞)}, where zq is the 100 × q percentile of the empirical distribution. x , k 1 y ) = (1, 1), (k 2 x , k 2 y ) = (3, 6), and (k 3 x , k 3 y ) = (6, 3). The mixing proportion is π 1 = π 2 = π 3 = 1/3. We set ∆ = {(−∞, zq 1 ], (zq 1 , zq 2 ), . . . , (zq t−1 , ∞)}, where zq is the 100 × q percentile of the empirical distribution. 9.000 4.000 1.000 0.000 9.000 4.000 1.000 0.000 9.000 4.000 1.000 0.000 Partition 2: t = 4 with (q 1 , q 2 , q 3 ) = (0.1, 0.5, 0.9) N = 500 N = 2000 N = 8000 9.000 4.000 1.000 0.000 9.000 4.000 1.000 0.000 9.000 4.000 1.000 0.000 Partition 3: t = 6 with (q 1 , q 2 , q 3 , q 4 , q 5 ) = (0.1, 0.25, 0.5, 0.75, 0.9) N = 500 N = 2000 N = 8000 Notes: The true number of components is M = 3. (X, Y ) follows a 3-component chi-squared mixture distribution, where each component distribution is (X m , Y m ) ∼ (Gamma(k m 1 , 1), Gamma(k m 2 , 1)) with (k 1 1 , k 1 2 ) = (1, 1), (k 2 1 , k 2 2 ) == (1.5, 3), and (k 3 1 , k 3 2 ) == (3, 1.5). The mixing proportion is π 1 = π 2 = π 3 = 1/3. We set ∆ = {(−∞, zq 1 ], (zq 1 , zq 2 ), . . . , (zq t−1 , ∞)}, where zq is the 100 × q percentile of the empirical distribution. 
