Abstract. Since the publication of Guerre, Perrigne, and Vuong [2000, GPV], their two-step nonparametric estimation method has become the gold standard in empirical auctions work. One drawback of the method stems from a weakness of kernel-smoothed density estimators known as boundary effects: such estimators are inconsistent at the endpoints of the support and exhibit excessive (downward) bias within a neighborhood. Because of this problem, two-stage nonparametric estimators of first-price auctions require sample trimming, or discarding first-stage private value estimates based on bids near the sample extrema. Data loss can significantly reduce inferential power in auctions, where sample sizes are typically small to begin with and convergence rates of nonparametric estimators are relatively slow. In finite samples, this leads to poor performance on a substantial portion of the valuation support adjacent to the boundaries. It also negatively affects mean squared error on the interior of the support by making optimal bandwidth selection problematic.
Introduction
Since the early 1990s, the empirical auctions literature has represented one of the leading success stories for structural research in economics. It combines game theory and bidding data to shed light on a variety of policy-relevant questions, such as revenue maximization (or cost minimization in procurement settings), efficiency, and market rents. Structural econometric techniques in auctions have been applied to a wide array of important market settings, such as timber, oil and mineral leases, online auctions, government-backed securities, procurement of taxpayerfunded services (e.g., public school lunch, highway construction), and even college admissions (see Hickman, Hubbard, and Saglam [2012] for an extensive survey).
One of the most important and widely cited papers in this literature is by Guerre, Perrigne, and Vuong [2000, GPV] , who developed a fully nonparametric estimator for first-price auctions. GPV is a landmark paper mainly for overcoming two principal deficiencies in the previous literature: first, it avoids imposition of a priori assumptions on the form of the distribution over bidder private information; and, second, it avoids the computational burden associated with parametric methods that often require repeatedly solving for equilibrium bidding strategies.
The idea behind the estimator is simple, yet powerful. Bidders in a Bayesian game can intuitively view all of their opponents as a single composite opponent playing a mixed strategy equal to the bidding distribution which arises in equilibrium. Therefore, their own equilibrium bids form best responses to this mixed strategy, given their private values. The beauty of this observation is that bids and bid distributions are directly observable to the econometrician, allowing for (estimates of) private values to be recovered directly from bidding data. Thus, estimation under the GPV method proceeds in two stages: first, the inverse equilibrium mapping is empirically reconstructed using nonparametric estimates of the distribution and density of bids. For each observed bid, this results in a pseudo value, or an estimate of the private value that motivated the bid as an optimal equilibrium strategy. In the second stage, the sample of pseudo private values is used to nonparametrically estimate the latent distribution over private values.
Since its introduction, GPV has become standard practice in empirical auctions research. Although the original GPV estimator was developed for the specific case of single-unit, first-price, sealed-bid auctions, where bidders are risk-neutral and private values are independent and identically distributed, it has since been extended to handle much more general settings, including affiliated private values Vuong [2000, 2002] ), bidder asymmetry (Campo, Perrigne, and Vuong [2003] ; Flambard and Perrigne [2006] ), risk aversion (Guerre, Perrigne, and Vuong [2009] ; Campo, Guerre, Perrigne, and Vuong [2011] ), Dutch auctions (Brendstrup and Paarsch [2003] ), secret reserve prices (Li and Perrigne [2003] ), and unobserved, auction-specific heterogeneity (Krasnokutskaya [2011] ; Athey, Levin, and Seira [2011] ). The GPV method has also formed the basis for nonparametric models of more complex auction mechanisms such as those for divisible goods as in Hortaçsu and McAdams [2010] .
Despite its many strengths, GPV suffers some drawbacks which stem from weaknesses inherent in kernel density estimators (KDEs), the method of choice for nonparametric estimation. KDEs applied to density estimation on a compact support [v, v] are known to be inconsistent at the endpoints, a phenomenon known as boundary effects. As a consequence, KDEs also exhibit excessive bias near the maximum and minimum observations in finite samples. Intuitively, this is because a KDE at a given point relies on data within a neighborhood, whose width is defined by the bandwidth parameter, call it h. For points within distance h of the boundary of the support, part of the neighborhood is necessarily empty, since observations outside the support are impossible. Thus, standard KDEs naturally penalize estimates near the boundary of the support downward. For this reason, these estimators are only uniformly consistent on closed subsets of the interior of the distributional support.
Because of the boundary effects problem, GPV requires an adjustment known as sample trimming. Letting h b denote the kernel bandwidth based on a sample of bids, sample trimming is the practice of discarding first-stage pseudo values based on KDEs within an h b -neighborhood of the bid sample extrema. Moreover, the problem is compounded in the second stage when the trimmed sample of pseudo values is used to produce a KDE of the private value distribution. Letting h v denote the second-stage kernel bandwidth, within an h v -neighborhood of the minimal and maximal surviving pseudo values, estimation is also problematic. Thus, there is a subset of [v, v] which we denote ∆ (being a function of h b and h v ), on which GPV exhibits a downward bias due to the compounding of boundary effects across both estimation stages. A more subtle problem also arises from sample trimming: standard bandwidth selection rules become problematic in both stages of estimation. The first-stage bandwidth h b not only controls the mean integrated squared error (MISE) of the bid density estimate f B , but it also controls the amount of data loss prior to the second stage. Therefore, myopically choosing h b with only f B in mind-as standard bandwidth selection rules do-will not appropriately minimize the MISE of the second-stage density estimate f V . In the second stage, sample trimming leads to underestimation of the optimal bandwidth (a function of the variance of private values), because the set of trimmed pseudo values has extreme observations truncated out. To our knowledge, this is the first paper to point out the finite sample complications in bandwidth selection arising from sample trimming. These issues are important because bandwidth choice is known to be crucial for determining the statistical properties of KDEs.
To address these problems, we propose a modified GPV estimator, which replaces the standard KDE and sample trimming with a boundary-corrected KDE recently developed by Zhang, Karunamuni, and Jones [1999] and improved upon by Karunamuni and Zhang [2008, KZ] . For purposes of comparison, we shall refer to this modified version as BCGPV (for "boundarycorrected GPV"). For private-value distributions on compact supports having strictly positive densities-two assumptions on which GPV is founded-the KZ density estimator achieves uniform consistency on the entire support, and does so at the same rate as standard KDEs on the support interior. As it turns out, this leads to substantial improvement in finite-sample performance of the two-stage estimator. First, since BCGPV does not discard any data, one can simply choose h b and h v according to standard rules which minimize MISE within each stage. Second, a Monte Carlo study demonstrates that BCGPV provides the researcher with access to a considerably larger portion of the support of private values within sample sizes typical of the literature. Third, BCGPV performs significantly better than standard GPV, as measured by MISE of the private-value density f V , with the improvement coming both near the endpoints (due to boundary correction and avoidance of data loss), as well as within the interior of the support (due to improved bandwidth estimation).
There is also a practical advantage to boundary correction; it is easily portable to settings more general than the risk-neutral, symmetric, independent private value case GPV studied. We use boundary correction to revisit an application considered by Campo, Perrigne, and Vuong [2003] and estimate a model of asymmetric bidders with affiliated private values using data on oil lease auctions. In multi-dimensional settings such as this one, boundary effects become more pronounced due to the fact that optimal bandwidth sizes are increasing in the dimension of the density, holding sample size fixed. We show how boundary correcting rather than sample trimming can lead to very different results: the former uncovers a substantial degree of bidder asymmetry, whereas the latter masks it. Trimming can significantly affect the economic interpretation of the data as well. Asymmetric auctions are known to admit inefficient allocations of the good in some circumstances, and in the case of oil leases, the US Department of the Interior introduces asymmetry by allowing firms to bid jointly. A relevant policy question is then how large the induced inefficiencies are. The standard (trimming-based) estimator implies zero deadweight loss, since all auctions with inefficient allocations are trimmed out of the sample. The boundary-corrected version results in an estimated $36.8 million of deadweight loss, or 32% of total revenue across all asymmetric auctions in the sample.
The remainder of this paper has the following structure. Section 2 provides a brief discussion on the related literature. Section 3 describes the original GPV estimator with sample trimming, as well as our proposal for a boundary-corrected GPV estimator. Section 4 presents a Monte Carlo study to compare the two estimators' finite-sample performance. In Section 5 we illustrate the modified BCGPV estimator in an empirical application to oil lease auctions data, emphasizing the differences that boundary correction can make in both the statistical properties and in the economic interpretation of the results. Section 6 concludes.
Related Literature
In this section we give a brief overview of sample trimming alternatives which have been proposed in the auctions literature, and argue that our proposal is the most complete and widely applicable one to date. We then give a brief overview of the statistics literature on boundary correction which forms the basis for our proposed modification to the GPV method.
2.1. Sample Trimming Alternatives in the Empirical Auctions Literature. To our knowledge, there are two proposals in the first-price auctions literature that partially address the problem of trimming or boundary effects. Marmer and Shneyerov [2012] propose a quantile-based nonparametric estimator of the private value density which avoids explicit trimming of data because it directly maps the quantiles of the bid distribution into the quantiles of the private value distribution.
1 However, like GPV, Marmer and Shneyerov's estimator is still subject to boundary effects because it uses a standard KDE and therefore cannot be used to consistently estimate the 0 th and 100 th percentiles. Some recent examples in the literature have demonstrated a need for this capability, including Campo, Guerre, Perrigne, and Vuong [2011] and . Moreover, Marmer and Shneyerov require independent private values, whereas boundary correction methods can be easily applied to more general settings where private values are correlated. Campo, Guerre, Perrigne, and Vuong [2011] , in a model of risk averse bidders, propose using a one-sided kernel function (as opposed to the usual choice of a symmetric one) with the end point positioned over b in order to correct for the bias at the boundary. Their proposal, however, does not include a method for correcting small-sample bias within the sets (b, b + h b ) and (b − h b , b) as their focus was specifically on the boundary.
2 It remains an unsolved problem how a one-sided kernel would be optimally oriented over interior points close to the boundary, and in such a way that the resulting density estimate would meet up continuously with the standard KDE at the points b + h b and b − h b , where boundary effects are no longer a problem. KZ's boundarycorrected estimator (discussed below) solves both of these problems. The contributions of our paper, relative to the previous literature are threefold. First, we provide an extensive Monte Carlo investigation of the small-sample performance of two-stage estimators for first-price auctions. In doing so, we document and quantify subtle, and often overlooked problems stemming from sample trimming, including its effect on bandwidth selection and the degree to which boundary effects impact nonparametric inferential power for a fixed, finite sample size. Second, we propose a solution to these problems that is not only simple to implement, but easily portable to more general settings. To our knowledge, ours is the first proposal of a method to replace sample trimming in estimation of first-price auctions that is both asymptotically unbiased at the boundaries and well-defined at interior points close by. Finally, we demonstrate the practical difference that boundary correction can make in answering economically relevant policy questions through an empirical application to oil lease auctions. In our application, sample trimming discards important information on bidder asymmetry and deadweight loss, whereas boundary correction retains it.
2.2. Boundary Effects and Boundary Correction. Let f denote a density function with support [s, s] and consider nonparametric estimation based on a random sample {Z 1 , Z 2 , . . . Z T }, where
3 The standard KDE is defined by
The authors recognize in their paper that their method involves an implicit form of sample trimming, as it is not recommended for use with quantile ranks close to 0 or 1 due to its use of standard KDEs. 2 Campo et al. [2011] needed a reliable estimate of the bid density at b in order to estimate bidder risk aversion. 3 It will be clear why we choose different letters to denote the random variable and its support when we describe the modified (shifted) random sample below.
where κ, is a symmetric unimodal kernel satisfying κ(u) du = 1 and κ(u) = κ (−u) ∀u, and h is a bandwidth parameter chosen to approach zero at a rate no faster than O 1 T . One drawback is that f underestimates f on the set [s, s] \ [s + h, s − h] for an intuitive reason: it cannot detect data outside the boundaries of the support, so it naturally penalizes the density estimate within an h-neighborhood of s, s. In fact, point estimates f (s) and f (s) are known to be inconsistent, a problem that is known as the boundary effect. Because of this problem, standard KDEs are uniformly consistent only on closed interior subsets of the support, and in finite samples they may perform poorly; see, for example, Silverman [1986, Fig. 2 .9] and Jones [1993, Fig. 1] .
Various coping methods have been developed, including the reflection method and the transformation method. The former is a simple technique in which the data are artificially "reflected" outside the support near the boundaries, resulting in the following estimator:
Transformation methods map the data onto an unbounded support to get
While these methods reduce bias due to boundary effects, they come at a cost of increased variance near the endpoints. Zhang et al. [1999] improved on previous methods by proposing a hybrid, reflection-transformation estimator. KZ then modified this estimator to achieve improved asymptotic performance. For notational ease, consider for a moment the case where f has support [0, ∞). Formally, the boundary-corrected KZ density estimator, denoted f BC , is
where κ is a symmetric kernel with support
→ R is an optimal boundary kernel, given by κ 0 (y) = 6 + 18y + 12y 2 ; and h 0 = ηh 1 , with
The main bandwidth h is chosen according to Silverman's (1986) MISE-minimizing rule applied to the primary kernel function κ.
A little algebra reveals that on the interior region [h, ∞) the second term within the summation on the first line of equation (2) drops out, meaning that the KZ estimator reduces to the standard KDE at points far enough from the boundary of the support. Thus, adapting equation (1) 
Most importantly, f has nice asymptotic properties formalized in the following proposition, which is a minor adaptation of KZ Theorem 2.1 to allow for a compact support: Proposition 2.1. Suppose density f has a compact support [s, s] , is strictly bounded away from zero everywhere, and has a continuous second derivative f within a neighborhood of the endpoints, and consider f as defined above with h = O(T 1/5 ) such that the interior set (s + h, s − h) is nonempty. Then for
and variance
Proof: The proposition follows directly from the proof of KZ Theorem 2.1. Since their logic does not depend on the support being unbounded at one end, the data transformation described above and the assumption that the set (s + h, s − h) is nonempty allows it to be applied separately to each of the disjoint extremal subsets [s, s + h] and [s − h, s] of a compact support.
KZ's proof demonstrates that the boundary-corrected estimator is uniformly consistent on the entire support, including at the endpoints. Moreover, in equations (4) and (5), if the second term within the curly brackets involving α is removed, then (ignoring the higher-order terms) we have the same bias and variance as a standard KDE on the interior of its support; see Silverman [1986] . Since those terms are bounded for α ∈ [0, 1] this implies that KZ is uniformly consistent at the same rate of convergence as standard KDEs. It should be noted that there is larger bias and variance within a neighborhood of the endpoints for finite T, but in large samples they can be viewed as differing from the interior only by a multiplicative constant. 4 2.2.1. Practical Issues. There are some free parameters which must be pinned down in order to implement KZ. With the exception of the main bandwidth, h, choice of these free parameters are of little consequence, within certain bounds. Choice of A is generally inconsequential, as long as A > 1 3 , so for the purpose of implementation later on we have selected A = .55, as suggested by KZ. We chose the triweight kernel, a popular choice among practitioners in auctions,
where 1 is an indicator function, because Proposition 2.1 requires a kernel with compact support. Otherwise, the choice of kernel is inconsequential, as with standard KDEs. We recommend selecting the primary bandwidth value h via Silverman's (1986) optimal global bandwidth rule
, where the second term in the denominator is substituted by
and where σ is the sample standard deviation; see Silverman [1986, equation 3.27] . Finally, there are many ways to choose the secondary bandwidth parameter so that h 1 = o(h), but we use the rule h 1 = hT − 1 20 as proposed by KZ.
Nonparametric Estimation of First-Price Auctions
In this section, we discuss the standard GPV nonparametric estimator for first-price, sealed-bid auctions within the independent private-values (IPV) paradigm, paying special attention to the implications of sample trimming. We then outline our proposal for a boundary-corrected GPV estimator (henceforth, BCGPV). Throughout Section 3, we maintain the following modeling environment. There are N bidders competing for a single object in a first-price, sealed-bid auction. 4 Note that this last statement hinges on the fact that the trailing terms in equations (4) and (5) are of order "littleo(·)," meaning that they approach zero at a faster rate than the main term. The KZ estimator is a recent adaptation of an earlier one developed by Zhang et al. [1999] , where the bias and variance in the original was similar to that above, except that the trailing terms were of order O(h 2 ) and O (Th) −1 , respectively. While seemingly marginal, this improvement is important in the two-stage estimation setting, as it means that the asymptotic behavior near the boundaries and in the interior are the same. This makes it possible to adapt the two-stage asymptotic theory in a straightforward way by substituting results due to Härdle [1991] , invoked by GPV, for Proposition 2.1 above.
Another reason why we chose to concentrate on the KZ boundary correction method is that its assumptions resemble those required for nonparametric estimation in first-price auctions. GPV requires that the private value density (and, hence, the bid density as well) is bounded away from zero, and Zhang et al. [1999] (on which KZ is based) tends to perform well in finite samples relative to other boundary-corrected estimators when the density is strictly positive at the boundary; see Karunamuni and Alberts [2005] for a comparison of various distinct boundary correction methods.
Each bidder independently draws a private valuation for the object from a commonly-known distribution F V (V) on a compact support [v, v] . We also assume that the private value distribution has a continuous density which is strictly positive on the closure of the support. In addition to the assumptions underlying the asymptotic results proven in GPV we add the assumption that F V has a continuous second derivative within a neighborhood of v and v, as required by the asymptotic results proven by KZ. For simplicity, assume that the auctioneer's reservation price is zero, and bidding ties are broken randomly.
Denote bids by B, let the equilibrium bid function be denoted β(V) = B, and let the equilibrium bid distribution be denoted F B (B), with density f B (B). The inverse of the bidding strategy shall be denoted by ξ(B) = V. For a sample of L auctions all bids are observed, so that the econometrician has access to a sample of T = NL independent bids, or {b t } T t=1 , with the maximal and minimal observed bids being denoted b max and b min , respectively. For ease of exposition we consider only a simple setting in which all auctioned items are identical, all bids are observed, and N does not vary across auctions. It is straightforward (but tedious) to extend the GPV method to settings outside this restricted set, but such changes do not affect the comparison between sample trimming and boundary correction so they are ignored here.
The equilibrium in a first-price, sealed-bid auction within the IPV paradigm is described by the following differential equation:
together with boundary condition β(v) = v. In order to identify and estimate the model, GPV used the fact that auction theory implies monotonicity of β to show that the above equation can be transformed into something much more manageable.
3.1. Standard GPV with Sample Trimming. Since β is strictly increasing we have the following:
Substituting (7) into equation (6), we get
or in other words, private values can be decomposed as the sum of bids and a markdown factor which depends on the bid distribution and the number of bidders. The beauty of this discovery comes from the right-hand side of the equation being identified and estimable nonparametrically from bidding data alone. Since the econometrician is able to directly recover private values which motivated the sample of bids as best responses to the bid distribution, we have the following simple two-stage estimation strategy:
• Stage 1: For each observed bid b t , estimate a pseudo private value v t via the following
where F B is the empirical distribution of observed bids, and f B is a KDE estimated with bandwidth parameter h b .
• Intermediate Step (Sample Trimming):
• Stage 2: Estimate the density of the private value distribution according to
where h v is an optimally chosen bandwidth.
Note the intermediate step involving sample trimming; this is due to boundary effects from kernel density estimation in Stage 1. In practice, f B exhibits substantial bias within a distance of h b of the sample extrema, so the standard coping strategy is to discard corresponding pseudo values from the sample, so as to avoid contaminating estimation in the second stage. and most obvious is that sample trimming involves a loss of data. Let v min ≡ min{ v t | v t < ∞} and v max ≡ max{ v t | v t < ∞} denote, respectively, the minimum and maximum of the remaining untrimmed pseudo private values, and note that nonparametric inference on the complement of
is impossible despite the existence of bid data outside the image of this region under the mapping β(·). Moreover, f V will not integrate to unity but to
The second problem is that sample trimming compounds boundary effects across both stages. Not only is there an absence of data beyond the endpoints of the private value support, but there are also no data within a neighborhood of the endpoints as well. This causes the biased region to be larger than if the econometrician could directly observe private values. As GPV pointed out, f V will be biased downward on the set
It will be convenient at times to refer to the complement of this set as Ω ≡ [v, v] \ ∆, being the interior region on which the standard GPV estimator performs best. For the supremum (infimum) of the lower (upper) interval comprising ∆, the term involving ξ accounts for the region where sample trimming has eliminated data, and the h v term accounts for the contribution of the second-stage boundary effect. The third problem is a bit more subtle, though perhaps most salient: sample trimming greatly complicates the task of optimal bandwidth selection. In kernel density estimation, there are two degrees of freedom for the researcher: choice of the kernel function κ, and choice of the bandwidth parameter, h. It is well known that the former is of little consequence, but the latter plays a crucial role in determining the statistical properties of the estimator. Small h leads to "under-smoothing"-for very small values the KDE will have a local mode centered over each datum-and large h leads to "over-smoothing"-for very large values the KDE is essentially uniform. In practice, researchers typically resolve bandwidth selection by minimizing MISE.
Silverman [1986] showed that for a given random sample {x t } T t=1 with X t ∼ f for each t, if κ is a unimodal, symmetric density then the minimal MISE criterion results in the following rule, which has since been widely implemented in structural auctions research:
where σ is the standard deviation of X t under f , T is the sample size, and c κ is a kernel-specific constant. 6 In practice, σ has been estimated using the sample standard deviation σ.
When it comes to two-stage nonparametric estimation of the private value density f V , sample trimming complicates bandwidth selection in both stages. In the second stage, estimation of (10) is problematic because the set of trimmed pseudo values is a non-random sample. Using the sample standard deviation of trimmed pseudo values will underestimate the population standard deviation (and the optimal bandwidth by extension) because extreme observations have been systematically eliminated from the sample. Although (10) may be optimal within the second stage, in finite samples σ v is effectively a nuisance parameter because using the sample analog based on the pseudo values that survive trimming is no longer appropriate.
Bandwidth selection in the first stage is hampered at a more basic level because myopically minimizing the MISE of f B need not be optimal from the standpoint of minimal MISE for f V .
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Intuitively, when selecting an optimal value for h b , sample trimming creates a trade-off between minimal MISE of f B -which is desirable in order to minimize second-stage MISE on the set Ω-and minimizing the size of the outer region ∆, a function of h b , where negative bias results from data loss. While the former goal is achieved by choosing the first-stage bandwidth according to (10), the second goal is left unadressed, as (10) was derived with only one-stage KDEs in mind. For this reason, the second-stage optimal choice of h b will tend to be lower than that prescribed by Silverman's rule when trimming is employed. One natural remedy might be to derive new bandwidth selection rules for the first and second stages which take sample trimming into account, though this would not address the problems of data loss and excessive bias in the region ∆. However, instead we propose an alternate approach that eliminates altogether the need 6 Derivation of an approximate form of the optimal kernel-specific constant c κ is due to Silverman [1986] :
and Härdle [1991] later tabulated values of c κ for various commonly used kernel functions. 7 Indeed, our Monte Carlo study in Section 4 serves as a set of counterexamples to demonstrate that choosing h b by equation (10) is generally suboptimal from the perspective of the second stage: reducing first-stage bandwidth by nearly one-third relative to (10) can dramatically decrease second-stage MISE.
for such an adjustment by replacing sample trimming (and the complications that go with it) by boundary correction.
A final comment is worthy of note before moving on. Sample trimming in GPV and related estimators is typically justified with the argument that the problems it causes disappear as sample size T gets large. One problem with this argument from a practical standpoint is that all of the issues discussed above depend on the size of the bandwidth parameters, h b and h v , and these vanish very slowly, being O(T 1/5 ). To place this in context, if a researcher wishes to collect enough additional data to decrease bandwidths by half, she must increase her sample size by a factor of 2 5 = 32, and to decrease them by an order of magnitude, she must increase her sample size by a factor of 10 5 ! Moreover, with finite sample sizes of practical relevance, the problems discussed above may be severe, as we document through a Monte Carlo study in Section 4. With that in mind, it will be necessary to define some additional notation before outlining the modified version of the GPV estimator. For a given sample of data {z t } T t=1 , define f (x) as estimator (1) applied to {z t } T t=1 , where z t = z t − z min for each t, and define f (x) as estimator (1) applied to {z t } T t=1 , where z t = −z t + z max for each t. Boundary-corrected GPV estimation, or BCGPV, proceeds in the following two stages:
where F B is the empirical distribution of observed bids, and f B is the boundary-corrected KDE defined as in Section 2, or
• Stage 2: Let v min ≡ min{ v t } T t=1 and v max ≡ max{ v t } T t=1 denote, respectively, the minimum and maximum of the boundary-corrected pseudo values. Then the BCGPV estimator of 8 In private-value auctions, it may be reasonable in many cases to assume that the lower bound of the private-value distribution is zero, implying that the lower bound on the bid distribution will also be zero. However, this is not possible in procurement settings where bidder heterogeneity is in terms of production costs. For this reason, we consider estimation of both boundaries.
9 For a discussion of the asymptotic distributions of these estimators, see Arnold, Balakrishnan, and Nagaraja [2008, the private value density is defined as
where h v is an appropriately chosen bandwidth parameter based on the (full) set of pseudo private values.
3.2.1. Asymptotic Theory under Boundary Correction. Replacing sample trimming with boundary correction produces a very slight improvement in the asymptotic theory concerning GPV's twostage nonparametric estimator. They showed (see GPV [Theorem 3]) the standard estimator to be uniformly consistent and to converge at the best possible nonparametric rate within closed interior proper subsets of the private value support. Through a straightforward adaptation of GPV's asymptotic proof, it follows that BCGPV is uniformly consistent at the optimal rate on the entire support. For completeness, we begin by outlining the assumptions on which the asymptotic theory is based, with emphasis on some minor differences between our assumptions and the original GPV assumptions.
Assumption 3.1. [GPV Assumption A1] V is independently and identically distributed. 
→ R is an optimal boundary kernel, given by κ 0 (y) = 6 + 18y + 12y 2 ; and (iv) h 0 = ηh 1 , with
. 10 Once again, note that we have omitted discussion of assumptions dealing with covariates and varying numbers of bidders, in order to simplify notation and to concentrate on the simple comparison between sample trimming and boundary correction. These additional assumptions, outlined in detail by GPV, would remain unchanged if the more general version of the model were considered. 
Assumption 3.4 ensures good behavior of the one-stage KDEs that will make up the twostage BCGPV estimator. It replaces GPV Assumption A3 which establishes regularity conditions allowing them to invoke asymptotic results proven by Härdle [1991] for standard KDEs on closed inner subsets of the support. Instead, one can invoke analogous results proven by KZ [Theorem 2.1] and adapted here to the case of a compact support (see Proposition 2.1 above). Assumption 3.5 ensures that the estimator converges at the best possible rate for two-stage nonparametric estimators, which GPV proved is precisely
Theorem 3.6. Suppose that 3.1 -3.5 hold. Then we have
a.s.
Proof:
The proof involves two minor adjustments of GPV's original [Theorem 3] proof, in which they demonstrated that a similar result holds under standard KDEs, but on closed inner subsets C(V) of the private value support. The first adjustment is that, rather than invoking asymptotic results from Härdle [1991] as GPV do, we use Assumption 3.4 to invoke Proposition 2.1 in its place. After that, Theorem 3.6 above follows simply by replacing the standard kernel κ f with the boundary-corrected kernel function κ f in GPV's proof. This allows for the logic of GPV's proof to apply to the entire support [v, v] , rather than just closed interior subsets.
Finite-Sample Comparisons
The principal gains to boundary correction arise in finite samples. Given the slow rates of convergence for two-step nonparametric estimators, this issue is an important one. This is especially true in the empirical auctions literature which has long been plagued by the problem of small sample sizes, and the necessity for the researcher to "bin" the data, or partition them by factors such as number and configuration of bidders.
In this section, we present a Monte Carlo study that compares the classic GPV estimator with our proposed BCGPV alternative along a number of dimensions. In doing so, we are able to highlight the various implications of sample trimming discussed in Section 3.1.1 that are often overlooked by applied researchers. Ignoring these issues can lead to substantial costs, as we show. In contrast, boundary correction allows for a vast improvement within sample sizes typical of those seen in practice. Moreover, the problems we highlight would be relevant even with sample sizes considered to be very large by practical standards, due to the slow rate at which estimated bandwidths approach zero. 
where γ is a parameter that weights the uniform distribution in the mixture. The weighting is necessary to ensure the density functions are strictly bounded away from zero over the entire valuation support: for many parameterizations and, in particular, given the distributions we adopt, the beta probability density functions take a value of zero at one of the boundaries. We considered the following distributions: F 1 (v; 2, 2, 0.05), F 2 (v; 2, 1, 0.05), F 3 (v; 1, 3, 0.05), and F 4 (v; 2, 4, 0.05). Thus, the weight γ (= 0.05) is chosen to be small which provides the densities with positive mass at the boundaries, but generally preserves the features of the original beta distribution. The implied densities are depicted in Figure 1A . Note that we consider one symmetric distribution (F 1 ) and three skewed distributions, two of which are right-skewed (F 3 and F 4 ) and one which is left-skewed (F 2 ). Two of our distributions have interior modes, (F 1 and F 4 ), and the other two have modes at opposite extremes (F 2 and F 3 ). We chose this collection of distributions to ensure that the results are not dependent upon the shape of the distribution of valuations. The equilibrium bid functions implied by each distribution are depicted in Figure 1B .
In our Monte Carlo experiments, we considered a scenario in which the econometrician observes L = 200 first-price auctions each involving N = 5 bidders. All bids are observed by the econometrician providing a sample size of T = 1000 bids. Our procedure went as follows for each distribution F j , j ∈ {1, 2, 3, 4}:
(1) T uniform numbers were mapped into private valuations drawn from F j via the inverse-CDF method.
(2) Bids were generated from private values via the symmetric equilibrium bid function as characterized by Holt, Jr. [1980] and Riley and Samuelson [1981] . (3) For the sample of T bids, the density of latent valuations was estimated nonparametrically in three ways: (i) via the standard GPV approach with trimming as characterized by (9) and using bandwidth-selection rule (10) in both first-and second-stage estimation; (ii) via the standard GPV approach with trimming as characterized by (9), but in which we artificially reduce the first-stage bandwidth relative to (10), yet adopt this criterion in the second-stage; (iii) via the BCGPV approach as characterized by (12), with bandwidth-selection rule (10) employed in both stages. (4) This process was then repeated S = 1000 times for each underlying distribution F j providing us with S nonparametric estimates of the latent distribution using each of the three approaches described. (5) We then compared the performance of the three estimation strategies along various dimensions.
For all three estimators, we chose the triweight kernel
which is a popular choice in structural auctions; fortunately, it also satisfies Assumption 3.4. Before discussing simulation results, it is worth explaining why we chose to include both estimation strategies (i) and (ii) in our Monte Carlo study. Both involve the classic two-step GPV procedure with trimming, and both employ bandwidth formulas that are O(T 1/5 ) as required by assumption 3.5 for convergence at the nonparametric optimal rate as sample size grows. However, optimality in the sense of minimal MISE for a fixed sample size is another matter entirely.
Where strategies (i) and (ii) differ is in whether they adhere to bandwidth rule (10) in stage one.
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This rule was derived by Silverman [1986] to minimize MISE of KDEs, and various values of the kernel-specific constants c κ were tabulated by Härdle [1991] . As suggested by GPV and Li et al. [2002] , strategy (i) which adheres to (10) in the first stage is typically implemented in applied work, and the reason why is simple: this method minimizes MISE of f B on the relevant interior set, resulting in (interior) private value estimates with maximal statistical precision. Thus, so long as the sample size is large enough to render the set ∆ (Ω's complement) inconsequential, this would be appropriate. Otherwise, an important trade-off arises as discussed above: (10) does not account for the effect of h b on the size of ∆, so the ultimate goal to minimize second-stage MISE over the entire private value support implies an optimal first-stage bandwidth strictly below (10). Unfortunately, as noted by Athey and Haile [2007] , "data driven bandwidth selection procedures have not been explored" in the literature on two-stage nonparametric estimators. Fortunately, the BCGPV estimator lays this concern to rest by eliminating externalities imposed on the second stage by first-stage bandwidth selection.
The primary comparison of interest is between strategies (i), with trimming and standard bandwidth rules as used in most practical applications, and (iii), with boundary correction. However, to illustrate the first-stage bandwidth trade-off under sample trimming, we also consider in (ii) a simple, and admittedly arbitrary, alternative in which we replace the triweight constant c Triweight with the Gaussian constant c Gaussian = c Triweight /2.978 when estimating h b . In other words, we reduced the first-stage bandwidth roughly by a factor of three. To be clear though, we fully recognize that this arbitrary approach has no theoretical foundation; it does not minimize MISE on Ω and would not be optimal for large samples. The only two estimators in our study that do not raise immediate methodological concerns (at least asymptotically speaking) are (i) and (iii). Case (ii) does not belong to this set as it is not based on any well-defined optimality criterion; however we use it only for asking whether one could do significantly better in practice under sample trimming by deviating from method (i). In several aspects (though not all) the answer is yes, but at the end of the day, BCGPV constitutes a substantial improvement over both. Figures 2 -5 , a series of plots illustrating the true density along with the 95th, 50th, and 5th percentiles of the estimators, evaluated at a common uniform grid of 500 points over [v, v] . We also numerically summarize the information in the plots in Table 1 . Each figure involves three panels to illustrate performance across each respective estimator. The top panel depicts performance using estimator (i) which we refer to as "Trim (h b * , h v * )" as it involves trimming and use of (10) for selection of both bandwidths h b and h v .
Monte Carlo Results. We present, in
The middle panel depicts performance using estimator (ii) which we refer to as "Trim (h bG , h v * )" as it involves trimming and use of a Gaussian first-stage bandwidth and (10) in the second stage. The bottom panel depicts the BCGPV estimator. In each figure we display the average region over which valid inference is possible using vertical solid lines. For the two cases with trimming, ] then the density value f V (v) at that point is set to zero by default. This is to stay true to best practice: an econometrician would never attempt nonparametric extrapolation, or inference at a point outside the sample. Therefore, in Figures 2 -5 , we evaluate the percentiles of the estimators at a given grid point conditional on the estimator being valid at that point. That is, in evaluating the estimator percentiles at v, we consider only simulations that span the grid point v. The vertical lines provide some guidance for where this occurs: all simulations span most of the space between the vertical lines, whereas only a subset of the simulations are used to compute the percentiles depicted outside the vertical lines. The percentiles of the density estimator all drop to zero when a given point is outside the respective Ω s of all simulations.
In comparing the three panels within a given figure, a general pattern is that
that is, the average region of valid inference is largest under boundary correction, with that under Note that, in general, two-stage nonparametric estimators (including our proposed alternative with boundary correction), have a more difficult time pinning down private value densities at the upper end of the support than they do at the lower end. This can be traced back to the equilibrium bid functions depicted in Figure 1(B) , which display curvature toward the upper end. Moreover, in equation (8) the numerator is close to zero at the lower end, but close to one at the upper end, making the estimator more sensitive to variability in the density estimate near the upper end of the support. Also of note is the fact that the 95 th percentile lines for BCGPV all display "blips" near the upper end, though this phenomenon is much less apparent in the medians or 5 th percentile lines. The blips are due to a combination of curvature in the bid functions and a larger MISE for the KZ one-stage estimator near the boundaries of the support. Recall from Section 2 that boundary correction delivers uniform consistency, but there is still larger variance and bias near the endpoints. These terms are of the same order on the entire support, but they may differ by a multiplicative constant depending on proximity to the endpoints. Table 1 quantifies the importance of the effects discussed in Section 3.1.1 and helps to highlight a number of issues that often go unrecognized. Columns three through five are different ways of measuring the magnitude of the data loss problem: the third reports the average number of observations that get trimmed, and the next two columns represent the bias in the endpoint depend only on h b , column six, mean coverage mass, captures the compounding of data loss and boundary effects across both stages of estimation: it represents the mass under the true distribution over the region E {Ω s }, where estimation is not plagued by boundary effects or missing data. The final three columns contain a familiar measure of statistical performance, the root-MISE. Column seven concerns first-stage MISE for density estimates over a common interval on which the three estimators are comparable. This measure we computed as
where h b * ≡ ∑ S s=1 h b * s /S denotes the sample average of first-stage bandwidths according to Silverman's rule for all simulations. Silverman's optimality criterion implicitly assumes no boundary effects are present, so for compact supports it ensures minimal MISE only on this interior set. The last two columns of Table 1 correspond to MISE of the valuation density estimator for two different intervals:
This last measure is the ultimate target of interest to the econometrician, but the previous one serves an illustrative purpose discussed below.
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The striking feature from column three is how profound the data loss problem can be under sample trimming when one employs established bandwidth selection rules. Across all four examples, between 25% and 43% of the data are trimmed on average. Obviously, by reducing first-stage bandwidth one can mitigate the problem: our arbitrary choice of h bG results in between 5% and 15% trimming instead. Of course, with boundary correction there is no data loss. Since the data being trimmed always correspond to the most extreme bids, another manifestation of this concept is the magnitude of the bias in the private value endpoint estimators. Once again, a similar ranking arises, with boundary correction doing substantially better in all examples than either alternative with trimming. The empirical distributions of the private-value endpoint estimators give a graphical depiction of this in Figures 6 -9 . Mean coverage mass, reported in column six of the table, is a related measure but it also picks up some of the influence of the second-stage bandwidth. It measures the mass under the true density between the vertical black lines in Figures 2 -5 , which is the average region where problems of boundary effects and missing data are absent. Mean coverage mass ranges between zero and one, with one being the best possible outcome. It is in some sense a more meaningful indicator of performance than just the fraction of the support between v and v because it takes into account the way in which the distribution weights different parts of the support. Once again, the results are quite stark: the mean coverage mass under strategy (i) ranges between 32% and 47%. This coverage problem is improved upon with our arbitrary bandwidth choice of h bG in strategy (ii) but it remains low, ranging from 49% to 69%. Once again, BCGPV does much better, achieving nearly 99% coverage across all four examples. This improvement comes from a combination of avoiding data loss and correcting boundary effects. It should also be noted that these differences between BCGPV and the trimming estimators disappear very slowly: recall that the size of the region Ω is directly tied to the levels of (h b , h v ), which are proportional to T −1/5 . In particular, to reduce bandwidths by half relative to Figures 2 -5 would require a sample size on the order of 1, 000 × 2 5 = 32, 000, and in order to reduce them by an order of magnitude, the requisite sample size would be roughly 1, 000 × 10 5 = 100, 000, 000! Therefore, the patterns uncovered in this Monte Carlo study would remain relevant for much larger sample sizes as well. At the end of the day, perhaps the most important measure of performance across the three estimators is second-stage root-MISE. Root-MISE ([v, v] ) is of primary interest, but the previous two strategy within a given stage is precisely why researchers have chosen to adopt it in practice. Note also that first-stage, interior root-MISE is the same for BCGPV, because KZ and the standard KDE are equivalent on this region.
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One might intuitively expect then that column eight displaying root-MISE Ω (i) would show Trim (h b * , h v * ) outperforming Trim (h bG , h v * ) on the interior of the private-value support, but this intuition ignores the dependence of h v * on first-stage bandwidth. Examples 1 and 4 result in slightly better root-MISE Ω (i) for the latter estimator. This is because a larger first-stage bandwidth (h b * ) leads to more data loss, which in turn produces downward bias in the secondstage bandwidth h v * through its effect on estimation of the private-value standard deviation σ v . This notion is further illustrated by the fact that BCGPV does better than both trimming alternatives in terms of root-MISE Ω (i) : like Trim (h b * , h v * ) it performs well in the first stage (in fact, best overall), but it has the additional benefit of avoiding data loss altogether, so that σ v (and hence h v * ) is not downwardly biased.
In order to attach a concrete interpretation to the numbers in column eight-second-stage interior root-MISE-consider the following logic. Silverman [1986] showed that the interior root-MISE is roughly proportional to T −2/5 . Since two-stage estimators can converge no faster than 13 If we instead reported root-MISE([b + h bG , b − h bG ]) a clear ranking develops: BC always has a lower root-MISE over this region than Trim (h b * , h v * ) which always has a substantially lower root-MISE over this region than Trim (h bG , h v * ).
one-stage estimators, this fact establishes a lower bound on the gains from BCGPV in terms of precision on the interior of the support. Specifically, the table shows that BCGPV decreases interior root-MISE by a factor of between 1.24 (in Example 1) and 1.43 (in Example 3). Since 1.24 5/2 = 1.71 and 1.43 5/2 = 2.45, trimming would require a sample size that is at least 71% (in Example 1) to 145% (in Example 3) larger in order to achieve the same interior performance as BCGPV.
14 Finally, if one takes into account the bigger picture, i.e., root-MISE ([v, v] ), the ranking between trimming estimators is clear: a smaller first-stage bandwidth performed better in all four examples. This confirms the notion that myopically applying Silverman's rule in the first stage is not optimal from a second-stage perspective when sample trimming is involved. Once again though, BCGPV substantially outperformed both alternatives, cutting the error by a factor of between 4.19 and 8.86, relative to method (i) which reflects standard practice.
To sum up, BCGPV is an attractive alternative for three main reasons. First, it provides the applied researcher with access to a much larger portion of the private-value support. Second, it simplifies optimal bandwidth choice by breaking the second-stage externality that arises when h b controls both first-stage MISE and data loss. This allows the researcher to myopically apply automatic selection rules within each stage. Finally, it greatly reduces MISE on the entire privatevalue support, including on the interior where the standard trimming estimator also applies.
An Empirical Application to Asymmetric OCS Oil Lease Auctions with Affiliated Private Values
Another advantage of boundary-corrected estimators is their flexibility-one can seamlessly extend their use to other environments in which the GPV approach has been applied by replacing standard kernels with boundary-corrected counterparts. As an example, we now implement a boundary-corrected, two-stage estimator on a sample of outer continental shelf (OCS) oil lease auctions studied by Campo et al. [2003, CPV] , in order to uncover potential differences in the estimated latent distributions when the entire sample can be preserved in real world settings.
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CPV extended GPV to an asymmetric, affiliated private values (APV) model. In the data, different firms are competing for the rights to drill for oil within pre-specified tracts of sea floor in the Gulf of Mexico. There is a natural and observable source of bidder heterogeneity in that firms are allowed to form consortia and submit joint bids, or they may also choose to submit solo bids on their own. Aside from asymmetry, CPV also allowed for affiliation in private values because there are multiple natural sources of dependence among bidders in the value placed on a given tract of sea floor: the oil will be marketed at a common future market price, regardless of the winner, and the quantity of oil contained within a given tract is invariant to the identity of the winner. Bidders differ in their idiosyncratic extraction, transport, and marketing costs. One 14 Additional simulations not reported here confirm that these numbers understate the required sample size increase for trimming to replicate the interior performance of BCGPV. 15 The specific data used by CPV are available from the Journal of Applied Econometrics data archive making it an attractive dataset for replication and extensions. The data can be accessed at: http://qed.econ.queensu.ca/jae/2003-v18.2/campo-perrigne-vuong/. might suspect that this setting would fit better the mold of a pure common value model, but CPV were able to eliminate this possibility by uncovering bidding patterns that could not arise in a pure common value setting. Their data contain only two bidders per auction, but there are three categories of auctions present in the data-asymmetric auctions involving one joint and one solo bidder as well as symmetric auctions involving two joint bids or two solo bids. In what follows, a "1" subscript denotes a joint bidder while a "0" subscript denotes a solo bidder; e.g., b 1 denotes the bid of a joint bidder while v 0 denotes the private value of a solo bidder.
The presentation of the symmetric IPV paradigm above and studied by GPV provides a useful starting point for understanding the asymmetric APV model, which relaxes both the assumption of independent private values and private values that are identically distributed. Like above, first-order conditions characterizing optimal behavior can be obtained and inverted using a similar transformation of random variables technique that GPV originally recognized. Using these transformations, and given that all auctions in the data involve only two bids being observed, pseudo values corresponding to observed bids can be recovered via
i, j = 0, 1 with B i denoting j's (unknown) rival's bid at a given auction. Relative to the asymmetric IPV model, conditional distributions are needed to capture the fact that, in an affiliated model, observing one valuation may inform the bidder about the value of the other player. Within each category of auctions, the estimators in the asymmetric APV model employed by CPV are of the form
and
where κ(·) is a standard triweight kernel and N = 2 if i = j (the auction is symmetric) and N = 1 if i = j (the auction is asymmetric). We replicated their study replacing κ(·) with a boundary-corrected kernel function κ(·).
Before presenting results we should note a few issues concerning how trimming is actually performed. First, in an affiliated model if one bid needs to be trimmed, all bids at the auction must be discarded as well. This need arises from the dependence between valuations and, in this sense, the gains from boundary correction have potential to be even more important than in the IPV setting. Second, as for selecting which auctions to discard, one could imagine trimming at the lower boundary in two ways. The first would be to trim all bids at an auction if at least one bid at the auction is within a bandwidth of the lowest bid observed. An alternative approach would be to leverage intuition which says the lowest possible valuation is zero and will result in a zero bid, so auctions where one bid is within a bandwidth of zero should be trimmed.
The best choice in practice is not immediately obvious as either option has advantages but also involves an unpalatable cost. The first option, using the lowest observed bid as the reference point for trimming, ensures internal consistency within the model: theoretically, a bidder with the lowest possible valuation will bid her value, meaning v = b, and it is known that the sample minimum b min is a superconvergent estimator of b. Moreover, econometrically speaking, in finite samples boundary effects occur within a bandwidth of the minimum observation, rather than the actual lower bound. However, the drawback of using the minimum bid as the trimming reference point is that it may involve a fairly severe loss of data, especially when there is dependence among bids within an auction. The second option, using a theorized lower bound of zero as the trimming reference point would have the advantage of resulting in fewer trimmed data. There may be a variety of settings where it is feasible to assume that zero is the lowest possible bid. Two examples are procurement auctions when bids are interpreted as the discount off the price ceiling for a contract, and in the oil lease setting, if valuations represent the profit a firm expects to make from drilling on a tract of sea floor, gross of the lease price. In both cases it's conceivable that the lowest possible valuation could be zero. The risk here is one of mis-specifying the lower bound: if there exists a natural, strictly positive lower bound-e.g., in the case of a binding reserve price unobserved to the econometrician-then setting the lower bound artificially low will allow boundary effects to go unchecked.
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CPV chose the latter approach and so they proposed trimming any bid at an auction for which one bid is within a bandwidth of zero or within a bandwidth of the highest observed bid. It is not within the scope of this paper to offer guidance on which trimming approach is best; indeed, boundary correction eliminates the need to make such a choice. However, to illustrate the potential trade-off, in Figure 10 we compare data loss under the zero reference point to what would have happened by using the lowest observed bid as the trimming reference point. The figure depicts a scatter plot of bids at all auctions across all three categories. On the x-axis we depict a log-transformed bid of player i at a given auction and on the y-axis the corresponding transformed bid of player j at that auction. An "×" denotes a datapoint that gets trimmed using a zero reference point, while a "·" in the figure represents one not trimmed given this benchmark. We put a " " around any point that would be trimmed using the sample extrema as trimming reference points. Note that, under this more stringent rule, the number of auctions trimmed increases from 30 to 122, or by a factor of roughly four. As a result, over fifty percent of the auctions in the sample would be trimmed. This illustrates how the interaction of sample trimming and dependence can exacerbate the data loss problem.
In applying a boundary-corrected approach to this asymmetric APV setting using the OCS data, we chose to throw out three auctions which appear to be outliers. 17 One auction involved the high bidder submitting a bid that was 56 times that of the rival bid, and another involved a 16 In first-price auctions with a binding reserve price r, the differential equation describing equilibrium behavior remains the same, but the boundary condition becomes b = r, and the resulting second-stage estimate is interpreted instead as f V (V|V ≥ r).
17 If auctions are numbered in ascending order according to the data file Ocs702.dat available online, then the auctions are numbered 110 (a solo versus solo auction), and 214 and 219 (both joint versus joint auctions). 
Figure 10. Alternative Ways of Trimming bid that was nearly 31 times its rival bid. All three auctions involved one bid being over eight standard deviations away from the mean for auctions of the same category. The estimated densities evaluated at these extreme bids are so small (less than 10 −6 ) that they imply implausibly large valuations. These three auctions are, of course, trimmed by CPV. Aside from these modifications, we replace κ(·) in equations (15) and (16) by κ(·) and estimate the model via the same two-step nonparametric routine as CPV, omitting the intermediate trimming step. Consider first, the symmetric auctions involving joint or solo bidders exclusively. In Figure  11 we replicate two figures from CPV concerning the symmetric auctions-the inverse-bid functions and the estimated density of valuations under the symmetric APV model. The "+" points in the inverse-bid function plots in Figure 11A correspond to points using the boundary-corrected estimator while the " " points correspond to those generated via the standard estimator with trimming. Bids below 1500 imply pseudo values that are relatively close across the estimation strategies but beyond this some notable differences obtain. In particular, trimming leads to pseudo values that are larger for given bids than the boundary-corrected approach. Note, too, that for many auctions, predictions are not possible because of the trimming so boundary correction allows estimation on a larger support. The densities in Figure 11B indicate that the trimming estimates are almost everywhere below the boundary-corrected estimates. Note, too, that the standard estimator with trimming generates densities interior modes-this is typical of estimates based off trimming; see, for example, Karunamuni and Alberts [2005] . An important test for significance of a methodological advance is the extent to which it alters inference on economic issues that applied researchers care about. For example, the Department of the Interior allows oil lease bidders to form bidding consortia (the joint bidders in the data). This gives rise to possible asymmetries among joint and solo bidders, which theory indicates can lead to inefficiency when joint and solo bidders compete for the same oil lease. Therefore, an important policy-relevant question is the magnitude of the inefficiency. For the purpose of this paper, the relevant issue is the extent to which sample trimming may hinder inference on this question and how boundary correction alters conclusions drawn by the econometrician. Figures  12 -14 address this issue.
First we see that the results for the asymmetric auctions look substantially different under the two methods. The trimming estimates do not show up very prominently in Figure 12A because two thirds of the trimming removed asymmetric auctions, so the resulting private value support is far more restricted. Note that in this example, the two empirical bid functions begin to substantially diverge just above the point at which trimming begins, meaning that much interesting economic information is preserved by boundary correcting instead. The figure suggests at least anecdotal evidence of the theoretical result that weakness leads aggression-conditional on high valuations, solo bidders seem to submit much more aggressive bids than joint bidders. The density estimates in Figure 12B also suggest that joint bidders have far more mass concentrated over high valuations than solo bidders, using the boundary-corrected estimates.
The nature of the asymmetry is most effectively illustrated in Figure 13 , which plots the empirical distribution functions (EDFs) of private values under trimming and boundary correction. The left panel displays no clear pattern of asymmetry, whereas the one on the right shows a distinct stochastic dominance pattern above the 70 th percentile. One reason for this change is that the trimmed auctions contain useful information that gets ignored due to the boundary effects in Allowing for affiliation requires more of the researcher who must also recover the dependence structure in estimation. Not only are there notable differences in the marginal distributions, but trimming has the potential to strip much of the dependence among bidders: by discarding extreme observations a researcher might conclude there is little or no relationship between valuation draws. Consider a simple linear correlation comparison. In the observed bid pairs, Pearson's correlation coefficient is 0.5130, and a test of significance (where the null corresponds to independence) has a p-value of 0.0000, strongly suggesting a relationship exists. However, computing this correlation measure using the pseudo values that survive trimming yields a coefficient of 0.0684 with corresponding p-value of 0.5147. In contrast, using the pseudo values recovered via boundary correction results in a correlation coefficient of 0.4494 with a p-value of 0.0000, suggesting a strong positive relationship still remains. 18 By computing the correlation coefficient using only the bids associated with untrimmed pseudo values, we see that trimming is responsible for this discrepancy: Pearson's correlation coefficient is just 0.1554 for these bids, with a p-value is 0.1369. This suggests that boundary correction can also produce second-stage estimates that are more true to the original data. We depict the changes in the joint density by plotting level sets in Figure 14 under trimming as well as boundary correction. The level sets illustrate the inherent differences in the dependence measured-for high values the trimming estimate seems to put mass on extremes away from the 45-degree line while the boundary corrected estimate preserves a similar shape throughout the support. The box labeled "Area of No Boundary Effects" in the trimming figure is the twodimensional version of the vertical black lines we presented in our Monte Carlo figures-it is analogous to the region Ω on which boundary effects are not present. We found the vertical (horizontal) length of this box by subtracting one bandwidth from the maximum solo (joint) pseudo value and by adding one bandwidth to the minimum solo (joint) pseudo value. Because bandwidths are larger in joint density estimation, boundary effects are more prominent and this region can become extremely small. 19 18 It's important to note that affiliation, the measure of dependence commonly employed by auction researchers since the groundbreaking work of Milgrom and Weber [1982] , implies correlation, but the converse is not true. Milgrom and Weber showed a unique equilibrium exists when affiliation is satisfied.
19 For two-dimensional joint densities, bandwidths are proportional to T −1/15 , meaning that they are larger for a fixed sample size and vanish at a slower rate.
We now conclude our discussion of the differences in estimation results by turning to the question of inefficiency. Consider computing the incidence of inefficiency in the observed auctions as well as the corresponding dead weight loss. Post estimation, we evaluate the incidence of inefficiency by counting the number of times the bidder with the highest pseudo value failed to win the auction. Under the standard approach, using the auctions that survive trimming, there are none remaining in the data with inefficient allocations, despite a moderate degree of asymmetry among bidders. Under the boundary correction approach, two auctions out of 112 result in inefficiency. While this implies an incidence of only 1.8%, the magnitude of lost surplus is substantial: the combined dead weight loss, computed by summing ( v loser − v winner ) over the inefficient observations, is $36.8 million, about 32% of total revenue from the asymmetric auctions. A bootstrapped confidence interval reveals that the null hypothesis of zero dead weight loss is rejected against a one-sided alternative at the 10% significance level. 20 Once again, we see that boundary correcting rather than sample trimming can preserve important economic information about which the applied researcher may wish to make inferences.
Conclusion
We have highlighted a number of subtle complications that sample trimming causes when used within a multi-stage estimation routine. In particular, we have focused our presentation and analysis on nonparametric estimation of first-price auction models as proposed in the groundbreaking work of GPV. The two-step, nonparametric approach suggested by GPV has become the convention among applied structural researchers interested in auctions, and the concepts we study are particularly salient in this setting because auction data are typically of modest size (even large samples of auctions often need to be refined via binning procedures) which pose a challenge in nonparametric estimation.
We demonstrated via Monte Carlo experiments that substantial gains may be realized in applying this strategy in finite samples. Boundary correction avoids difficult (and unresolved) complications of optimal first-stage bandwidth selection. It also leads to improved performance over the interior region that the standard estimator (involving trimming) targets. Trimming restricts inference to a subset of the underlying support [v, v] , while boundary correction provides access to the largest possible portion of the support given the data, and at the same time, it substantially improves statistical performance as measured by MISE. Lastly, we applied the BCGPV estimation strategy to an asymmetric model within the APV paradigm to reconsider the OCS data studied by CPV. Our findings suggest that the asymmetry between joint and solo bidders is substantially understated when sample trimming is used; in particular, boundary-corrected estimates imply that large inefficiencies may arise from consortium bidding as allowed by the US Department of the Interior. This example also illustrates how the boundary correction approach is easily portable to the numerous extensions of GPV's original estimator. 20 We used a one-sided alternative because the presence of bidder asymmetry cannot improve social surplus.
