Abstract-Although unmanned surface vehicles (USVs) have been extensively researched and applied to many typical scenarios, high-performance autonomous control is still an open problem. One of their major problem stems from the difficulty in constructing a sufficient accurate and sufficient simple control-oriented dynamics model. Owing to the highly complicated physical mechanisms of hydrodynamics, USV systems possess strong nonlinearities and coupling, which make it exceptionally difficult to develop an accurate model structure. In real applications, extensively existing uncertainties, such as external disturbances due to wind, wave, current, and measurement noise in the onboard sensor, will unavoidably influence identification precision with respect to the parameters in the USV's model. Thus, in this paper, a new kind of nonlinear modeling scheme-the active modeling enhanced quasi-linear parameter-varying (qLPV) model-is proposed for a water-jet propulsion USV system. First, a qLPV-structured model is derived by simplifying the real dynamics model, which has a simple quasi-linear structure and can approximate the nonlinearities of the hydrodynamics. Subsequently, a nonlinear version of the Kalman filter-based active modeling method is proposed to provide online estimates of the unstructured model to eliminate the errors due to the structure inaccuracy between the qLPV-structured model and the real system. Finally, the newly proposed modeling scheme is tested on a real USV system and its superiority is shown through comparisons to some other traditional modeling methods.
be widely used for tasks, such as environmental monitoring and geophysical exploration [1] . However, high quality motion control for USV systems is still a problem in the field of both robotics and control theory [2] . The primary reason for this is the difficulty of obtaining accurate and applicable dynamics models.
Accurate mathematical models of USVs are necessary for high-performance controller design, and much related work has been conducted and published. Originally, linear models were often used owing to their simple structure, and a typical example is the first-order Nomoto model, which was proposed by Nomoto in 1957 [3] . It has since been extensively used and become one of the mainstream modeling methods for USV systems. The Nomoto model is usually effective under the following assumptions: 1) the forward speed is time-invariant or changes very slowly (the loss of speed is negligible) [4] ; 2) the inertia is large enough to ensure that the USV is in displacement mode [5] . However, the deficiencies of the Nomoto model are also clear in the following ways: first, it presents poor performance when describing the details of the ship dynamics [2] and improperly accommodates slipping motion [6] ; second, the parameters of the Nomoto model change greatly for different forward speeds of the USV. This potentially deteriorates the control performance greatly.
In addition to the Nomoto model, the Abkowitz model is also a well-known model of USV systems, and was first proposed in 1964 [7] . The primary idea of the Abkowitz model is the adoption of a nonlinear third-order truncated Taylor series expansion to approach the hydrodynamics at a nominal condition. However, to estimate and identify the hydrodynamic derivatives, the forces and torque exerted on the USV need to be accurately measured. Unfortunately, this requires some strict experimental conditions that are often impossible [8] .
Recently, nonlinear modeling has also been considered. Muske et al. [9] identified a 3-degrees-of-freedom (3-DOF) nonlinear dynamical model using drag test data in each of the axes of motion. However, this model does not include the dynamics of the engine, and all the parameters of the nonlinear model are considered time-invariant, yet, in reality, these parameters are often strongly affected by the motion states, such as the forward speed and turning rate. Similar work was conducted by Park et al. [10] , where they ignored the lateral dynamics and consider only surging and yawing motion; thus, the 6-DOF USV model was simplified as a 2-DOF dynamical model. It is obvious that this model structure is only useful in very limited cases. Sonnenburg et al. [11] also identified a simplified nonlinear model. Again, its modeling precision can only be ensured for a very limited range of forward speeds. From these works, nonlinear models are often constructed by greatly simplifying the system structure, which is sometimes unacceptable in some applications.
The primary difficulties in constructing an accurate structured model of an USV originate from three aspects, i.e. hydrodynamics, external factors, and mechanical considerations. The complexity and uncertainty of hydrodynamics make the model structure of an USV system highly complicated and poorly researched. In addition, an USV system is potentially influenced by environmental factors, e.g., wind, wave, and current. These factors are strongly coupled to the dynamics of the USV, which makes it difficult to retrieve accurate structured model, especially when the USV is maneuvering. Furthermore, the USV model is often simplified as a 3-DOF model, yet it is actually a 6-DOF system with strong coupling. Thus, the three ignored DOF will absolutely decrease the precision of the 3-DOF structured model. Unfortunately, this is difficult to precisely consider beforehand.
In this paper, we propose an original quasi-linear parametervarying (qLPV) model to approach the USV dynamics. We first apply this to a structured modeling problem and then introduce model error to apply it to an unstructured modeling problem.
The LPV model is a generalized version of the linear timevarying (LTV) model, which concerns linear dynamical models whose state-space representations depend on some exogenous (i.e., independent of the state) variables [12] . The most significant advantage of the LPV model is that it is simpler to analyze and allows the application of many linear identification and control methods by abstracting away the nonlinear dependency of state. Unlike LPV model, the qLPV model is obtained by making the varying vector a function of the system state, and hence endogenous (i.e., dependent on the state) [13] .
The concept of model error is introduced into the qLPV model as a complementation to accommodate the unstructured modeling problem, and with the active modeling technique, the model error online estimation is used to improve the modeling accuracy. The active modeling method is a new scheme that is useful for considering the unstructured influences of a complicated system; its main idea is the description of a system using the following system equation:
where x is the state of the system of interest; u is the input of the system; f is the nonlinear structured model function, which has a fixed form and shows some a priori characteristics of the system; Δf is the so-called model error vector, which includes all the factors of the unstructured model mismatch (i.e., model imprecision and external disturbances) and may relate to the system state x or even the control input. There are many available algorithms for active modeling realization such as the extended Kalman filter (EKF) [14] and epsilon-support vector regression (ε-SVR) [15] . In our previous work [16] , we used an unscented Kalman filter (UKF) algorithm, which is a nonlinear Kalman filter algorithm that can handle a system with strong nonlinearities, to estimate the disturbance and model error of an unmanned aerial vehicle (UAV) system. Thus, in this paper, the UKF will be utilized to obtain the unstructured model error. 
II. USV DYNAMIC MODELING

A. Basics of USV Modeling
The USV dynamics can be described as a 3-DOF system (i.e., planar translation and yaw rotation) by neglecting the heave, roll, and pitch motions. Through constructing ground coordination and body coordination as in Fig. 1 , the detailed dynamics model of an USV is given as [5] 
where m is the USV' mass; I zz is the USV' moment of inertia about the rotational vertical axis passing through the origin of body coordination; (x G , y G ) is the coordinate of USV' gravity center (C.G.); X Σ , Y Σ , and N Σ are the resultant forces and torque exerted on the USV system, respectively; u, v, and r are the translational velocities and yaw rotational velocity, respectively, as shown in Fig. 1 . Generally, the resultant surge force X Σ , sway force Y Σ , and yaw torque N Σ all depend on the USV's motion states, and the forces and torque produced by the water-jet engine, i.e., X Σ , Y Σ and N Σ can be described with the following functions:
where the functions X, Y, and N are the resisting forces and torque, respectively, which are all velocity and acceleration dependent functions; X ctrl , Y ctrl , and N ctrl are the water-jet driving forces and torque, respectively. The resisting forces and torque can be represented by the following polynomial functions [11] :
where X * , Y * , and N * are constant hydrodynamic-derivative coefficients. Usually, USVs are designed to be laterally symmetric; thus, y G is zero. By letting
T and substituting (3) and (4) into (2), (2) can be rewritten as
where 
For the water-jet USV system presented in Section IV, the water-jet propulsion produces the driving forces and torque, which follow these equations:
where T is the water-jet propulsion force, δ is the rudder angle, and x δ is the distance from the water-jet nozzle to the C.G. of the USV (see Fig. 1 ).
Therefore, F ctrl in (5) can be rewritten as
Furthermore, according to Fossen [17] and Gao [18] , the water-jet propulsion thrust force T can be calculated by the throttle size and forward speed as
where ε is the throttle size; n is the propeller speed; u is the forward speed of the USV, which satisfies u > 0; b 1 , b 2 , k 1 , and k 2 are some constants.
B. Related Work
In most references, a linearized model is often used to approximately describe the dynamics of the USV system. Here, we introduce two well-known linear models.
Consider the nominal state u = u 0 , v = r = 0, and assume that the sway velocity v, the yaw rate r, and the rudder angle δ are small. For this scenario, (5) can be linearized and simplified as
where N 1 is a constant that replaces N(ν)
Notice that the surge can be assumed decoupled from the sway-yaw subsystem when the forward speed is time-invariant, or changes in a very limited range. Thus, (8) can easily be linearized in the perturbed form
where
is the constant waterjet propulsion thrust force of the USV,
Equation (8) is the linearization model of a USV system. Another often referred-to model for USV systems is the Nomoto model. It mainly considers the turning rate dynamics and is valid when the rudder angle δ → 0 and the water-jet thrust T = T 0 . The Nomoto model can be denoted as follows:
where a ij (i = 1, 2; j = 1, 2) and b i are identical to those in (10) . Furthermore, the relationship between the rudder angle δ and the turn rate r can be described as a simple first-order equation [3] 
Yu et al. [19] suggest that the sideslip angle β is no longer zero when the USV's heading undergoes a small perturbation. If we assume that the magnitude of the forward velocity is almost unchanged and the yaw perturbation is small, the total thrust's F Σ direction is opposite to the direction of total velocity V; thus, we can get the sway dynamics as
Letting u = V cos β and v = V sin β, we obtain
Combining (12) with (14), we can get a fully linearized steering model
Equation (15) is the so-called Nomoto model considering sideslip motion.
Actually, for real USV systems, the hydrodynamic mechanism is very complicated and strong nonlinear, and its parameters are usually dependent on the so-called Froude number
where U is the operating speed of USV, L is the overall length of USV (the submerged length of USV), and g is the acceleration of gravity [20] . Thus, if the USV system is required to maneuver with clearly different operating speed, it is necessary to construct a nonlinear model.
C. qLPV Modeling
In the literatures, an LPV system is usually defined as a linear system whose state-space representations depend on some exogenous (independent of the state) variable θ(t), and can be described byv
where the scheduling variable θ(t) is a priori unknown, but online measureable, and it should be in some prescribed bounded set [21] . If function θ(t) contains some states of state vector v, model (16) is called a qLPV one [13] . That is, the qLPV systems consist of an indexed collection of linear systems, in which the indexing parameter is endogenous (i.e., dependent on the state). The nonlinear model of the USV system as shown in (5) includes many parameters that are strongly coupled to each other and very difficult to be identified through real experiments. The nonlinear structure of the USV system is difficult to be abstracted away, and thus cannot be transferred into the LPV form. In this section, we will re-analyze (5) and show that it can be transferred into the following qLPV form:
From the preceding description, the function A(v) in (17) can be denoted as linear combinations of the USV's velocity and position, i.e. The qLPV model structure is actually another form of the physical system model of the USV for the considered hydrodynamics. The main advantage of the qLPV model is that its nonlinear system structure can be denoted as a special kind of linear structure, which provides two advantages: 1) its parameters can be identified by some linear algorithm, resulting in a nonlinear mathematical model, and 2) mature linear control synthesis schemes can be generalized and used to obtain adequate performance.
II. ACTIVE MODELING METHOD
Although we have considered qLPV models before, it is still difficult to obtain accurate model parameters, since its parameters are time-varying, and there exist a great deal of uncertainties. Thus, model error and the active modeling technique are used in this study to account for the unstructured factors in the USV system. The active modeling technique is a scheme that considers the unstructured model as some unknown disturbances and obtains them through some online estimator [see (1) ].
Some work has been done to show the effectiveness of the active modeling technique in the control of real systems. For example, in the preceding work, we had proposed a control architecture as shown in Fig. 2 .
In this architecture, the model of (1) combined with some predefined structured model and the unstructured model errors, is used to describe the dynamical characteristics of the controlled system. The structured model can be used to design some nominal controller, while the estimated model error is combined with some adaptive schemes to improve the closed-loop performance of the nominal controller. This scheme has been successfully used in many systems, including the yaw control of an USV [22] , the disturbance attenuation control, and the maneuver flight control of a UAV [23] .
To obtain the model error, we first rewrite the system equation, i.e., (17) , to follow the state-space form of (1)
where v is the system state vector; A(v)v + Bu is the structured system dynamics function as shown in (17) and (18); Δv is the so-called model error; z contains the measurements; and v m contains the measurement noise.
In the remainder of this section, we will introduce how to use UKF algorithm to estimate the model error Δv.
Beforehand, we must first discretize the system in (19)
where T is the sampling period. If the sampling period T is very small (0.05 s in our experiments), then we can use
and Δv(v,v, w, t) in the (k − 1)th time period, respectively. Thus, we obtain
where A k −1 and B k −1 are the new definitions of discretized system matrix and input matrix, respectively; Δ v k −1 is the new definition of model error for the discrete system. In (21), the model error (including the unmodeled nonlinear dynamics and disturbances) is defined as some additive term. We assume that the increment of model error Δv k is a stationary random process h k , which means
To estimate the model error Δv k , we can construct the following augmented system equation by modeling Δv k as an additional state: where
Thus, if we have some available measurements z, we can immediately construct the following estimation problem.
Problem: With the system in (23) and the measurements
we can obtain the state of the system represented by (23) as precisely as possible. In (24) , h e k ( * ) is the new definition of the system measurement equation and (v m ) k is the measurement noise uncorrelated with the input u and states v k .
Many filtering algorithms can be used to handle the preceding problem; in this paper, a nonlinear version of the Kalman filter is proposed [24] .
With respect to the control application of the nonlinear system described in (17) , the augmented system in (23) and the measurement in (24) are again
where v e k ∈ R 6 and z k ∈ R 3 are the state and output vectors at time k, respectively; w k and (v m ) k are the process and measurement noise vectors, respectively, which are both assumed to be Gaussian white noise and satisfy
Then, the normal UKF can be applied.
III. USV EXPERIMENTAL SETUP
A. Platform Description
The USV platform designed at Shenyang Institute of Automation is shown in Fig. 3 . Its basic parameters are provided in Table I .
The USV system comprises five subsystems (see Fig. 3 ), including the on-board control computer subsystem, power [25] ), which is used to locate the USV and obtain some inertial states such as attitude, velocity, and acceleration. The on-board control computer can be used to record the experimental data.
B. Experimental Conditions
To minimize external influence, the identification experiments are conducted on Xiu Lake in Qipan Mountain (depth of 3-20 m, area of 5.04 km 2 ) under the conditions prescribed by MSC/Circ. 1053 [26] , which are as follows:
1) The water depth is 3-20 m, eight times larger than the mean draught of the USV.
2) The wind is in Beaufort 3, and waves are in sea state 2.
3) The current is uniform only. It is noted that the identification experiments should be conducted in the calmest possible water conditions. However, in actual environment, the USV is designed to operate up to sea state 4, in currents of up to 3 m/s, and windage less than Beaufort 5.
To identify the model parameters, two groups of experiments were conducted: 1) response to reference throttle with a fixed rudder angle for thrust model identification, i.e., ε changes and δ = 0; 2) response to reference rudder angle with a fixed throttle for full state USV model identification , i.e., ε = 30%, 60%, 100% of full throttle and δ changes.
The USV parameters to be measured using the sensors introduced in Section IV-A include rudder angle δ, throttle ε, forward velocity u, sideslip velocity v, and turn rate r. All the data were measured every 5 ms.
IV. IDENTIFICATION METHODS
A. Linear Model Identification
The linear system of (9), (10) , and (15) can be directly discretized in the following form [27] :
At dtB; A and B are the system dynamics matrix and input matrix, respectively, for the original continuous system; η is the noise uncorrelated with the input u; T s is the sampling period, and T s = 0.05 s in the experiment.
Using the least squares (LS) algorithm, we can directly obtain the model parameters aŝ
B. qLPV Model Identification
The qLPV model (17) can be discretized as
The explicit expression of a d ij and b d ij can be deduced from (17) . To obtain the structured model as accurately as possible, the identification process can be divided into the following two steps.
Step-I: Thrust Model Identification Choosing straight line motion for thrust model identification, we obtain
where T is the water-jet thrust. We then make the definitioñ
and can direct identify b 11 times thrustT using the LS method.
Step-II: qLPV Model Identification Using the thrust model in
Step-I, we obtain
In (31), the parameters of b 11 times thrustT are of some preknown values obtained through Step-I. Similarly, we can obtain the remaining parameters of the qLPV model by using the LS algorithm.
V. IDENTIFICATION RESULTS
In this section, we describe the results of three experiments, which are thrust model identification experiment, full state model identification experiment, and active modeling enhanced qLPV model experiment. With these experimental data, the results are analyzed and compared in detail.
A. Experiment I: Thrust Model Identification
In this experiment, the rudder angle of the USV was set to zero, and the throttle was set to 60% or 0% of full throttle with a rectangular waveform. The thrust model structure is given in (30), and the identified parameters are given in Table III. To show the identification performance, we compared the real measured forward speed and the predicted forward speed using the identified model. The results are shown in Fig. 4 .
In Fig. 4 , the red solid line and the aquamarine dashed line denote the measured and predicted forward velocity, respectively. Generally, the curve computed by the identified model matches the real measurements very well.
B. Experiment II: Full State Models Identification
In this experiment, the throttle was set to 30%, and the rudder angle followed a sawtooth wave with amplitude π/3. The identified parameters are given in Tables IV-VI. It is noted that the 
The quantitative results are given in Table VII (a); the identification error of the qLPV model is 1.8%, only one-third of the two linear models. Figs. 6 and 7 show the results of the sway dynamics and the yaw dynamics, and the quantitative identification errors are given in Tables VII(b) and VII(c), respectively. From these results, the qLPV model still provides better accuracy, but the identification error is somewhat large (up to 8.8% and 12.9% for the sway dynamics and the yaw dynamics, respectively), compared to the surge dynamics. This is mainly because the sideslip velocity and the turning rate are of small value and thereby easily influenced by the complicated hydrodynamics, which can only be partly accounted for by the qLPV model structure. While in surge dynamics, since the forward velocity is larger compared to sideslip velocity and the turning rate and mainly decided by the throttle size and state of the USV other than external factors, the qLPV model significantly reduces the model error by using a quasi-linear varying vector to approach the nonlinearities. Furthermore, to verify the model accuracy for different motion, more experiments were conducted by using a sine wave rudder angle input. The state prediction results are given in Figs. 8-10 , and the quantitative comparisons based on (32) are given in Table VIII .
From these results, although the qLPV model still presents better accuracy in surge dynamics and sway dynamics, the superiority of the qLPV model disappears for yaw dynamics. Furthermore, with the new experimental data, the prediction accuracy of all three models decreases, and the qLPV model still possesses a prediction error more than 10% except for the surge dynamics. Therefore, there still exist strong nonlinearities that are beyond the structure of the qLPV model. Based on the two experiments in this subsection, we can make the following conclusions.
1) In most cases, the Nomoto model presents similar accuracy to the linearized model, and even worse in some cases. 2) It is clear that the qLPV model presents better performance for the USV system, especially for surge dynamics, for which the prediction error is less than 3%, no more than half of that for the two linear models. For sway dynamics, the qLPV model also provides better accuracy, but it is not as good as that for surge dynamics. Unfortunately, for yaw dynamics, the qLPV model fails to clearly present better performance. This means that sway dynamics and yaw dynamics possess stronger nonlinearity. 3) Although the qLPV model is generally more accurate than the linearized models, it should be noted that the model accuracy is still not good enough, especially for the sway dynamics and yaw dynamics, for which the qLPV model shows much larger prediction errors than for surge dynamics.
C. Experiment III: UKF-Based Active Model Error
In the previous subsection, we have shown that the qLPV model still possesses some inaccuracy. To further reduce the model mismatch's influence and improve the estimation accuracy, the active modeling scheme is used in this section. The UKF is adopted to provide online estimates of the model error of the qLPV model. The parameters of the UKF algorithm are Q = 10 −2 diag (0, 0, 0, 16, 2, 1) , R = 10 −3 diag (16, 2, 1)
and we use the same data as that of the second experiment in the previous subsection. The prediction error is shown in Fig. 11 and compared to the results from the qLPV model without active modeling. From Fig. 11 , the model accuracy improvement is significant, and the quantitative index function computed by using (32) is shown in Table IX , i.e., the active modeling enhanced qLPV model significantly reduces the prediction errors (only one-third of that for the qLPV model).
VI. CONCLUSION AND FUTURE WORK
High-performance control of an USV system highly depends on a high precision model. Thus, in this paper, nonlinear modeling of a water-jet USV system was researched. This work produced three significant contributions.
1) A qLPV nonlinear structured model was constructed by considering the physical mechanisms of hydrodynamics.
2) The qLPV parameters were identified through real experiments.
3) The qLPV model was further enhanced by the active modeling technique to improve its precision. By quantitatively evaluating the behaviors of predictive error, we obtain the following conclusions: 1) In most cases, the two linear models presented similar but inferior precision.
2) The qLPV model presents better performance for the USV system, especially for surge dynamics, for which the prediction error is less than 3%, no more than half of that for the two linear models. For sway dynamics, the qLPV model is also more accurate than the linear models but not as improved as for surge dynamics.
3) The active modeling enhanced qLPV model effectively improves the prediction accuracy greatly. In this paper, the prediction accuracy was improved by a factor of three. In future work, we will use the proposed modeling technique to control the USV system.
