In studies that compare several diagnostic or treatment groups, subjects may not only be measured on a certain set of feature variables, but also be matched on a number of demographic characteristics and measured on additional covariates. Linear discriminant analysis (LDA) is sometimes used to identify which feature variables best discriminate among groups, while accounting for the dependencies among the feature variables. We present a new approach to LDA for multivariate normal data that accounts for the subject matching used in a particular study design, as well as covariates not used in the matching. Applications are given for post-mortem tissue data with the aim of comparing neurobiological characteristics of subjects with schizophrenia with those of normal controls, and for a post-mortem tissue primate study comparing brain biomarker measurements across three treatment groups. We also investigate the performance of our approach using a simulation study.
INTRODUCTION
Consider the analysis of a set of feature variables measured on an individual that belongs to one of g 2 different groups. Our focus is determining the combination of feature variables that best discriminates among these g groups, so as to gain a better understanding of the important discriminatory variables. When there are additional attributes that may impact the feature variables but are not germane to 780 J. K. ASAFU-ADJEI AND OTHERS the group differences, there are complications in the direct use of Fisher's linear discriminant analysis (LDA) (Cochran and Bliss, 1948) . A further complication arises when the data observed for each of the g groups are based on matched individuals where every individual in a group is matched to exactly one other individual in each of the other g − 1 groups. For example, based on post-mortem brain tissue data, Knable and others (2001) use LDA to determine a subset of prefrontal cortical markers that best discriminates among the following four diagnostic groups: schizophrenia, bipolar disorder, major depressive disorder without psychotic features, and normal controls, where there were 15 quadruples matched on several characteristics, including age at death and brain pH during storage. Brain tissue storage time (the amount of time for which brain tissue was stored), while not matched upon, was also measured for each subject.
The approach used by Knable and others does not account for either subject matching or additional covariates, ignoring that cohort processing is typically done in parallel and that unmatched covariates can potentially influence biomarker measurements. Tu and others (1997) note that failure to account for design and covariate effects may produce misleading results with poor discriminatory ability. To adjust for covariate effects in LDA for normal feature data, Cochran and Bliss (1948) originally suggested an approach, which was later refined by Lachenbruch (1977) and Tu and others (1997) (Lachenbruch and Tu and others are hereafter denoted as L&T). However, none of these authors address the fact that individuals may also be matched across the g groups of interest. In this paper, we introduce approaches for discrimination when there are matched groups with other possible covariates.
The motivation for our research came from analyses of human post-mortem brain tissue studies conducted in the Conte Center for the Neuroscience of Mental Disorders in the Department of Psychiatry at the University of Pittsburgh, which focuses on understanding schizophrenia. In a typical center study, schizophrenia subjects and normal controls are paired on age at death, gender, and post-mortem interval (PMI), i.e. elapsed time between time of death and time of tissue collection. Auxiliary data such as brain tissue storage time and brain pH are also collected for each subject. Pairs are processed at the same time in a balanced fashion to avoid possible confounding of biomarker measurements by varying reagent strengths, time, and processing personnel. In this setting, we want to adjust for matching and covariate effects when identifying biomarkers that most distinguish schizophrenia subjects from controls.
To be clear, our interest is focused on discrimination and not classification. Conceptually, we want to answer the following: Consider a hypothetical pair consisting of a control subject and a schizophrenia subject whose measured biomarkers are obtained under the "same" conditions, are matched on age at death, gender, and PMI, and have the same tissue storage time and brain pH. The question is, which biomarkers best distinguish the subject with schizophrenia from the control subject in that pair? By "same" conditions, we mean that both pair members had their biomarkers measured in the same way, in recognition, for example, of the fact that differing batches of the same reagent might vary in strength and impact the measurement process. In doing this, we want to account for the effects of pairing and the other covariates, brain tissue storage time and pH, not used in the pairing.
In Section 2, we give an overview of two motivating post-mortem tissue studies. A brief review of traditional LDA literature is given in Section 3 and we develop the methodology to account for both group matching and covariate effects in Sections 4 and 5, focusing on the paired case in Section 4, and extending to matching across multiple groups in Section 5. We apply our adjustment methodology to post-mortem tissue data in Section 6, and use a simulation study to evaluate its performance in Section 7. A final discussion is provided in Section 8.
MOTIVATING DATA
In center studies, tissue is obtained for each subject from a specific brain region and subjects are paired on several characteristics. Tissue samples obtained from a matched pair are then blinded and processed together, possibly in batches of matches.
Adjusting for matching and covariates in LDA
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Sweet data
The first application is based on four post-mortem brain tissue studies conducted by Sweet and others (2003 Sweet and others ( , 2004 Sweet and others ( , 2007 Sweet and others ( , 2008 , which examined a total of six biomarkers. Tissue from the primary auditory cortex was collected from 15 pairs of control and schizophrenia subjects paired on gender and as closely as possible on age at death and PMI. Brain tissue storage time, which was not used in the pairing, was also included as a covariate. Measurements were taken from multiple tissue sections for each subject, but since section numbering was not comparable across studies, measurements for each subject were averaged across three tissue sections for the purposes of our application.
Konopaske data
Konopaske and others (2008) examined six biomarkers from left parietal lobe brain tissue taken from 18 male macaque monkeys matched in triads by body weight upon sacrifice. In each triad, each monkey had been treated with one of the following: sham, haloperidol, and olanzapine, the latter two of which are antipsychotic drugs. No additional covariates were measured.
REVIEW OF LDA TECHNIQUES
Traditional LDA
Let Y = (Y 1 , . . . , Y P ) denote a P-dimensional random continuous feature vector and y be its observed value for an individual. Also, denote the prior probability that an individual belongs to group i as π i (i = 1, . . . , g) and the group conditional density of Y in the ith group as f i (y). Under the assumptions that π 1 , . . . , π g are known and fixed and that misclassification costs are equal, the discriminant functions result from the classification regions obtained from an optimal or Bayes' classification rule (see Anderson, 1984; McLachlan, 1992) :
In LDA, the regions in (3.1) are constructed under the assumption that Y ∼ N P (μ Y,i , Y Y ) in the ith group, which yields the g 2 linear discriminant functions (hereby denoted as LDFs) based on the classification regions
Of interest in our setting are the LDFs y
which can be used to identify the features that best discriminate between groups i and j (see Anderson, 1984; McLachlan, 1992) . Based on the rule in (3.2), an individual whose observation y falls into region R i is classified into the ith group. If π i , μ Y,i , and Y Y are unknown, they are estimated from training data obtained from each of the g groups.
If the feature variables are not commensurate in scale, the coefficients in y
) must be standardized, so they can apply to the standardized feature variables, which are scale-free. The largest standardized discriminant coefficients in absolute value can identify which feature variables best distinguish between groups i and j in the LDF, taking into account the variability of each feature (Rencher, 2002) . The pth discriminant coefficient is standardized by taking the product of its original value and the pth feature variable's standard deviation, which is estimated for training data by pooling based on the g groups (see Cozad, 1988, 1993 
Covariance adjusted LDA
When the distribution of Y depends on a set of covariates X = (X 1 , . . . , X S ) , one needs to control or adjust for covariate effects in order to determine the true discriminatory power of the feature data. Cochran and Bliss (1948) and L&T recognized this need and developed covariance adjusted LDA to account for covariate effects. They modified the Bayes rule in (3.1) by replacing f i (y) with f i (y|x), the conditional density of Y|X = x in group i, so that (3.1) becomes
To obtain "traditional" covariance adjusted LDA, Cochran and Bliss
. For normal populations, they show that (3.3) yields lower population misclassification rates compared with those obtained from (3.1), where X is ignored. On the other hand, L&T relax the assumption of joint normality of Y and X in their development of "general" covariance adjusted LDA. In particular, Tu and others (1997) 
. . , μ P,i ) denotes the effect of the ith group on Y and ρ(x; ) ≡ (ρ 1 (x; θ 1 ), . . . , ρ P (x; θ P )) is a known smooth function of x that depends not on group, but on the parameters θ 1 , . . . , θ P corresponding, respectively, to each of the P entries in Y. We have
, and assume that Y |X is positive definite. In addition, the conditional mean μ i + ρ(x; ) assumes no group by covariate interactions. Using L&T's model and (3.3), we can obtain the conditional LDFs based on the following rule: Y |X (μ i − μ j ) are used to identify the feature variables that best discriminate between the ith and jth groups, once the effects of X have been accounted for. Given 3.4) are in the same form as those in (3.2) for traditional LDA, where the observed y is now adjusted for all relevant covariate effects and the conditional variance-covariance matrix Y |X is used. However, the work of Cochran and Bliss and L&T does not account for the matching that concerns us.
ADJUSTING FOR PAIRING AND COVARIATE EFFECTS IN LDA
When individuals are measured on covariates and also matched across g 2 groups, we consider the conditional distribution of Y for a given covariate x in a specific match. For ease of presentation and to later highlight the differences in results, we consider in this section the case of matched pairs, i.e. g = 2, where one member is known to belong to one group, while the other member belongs to the other group. First, we consider an attempt to extend L&T's approach to handle pairing and show the difficulties of doing so. We then consider two approaches that are conceptually different, but produce the same LDF. In the spirit of the development of LDA, our discussion of each approach begins from a population-based perspective and then describes how it can be implemented given training data. Since we assume that there is no preference for which pair member is designated as being the first or second member, we have that π 1 = π 2 = 0.5 in all cases. In addition, we assume equal misclassification costs and, like L&T, that there are no groups by covariate interactions.
Discrimination based on data for one pair member using pair and covariate effects
An approach one might consider is to attempt to directly apply L&T's conditional model to the random feature and covariate vector for any individual in a pair k, Y ind and X ind (index k omitted for notational convenience). From a population perspective, let the parameter vector γ k = (γ k,1 , . . . , γ k,P ) be assumed known and represent the non-measured effect on Y of belonging to pair k, e.g. the strength of the processing solution used to obtain the P biomarker measurements for this pair. Then, assume
) to obtain the LDF based on the classification regions
) denotes an individual's feature measurement that has been adjusted for both pairing and covariate effects. The adjusted discriminant coefficient vector
might be thought to identify the feature variables that best discriminate between groups 1 and 2, taking into account both pairing and covariate effects. Although γ k is assumed known in this setting, it is, of course, unknown in an actual study.
While we condition on X ind = x ind , we must find some way to "estimate" γ k for some pair k. Moreover, to meaningfully interpret the LDFỹ ind(x)
, it has to apply to all observations, namely, those in the training data and any new data we may observe for another pair. We show in Appendix A.1 of supplementary material available at Biostatistics online that using straightforward estimation of γ k for each pair in the training data, we obtain the same LDF that we consider in Sections 4.3 and 4.4. More importantly, if we are to justify this LDF for any pair, then we need to develop a conceptual approach to estimate γ k for a pair not in the training data. In Appendix A.2 of supplementary material available at Biostatistics online, we provide an approach for doing so and show that the LDF based on the training data is still applicable.
There is a reason why L&T so easily handle covariates in a conditional model with unknown θ 1 , . . . , θ P for any covariate value, as opposed to including a non-specific pair effect γ k . This is due to the fact that γ k is a parameter that differs for each pair. Thus, the training data provide no information about γ k for any arbitrary pair, which is what is needed to validly interpret the LDF. For instance, the fixed effect of processing solution strength in the training data gives no information about the solution strength we may observe for another pair, which suggests that using a random effect for solution strength may be manageable. (Under reasonable assumptions, such a model is essentially given in Section 4.2). The only way we are aware of to sidestep this issue is to use our approach to estimate γ k for an arbitrary pair. However, this approach is a bit troubling in its many assumptions and we prefer to develop LDFs using either of the settings in Section 4.3 or 4.4. Nonetheless, as we have noted, this intricate extension of L&T reduces to the other two approaches in practice. Of further note is that the ideas of our L&T extension may be useful in discrimination settings where there are more general unknown pair-specific parameters than our simple additive γ k .
Distributional assumptions regarding feature data for both pair members
To develop discrimination for dealing with a hypothetical pair of feature and covariate vectors (Y ind , X ind ) and (Y sib,1 , X sib,1 ) for an individual and their sibling in some pair k, we specify that (Y ind , Y sib,1 ) have an assumed conditional multivariate normal distribution with mean
and variance-covariance matrix + = + +
given covariates x ind and x sib,1 , depending on which groups that individual and their sibling belong to. 
Using the conditional densities of Y diff in each population, we obtain the LDF from the following classification rule: 1 ; ) ) denotes the covariate adjusted feature difference for each individual in a pair. The LDFỹ diff −1 (μ 1 − μ 2 ) can then be used to identify the feature variables that best distinguish an individual belonging to group 1 from that belonging to group 2 in any given pair, once these feature variables have been adjusted for covariate effects. In particular, if a feature (quantitatively the difference in that feature, adjusted for covariate effects, between the two pair members) has a standardized discriminant coefficient relatively large in absolute value, then that feature has discriminatory importance in any pair. Ifỹ diff falls into region R diff (x) i , then it is assigned to the ith population and we classify that individual into the ith group. Since this individual's sibling is classified using the value (y sib,1 − y ind ) − (ρ(x sib,1 ; ) − ρ(x ind ; )) = −ỹ diff , the rule in (4.2) ensures that if an individual in a pair is classified into the first group, then their sibling is classified into the second group and vice versa, thereby leading to a desired consistency (our paired context leads naturally to equal priors and misclassification costs, both of which are required for consistency).
With training data y ik = (y ik,1 , . . . , y ik,P ) and x ik = (x ik,1 , . . . , x ik,P ) , the observed feature and covariate data for the member of the kth pair belonging to the ith group (i = 1, . . . , g = 2; k = 1, . . . , K ), we can take the approach of Tu and others (1997) and use least squares (LS) estimation to estimate parameters θ 1 , . . . ,
denote the random feature difference and observed covariate differences, respectively, and use LS estimation to fit the conditional model x ik ; θ 1 ) , . . . , ρ P (x ik ; θ P )) . Under certain conditions, the LS estimatesθ 1 , . . . ,θ P are unique (refer to Appendix A.1 of supplementary material available at Biostatistics online for details). When these conditions are satisfied, LS estimates of μ diff i and equal
ρ(x lk |ˆ ) and 
For this adjustment approach, we note that a slightly weaker model than in Section 4.2 is sufficient, where we could assume a common covariance matrix for Y diff in each population. However, the model specification in Section 4.2 allows for easy comparisons of the LDFs in Sections 4.3 and 4.4.
Discrimination based on data for both pair members using a stacked approach
The adjustment approach in this section applies L&T's approach directly to the "stacked" feature vec-
, where each pair member is randomly assigned as an individual or sibling. Based on We further note that computation of the methods in Sections 4.1, 4.3, and 4.4 uses standard discriminant programs where the data are suitably pre-processed with a linear or non-linear regression program.
ADJUSTING FOR MULTIPLE GROUP MATCHING AND COVARIATE EFFECTS IN LDA
For two groups, the approaches in Sections 4.3 and 4.4 yield the same LDFs in both the population and data settings. Their estimated LDFs based on the training data are also identical to that obtained from the L&T approach discussed in Section 4.1. For the multiple group (henceforth denoted as multi-group) case, we focus on extending the Sections 4.3 and 4.4 approaches and show that their population versions differ and, hence, so do their estimated versions. The same difficulties for the multi-group case occur for the extension of the L&T approach in Section 4.1, whose estimated version can be shown to agree with that of the approach in Section 5.2 with suitable modeling (see Asafu-Adjei, 2011) . In our discussion, we again assume equal misclassification costs, no group by covariate interactions, and no preference for which member of a group match is designated as the first member, second member, etc., so that π i = 1/g (i = 1, . . . , g). 
Distributional assumptions regarding feature data for all match members
μ i g ,sib,g−1 ⎤ ⎥ ⎥ ⎥ ⎦ = ⎡ ⎢ ⎢ ⎢ ⎣ μ i 1 + γ k + ρ(x ind ; ) μ i 2 + γ k + ρ(x sib,1 ; ) . . . μ i g + γ k + ρ(x sib,g−1 ; ) ⎤ ⎥ ⎥ ⎥ ⎦ , (i 1 , i 2 , . . . , i g = 1, 2, . . . , g; i 1 = i 2 = · · · = i g ), 786
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and variance-covariance matrix + = (I g ⊗ ) + (11 ⊗ ), where I g is the g-dimensional identity matrix, 1 is a g × 1 vector of 1's, ⊗ is the Kronecker product, and and are defined as in Section 4.2. In the multi-group case, denotes the covariance between the feature vectors for any two match members.
Discrimination based on data for all match members using a covariate adjusted feature difference
For the multi-group case, we suggest working with the feature difference vector
m=1 Y sib,m . As in Section 4.3, the intuition behind this differencing approach to account for matching is that it removes any (additive) match effects on Y ind , Y sib,1 , . . . , Y sib,g−1 .
From Section 5.1, it follows that 1) ) ) in the ith population given observed covariates x ind , x sib,1 , . . . , x sib,g−1 (i = 1, . . . , g) , where
ρ(x sib,m ; ), and Y ind belongs to the ith group if Y diff belongs to the ith population.
Using the conditional densities of Y diff , we can apply L&T's approach to obtain sets of LDFs from the following classification rule:
denotes the covariate adjusted feature difference. The discriminant coefficient vector −1 (μ i − μ j ) in (5.1) can then be used to determine which feature variables best distinguish between groups i and j, once matching and covariate effects have been accounted for. We classify each individual in a match into the ith group if their covariate adjusted differenceỹ diff falls into region R
are exhaustive and mutually exclusive. To estimate θ 1 , . . . , θ P , μ diff i , and using training data (y ik , x ik ) (i = 1, . . . , g > 2; k = 1, . . . , K ), we use the same LS estimation procedure in Section 4.3 based on the feature and covariate differ-
x lk for the member of the kth match belonging to the ith group. In doing so, the LS estimates of μ diff i and have the same formulas as in (4.3) for g > 2.
Discrimination based on data for all match members using stacked approach
The "stacked" approach in Section 4.4 can also be extended to g > 2 matched groups. While the derivation for any number of groups is computationally feasible, we illustrate the case of matching across three groups for notational convenience.
Let
denote the feature and covariate feature vectors for an individual and their two siblings in a triad, where the assignment of each triad member as an individual or as any one of the two siblings is completely random. Conceptually, Y + can belong to one of 3! = 6 possible group orderings. For example, for one of the six group orderings, y ind , y sib,1 , and y sib,2 may be classified into groups 1, 2, and 3, respectively. The distribution of Y + given X + = x + is based on the conditional model in Section 5.1 and the details for constructing the corresponding population LDFs are provided in Appendix B.1 of supplementary material available at Biostatistics online. In addition, a detailed discussion of how to apply the stacked approach in Section 5.3 to matched training data for g > 2 groups is given in Appendix B.2 of supplementary material available at Biostatistics online.
In the paired case, the differencing and stacked adjustment approaches in Sections 4.3 and 4.4, respectively, produce the same LDFs in both the population and data settings. However, in the multi-group case, these two approaches convey very different information from a discrimination standpoint (see Appendix B.1 of supplementary material available at Biostatistics online). Specifically, the differencing approach provides information we can use to address our primary focus, i.e. identifying the features that best discriminate among the g groups. On the other hand, the stacked approach does not discriminate among the g groups, but rather among the different group orderings. Therefore, it is not readily apparent how we can interpret this information to answer our main question of interest regarding which features best distinguish among the g groups.
APPLICATIONS TO POST-MORTEM TISSUE DATA
Sweet data
The six biomarkers used in this dataset consist of three measures, each of which was obtained from two cortical regions: synaptophysin-immunoreactive (SY-IR) puncta density for Brodmann's areas (BA) 41 and 42, pyramidal cell somal volume (on natural logarithm scale) for BA 41 and 42, and spinophilinimmunoreactive (SP-IR) puncta density for BA 41 and 42. Sweet and others used separate analyses taking into account pairing and covariate effects to show that individually SY-IR puncta density for BA 41, somal volume for BA 41 and 42, and SP-IR puncta density for BA 41 and 42 were statistically significantly different between schizophrenia and control subjects.
Our analyses use three models: (i) accounting for the effects of pairing and storage time on each of the six biomarkers of interest; (ii) ignoring subject pairing and adjusting only for the effects of age at death, gender, PMI, and storage time, i.e. L&T's approach; and (iii) ignoring all pairing and covariate effects (essentially the approach of Knable and others, 2001) . For each approach, we standardize the discriminant coefficients and identify those biomarkers with the largest standardized discriminant coefficients in absolute value relative to other biomarkers as having the highest discriminatory importance.
After adjusting for pairing and storage time effects (see Table 1 ), somal volume and SP-IR puncta density for BA 42, as well as SY-IR and SP-IR puncta densities for BA 41, were identified as best discriminating between the control and schizophrenia diagnostic groups. On the other hand, after adjusting only for age at death, gender, PMI, and tissue storage time, SY-IR puncta density and somal volume for BA 41 were identified as the biomarkers with the most discriminatory importance. When we ignored pairing and covariate effects, SY-IR and SP-IR puncta densities for BA 41 were identified as the two most discriminatory biomarkers.
While we recognize that classification accuracy is not our primary goal, it is another approach for comparing discriminators. Based on our adjustment approach, the adjusted classification rule based on all six biomarkers correctly classified 80% of all subjects (see Table 2 ; the correct classification rates are computed using 15-fold cross-validation omitting one subject pair at a time). Under the approaches of both L&T and of ignoring all pair and covariate effects, 77% of all subjects were correctly classified. We note, however, that these differences need to be viewed with caution due to the small sample size.
Konopaske data
This application illustrates our multi-group adjustment methodology with the following six biomarkers measured on six triads of male macaques: oligodendrocyte number, oligodendrocyte density, ratio of oligodendrocyte number to glial cell number, astrocyte number, astrocyte density, and ratio of astrocyte number to glial cell number. Konopaske and others (2008) considered just the comparison between the sham and pooled haloperidol and olanzapine treatment groups, and found that only astrocyte number significantly differed. We include this dataset solely to illustrate our methods for a matched triad and not with any expectation of finding meaningful discriminators due to their study results and the very small sample size. Two discrimination applications are considered, where the second is for reference: (i) applying our method in Section 5.2 to account for the effect of matching on each biomarker, and (ii) not adjusting for group matching. Both applications yield three LDFs that best discriminate between the haloperidol and olanzapine treatment groups, the haloperidol and sham treatment groups, and the olanzapine and sham treatment groups. For example, in Table 3 , the standardized discriminant coefficients that identify which biomarkers best discriminate between the haloperidol and sham groups are given in the second column.
To better understand the difference between the differencing and stacked LDA approaches for g = 3, we illustrate (see Appendix C of supplementary material available at Biostatistics online) their results for oligodendrocyte number, density, and ratio. Examination of this application reveals the difficulty in interpreting the results obtained from the stacked approach, which relate to discrimination among the different treatment group orderings. 
Motivation
As we pointed out in Section 6.1, one way to compare discriminators is to examine their classification performance. However, this comparison may be difficult if the discriminators are constructed using small sample sizes. Specifically, in our application to the data studied by Sweet and others (2003 Sweet and others ( , 2004 Sweet and others ( , 2007 Sweet and others ( , 2008 , our adjustment method outperformed both the unadjusted and L&T approaches in terms of classification accuracy, but the implications of our improved results are hard to assess in light of the small sample size used. Therefore, to better understand these application results, we further investigate the classification performance of our proposed adjustment approach relative to the unadjusted and L&T approaches using a simulation study, where the Sweet and others studies serve as a basis for the simulation setting we use.
In this study, we compare the classification accuracy of all three approaches in different scenarios where in each scenario, we consider the cases of P = 2 or P = 6 features with 15, 60, and 120 pairs in each case. We discuss the manner in which this study was conducted in Appendix D of supplementary material available at Biostatistics online, where we include the details of how we incorporated the data studied by Sweet and others into our simulation framework.
Conclusions
The classification results from our simulation study can be found in Tables 6 and 7 of supplementary material available at Biostatistics online. In general, our proposed methodology produced more accurate classification results compared with both the traditional and L&T approaches, where the improvement in our approach became more pronounced as we considered increasing numbers of pairs and increasing differences between the effects for groups 1 and 2, i.e. μ 1 − μ 2 in our proposed conditional models in Section 4. Therefore, these results, in conjunction with those from Section 6.1, provide support for the fact that the classification performance of our adjustment approach can surpass that of the unadjusted and L&T approaches in practical applications. 
DISCUSSION
In this paper, we have presented approaches to handle matching across multiple groups. For the case of two groups, both approaches in Sections 4.3 and 4.4 lead to the same discriminant procedure. However, we have noted these approaches diverge for more than two groups. Owing to the complexity of interpretation of the Section 5.3 approach, we recommend, for application purposes, using the differencing approach in Section 5.2. For two groups, Cochran and Bliss (1948) showed that accounting for covariates leads to superior classification results than ignoring them, but provide no results for more than two groups. At this point, we have not been able to show that the same superiority holds for matched data.
There are a couple of variations of our setting that may be of interest. One is the 1 : n matched casecontrol setting, e.g. three control subjects matched to each schizophrenia subject. One heuristic recommendation to handle this is to use LS estimation (see Section 4.3) to estimate the covariate effects. We then suggest taking the average of the covariate adjusted values for the matched controls and use a Section 4 method to distinguish this value from the adjusted value for the matched schizophrenia subject. The other variation of interest is unequal misclassification costs when viewing discrimination in a classification setting. Unequal misclassification costs change only the cut-off points, not the LDF, in the Bayes classification rule.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
