ABSTRACT
INTRODUCTION
Recently, multimedia applications are undergoing explosive growth due to the monotonic increase in the available processing power and bandwidth. This incurs the generation of large amounts of media data that need to be effectively and efficiently organized and stored. While these applications generate and use vast amounts of multimedia data, the technologies for organizing and searching them are still in their infancy. These data are usually stored in multimedia archives utilizing search engines to enable users to retrieve the required information.
Searching a repository of data is a well-known important task whose effectiveness determines, in general, the success or failure in obtaining the required information. A valuable experience that has been gained by the explosion of the web is that the usefulness of vast repositories of digital information is limited by the effectiveness of the access methods (Brunelli, Mich, & Modena, 1999) . In a nutshell, the above statement emphasizes the great importance of providing effective search techniques. For alphanumeric databases many portals (Baldwin, 2000) such as google, yahoo, msn, and excite have become widely accessible via the web. These search engines provide their users a keyword-based search model in order to access the stored information but the inaccurate search results of these search engines is a known drawback.
For multimedia data, describing unstructured information (such as video) using textual terms is not an effective solution because they cannot be uniquely described by a number of statements. That is mainly due to the fact that human opinions vary from one person to another (Ahanger & Little, 1996) , so that two persons may describe a single image by totally different statements. Therefore, the highly unstructured nature of multimedia data renders keyword-based search techniques inadequate. Video streams are considered the most complex form of multimedia data because they contain almost all other forms such as images and audio in addition to their inherent temporal dimension. The central role of video data among all other multimedia forms motivated us to focus in this chapter on proposing an effective search paradigm for that particular media.
One promising solution that enables searching multimedia data, in general, and video data in particular is the concept of content-based search and retrieval. The basic idea is to access video data by their contents; for example, using one of the visual content features. Realizing the importance of content-based searching, researchers have started investigating the issue and proposing creative solutions (Chang, 1998) . Most of the proposed video indexing and retrieval prototypes have the following two major phases (Flinkner et al., 1995): • Database population phase, consisting of the following steps:
Shot boundary detection. The purpose of this step is to partition a video stream into a set of meaningful and manageable segments (Idris & Panchanathan, 1997) , which then serve as the basic units for indexing.
Key frames selection. This step attempts to summarize the information in each shot by selecting representative frames that capture the salient characteristics of that shot.
Extracting low-level features from key frames. During this step, a number of lowlevel spatial features (color, texture, etc.) are extracted in order to use them as indices to key frames and hence to shots. Temporal features (e.g., object motion) can be used too.
• The retrieval phase: In this stage, a query is presented to the system that in turn performs similarity matching operations and returns similar data (if found) back to the user. One technique that is commonly used to present queries to video databases is QBE (Query By Example) (Yoshitaka & Ichikawa, 1999) . In this technique, an image or a video clip is presented to the system and the user requests the system to retrieve similar items.
In this chapter, we present a new paradigm for solving the problem of content-based indexing and retrieval of video data. The proposed system tries to achieve its objectives by developing novel and effective approaches to tackle the problem at hand.
In spite of the fact that a number of video indexing and retrieval prototype systems have been introduced by other researchers, we believe there are still essential problems that require better solutions. These solutions should aim at improving the reliability, efficiency, and effectiveness of video retrieval systems. The first shortcoming of most of the current video retrieval systems is the lack of reliability of the shot boundary detection stage (Hanjalic & Zhang, 1999) . The multiplicity of video streams, their varying contents, and the huge amounts of data involved are some obstacles against the design of robust and efficient techniques for detecting shot boundaries. Moreover, the lack of reliability of this particular stage not only affects its performance but also impacts the performance of the whole retrieval system. That is because the output of this stage plays a significant role in determining the results of all subsequent stages. The developed system introduces a novel paradigm to detect scene changes that is both reliable and efficient; thus, solving the problems exhibited in other shot boundary detection methodologies.
The second problem that will be addressed is how to devise an efficient algorithm to abstract the large amount of information found in each segmented shot. Most of the current approaches are either oversimplified so that they cannot perform the right choice or too complex that it renders them unsuitable for online processing. Two efficient algorithms to select key frames are introduced with the goal of avoiding the aforementioned shortcomings.
Deriving content indexes from the selected key frames is the next stage in which we use two low-level features (color and texture) as the basic components of the generated metadata. These metadata will be used in any further processing or similarity matching operations. The effectiveness of the retrieval stage is the last issue we are concerned with. This problem is so critical in determining the success of a content-based retrieval system for video data. Currently, retrieval systems overlook a very essential fact while measuring the similarity of video data. That fact can be stated as similarity matching has significance only if it can model what humans do. On the contrary of other techniques, the proposed retrieval system introduces a new similarity matching approach that attempts to model the way humans perceive multimedia data and judge their similarity. The developed retrieval module handles a number of shortcomings in current prototypes; thus, improving the overall performance of the retrieval system.
In a nutshell, the main objective of this chapter is to explain the working principles of a novel video content-based indexing and retrieval system whose main task is to endow its users with an easy-to-use, effective, and efficient scheme for retrieving the required information.
Related Work on Video Segmentation
Video data are rich sources of information and in order to model these data, the information content of the data has to be analyzed. Video analysis is divided into two stages (Rui, Huang, & Mchrotra, 1998a) . The first stage is to divide the video sequence into a group of shots (shot boundary detection) while the second stage is the process of selecting key frame(s) to represent each shot. Generally, there are two trends to segment video data. The first one works in the uncompressed domain while the other one works in the compressed domain (Chang, 1995) . The first trend is discussed first.
Methods in the uncompressed domain can be broadly classified into five categories, template-matching, histogram-based, twin comparison, block-based, and modelbased techniques. In template matching techniques (Hampapur, Jain, & Weymouth, 1994; Zhang, Kankanhalli, Smoliar, & Tan, 1993) , each pixel at the spatial location (i,j) in frame f m is compared with the pixel at the same location in frame f n and a scene change is declared whenever the difference function exceeds a pre-specified threshold. Using this metric it becomes difficult to distinguish between a small change in a large area and a large change in a small area. Therefore, template-matching techniques are sensitive to noise, object motion and camera operations.
One example of the use of histogram-based techniques is presented in Tonomura (1991) where the histogram of a video frame and a difference function (S) between f n and f m are calculated. If S is greater than a threshold, a cut is declared. That technique uses Equation (1) to calculate the difference function and declare a cut if the function is greater than a threshold.
The rationale behind histogram-based approaches is that two frames that exhibit minor changes in the background and object content will also show insignificant variations in their intensity/color distributions. In addition, histograms are invariant to image rotation and change slowly under the variations of viewing angle, scale, and occlusion (Swain & Ballard, 1991) . Hence, this technique is less sensitive to camera operations and object motion compared to template matching-based techniques.
Another technique that is called twin-comparison has been proposed in Zhang, Kankanhalli, Smoliar and Tan (1993) . This technique uses two thresholds, one to detect cuts and the other to detect potential starting frames for gradual transitions. Unfortunately, this technique works upon uncompressed data and its inefficiency is the major disadvantage. A different trend to detect shot boundary is called block-based technique (Idris & Panchanathan, 1997 ) that uses local attributes to reduce the effect of noise and camera flashes. In this trend each frame f m is partitioned into a set of r blocks and rather than comparing a pair of frames, every sub-frame in f m is compared with the corresponding sub-frame in f n . The similarity between f n and f m are then measured. The last shot boundary detection technique working upon uncompressed data is termed model-based segmentation where different edit types, such as cuts, translates, wipes, fades, and dissolves are modeled by mathematical functions (Idris & Panchanathan, 1997) . The essence here is not only identifying the transition but also the type of the transition.
On the other hand, methods for detecting shot boundaries that work in the compressed domain have been investigated. The main purpose of works in this trend is to increase efficiency. Again, we can roughly divide these methodologies into three categories. The first category (Chen, Taskiran, Albiol, Delp, & Bouman, 1999; Lee, Kim, & Choi, 2000; Yeo & Liu, 1995b) uses DCT coefficients of video compression techniques (Motion JPEG, MPEG, and H.261) in the frequency domain. These coefficients relate to the spatial domain, hence they can be used for scene change detection. In Chen et al. (1999) , shot boundary detection is performed by first extracting a set of features from the DC frame. These features are placed in a high dimensional feature vector that is called the GT (Generalized Trace). The GT is then used in a binary regression tree to determine the probability that each frame is a shot boundary. Yeo and Liu (1995b) use the pixel differences of the luminance component of DC frames in MPEG sequences to detect shot boundaries. Lee et al. (2000) derive binary edge maps from AC coefficients and measure edge orientation and strength using AC coefficients correlations and then match frames based on these features.
The second category makes use of motion vectors. The idea is that motion vectors exhibit relatively continuous changes within a single camera shot while this continuity is disrupted between frames across different shots. Zhang et al. (1993) have proposed a technique for cut detection using motion vectors in MPEG videos. This approach is based on counting the number of motion vectors M in predicted frames. In P-frames, M is the number of motion vectors whereas, in B-frames, M is the smaller of the counts of the forward and backward nonzero motion. Then, M < T will be an effective indicator of a camera boundary before or after the B-and P-frames, where T is a threshold value close to zero.
The last category working into the compressed domain merges the above two trends and can be termed hybrid Motion/DCT. In these methods motion information and the DCT coefficients of the luminance component are used to segment the video (Meng, Juan, & Chang, 1995) .
Other approaches that cannot be categorized under any of the above two classes are reviewed below. Vasconcelos and Lippman (1997) have modeled the time duration between two shot boundaries using a Bayesian model and the Weibull distribution then, they derived a variable threshold to detect shot boundaries. A knowledge-based approach is proposed in Low, Tian, and Zhang (1996) , and Zhang, Tan, Smoliar, and Gong (1995) , where anchorperson shots are found by examining intrashot temporal variations of frames. In order to increase the robustness of the shot boundary detection, Hanjalic and Zhang (1999) proposed the use of a statistical model to detect scene changes. In summary, techniques that work upon uncompressed video data lack the necessary efficiency required for interactive processing. On the other hand, although the other techniques that deal directly with compressed data are more efficient, their lack of reliability is a common problem. To address these shortcomings, we proposed a reliable and very efficient technique to solve the problem of shot boundary detection of video data.
Related Work on Key Frames Selection
A shot boundary based approach was proposed in Nagasaka and Tanaka (1991) that uses the n-th frame in each shot as the key frame. The main disadvantages are, this method uses only one key frame that may not be stable and may not capture the major visual content of the shot. Zhang et al. (1993) proposed a visual content based approach where the first frame is used as a key frame but in addition to it other frames could be selected as additional key frames if they have significant content change compared to the first one. Motion based criteria are also considered in this method. Another approach that is based on motion analysis was proposed in Wolf (1996) . That technique calculates the optical flow (Singh, 1991) for each frame, then computes a motion metric. It finally analyzes that metric and selects KFs at the local minima of motion.
A clustering algorithm has been proposed in Zhuang, Rui, Huang and Mehrotra (1998) . The algorithm assumes that there are N frames within a shot divided into M clusters. The similarity between frames is performed using color histograms. Then, the algorithm chooses KFs from representative clusters (those having the number of frames greater than N/M). The frame that is closest to the cluster centriod is chosen as a key frame.
In Yeung and Liu (1995) , temporal sampling, selection of representative frames is achieved by using a nonlinear sampling process in which every frame is compared with the last chosen representative frame. If the difference is above a certain threshold, that frame is added to the set of representative frames for that particular shot. An alternative method is given in Yeo and Liu (1995b) , where a set of KFs is used to represent a shot and the first frame in that shot is always selected as a KF. A different approach to represent the shot is proposed in Chen et al. (1999) , where frames in the shot are organized in a tree structure in such a way that the root node is the most representative frame in the shot. As one progresses down the tree, frames are organized into representative groups. This tree representation is obtained through agglomerative (bottom-up) clustering, where color, texture, and edge histograms are the components of the feature vector and L1 norm is used to measure the feature distance. Tonomura, Akutsu, Otsuji and Sadakata (1993) proposed a system that represents video sequences by using evenly spaced key frames while ignoring shot boundaries. The major problem with this system is that it selects more than the necessary number of key frames especially in long inactive shots. In Girgensohn and Boreczky (1999) , a technique is introduced to detect key frames to represent the whole video without doing any shot boundary detection. The general idea is to use a clustering algorithm to divide the frames into a number of clusters, each one having similar frames, and then choosing a frame from each cluster. A different illumination invariant approach is proposed by Drew and Au (2000) , to select key frames. Another hierarchical color and motion segmentation scheme that is based on a multi-resolution implementation of the recursive shortest spanning tree is proposed in Avrithis, Doulamis, Doulamis and Kollias (1999) .
A number of the above-mentioned techniques are so primitive and, in most cases, cannot faithfully represent the shot or capture its salient characteristics. The other approaches may produce more accurate results but they are computationally expensive which precludes their use in real-time retrieval systems.
Related Work on Video Indexing
Ideally, CBR of video data should be accomplished based on automatic extraction of content semantics but most of the current techniques only check the presence of semantic primitives such as objects or represent the content using low-level features. There are mainly two major trends in the research community to extract indices for proper video indexing and annotation. The first one tries to propose methods to automatically extract these indices, while the second trend performs iconic annotation of video by manually (with human help) associating icons to parts of the video stream. One example of the latter trend can be found in Davis (1993) . This research uses a multi-layered representation to perform the annotation task where each layer represents a different view of video content. In this way, the indices support access at different levels of detail based on the requirements of various applications. The system proposed in that work has a directory workshop where iconic descriptors are created. The user can accumulate one or more icons in a different palette. Icons can be dragged and dropped on a media time line to annotate the temporal media properties. Other techniques for CBR of video data have been reviewed (Bimbo, 1999; Lew, 2001 ) and some of them use SQL-like query languages to formulate queries.
On the other hand, works on the first trend, automatic extraction of content indices, can be divided into three categories.
• The first one derives indices for visual elements (color, texture, shape, etc.) of a video frame by using image-indexing techniques.
• The second category extracts indices for camera motion (panning, zooming, etc.).
• The third category attempts to derive indices for region/object motion.
In the following, we will try to give an overview of various systems that support automatic extraction of content indexes, where some of them may be categorized under only one of the above categories or may belong to more than one.
One technique to deduce indices for camera motion that works in the uncompressed domain is introduced in Zhang et al. (1993) . At first, optical flow (motion vectors field) is calculated using the block-matching technique and is used to detect camera movements. Panning and tilting are detected by thresholding differences in absolute values of each motion vectors ( k ) and the modal vector ( ) as described in Equation (2). Zooming is detected by observing that vertical components of motion vectors in the first and last row of the frame have opposite signs so their difference exceeds the magnitude of both components. In the same paper, the authors suggest the possible use of motion vectors derived directly from compressed MPEG video data to detect camera operations.
Another research effort that can be categorized under the third category is introduced in Zhang, Wang and Altunbasak (1997) . This system analyzes key frames in order to detect major objects/regions within the frames and calls these objects keyobjects (regions with coherent motion).
A new video model based on the stratification concept has been proposed in Kankanhalli and Chua (2000) , while another video browser, an extension to the Four Eyes system (Minka, 1996; Minka & Picard, 1997; Picard, Minka, & Szummer, 1996) , has been introduced by Wachman (1997) . A prototype system is presented in Smoliar and Zhang (1994) , where indexing is performed through a knowledge-based structure (frame-based database) and the retrieval stage uses low-level features as indices. Another prototype that uses color, texture, and motion as an indices system has been introduced in Deng and Manjunath (1997) .
One more system for video CBR that belongs to the third category is introduced in Zhong and Chang (1997) where an object segmentation algorithm is first applied to segment objects that are found in video frames. Color, edge, and optical flow are the three features used. Adjacent regions of salient objects are then grouped based on similarity in motion while the sizes and durations are used to eliminate noisy and unimportant regions. The authors proposed a framework for spatio-temporal video searches by extending the concept of 2-D strings to be used for video data. A motion-based indexing technique is proposed by Sahouria and Zakhor (1997) , where object trajectories are used to aid indexing. The system is queried by sketching the required trajectory that is in turn analyzed and compared to the indices stored into the database using the R 16 Euclidean norm.
The QBIC system developed at the IBM Almaden research center (Flinkner et al., 1995; Niblack et al., 1993) performs both image and video indexing and retrieval and it belongs to the first category. Another system called ViBE (Chen et al., 1999 ) is a browseable and searchable paradigm for organizing video data containing large numbers of sequences. The Berkeley Digital Library Project (2000) has a large part of it focused on image and video analysis for retrieval and browsing. The aim is to improve the performance of the query stage by deriving feature vectors that have the following properties: rich descriptors, invariant under irrelevant variation, and associated with intuitive metrics. A digital video library called Informedia (Christel, Kanade, Mauldin, Reddy, Sirbu, Stevens, et al., 1995; Christel, Olligschlaeger, & Huang, 2000; Wactlar, Christel, Gong, & Hauptmann, 1999 ) was developed at CMU. This system investigates the utility of speech recognition, image processing, and natural language processing techniques to improve indexing and searching of video libraries. The system uses image processing techniques working in a compressed domain for generating indexing features to support video similarity matching.
The last stage in a video indexing and retrieval system is the retrieval phase. In this phase, the major commonly used technique to present the query is QBE (Yoshitaka & Ichikawa, 1999) , which has the obvious advantage of expressing the query intuitively. Other models are also proposed to submit queries to video retrieval systems. One of them is introduced by Kuo and Chen (2000) that uses query languages based on the semantic levels. Another research effort (Assflag & Pala, 2000) proposes the use of 3-D interfaces and virtual reality instead of using the QBE model. The major disadvantage of the last two techniques is that they are difficult to use and require experienced users to apply them effectively.
The central task in the retrieval subsystem is the similarity measure operation. There are many techniques to measure similarity but almost all of them are criticized in Santini and Jain (1999) . We address this problem by proposing a novel approach for measuring video data similarity. This approach is a central theme in this chapter and its details are given later in this chapter.
Related Work on Video Retrieval
One important aspect of multimedia retrieval systems is the browsing capability and in this context some researchers proposed the integration between the human and the computer to improve the performance of the retrieval stage. The main justification to this approach is the inaccuracies of automatic tracking algorithms. In Luo and Eleftheriadis (1999) , a system is proposed that allows the user to define video objects on multiple frames. Then, the system can interpolate the video object contours in every frame. Another video browsing system is presented in Uchihashi, Foote, Girgensohn and Boreczky (1999) and Wilcox et al. (1999) where comic book style summaries are used to provide fast overviews of the video content while a different one uses the mosiacing technique (Irani, Anandan, & Hsu, 1995) . One other retrieval system that supports 3-D images, videos, and music retrieval is presented in Kosugi et al. (2001) . In that system each type of query has its own processing module, e.g., image retrieval is processed using a component called ImageCompass.
A very central and significant issue in multimedia (especially video) retrieval systems is how to determine the similarity between the submitted query and the media stored into the database. For that reason, the effectiveness of the similarity matching model is a crucial factor in determining the success of a video retrieval system. A number of researchers have proposed various approaches to measure video similarity and a quick review follows.
One technique was proposed in Cheung and Zakhor (2000) to use the metadata derived from clip links and the visual content of the clip to measure video similarity. Color histograms are used to represent the visual content in conjunction with a pruning algorithm to reduce the dimensionality of the feature vector. An extension to the video signature technique just described that uses clustering of stored data is introduced by Cheung and Zakhor (2001) . In that article, the authors stated the need for a robust clustering algorithm to offset the errors produced by random sampling of the signature set. The clustering algorithm they proposed is based upon the graph theory. Another clustering algorithm was proposed in Liu, Zhuang and Pan (1999) to dynamically distinguish whether two shots are similar or not based on the current situation of shot similarity.
A different retrieval approach uses time-alignment constraints to measure the similarity and dissimilarity of temporal documents. In Yamuna and Candan (2000) , multimedia documents are viewed as a collection of objects linked to each other through various structures including temporal, spatial, and interaction structures. The similarity model in that work uses a highly structured class of linear constraints that is based on instant-based point formalism.
In Tan, Kulkarni and Ramadge (1999) , a framework is proposed to measure the video similarity. It employs different comparison resolutions for different phases of video search and uses color histograms to calculate frame similarity. Frames are aligned before applying the similarity formula based on a number of alignment constraints that are calculated using forward dynamic programming techniques. By using this method, the evaluation of video similarity becomes equivalent to finding the path with minimum cost in a lattice.
A powerful concept to improve searching multimedia databases is called relevance feedback (Rui, Huang, & Mehrotra, 1998b; Wu, Zhuang, & Pan, 2000; Zhou & Huang, 2002) . In this technique, the user can associate a score to each of the returned hits and these scores are used to direct the following search phase and improve its results. One example to the relevance feedback was introduced in Zhou and Huang (2002) where the authors define the relevance feedback as a biased classification problem in which there are unknown number of classes but the user is only interested in one class. They used linear/non-liner bias discriminant analysis, that is, a supervised learning scheme to solve the classification problem at hand.
From this quick survey of the current approaches, we can observe that an important issue has been overlooked by almost all the above techniques. This issue can be stated as "similarity matching has significance only if it can emulate what humans do" (Santini & Jain, 1999) . Our belief in the utmost importance of the above phrase motivates us to propose a novel technique to measure the similarity of video data. This approach attempts to come up with a model to emulate the way humans perceive the similarity of video data.
VIDEO SHOT BOUNDARY DETECTION ON A VCR SYSTEM
In general, successive frames in motion pictures bear great similarity among themselves but this generalization is not true at boundaries of shots. A frame at a boundary point of a shot differs in background and content from its successive frame that belongs to the next shot (see Figure 1) . In a nutshell, two frames at a boundary point will differ significantly as a result of switching from one camera to another, and this is the basic principle that most automatic algorithms for detecting scene changes depend upon.
Moreover, video data are rich media of information because they have both spatial and temporal dimensions. For that reason, it is desirable to reduce the amount of data processed when dealing with a complex medium such as video. Almost all video data are compressed using any one of the popular compression algorithms where the most famous one among them and the current international standard is the MPEG standard (ISO/IEC, 1999; LeGall, 1991) .
To achieve efficient segmentation of video data, the VCR system (Farag & AbdelWahab, 2001a , 2001b starts by extracting an abstract representation of the video data then performs almost all further processing upon this form. The DC sequence is then used as input to a neural network module to perform the shot boundary detection task.
Extracting the DC Sequence
This section formulizes the problem of extracting the DC sequence from MPEG files and introduces our proposed solution to solve it. To encode MPEG files each frame in the original video file is divided into 8X8 blocks then the DCT transform is applied to individual blocks. The encoded transform coefficients in addition to the motion information are the main constituents of the compressed file. The first coefficient of the DCT of a block is termed the DC coefficient and it is directly proportional to the average intensity of that block. The main concept is to use these DC coefficients to derive an abstract description of a frame directly from the compressed data without the need for decoding. Each block will be represented by only one term (its average intensity derived from the DC term) and the composition of these terms will form what is called a DC frame. A sequence of such frames is termed the DC sequence. This sequence still bears high similarity to the original frame sequence (Yeo & Liu, 1995a) with the added advantage that it can be directly and very efficiently derived from compressed data.
Figure 1: The Differences in Content and Background between Two Successive Frames at a Shot Boundary
The general idea of using the DC sequence has been proposed in Shen and Delp (1995) and Yeo and Liu (1995b) . The extraction of the DC frame from an I frame is trivial and can be calculated for each block as follows:
where DC I : The derived DC for a specific block. DC encoded : The encoded value in that block (the first coefficient of the DCT).
As shown above deriving the DC terms from I pictures is a trivial task but for B and P pictures, it is not the same. One proposed solution (Shen & Delp, 1995) is to calculate the DC of a block in B or P frames using Equation (4). Note that, right horizontal displacement and downward vertical displacement are considered positive displacements in MPEG terminology (Mitchell, Pennebaker, Fogg, & LeGall, 1997) . Given the information in MPEG data and the proposed formulas described above, what is required is to determine two pieces of information in order to derive the DC sequence properly, these are:
• The intersecting areas of the blocks in the reference frame with the predicted block in the P or B frame. These areas are denoted N 0 -N 3 .
• The row and column indexes of each of the four intersecting blocks to be used in determining DC i values, given the row and column indexes of the predicted block.
Three types of DC sequences, one for each color component used in MPEG (Y, Cr, Cb) , are extracted but we use only the Y component because human eyes are more sensitive to the luminance component than the chrominance ones (Mitchell, Pennebaker, Fogg, & LeGall, 1997) . If the block is bi-directionally predicted (has both forward and backward motion vectors), we propose to apply Equation (5) to both the forward and backward cases and take the average value. This is a similar technique to how the MPEG algorithm handles the reconstruction of pixel values during the decoding phase. Thus, in case of bi-directionally predicted blocks, Equation (6) below will be used to evaluate DC ref . To specify which blocks in the reference frame will contribute to the DC ref formulas, Equations (5) and (6), we need to determine the rows and columns indexes of intersecting blocks in the reference picture and relate this information to the row and column index of the block under investigation. The influencing factors are the signs of the motion vectors. To derive the required relations, an investigation of the position of the considered block in relation to the other four intersecting blocks is performed. This investigation yields four sets of relations, one for each possible combination of motion vector signs. These relations for row and column indexes of the four overlapping blocks (B 0 -B 3 ) are listed in Table 1 , assuming the row and column of the predicted block are R and C, respectively. Similarly, all the intersecting areas (N 0 -N 3 ) can be calculated using the geometry of Figure 2 . By knowing the intersecting areas and the positions of the overlapping blocks in the reference frame, both Equations (5) and (6) can be evaluated.
All special cases have been handled by the algorithm, those include the case of large motion vectors magnitudes, boundary conditions check, the case of skipped Macroblocks (MB), and the case of non-coded blocks.
Detecting Shot Boundaries
The DC sequence extracted in the previous section is used as input to a Neural Network (NN). The use of the NN (Beale & Jackson, 1991; Zurada, 1992) as a shotboundary detection methodology is based on its desirable generalization and fault tolerance properties. Detecting shot boundaries in a video stream is a hard task, especially when we consider the multiplicities of video types (action movie, romantic movies, sports, news cast, etc.) and the different characteristics that each of these types has. Many of the current shot boundary detection algorithms fail to detect shot boundaries in cases of a fast camera or object motion or when a large object occupies the whole scene for a while. This lack of robustness in currently available techniques motivates us to propose a robust and efficient methodology to detect scene changes in various genres of video streams.
The first step in the design of the NNM is to determine a proper architecture of the network capable of solving the problem at hand (Farag, Ziedan, Syiam, & Mahmoud, 1997) . Three architectures are investigated, in the first one, shown in Figure 3 , the differences between corresponding DC terms in two adjacent DC frames are calculated and each difference value is used as input to a node at the input layer. Thus, for the jth element in the training/test set, the input to the input node i is given by Equation (7).
The second architecture diagrammed in Figure 4 uses only one node (in addition to the bias node) at the input layer. The input to that node is the sum of absolute differences between corresponding DC values in two successive DC frames. Equation (8) defines the value of the neural network input for the jth element of the training/test set, where n is the number of DC terms in a DC frame.
The last considered network structure, illustrated in Figure 5 , employs three input nodes, each one of them accepts input as the previous architecture but for DC frame difference I (difference between j and j+1), I+1, and I+2, respectively. The inputs to this structure are formulated in Equations (9), (10), and (11), respectively. 
The actual difference among the three architectures is the dimension of the pattern space presented to the network in order for it to learn the required classification task. In the first case the dimension of the pattern space is very large (it depends upon the input MPEG dimension), this implies a complex network and longer training and recall time. In the other two architectures, the input dimension is small (one and three, respectively). Our evaluation of these three architectures yields the following remarks.
• The dependence of the first architecture upon the dimension of the input MPEG clip results in presenting a difficult problem that has a very large input space dimension to the network.
• The large input space dimension entails the use of complex networks that require a considerable amount of processing power to be trained or used in retrieving the embedded mapping information. • Large and complex neural networks usually face difficulties to converge to acceptable training error levels.
• Even in cases where a complex network manages to converge, the performance of their recall phases is almost the same as the performance of other architectures.
• Both the second and the third structures are simple networks and there is no noticeable difference in the performance of their test phases.
Due to all of the above remarks, we opt to employ the second structure that is by far the simplest and most efficient one as will be illustrated in the next section. To train the neural network, we use a modified version of the back-propagation algorithm proposed by Rumelhart, Hinton and Williams (1986) . To determine proper values for the parameters of the back-propagation algorithm and the neural network, many combinations of different values have been tested in order to select those that give better results. These parameters include the number of hidden layers, number of neurons in each hidden layer, the learning rate, the momentum coefficient, the slope of the sigmoid function, and the number of nodes at the input and the output layers. Table 2 shows the best values obtained for these parameters out of our experimentations.
Segmentation Results
At first, the network is trained using a combination of two video clips. The first clip is a soccer match video that has one cut while the second one is a wrestling clip that has two cuts. The network learned the classification task quickly and stored the mapping between the inputs and outputs into its connection weights. In spite of the small training set used, the convergence behavior of the network was very good as shown in Figure  6 that depicts the learning error throughout the course of the training phase. The Y-axis of Figure 6 has a logarithmic scale to illustrate the rapid decay in learning error as training cycle increases. The next step is to test the generalization of the network during the recall phase. Many video clips (about 60) from various situations have been used in the testing phase. The results were very good in which the network was able to detect almost all cuts in these clips although they have never been presented to the network before. Table 3 shows shot boundary detection results for 12 clips from our database. The detection performance observed from investigating Table 3 is very good. All cuts have been detected except in the documentary clip that has a lot of lighting variations that causes some misses. FAs are minimum, they happen in the racing-boats clip where a large object occupies the whole scene and in the newscast and documentary videos where dissolve-like transitions are incorrectly detected as cuts. Four flashlights out of five are detected in the celebration clip because of the weakness of the missed one. Based on the results in Table 3 the overall detection percent is almost 97% with 2.6% false alarms. These detection rates outperform the reported results of other proposed methods for detecting shot boundaries (Hanjalic & Zhang, 1999; Lee, Kim, & Choi, 2000) . Moreover, we use various types of videos and most of the used clips contain very fast camera work or object motion. Other algorithms fail under these fast motions; on the contrary, ours performs very well in all these situations. 
KEY FRAMES SELECTION
In this section, we present two algorithms to select KFs (Farag & Abdel-Wahab, 2002b ). The first one uses the AFS (Accumulated Frames Summation) of DC terms to achieve its task while the second one employs the ALD (Absolute Luminance Differences) of Successive DC Frames. The first developed algorithm to select KFs could be described as follows:
• Initialize the representative set to be empty and select the first frame as the first element in that set.
• Initialize sum = 0 and flashIndex to the last detected flash position plus one.
• It is important to note that the occurrences of flashlights within shots are detected by the shot segmentation algorithm and those points are passed to the key frames selection module into flashArray[]. The KFs selection module employs this information to avoid the inclusion of these pseudo peaks into the calculation of the accumulated summation used by the above algorithm. Instead, the algorithm substitutes each of these high-valued peaks by the last considered frame difference value (if any) as an approximation. In that way, the algorithm robustly excludes the effect of lighting changes occurred as the result of flashlights.
The algorithm uses two levels of threshold adaptations. The first-level adaptation mechanism solves the problem of various input size while the second level handles the tendency to select redundant key frames for long inactive shots and the possible failure to select a sufficient number of key frames in case of very active shots.
Threshold selection is the first step and some of the results are listed in Table 4 . We select the initial threshold ( i ) to be equal to 150,000 and the algorithm is allowed to adapt it to a value called a2 , the adapted threshold.
To study the behavior of the algorithm for each clip, a set of tables listing the selection results were created. For all the considered clips, the first-level threshold ( a1 ) will be a function of the input video dimension and the second-level threshold ( a2 ) will be computed for each shot based on its level of activity. Moreover, in these tables we include a parameter called AI (Activity Index) of each shot. This parameter is equal to the summation of frame differences all over a specific shot divided by the number of frame differences in that shot. Flashlights are discarded as explained before. The heuristic used in the second level adaptation process is to categorize a shot into one of three categories according to its activity index. These categories are low activity, medium activity, and high activity. Through a large number of experiments and observations of the video clips and their frame difference graphs, we define the value of two thresholds. Any shot with a normalized activity index (normalized with respect to its size) less than the first threshold is categorized as a low activity one. A shot with a normalized activity index between the two thresholds is considered a medium activity shot. Otherwise, the shot is considered a high activity one. The difference between the activity levels of two shots of the carton clip is shown in Figure 7 .
The selection results for the movie clip are listed in Table 5 while the three selected KFs for the third shot of the same clip are shown in Figure 8 .
The ALD algorithm, the second one, could be described using the following steps:
• Initialize i = 0 and flashIndex to the last detected flash position plus one. This algorithm bears some similarity to the AFS algorithm but it uses direct frame differences instead of the accumulated frame differences. ALD has been implemented and based on the previous experience from implementing the AFS algorithm where the same first level of adaptation was included. The second level of adaptation in ALD uses a different criterion to adapt the threshold on a shot-by-shot basis. In the AFS algorithm, we used the shot activity in the second level of adaptation but here we use a frame VI (Variance Index), the shot standard deviation, instead. The decision of using a frame variance comes from the nature of the selection method used. We use the direct difference between two consecutive frames and select another frame as a key frame if that difference is larger than a certain threshold. The problem here is that, we cannot use the same value of that threshold all over the whole video stream because different shots exhibit different lighting conditions and amounts of activity. In an attempt to avoid the effect of these different conditions on the accuracy of the selection algorithm, we calculate the standard deviation of the shot (we call it the variance index) while discarding flashlight values as done before. The variance index is then used to categorize the shot into a number of categories; e.g., very high variance and very low variance shots. Then, the shot threshold is adapted according to the category each shot belongs. For instance, the shot threshold is reduced in case of low variance in order to select more KFs to properly represent the shot and to account for the fact that there are small differences between DC frames of that shot. By implementing the above key frames selection module, we managed to design and implement an effective and efficient system for analyzing MPEG compressed video (Farag & Abdel-Wahab, 2002c ).
Performance Comparison
We have proposed two algorithms in this section, the AFS and the ALD algorithms, and will attempt to give the pros and cons of each one of them:
Figure 8: Three Key Frames Better Abstract the First Shot of the Movie Clip because of the Various Positions the Character Takes
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The AFS is generally biased towards selecting more KFs as the length of the shot increases. We introduce the second level of adaptation to effectively alleviate this natural bias. On the other hand this bias is not exhibited by the ALD.
• In general, ALD has a tendency to select less key frames per shot compared to those selected by the AFS. Figure 9 shows the number of selected KFs for each shot of the carton clip using both AFS and ALD.
• The ALD is more sensitive to lighting changes than the AFS.
• The distribution of KFs selected by the ALD may not be uniform over the length of the shot.
• We can conclude that the performance of the AFS, measured in terms of the number of selected KFs, is slightly better than that of the ALD as it captures the notion of activity in each shot in a better way. Therefore, the AFS takes more appropriate decisions in selecting each shot threshold and, hence, in determining the frequency of sampling for each individual shot. Those decisions have a direct impact on its effectiveness and applicability.
FEATURE EXTRACTION
The above two stages first divide the video stream into its constituent shots then abstract each shot by using one or more representative frame(s). The next stage in most video content-based retrieval systems is to derive indexes from the selected KFs in order for these indexes to be used as metadata describing those shots. Color and texture are commonly used indexing features in most video retrieval systems. To accomplish better understanding of how these features can be derived effectively, the techniques adapted by the VCR system are expounded below. Color feature extraction can work directly on the original decoded video frame or on its DC form. The adapted technique (Farag & Abdel-Wahab, 2002a ) converts the color space of DC video frames (YCbCr in case of MPEG) to the traditional RGB color space and then derives color histograms from the RGB space. Deriving the histogram can be done in many ways. An efficient technique uses some of the most significant bits of each color component to form a codeword. Thus, we select the most significant two bits of each color component and concatenate the selected bits to end up with a six-bit codeword. This codeword forms a 64-bin color histogram that is used as the color feature vector. This histogram is a good compromise between computational efficiency and representation accuracy.
Many techniques were proposed in the literature to perform texture feature extraction. Some of them use auto-regression and stochastic models while others use power spectrum and wavelet transform (Drozdek, 2002) . VCR employs a method that uses the Gabor wavelet transform to generate texture indexes. The Gabor wavelet transform of the KF image is first calculated then the mean and the standard deviation of each component of the Gabor filter (scale and orientation) are used as elements of the texture feature vector representing this particular KF.
THE RETRIEVAL SYSTEM
The final stage in most content-based video retrieval systems is the retrieval stage. In this stage, the user submits a query usually in the form of QBE (Query By Example) asking for similar material. The system starts by analyzing the input query and performing the similarity matching operations among the extracted features of the query and those features stored into the metadata of the system. It then returns any matches, sorted according to the degree of similarity, to the input query. The user can select any of the returned clips for replay or can submit any of the returned clips as a new query to the system to refine the search results. This refinement can continue until the user gets satisfactory results.
The Retrieval Subsystem
The first component of the retrieval subsystem, as mentioned before, is the user interface that represents the only interacting tool between users and the retrieval subsystem. The main functions of that interface are:
• To allow users to issue queries in an easy and intuitive way.
• To provide users with an effective visualization tool to enable them to browse through the results of their queries and to select any of the output clips to be played or to be used as a new search example.
The technique used to formulate a query is the QBE as mentioned before in which the user requires the system to retrieve similar items to the query example. The only assumption needed in order to use QBE is that the user has an image (or a video clip) to be used as a query. One issue here is the case where the user does not have a query example so the assumption required by QBE is not satisfied. To overcome this issue, the user can start by browsing the database and then selecting an item to be used as a query example.
A typical scenario for a search session is as follows. The user starts by supplying the system with a query (an image or a video clip) and requests the system to look for similar items. The system then searches all the available files and displays the results as key frames associated with file names of the clips containing these frames. The order of the displayed results will depend on the degree of similarity of each item with the query example. The user can then browse through the displayed results and choose any of them to start playing back at that point or as a new query.
Here, a very important issue arises that is the efficiency of the searching process. If the above algorithm is implemented as described, the time to retrieve the required video clip will be directly proportional to the number of clips stored into the database. In our research, we are addressing medium to large video archives and a direct linear search will result in very slow response time that prevents any type of interactivity. This will preclude the use of the proposed system as an online video search engine. To tackle this issue, we proposed a new scheme for improving the efficiency and scalability properties of the search process. The idea is to use a two-stage search procedure, these stages are:
• The filtering stage: Where the accuracy of the matching operation is not high. At the end of this stage most of the irrelevant items are excluded and the search space will be much more confined.
• The actual comparison stage: Where detailed matching operations are performed to find out relevant video data. These matching operations are performed over the results of the previous filtering stage.
The Filtering Algorithm
The algorithm we proposed to implement the filtering stage is a simple but effective way to reduce the size of the search space. It works only if the input query is a video clip and it does not apply to image queries. The basic concept is to derive a signature for each shot and compare these signatures (with some tolerance) at the beginning of the search process. If the signature of a query shot is approximately similar to a metadata shot signature, the database video clip containing this shot is considered relevant to that query shot. That database clip is now a candidate for the second search stage. One assumption we postulate here is that if one shot of a database clip is relevant to one of the query shots, the whole database clip will be elected as one input to the accurate comparison stage, the second one. The signature we used to represent each shot is the relative distance between selected key frames. For instance, shot 0 of the action-movie clip has three key frames with indexes 0, 31, 45 (see Table 5 ) so that its signature is a vector with two values (31, 14) .
The filtering algorithm works as follows:
• Calculate the signature of the query shot and the database shot.
• If the length of the query signature is greater than the length of the current database shot signature, then the two shots are not relevant.
• If the two shots have the same signature length, check to see if the two signatures are approximately similar and, if so, the two shots are relevant, otherwise they are not relevant.
• If the length of the database shot signature is larger than that of the query, check if the signature of the query shot is a subset of this database shot signature and, if so, the two shots are relevant, otherwise they are not.
The above-proposed filtering algorithm is an effective tool to reduce the size of the search space and facilitate interactive query processing. The only problem we encountered while evaluating its performance occurs with queries that are edited versions of some database videos. In such cases, the signature of the edited clip is different from the signature of the original clip stored into the database. This may cause our filtering stage to exclude some database video clips albeit they might be relevant to the input query. To avoid such a situation, the system gives the user the ability to disable the filtering stage and this way the user can compromise the increase in the response time with the accuracy of the returned results. By giving the user such a control, the system becomes flexible enough to accommodate users with various requirements. The effectiveness of the filtering stage in speeding up the search process will be evaluated at the end of this section.
The User Interface and the Browsing Environment
We designed an easy-to-use user interface with two major goals in mind. The first one is to allow the user to navigate the video archive (or any other place in the storage devices) to select a query. Figure 10 shows the part of the interface that is created when the user presses the browse button. The stand-alone frame shown in Figure 10 enables the user to select a query and automatically disappear when the selection is done. Our second goal in designing the interface is to provide the user with an effective visualization tool to browse through the returned search results. A snapshot of part of the user interface displaying some of the retrieved clips is depicted in Figure 12 .
The proposed browsing environment is worth some explanation at this point. We propose a visual browsing approach where each shot is represented (in the display interface) by its first key frame. The initial display of a set of shots will be their representative key frames (one for each shot). The results of a query will be displayed using the key frames organization just described and the same structure will allow the user to navigate the returned hits. One important point that is related to the browsing system is the ability given to the user to further refine the results of his search. So after he/she browses through the results produced by the system as a response to the first submitted query, one of the displayed items can be selected as a new query. This process can be repeated many times with the ultimate goal of improving the accuracy of the search results. In this scenario, both human experiences and the powerful features of computers are integrated in order to improve the performance of the retrieval system.
The Similarity Matching Model
The outputs of the filtering stage will be used as inputs to the second search stage that performs accurate similarity matching based on the contents of the query and those stored into the database. Here comes up one of our main contributions in the retrieval system in which a viable and distinguishable approach for performing the similarity matching phase, that constitutes the bulk of the search procedure, is proposed. This technique attempts to model the human perceptual way of judging video similarities.
Although a faithful implementation of the human ability is beyond any proposed artificially automated system, a system that can partly model this ability can be proposed. The details of this similarity model are the topics of this section.
Before discussing the details of the proposed similarity model, let us define the three types of input queries that the retrieval system can receive, these are: · A query image: In this case, neither the filtering stage nor the human-based similarity factors we propose are applicable because the image has no temporal dimension. The system extracts the color and texture features from an input image, in JPEG format (Pennebaker & Mitchell, 1993; Wallace, 1991) and compares these features with all the features vectors stored into the metadata. The hits are sorted and returned to the user based on how similar they are to the input query. Again, for the lack of time dimension, there is no meaning for similar shots in this context. Figure 11 illustrates an example of an unseen image query while Figure 12 shows the search results returned as a response of submitting the image in Figure 11 as a query to the system.
• A one-shot video clip: This is a special case of the next type and in these two types both the filtering stage and the similarity matching model are applicable. The returned search results will be the overall similarity hits, the most similar video clips to the input query as a whole. In addition, clips that are similar to the first shot will be retrieved too but in this particular case the two sets will be identical.
• Multi-shot video clip: This is the general case where the input is a normal video clip that has more that one shot. The retrieval system starts by analyzing the input clip, the same way performed during the data population phase, and producing an index file (in addition to other metadata information) for this particular query. Then the filtering stage will be applied producing a group of candidate clips for the accurate comparison stage. The latter stage measures the similarity between shots based on the shot content (using the color and the texture features as described in the indexing chapter). In addition to the visual content, a number of other factors aiming at modeling the human perception are also involved in determining the final similarity values. Figure 13 illustrates part of the interface obtained as a result of submitting the clip "action-movie" as a query example. Figure 11 Starting from this point, our attention will be focused on input video queries, the last two types, because the assumptions and techniques that will be discussed cannot be applied to image queries. In order to lay the foundation of our similarity matching model, a number of assumptions will be listed first, these are:
• The similarity of video data is based on the similarity of their constituent shots. That is to say, we measure the similarity between shots and use these similarity values (along with other measures) to determine the overall clip-to-clip similarity.
• If the signature of the query shot is longer (in length) than the signature of a database shot, then the two shots are not relevant.
• If only one shot of the input query is relevant to a shot in one of the database clips, the whole database clip is considered relevant to the input query.
• The query clip is usually much smaller than the average length of the database clips otherwise the processing time at query invocation will be relatively large limiting the interactivity of the system.
The results of submitting a video clip as a search example is divided into two levels. The first one is the query overall similarity level which lists similar database clips sorted according to their degree of similarity to the input query. The second level gives a finer level of granularity in measuring the similarity of video data. In this level, the system displays a list of similar shots to each shot of the input query and this gives the user much more detailed results based on the similarity of individual shots. It has been reported that humans are fickle in their decisions from time to time (Picard & Minka, 1995 ). Thus, this finer level of measuring the similarity plays a vital role in improving the retrieval performance and helps the user to determine what they really are interested in. To illustrate the benefits of such an approach, we use the following example. Suppose a user submits a two-shot clip as a query and he is more interested in the content of the second shot of this query than that of the first shot. The system in response will retrieve a number of database clips that are similar to the input query as a whole. In addition, the system will return a list of similar database shots to each shot of the query. There is a high probability that overall similar clips will not be as important to the user as those shots returned by the system as similar to the second shot alone.
Shot Similarity Definition
In the above stated assumptions, we define video data similarity based on the similarity of individual shots, so let us go further and explain our definition of shot similarity. A shot is a sequence of frames so we need to formulate first frame similarity. In our model, the similarity between two video frames is defined based on their visual content where color and texture are used as visual content representative features. Color similarity is measured using the normalized histogram intersection while texture similarity is calculated using a Gabor wavelet transform technique discussed in the indexing section. We use Equation (14) to measure the overall similarity between two frames f1 and f2, where S c (color similarity) is defined in Equation (15) and S t (texture similarity) is defined as in Manjunath and Ma (1996) . Equal weights have been used in Equation (14) to give equal emphasis to both the color and the texture features in determining frame similarity. One issue we need to highlight here regarding measuring the color similarity is the case of different dimension frames. We use various video clips in our database that vary in frame rate, length (number of frames), dimension (width and height in pixels), and other characteristics. When calculating the color histogram intersection, the variation of frame dimension should be considered. To solve this issue, the query frame histogram is scaled before calculating its normalized histogram intersection using Equation (16), where size(fi) is the product of the width and the height of frame i.
Suppose we have two shots S1 and S2, each has n1 and n2 frames, respectively. An intuitive way to measure the similarity between these shots is to measure the similarity between every frame in S1 with every frame in S2 and form what we called the similarity matrix that has a dimension of n1Xn2. For the ith row of the similarity matrix, the largest element value represents the closest frame in shot S2 that is most similar to the i-th frame in shot S1. Similarly, the largest element value in the j-th column represents the closest frame in shot S1 that is most similar to the j-th frame in shot S2. By calculating the summation of these closest frames over all the rows and columns of the similarity matrix and dividing that summation by the total number of rows and columns in that matrix, we come up with a definition of the similarity between two video shots. Equation (17) is the mathematical definition of our shot similarity criterion.
where Max row (i) (S i,j ) : is the element with the maximum value in the ith row. Max col (j) (S i,j ) : is the element with the maximum value in the jth column. n1: is the number of rows in the similarity matrix. n2: is the number of columns in the similarity matrix.
One can remark that direct application of Equation (17) is practically infeasible due to the large number of frames in video shots. For instance, a 10-second shot has 300 frames (assuming 30 frame/seconds rate). To avoid this computational complexity, we need to use an abstract form of the video shot to measure the similarity upon and a perfect candidate, we already used before, is the set of key frames. Thus, the set of key frames for each shot will be employed in calculating the shot similarity using Equation (17) and this results in a dramatic speed up in measuring shot similarity. For example, we got around 400 times improvement in computation time when applying Equation (17) upon key frames to calculate the similarity between two 60-frame shots with three key frames each.
Human-Based Similarity Factors
After we introduce our assumptions and expound the definition of shot similarity, the background has been established to explain our similarity matching model. It has been mentioned before that our similarity model attempts to emulate the way humans perceive the similarity of video material. This was achieved by integrating into the similarity measuring formula a number of factors that most probably humans use to perceive video similarity. These factors are:
• The visual similarity: Usually humans determine the similarity of video data based on their visual characteristics such as color, texture, shape, etc. For instance, two images with the same colors are usually judged as being similar. Our similarity model reflects this factor by using the color and texture of key frames as low-level features describing the visual content of the video/image data.
• The rate of playing the video: Humans tend also to be affected by the rate at which frames are displayed and they use this factor in determining the degree of video similarity. For example, two videos that have the same frame rate have a high probability of being judged as similar clips by a human observer. To take this factor into consideration, we included it in the final similarity calculation as will be explained later.
• The time period of the shot: The more the periods of video shots coincide, the more they are similar to human perception. We consider the duration factor in our similarity measuring formula to reflect the effect of this parameter.
• The order of the shots in a video clip: Humans always give higher similarity scores to video clips that have the same ordering of corresponding shots. Thus, our model includes the ordering factor in determining the similarity of video data.
As a result of the above discussion, we need to integrate these human-based similarity factors into the similarity calculation. Consequently, we include all these factors in one similarity matching formula given in Equation (18) . 2 1 (18) where S V : The visual similarity calculated using Equation (17). D R : Shot duration ratio. F R : Video frame rate ratio. W 1 , W 2 , and W 3 : Relative weights used as parameters to the algorithm.
There are three parameter weights in Equation (18) , namely, W 1 , W 2 , and W 3 that give the system indication on how important a factor is over the others. For example, stressing the importance of the visual similarity factor is achieved by increasing the value of its associated weight (W 1 ). The question now is "how to select the values of these weights to best reflect what humans do in measuring video similarity." Our first trial was to test various randomly selected combinations of these weight values to choose the best set of weights. A second idea is to use an optimization algorithm such as the Genetic Algorithm (Davis, 1991; Goldberg, 1989) to optimize the values of these weights and produce the best combination set. In the first case, we need a measure of similarity that should always work with various users, while in the second one, an evaluation function is required to give merits to individuals who perform better than other members of the population. Selecting fixed similarity criteria or evaluation function(s) by one or even a few individuals does not necessary reflect the opinion of other users of the system. The last statement is supported by the fact that a single individual is even fickle with respect to his/her opinions from time to time (Picard & Minka, 1995) .
For the reasons mentioned in the previous paragraph, we found it too restrictive to select these parameters for the user in advance (either by using a pre-selected set of values or by using the genetic algorithm to select the best combination set). Consequently, we decided to give the user the ability to express his/her real need by allowing these parameters to be adjusted by the user before submitting the query. Three easy-touse sliders, one for each weight parameter, are supplied into the interface (see Figure 12 ) to enable the user to select the values of these weights according to his preferences. For instance, if a user is interested in retrieving video clips that are mainly similar in visual content to the given query, he should select a large value for W 1 and small values (or even zeros) for the other two weights. Another example is a user that wants to retrieve videos that are similar in content and at the same time have similar frame rates to the query. In that case, the user should stress both W 1 and W 3 . If the user is not decided or does not know what values of weights are better, then the system will select default values for these weights that stress visual similarity in calculating the similarity formula. This way, the system exhibits a great degree of flexibility to various situations and users opinions and flavors. A few clicks before issuing a new query is all that it takes to direct the system to what the user actually wants. The performance of the proposed similarity model will be evaluated at the end of this chapter.
To reflect the effect of the order factor, the overall similarity level should check if the shots in the currently investigated database clip have the same temporal order as the shots in the query clip. To achieve this goal, we propose an algorithm that restricts the candidate of the overall similarity set to clips that have the same temporal order of shots as the query clip. We still have a finer level of similarity that is based on individual query shots. This level can capture other aspects of similarity as discussed before.
Results
The performance of the system has been measured in terms of the recall and precision of the returned results based on a set of ground truth. Some of the results are listed below. Figure 14 shows part of the retrieval interface displaying the first three hits obtained as a response to submitting the first shot (shot 0) of the racing-boats as a query. The obvious relevance of the returned shots to the query is quite evident in this figure. An example is shown in Figure 15 that displays the first twenty hits resulting from submitting shot nine of smg-npa-3 clip to the system. One can observe that all the retuned shots are shots that contain the same character pictured in the query shot and that the first hit, the most similar to the query, is the query shot itself. Moreover, some of the returned shots belong to the same clip in which the query shot is part of while the others are shots from a different clip. The performance of the system is very good in this query where all relevant shots were retrieved without any misses or false alarms.
FUTURE TRENDS
Before concluding this chapter, we need to shed the light on one of the most promising emerging multimedia standards, the MPEG-7 (Chang, Sikora, & Puri, 2001; Johnson, 2001; Vinod & Lindsay, 1999) and its relation to the developed system. This standard focuses on multimedia content description while complementing the other 
