In this paper we propose an adaptive random walk for wireless networks. 
Introduction
Random walk on a network is a simple sequential process in which a message moves from one node to one of its neighbors, selected uniformly at random [1] . Random walk is extremely simple to implement since no support information is required at nodes, like pointers to routing tables, cluster heads or spanning trees [2] . For this reason random walk based algorithms have been recently applied to dynamic wireless networks for solving many important problems, like membership services [3] , group based communication [4] , search/query [5] , [6] , and routing [7] , [8] , [9] .
A key property of a random walk is that it eventually covers all the nodes of a network. However, the number of steps required to cover a new node varies during the lifetime of the walk. As one can intuitively expect, at the beginning new nodes are visited fairly easy, whereas visiting new nodes becomes harder and harder as the fraction of already covered nodes increases. This aspect has been formally studied by Avin et al. and results reported in several papers, [5] , [2] .
A node is covered if it has been visited at least once. In a network with N nodes, the expected number of steps required to cover a constant fraction of the network is up to a factor of O(logN ) times more efficient than the steps required to cover all the network.
Random walk based algorithms can thus undergo an interesting accuracy/cost tradeoff. For example, in a wireless sensor network one can get a faster but inaccurate average of the temperature by running a walk until a representative subset (fraction) of sensors is covered. Under a practical point of view, given a target coverage one has to define the condition that stops the walk properly. If the number of nodes, N , is known, then it is straightforward to define a stopping condition. Nodes have to maintain just an iscovered bit and a walk counter of the covered nodes. The random walk then is stopped as soon as the ratio covered-nodes/N becomes greater than the target fraction. In many settings, however, the nodes of a network may vary over time; for example, because some of the devices being temporary switched off, or failed in a sensor network which has been deployed for specific purpose. One can then use, at the best, N as an upper bound on the number of nodes.
In this paper we propose a random walk that self adapts its lifetime to the current number of nodes that composes a network. The only parameter of the walk is set according to the nominal (maximum) network size, N , and the expected fraction of covered nodes, say ρ. For any size lower than N , the proposed random walk stops no earlier than the expected fraction of covered nodes is at least equal to ρ. The important property of the proposed random walk is that its lifetime decreases according to the actual network size and it is pretty close to the minimal one required for assuring the coverage. Note that the trivial approach of over dimensioning the lifetime a priori via a constant TTL can also guarantee the required coverage. For sizes lower than N , however, the benefit of having a faster response,e.g., the average temperature in the example given above, is lost.
The paper is organized as follows. Section 2 discusses the protocol, Section 3 presents a coverage model, Section 4 discusses results. Conclusions are given in section 5.
Proposed protocol
The proposed protocol is based on the fact that the number of steps required to cover a new node increases with the number of already covered nodes. In the proposed algorithm, at each new step the walker calculates the ratio between the total number of steps done so far and the number of covered nodes and then it stops as soon as this ratio becomes greater than a value α, which is the only parameter of the protocol. We call such an adaptive random walk as α Random Walk (α-RW). The value α depends on the maximum nominal size of the network and the coverage requirement.
Detailed description
An α-RW requires four variables, three of which are part of the random walking packet, with the field names ALPHA, STEPS and COVERED and the one called IS-COVERED, is stored at nodes. These variables are used for the following purpose.
• The field ALPHA is a real number sets when a random walk is initiated and regulates the coverage requirement.
• The field STEPS is a counter of the steps done by the walker so far.
• The field COVERED is a counter of the total number of covered nodes.
• IS-COVERED is a bit that indicates if a node is covered or not. The field ALPHA is set according to the required coverage and maximum number of nodes in the network. The value of this field, α, is to be determined experimentally. All the other variables are initialized to 0. The STEP field is incremented at each new step, while the COVERED field is incremented only when a node with the IS-COVERED bit unset is visited. Before making a new step, the ratio STEPS/COVERED is calculated. If this ratio becomes greater than ALPHA then the walk stops.
Analysis of the coverage process
In this section we describe a mathematical model for calculating the expected number of nodes covered by a random walk as a function of steps. This model allows to get a deeper understanding of the coverage process per se and to estimate how to set α. We consider a walk 
Description of the model
Our analysis is built around the notion of return time, defined as follows.
Definition Return Time (RT) is the number of steps for a walk starting at a node to return to that node after leaving it.
Note that in a wrapped grid the return time doesn't depend on the initial node.
Let n k be the node visited by the walker at step k ≥ 0, γ k the expected number of new covered nodes after step k and C k the expected total number of covered nodes after k steps. We have
The initial node is counted as covered at step 0, i.e., γ 0 = 1. For k > 0, γ k is equal to the probability that node n k has not been visited before
Due to the regularity of the topology, the probability of visiting a same node at step k and k + j depends only on the time elapsed, j. Hence, for i = 1 . . . k − 1, we have
We then have the interesting result that the expected number of nodes covered at step k is the same as the probability of the return time being grater than k.
Return time distribution.
Unfortunately, there is no closed form result for the return time distribution for arbitrary M and N , but it can only be approximated as π logk as k → ∞ for an infinity grid with M = 4 [10] .
To calculate the return time distribution for a finite grid and arbitrary M we exploit numerical transient Markov chain analysis. More specifically, let consider a chain with N −1 transient states, one absorbing state n a , initial state n 0 and transition matrix P . Moreover, let π (k) n o be a vector of N elements representing the state probability distribution at time k given that the initial state of the chain was n o and π (k) n o ,n a the n a -th element of the vector.
A transient state of the chain represents the node visited by the walker while the absorbing state models the node that terminates the walk. A neighbor of this terminating node is chosen with probability 1/M to initiate the RW. The transition matrix describes the allowed movement. The ij-th element of the transition probability matrix is then
The probability that the return time is higher than k is the probability of the chain not being in the absorbing state at time k. Hence, by averaging over the set of possible initial states, N , we get
The set N contains the states corresponding to the neighbors of the nodes that initiates the walker.
The state probability distribution is governed by the well known equation
n 0 is a vector of all zeros, but 1 at the position n 0 .
Once the expected number of covered nodes at each step is known, we may approximate the lifetime of the α-RW by assuming that the walk lasts for k steps, where k is the smallest value such that k ≥ αC k , hence replacing the actual number of covered nodes with its expected value. Note that k/C k is an increasing function of k. By doing so, we are able to study the coverage-α relationship.
Results and discussion
In this section we report a performance study of the proposed protocol. We assume M = 4. As a sanity check, we compare the results of the coverage obtained from the model against simulations, see Figure 1 . These plots show the mean number of covered nodes normalized to the network size as a function of the steps (upper plots) and α (lower plots). The results from the coverage model perfectly agree with the results from the simulations, which were obtained after taking mean of 1000 iterations. From the lower plots of Figure 1 we can observe how the model provides a very good approximation of the relationship between coverage and α. Since for analyzing the α-RW we have replaced the actual number of nodes covered when the walk stops with the expected number of covered nodes corresponding to the stopping time, the difference among the two relationships is minimum when the probability distribution of the covered nodes is narrow around its mean, which indeed occurs when the number of covered nodes is very low or very high (α small and α high). The difference is wider in the other cases. Figure 2 shows the effect of the network size on the coverage-α relationship. For any value of α, as the size of the network decreases the covered nodes increases. For example, for α = 4 and N = 900, the mean fraction of covered nodes is about 0.65 while for N = 100 the fraction is 0.85. Due to such inverse relationship, once α is fixed on the basis of the required coverage and of the nominal maximum size, the required coverage is guaranteed for any lower size.
Of course, the target coverage can also be satisfied trivially by assigning a static TTL value to the lifetime, where TTL is calculated for the maximum size. We refer to such a random walk as T T L-RW. The real advantage of the proposed α-RW is that its lifetime decreases according to the network size, thus meeting the target coverage at a lower cost compared to the T T L-RW. Figure 3 shows such a self-adapting capability by reporting the average number of steps as a function of the network size for a target coverage of 0.8.
The lifetime of a RW with perfect adaptable TTL is also provided. Such an ideal walk stops when the expected number of covered nodes is exactly 0.8. We can see how the lifetime of our proposed protocol decreases with the size and follows the same behavior of such an ideal case.
For example, from the plot we can see that for a grid of 30 × 30 = 900 nodes the lifetime of the walk should be about 3500. Then, in the case of T T L-RW, the value of T T L is to be set to such a value. The same coverage of 0.8 is obtained with α-RW with α = 4.77 (see also Figure 2 ).
Let now suppose the actual size of the network is 25 × 25 = 625 nodes instead of 900 nodes. This reduction in size can be due to, for example, a partial deployment of the network, or failures of some nodes (in this case we are approximating the real network with a shrink version of the grid).
On this network, the α-RW with the same value of α = 4.77 stops after 2460 steps, on the average. The minimum number of steps required to cover 80% of the network is now 2267; thus, the α-RW performs only about 8% more steps than the strictly required one, while for a T T L-RW the steps are about 50% more than what it is required. 
Conclusions
In this paper we have proposed an adaptive random walk for wireless networks. The lifetime of the walk is varied in such a way that at least a given fraction of nodes is covered, in expectation. The only parameter of the random walk, α, depends on the nominal network size and on the required coverage. For sizes lower than the nominal one the required coverage is satisfied with lifetime slightly higher than the optimal one.
We have reported some performance results obtained via analysis and simulations. We are currently investigating more powerful self adaptation strategies that allow for exactly assuring a given target coverage independently from the network size and node density.
