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ANOTACE 
Díky velkému rozvoji počítačových sítí za několik posledních let došlo též ke zvýšení 
nároků   na   testování   přenosových   parametrů   sítí.   Tato   práce   se   snaží   podat 
informace   o   testovacích   standardech   a   používaných   testovacích   metodách   pro 
testování   přenosových   parametrů   sítí.   Dále   uvádí   srovnání   existujících   volně 
dostupných   testovacích   utilit   a  metrik,   které  měří.   V   závěru   této   práce   navrhuji 
webovou měřící aplikaci pro měření základních síťových metrik.
Klíčová slova: RFC 2544, šířka pásma, kapacita, měřící metoda
ABSTRACT 
Due  to a signifikant development of  computer networks  in  the  last   few years the 
demands  for  measurement  of  network  metrics   increased.  This  master´s   thesis   is 
dealing with standards for testing and test techniques used for the measurement of 
network metrics. Further it compares the existing free accessible measurement tools 
and  metrics  measures   them.   Finaly   the   thesis   draws   up   a  web   application   for 
measurement of the basic network metrics.
Keywords: RFC 2544, bandwidth, capacity, measurement method
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2 Úvod
Přenosová rychlost je klíčová vlastnost v mnoha síťových technologiích jako 
je streaming audio/video, peer to peer sítě atd. Většina zákazníků platí Internet 
providerům  jejich   služby  na   základě   dohodnuté   přenosové   rychlosti.   Proto   je 
důležitá   otázka,   jak  přenosovou   rychlost  a   ostatní   parametry  určující  kvalitu 
připojení měřit.
Pro měření těchto parametrů lze použít buď hardwarové nebo softwarové 
testovací nástroje. Výhodou hardwarových testovacích nástrojů je vyšší přesnost 
a většinou také lepší dodržování testovacích standardů. Jejich hlavní nevýhodou 
je vysoká pořizovací  cena, která brání   jejich většímu rozšíření.  Proto se v této 
práci budu zabývat softwarovými testovacími nástroji.
Nejprve   uvedu   přehled   doporučení   týkající   se   základních   přenosových 
parametrů   sítí.   Dále   popíši   techniky   používané   k  měření   a   určování   těchto 
parametrů a přehled volně dostupných testovacích utilit pro měření základních 
síťových metrik s popisem jejich funkcí. Tyto testovací utility v naprosté většině 
běží   pouze   v   unixových   operačních   systémech.   Proto   v   další   části   navrhnu 
webovou měřící aplikaci, která by měla zpřístupnit kvalitní měření i uživatelům 
jinných operačních systémů.
V   problematice,   kterou   se   tato   práce   zabývá,   se   vyskytuje   mnoho 
anglických termínů, které nemají vhodný český překlad. V této práci si nekladu 
za   cíl   vytváření   nové   české   terminologie,   proto   v   případech,   kdy   neexistuje 
vhodný český termín, budu v této práci používat anglické termíny.
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3 Standardy testů
V dnešní době existuje mnoho metod pro měření parametrů jednotlivých 
síťových  prvků   nebo   sítí   jako   celku.  K   těmto  měřením  jsou  využívány   různé 
klientské   aplikace   nebo   specializované   hardwarová   zařízení,   která   zpravidla 
nabízejí větší škálu testů a dosahují větší přesnosti. Jelikož se tyto prostředky 
ve svých možnostech mohou velmi lišit, byly vydány doporučení, které by měly 
jednotlivé testy splňovat. Základy těchto doporučení jsou popsány v dokumentech 
RFC 1242  [2]  a  RFC 2544  [1],  které   lze  považovat  za  určitý   standard v   této 
oblasti. 
3.1 RFC 1242
RFC 1242 je prvním dokumentem, který vydala Benchmarking Metodology 
Working Group (BMWG) v roce 1991. Tento dokument obsahuje definice pojmů, 
které jsou používány v dalších dokumentech popisujících výkonnostní testy. Tím 
je zajištěno jednoznačné interpretování pojmů.
3.2 RFC 2544
RFC 2544 Benchmarking Methodology for Network Interconnect Devices, 
který   vyšel   v roce   1999,   nahrazuje   starší   RFC   1944   z roku   1996.  Dokument 
obsahuje popis výkonnostních testů síťových zařízení a formátu prezentace jejich 
výsledků. Dokument rozlišuje mezi výrazy musí, měl by a volitelné, které definují 
nutnost dodržení jednotlivých požadavků. Na testované zařízení je pohlíženo jako 
na černou skříňku a testy probíhají stejně při testování více propojených zařízení, 
jako při testování jednoho zařízení. 
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Dokument dále specifikuje formát testovacích rámců. Popisované testy by 
měly být provedeny několikrát,  s  použitím různých velikostí  rámců.  Mezi tyto 
velikosti by měly být zařazeny rámce s minimální a maximální velikostí pro dané 
médium a dostatek velikostí mezi těmito hodnotami. Jako minimum dokument 
uvádí   pět   rozdílných   velikostí   rámců.  Doporučené   velikosti   rámců   pro   různé 
média lze nalézt v příloze standardu. Během testu by zařízení mělo zahazovat 
všechny rámce, které nejsou přeposílanými testovanými rámci a je nutné zajistit, 
aby   mezi   testovací   rámce   nebyly   započteny   rámce   obsahující   směrovací 
aktualizace,   ARP  dotazy   apod.   Je   také   nutné   kontrolovat   shodnost   velikosti 
vysílaných a přijatých testovacích rámců. Po provedení testu v jednom směru by 
měl být proveden také test v opačném směru.
Jednotlivé testy provádíme v několika opakováních a každé toto opakování 
se skládá z několika částí: 
• Pokud je v testovaném zařízení směrovač, pošleme směrovací aktualizaci a 
počkáme 2 sekundy, aby byla tato aktualizace zpracována. 
• Pošleme   „učící“   rámce   a   počkáme   2   sekundy.   Tyto   rámce   slouží 
k aktualizaci ARP tabulek jednotlivých síťových zařízení.
• Spustíme požadovaný test (délka testu by měla být minimálně 60 sekund). 
• Po skončení testu počkáme 2 sekundy na příchod posledních rámců a poté 
před opakováním testu 5 sekund.
3.2.1 Test propustnosti
Propustnost   je   maximální   rychlost   zasílání   rámců,   při   které   nejsou 
zahozeny žádné  odeslané  rámce viz. [2]. RFC 2544 [1] doporučuje provést test 
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propustnosti takto: Do testovaného zařízení vyšleme specifikovaný počet rámců 
určitou   rychlostí   a   sledujeme   rámce  vyslané   testovaným zařízením.  Pokud   je 
počet vyslaných rámců stejný, jako počet rámců přijatých od testovacího zařízení, 
zvýšíme rychlost vysílání a test opakujeme. Pokud je počet přijatých rámců nižší, 
snížíme rychlost a test zase opakujeme. 
Výsledky měření propustnosti by měly být podle [1] znázorněny ve formě 
grafu, kde jsou na osu x vyneseny délky rámců a na osu y rychlost v rámcích za 
sekundu.   V grafu   by   měly   být   vyneseny   minimálně   dvě   křivky,   kdy   jedna 
zobrazuje   teoretickou   rychlost   média   při   různých   velikostech   rámců.   Druhá 
křivka zobrazuje výsledky testu. Další křivky mohou být použity pro zobrazení 
výsledků  různých testovacích toků.  V doprovodném textu ke grafu by měl  být 
specifikován použitý protokol, formát testovacího toku a typ média použitého při 
testu. Dále musí  zpráva obsahovat největší  změřenou rychlost,  velikost rámce 
u kterého   byla   změřena,   maximální   teoretickou   rychlost   média   pro   danou 
velikost   rámce   a   typ   použitého   protokolu.   V dokumentu   není   přesně 
specifikováno, kolik rámců máme v testu vyslat, uvádí se jen délka trvání testu 
60 s. 
3.2.2 Test zpoždění
Zpoždění je v [2] definováno rozdílně podle typu zařízení. Pokud je nejprve 
načten celý rámec a teprve poté je přeposílán dále, jde o zařízení typu store and 
forward.  U   tohoto   zařízení   je   zpoždění   definováno   jako   časový   interval  mezi 
průchodem   posledního   bitu   vstupního   rámce   a   průchodem   prvního   bitu 
výstupního rámce. Pokud je rámec okamžitě přeposílán na výstupní rozhraní, jde 
o   zařízení   provádějící   tzv.   bit   forwarding.   Zpoždění   je   pak   definováno   jako 
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interval  mezi  průchodem prvního bitu vstupního rámce a průchodem prvního 
bitu výstupního rámce. 
Před provedením testu zpoždění   je nejprve nutné  zjistit propustnost pro 
rámce   dané   velikosti.   Poté   zašleme   tok   rámců   rychlostí   zjištěnou   v testu 
propustnosti. Tok by měl trvat minimálně 120 sekund a po 60 sekundách vložíme 
do   toku   označený   testovací   rámec.  Čas,   kdy   je   tento   rámec   zcela   odeslán 
zaznamenáme.   Zařízení   přijímající   testovací   tok  musí   být   schopno   rozpoznat 
tento rámec a zaznamenat čas jeho příchodu. Zpoždění je pak rozdíl těchto dvou 
časů. Tento test musí být opakován minimálně 20 krát a výslednou hodnotu poté 
určíme průměrem hodnot  dílčích   testů.  V testovací   zprávě  musí  být  obsažena 
definice zpoždění podle RFC 1242 [2], která byla užita pro tento test. Výsledky 
zpoždění  by měly být ve formě  tabulky, ve které   je řádek pro každou velikost 
testovacího rámce použitého při testu. V jednotlivých sloupcích jsou pak uvedeny 
rychlost zasílání rámců, typ použitého média a hodnota výsledného zpoždění. 
3.2.3 Test ztrátovosti
Ztrátovost   je   počet   rámců,   které   měly   být   odeslány,   ale   z důvodu 
nedostatku systémových prostředků k tomu nedošlo [2]. Tento údaj bývá většinou 
vyjádřen v procentech. 
Test   provedeme   tak,   že   zašleme   určitý   počet   rámců   specifikovanou 
rychlostí do testovaného zařízení a počítáme rámce, které jsou tímto zařízením 
přenesené. Ztrátovost v procentech poté vypočteme: 
flr= sf−rf
sf
⋅100 , (1)
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kde je:
flr ­ ztrátovost v procentech
sf ­ počet odeslaných rámců
rf ­ počet přijatých rámců
Při prvním testu by měly být rámce zasílány maximální rychlostí pro dané 
médium. Hodnoty těchto rychlostí jsou uvedeny v příloze B [1]. U ethernetu je 
však povolená odchylka od hodinového taktu  ±  0,01 % . Nelze tedy zaručit, že 
každé   zařízení   zvládne   pracovat   s maximální   rychlostí.   Poté   test   opakujeme 
s 90 % rychlostí a rychlost dále snižujeme po 10 % dokud nedosáhneme ve dvou 
testech ztráty žádného rámce. Uvedených 10 % je maximální krok a v případě 
potřeby je možné ho dále snižovat.
Výsledky testu by měly být vyneseny do grafu. Na ose x musí být rychlost 
vysílání rámců jako procento maximální rychlosti pro dané médium a na ose  y 
ztrátovost   v procentech.   V grafu  může   být   použito   více   křivek   pro   zobrazení 
ztrátovosti různých velikostí rámců.
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4 Metody měření přenosových rychlostí
Při   komunikaci   na   fyzické   vrstvě   termín   šířka   pásma   vyjadřuje   šířku 
spektra elektromagnetických signálů.  V kontextu datových sítí  vyjadřuje šířka 
pásma objem dat, které síťová linka nebo síťová cesta může přenést. U mnohých 
aplikací náročných na datový přenos, jako je přenos souboru nebo multimediální 
streaming, šířka přenosového pásma přímo ovlivňuje výkon aplikace. Je nutné 
rozlišovat mezi šířkou pásma, dostupnou šířkou pásma a propustností pro jedno 
TCP spojení. 
Šířka pásma (v některé literatuře též kapacita) je maximální počet bitů za 
sekundu, který může síťová linka nebo cesta přenést. U end­to­end cesty je šířka 
pásma určena nejpomalejší síťovou linkou v cestě. 
Dostupná   šířka   pásma   je   částí   šířky   pásma,   která   není   momentálně 
využita   k   přenosu   dat.   Dostupná   šířka   pásma   je   důležitou   charakteristikou 
výkonu sítě a schopnosti zpracovávat nová data. 
Dosažitelná  propustnost pro jedno TCP spojení ­  Bulk­Transfer­Capacity 
(BTC)   je  důležitá  pro  koncového uživatele,  protože TCP  je  hlavní   transportní 
protokol v Internetu, který přenáší téměř 90% veškerého provozu [5]. 
První dvě metriky (šířka pásma, dostupná šířka pásma) jsou definovány 
jak  pro   jednotlivé   linky,   tak  pro   end­to­end   cesty,   poslední  metrika   (BTC)   je 
obvykle definována jen pro end­to­end cesty [3]. Dostupná šířka pásma se v čase 
rychle mění, protože závisí na zatížení sítě. Naproti tomu šířka pásma zůstáva 
konstantní po dlouhou dobu (dokud nedojde k upgradu, změně směrování atd.)
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Obr 1. ­ Trubkový model s tekutým provozem.
Obr.   1   zobrazuje   „trubkový   model   s tekutým   provozem“   reprezentující 
síťovou cestu, kde každá linka je reprezentována trubkou se šířkou odpovídající 
šířce pásma této linky. Vyplněná oblast v každé trubce zobrazuje použitou část 
šířky pásma linky a prázdná oblast zobrazuje dostupnou šířku pásma. Minimální 
šířka pásma první   linky  C1  v tomto příkladě  omezuje  end­to­end šířku pásma 
trasy   a  minimální   dostupná   šířka   pásma   třetí   linky  A3  omezuje   end­to­end 
dostupnou šířku pásma trasy. Jak zobrazuje obrázek, nejužší místo trasy nemusí 
být totožné s nejužší linkou. 
Důležitou   otázkou   je,   jak   změřit   tyto   parametry   síťových   linek   nebo 
end ­to­ end cest.  Správci   sítí   s administrátorským přístupem k routerům nebo 
switchům zapojeným k linkám mohou  měřit  některé  metriky  přímo načtením 
informací z daného zařízení pomocí protokolu SNMP. Avšak k těmto informacím 
má přístup obvykle pouze administrátor a ne koncový uživatel. Koncový uživatel 
je tak většinou odkázán na testování některou z níže popisovaných metod. 
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4.1 Variable Packet Size 
Klíčovým elementem této techniky, která  určuje šířku pásma přenosové 
cesty, je měření Round Trip Time (RTT) od zdroje ke každému uzlu cesty jako 
funkce velikosti testovacího paketu. Měření jednotlivých částí cesty je umožněno 
použitím Time  To  Live   (TTL)  pole  v IP  hlavičce   testovacích  paketů,  které   se 
nastaví tak, aby paket expiroval v požadovaném uzlu. Router poté paket zahodí a 
vrátí   ICMP chybovou zprávu „Time­exceeded“, kterou pošle odesilateli paketu. 
Odesilatel je z času příchodu tohoto ICMP paketu schopen určit RTT k tomuto 
uzlu. Metoda VPS posílá několik testovacích paketů dané velikosti od zdroje do 
každého zařízení, pracujícího na vrstvě 3, po cestě. Tato technika však vykazuje 
chybovost pokud je někde na cestě použit store and forward switch (pracující na 
vrstvě 2). toto zařízení totiž způsobí zpoždění, ale neodešle ICMP zprávu a proto 
není viditelné v IP vrstvě. 
Při   tomto  měření   využíváme   poznatku,   že   k přenosu   paketu   rychlejší 
linkou   je   potřeba  kratší   čas,   než   linkou  pomalejší.   Přenosovou   rychlost   tedy 
můžeme spočítat   z velikosti  paketu,  doby   jeho  přenosu a  konstanty  zpoždění. 
Problém však nastává s určením konstanty zpoždění. Tu je v praxi nejjednodušší 
určit   jako   dobu   průchodu   paketu  minimální   velikosti.   Poté  můžeme   provést 
měření   doby   průchodu   paketu   o   větší   velikosti   (tak,   aby   nedošlo   k jeho 
fragmentaci) a z těchto údajů již můžeme vypočítat šířku pásma linky:
bw= ps
tt−lat
, (2)
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kde je:
bw ­ šířka pásma linky
ps ­ velikost paketu
tt ­ čas přenosu
lat ­ konstanta zpoždění
Při reálném testu se však často stane, že paket musí v některém uzlu sítě 
čekat, což způsobuje velké zkreslení výsledku. Z toho důvodu je nezbytné měření 
několikrát opakovat a pro výpočet použít minimální časy průchodu dané velikosti 
paketu.  Dalšího zpřesnění  můžeme dosáhnout  opakováním tohoto  měření   pro 
různé   velikosti   paketů.   Přenosovou   rychlost   pak   určíme   ze   směrnice   přímky 
proložené  minimálními hodnotami času průchodů  paketů  viz obr. 2. Tento typ 
měření však není příliš vhodný pro velmi rychlé linky, protože zde je rozdíl v době 
přenosu  malých  a   velkých  paketů   tak  malý,  že   je   přímka  téměř   rovnoběžná 
s osou x. 
Obr. 2: Závislost RTT na velikosti paketu. 
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4.2 Packet Pair Dispersion
Metodou Packet  Pair  Dispersion  se  měří   end­to­end  šířka pásma cesty. 
Tuto techniku měření poprvé prezentovali Jacobson [6], Keshav [7] a Bolot [8]. 
Obr. 3 ­ Pár paketů před a po průchodu linkou s nižší kapacitou. 
Při použití této metody využijeme dvou identických paketů, které vyšleme 
těsně za sebou. Když tyto pakety prochází linkou s nižší šířkou pásma zvětší se 
doba potřebná k jejich přenosu. Pokud poté následuje linka s větší šířkou pásma, 
vytvoří  se mezi těmito dvěmi pakety časová  prodleva viz obr. 3,  protože první 
paket je již odeslán po další lince, ale druhý je ještě přenášen pomalou linkou. 
Z této časové prodlevy pak lze jednoduše spočítat přenosovou rychlost. 
bw= ps
t2−t1
(3)
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kde je:
bw ­ šířka pásma linky
t1 ­ čas příchodu prvního paketu
t2 ­ čas příchodu druhého paketu
Konstantu zpoždění již nemusíme uvažovat, protože ta je u obou paketů stejná a 
odečte se při výpočtu rozdílu časů. Problém však nastává pokud je cesta tvořena 
více paralelně zapojenými linkami (OC­12 atd.). Paket totiž může putovat pouze 
po jedné lince a výsledek tak bude velmi zkreslený nebo měření nepůjde vůbec 
provést.   Dalším  problémem   při   použití   této   techniky   je   zajištění   dostatečné 
rychlosti   vysílání   paketů   testovací   stanici.  To  by   se  mohlo   zdát   při  dnešních 
rychlostech procesorů jako triviální, avšak není tomu tak. Před dvaceti lety byla 
šířka pásma sítě hlavním limitujícím faktorem propustnosti. Od té doby se však 
rychlost sítí zvětšila tisíckrát, ale rychlost procesorů pouze přibližně třicetkrát. 
Z toho důvodu jsou dnes hlavním limitujícím faktorem koncové stanice [13]. 
4.3 Self-Loading Periodic Streams
Self­Loading Periodic Streams (SLoPS) měří  end­to­end dostupnou šířku 
pásma. Zdroj posílá několik stejně velkých paketů příjemci určitou rychlostí  R. 
Metoda  monitoruje   proměnnost   jednostranného   zpoždění   testovacích   paketů. 
Pokud   je   rychlost   zasílání  R  větší  než   dostupná  šířka pásma cesty  A,   proud 
paketů   způsobí   dočasné   přetížení   linky   a   jednostranné   zpoždění   testovacích 
paketů  začne stoupat.  V opačném případě,  když   je  rychlost  zasílání  paketů  R 
nižší než dostupná šířka pásma A, testovací pakety prochází linkou bez zvyšování 
jednostranného   zpoždění,   jak  ukazuje   obr.  4.  Metoda   se   snaží   posílat   pakety 
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takovou rychlostí, aby právě využila dostupnou šířku pásma k čemuž je vhodné 
využít algoritmus binárního půlení. 
Obr. 4 – jednostranné zpoždění
4.4 Packet tailgating
Packet   tailgating   je   nová   metoda   pro   aktivní   měření   šířky   pásma 
přenosových   linek,   kterou   vyvinuli  Kevin  Lai   a  Mary  Baker   [14]   z   oddělení 
počítačové  vědy Stanfordské  univerzity.  V porovnání   s  předešlými technikami 
packet tailgating obvykle méně zatěžuje testovanou síť, není závislý na zacházení 
routrů s ICMP pakety a zpoždění potvrzovacích paketů. Packet tailgating je při 
zaslání série pouze několika paketů schopen dosahovat přibližně stejné přesnosti 
jako ostatní metody s daleko větším počtem paketů, avšak všechny implementace 
této   techniky   dosahují   uspokojivé   přesnosti   pouze   pro   velmi   krátké   cesty 
zahrnující jen několik málo uzlů. 
Packet   tailgating   pracuje   tak,   že   pro   každou   linku   zasílá   velký   paket 
s parametrem ttl nastaveným tak, aby expiroval v této lince následovaný velmi 
malým paketem,   který   je   ve   frontě   za   velkým paketem,   dokud   velký   paket 
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neexpiruje.  Velký  paket  tak po určitou část cesty "brzdí"  malý  paket.  Poté   co 
velký  paket expiruje malý  paket   již  není   "bržděn" a zbytek cesty  je přenášen 
rychleji. Podrobný popis této techniky včetně matematického vyjádření je v [14]. 
Nevýhodou této techniky je, že potřebujeme zasílat pakety těsně za sebou, což je 
nemožné v případě měření velmi rychlé linky, která je za pomalou linkou. Toto 
uspořádání totiž způsobí prodlevu mezi oběma pakety viz. packet pair dispersion. 
Touto technikou lze také  měřit  vícekanálové   linky a to  tak,  že zašleme velký 
paket a za ním  c+1  malých paketů,  kde  c  je  počet kanálů,  čímž  se zajistí,  že 
poslední   malý   paket   bude   v   kanálu   za   velkým   paketem.   Tímto   způsobem 
změříme šířku pásma jednoho kanálu (předpokládejme, že všechny kanály mají 
stejnou šířku pásma). Počet kanálů určíme zasíláním vzrůstajícího počtu malých 
paketů, dokud nedosáhneme počtu  c+1, který bude mít výrazně větší zpoždění, 
než paket c. 
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5 Měřící utility
V této části popíši veřejně dostupné utility pro měření šířky pásma. Dále 
uvedu metriky, které tyto utility měří a měřící metody, které k tomu používají. 
Základní přehled těchto utilit je uveden v tab. 1. 
Tab. 1: Přehled veřejně dostupných měřících utilit
V následujícím textu budou utility rozděleny podle toho, zda měří  šířku 
pásma pro jednotlivé linky cesty (od uzlu k uzlu), šířku pásma celé cesty (end­to­
end), dostupnou šířku pásma nebo propustnost pro TCP spojení (BTC). 
5.1 Utility měřící š ířku pásma jednotlivých linek
Tyto utility obvykle využívají VPS testovací techniku pro každý uzel cesty. 
Minimální   šířka  pásma   z   takto   změřených  hodnot  mezi   jednotlivými  uzly   je 
potom šířkou pásma celé cesty. Pro běh těchto utilit je nutné superuživatelské 
oprávnění,   protože  potřebují   přístup  k   raw­IP   socketu,   aby  mohly   číst   ICMP 
zprávy. 
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Utilita Autor Měřená metrika Použitá metoda
Clink Downey Š ířka pásma od uzlu k uzlu Variable Packet Size
Pathchar Jacobson Š ířka pásma od uzlu k uzlu Variable Packet Size
Pchar Mah Š ířka pásma od uzlu k uzlu Variable Packet Size
Bprobe Carter End-to-End š ířka pásma Packet Pair Dispersion
Nettimer Lai End-to-End š ířka pásma Packet Pair Dispersion
Pathrate Dovorolis, Prasad End-to-End š ířka pásma Packet Pair Dispersion
Sprobe Saroiu End-to-End š ířka pásma Packet Pair Dispersion
Cprobe Carter End-to-End dostupná š ířka pásma Packet Train Dispersion
Pathload Jain, Dovrolis End-to-End dostupná š ířka pásma Self-Loading Periodic Streams
IGI Hu End-to-End dostupná š ířka pásma Self-Loading Periodic Streams
PathChirp Ribeiro End-to-End dostupná š ířka pásma Self-Loading Periodic Streams
Treno Mathis Bulk Transfer Capacity Emulovaný TCP přenos
Cap Allman Bulk Transfer Capacity Emulovaný TCP přenos
Ttcp Muuss Bulk Transfer Capacity TCP přenos
Ipref NLANR Bulk Transfer Capacity TCP přenos
Netpref NLANR Bulk Transfer Capacity TCP přenos
První   utilitou,   která   použila   VPS   testování   byl   Pathchar.   Tuto   utilitu 
podrobně popíši dále, protože jsem si ji vybral jako základ své webové aplikace 
pro měření přenosových rychlostí. Po uveřejnění práce Van Jacobsona [15] vznikl 
o   tuto   problematiku   širší   zájem   a   začaly   se   vyvíjet   další   utility,   pracující 
podobným způsobem (Clink, Pchar).
5.2 Utility měřící š ířku pásma celých cest
Tyto utility určují pouze šířku pásma nejužší linky v cestě. Většina z nich 
používá techniku packet pair dispersion. 
Bprobe používá techniku packet pair dispesion k určení šířky pásma cesty. 
Původní   utilita   používá   specifických   SGI   utilit   k   získání   časových   razítek 
s vysokým   rozlišením   a   vysoké   priority   běhu.   Dále   bprobe   užívá   zajímavé 
filtrovací   techniky,   kterými   se   pokouší   odstraňovat   páry   paketů,   které   byly 
ovlivněny  konkurenčním síťovým provozem (cross traffic). K ověření přesnosti je 
ještě použito techniky VPS s několika fixními velikostmi paketů. Bprobe vyžaduje 
přístup pouze k jedné části cesty (vysílací), protože vzdálený počítač  (příjemce) 
odpovídá   ICMP–echo   pakety.   Bohužel   ICMP   odpovědi   jsou   často   limitovány 
k ochraně před DoS útoky, což negativně ovlivňuje přesnost měření. 
Nettimer   používá   techniku  VPS  nebo   techniku  packet   pair   dispersion. 
Ke zpracování   výsledků   měření   paketových   párů   používá   sofistikovanou 
statistickou techniku zvanou „kernel density estimation“. 
Pathrate provádí mnoho měření metodou packet pair dispersion s užitím 
různých  velikostí   testovacích  paketů.  Nevyžaduje   superuživatelské   oprávnění, 
ale software musí být instalován na obou stranách měřené cesty. 
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Sprobe je jednoduchá utilita k rychlému určení šířky pásma. K provozu jí 
stačí přístup ke zdrojové části cesty. K měření dopředné šířky pásma (od zdroje 
ke vzdálenému počítači) zasílá sprobe několik paketových párů  (normální TCP 
SYN pakety).  Vzdálený  počítač   odpoví  TCP RST pakety.  To  dovolí   odesilateli 
určit šířku pásma metodou packet pair dispersion. Pokud na vzdáleném počítači 
běží  web  server  nebo  gnutella   server,   je   sprobe   schopen  určit   i  šířku pásma 
v opačném směru (od vzdáleného počítače ke zdroji) tím, že zahájí přenos souboru 
ze   vzdáleného   počítače   a   analyzuje   disperzi   paketových   párů   zasílaných 
protokolem TCP během zahájení spojení. 
5.3 Utility měřící dostupnou š ířku pásma
Cprobe byla  první  utilita,  která   se  pokouší  měřit  end­to­end dostupnou 
šířku pásma. K měření využívá řetězec osmi paketů maximální velikosti a měří 
disperzi mezi pakety v tomto řetězci. Avšak jak bylo dokázáno [10] [11], disperze 
dlouhého řetězce  paketů   závisí  na  všech   linkách  cesty,  avšak dostupná  šířka 
pásma závisí pouze na nejužší lince cesty. Z tohoto důvodu jsou výsledky měření 
pouze přibližné.
Pathload je implementací SloPS metody. Ke své činnosti vyžaduje instalaci 
na   obě   strany  měřené   cesty.  Nevyžaduje   superuživatelské   oprávnění,   protože 
zasílá pouze UDP pakety. Výstupem měření pathloadu je řada hodnot dostupné 
šířky pásma, které poté pathload zprůměruje a vypočte jejich rozptyl. 
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5.4 Utility měřící propustnost TCP spojení
Treno   bylo   první   utilitou   k   měření   BTC   cesty.   Treno   nepracuje   se 
skutečným TCP přenosem, ale místo toho emuluje TCP zasíláním UDP paketů 
příjemci.   Tím   nutí   příjemce   odpovědět   ICMP   zprávou   port­unreachable. 
To umožňuje   trenu  pracovat   bez   přístupu  ke   vzdálenému konci   cesty.  Avšak 
stejně   jako u bprobe může fakt,  že ICMP odpovědi jsou limitovány, negativně 
ovlivnit přesnost. 
Cap   je   utilitou,   kterou   využívá   The   National   Internet   Measurement 
Infrastructure   (NIMI)   pro  měření   BTC   cest.  Cap   vyžaduje   přístup   k   oběma 
koncům měřené   cesty  a   je  přesnější  než   treno   [12]   cap  používá  UDP pakety 
k emulování jak TCP data, tak ACK segmentů. 
TTCP, NetPerf a Iperf jsou utility, které používají velkých TCP přenosů 
k měření dosažitelné propustnosti end­to­end cest. Všechny tyto utility vyžadují 
přístup k oběma koncům měřené cesty a nevyžadují superuživatelské oprávnění. 
Jejich hlavní nevýhodou je, že při svém provozu zahlcují síť velkým testovacím 
provozem.
5.5 Pathchar
Pathchar   je   utilita,   kterou  vytvořil  Van  Jacobson  v Lawrence  Berkeley 
laboratory, která se pokouší určit charakteristiku jednotlivých linek v internetu 
měřením RTT paketů  zasílaných z jedné  stanice.  Alfa verzi  pathcharu lze pro 
operační   systémy   FreeBSD   Linux   OSF   a   Solaris   stáhnout 
z ftp://ftp.ee.lbl.gov/pathchar/. Podobně jako traceroute využívá pathchar výhody 
TTL pole v hlavičce IP paketu. TTL určuje přes kolik uzlů může paket putovat, 
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než expiruje. Když router přijme paket který expiruje, zahodí jej a odešle ICMP 
chybový   paket   zpátky  k odesilateli.   Zdrojová   adresa   tohoto   chybového  paketu 
indikuje,  který   router   tento  paket  odeslal  a   tudíž  víme,  kde  paket  expiroval. 
Postupným zvyšováním TTL tak můžeme určit  adresu každého routru v cestě 
paketu.  Pathchar pracuje  tak,  že zasílá  série  testovacích paketů   s proměnnou 
hodnotou TTL a proměnnou hodnotou velikosti paketu. Pro každý testovací paket 
měří  čas,  dokud nepřijde  chybový   ICMP paket  a poté   z těchto  hodnot  pomocí 
statistiky určí  zpoždění  a šířku pásma každé   linky v cestě,   rozložení  čekacích 
časů  v aktivních prvcích a pravděpodobnost zahození  paketu.  Model  testované 
sítě zobrazuje obr. 5.
Obr. 5: Model sítě
Předtím, než paket opustí uzel (n­1) čeká ve frontě q1 na odeslání výstupní 
linkou.  Čas,   který   zabere   odeslání   paketu   linkou   je   lineární   funkcí   velikosti 
paketu, která má dva parametry: zpoždění a šířku pásma. 
tt= lat ps
bw
, (4)
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kde je:
tt ­ čas přenosu
lat ­ konstanta zpoždění
ps ­ velikost paketu
bw ­ šířka pásma linky
V uzlu  n  paket   opět   čeká   ve   frontě  q2  dokud  není   zpracován  a  vygenerován 
chybový paket. Chybový paket opět čeká v odchozí frontě  q3  v uzlu  n, a poté je 
odeslán do uzlu n­1 s přenosovým časem: 
tt2= lat
eps
bw
, (5)
kde eps je velikost ICMP chybového paketu (56 bytes [9]). Konečně chybový paket 
čeká v příchozí frontě q4 uzlu n­1. RTT z uzlu n­1 do uzlu n a zpět je: 
RTT=q1lat
ps
bw
q2 fwtq3lat
eps
bw
q4 , (6)
kde  hodnoty  qi  jsou  proměnné  reprezentující   čekací   doby  a  fwt  je   čas,  který 
zabere forwardování paketu. Pro zjednodušení této rovnice pathchar zavádí tyto 
předpoklady:
1. velikost chybového paketu je velmi malá a proto eps/bw je zanedbatelné, 
2. fwt je zanedbatelný,
3. pokud provedeme velký počet měření dané cesty alespoň u jednoho měření 
je čas čekání qi zanedbatelný. 
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Vypuštěním těchto zanedbatelných částí se rovnice zjednoduší: 
RTT=lat ps
bw
lat=2⋅lat ps
bw
(7)
Z této rovnice pak pathchar počítá charakteristiku linky. 
5.5.1 Výstup pathcharu
pathchar to hruza.feec.vutbr.cz (147.229.71.16)
 can't find path mtu - using 1500 bytes.
 doing 32 probes at each of 45 sizes (64 to 1500 by 32)
 0 wg-vm-jpil (212.111.21.229)
 |   5.9 Mb/s,   1.02 ms (4.09 ms),  15% dropped
 1 shp2-vm-gw-21 (212.111.21.1)
 |    25 Mb/s,   1.04 ms (6.66 ms),  +q 2.52 ms (7.73 KB) *2
 2 R3-ge11-3-zl (212.111.3.5)
 |    95 Mb/s,   3.05 ms (12.9 ms),  +q 2.67 ms (31.7 KB) *2
 3 nix4-10ge.cesnet.cz (194.50.100.191)
 |    93 Mb/s,   1.86 ms (16.7 ms),  +q 2.42 ms (28.1 KB) *2
 4 r98-r106-li2.cesnet.cz (195.113.156.118)
 |   ?? b/s,   99 us (16.3 ms)
 5 hp-ant2.net.vutbr.cz (147.229.252.18)
 |    49 Mb/s,   35 us (16.7 ms),  +q 2.63 ms (16.0 KB) *2
 6 hp-ant.net.vutbr.cz (147.229.253.235)
 |    14 Mb/s,   15 us (17.6 ms),  +q 2.96 ms (5.07 KB) *2
 7 bd-jir.net.vutbr.cz (147.229.254.154)
 |   ?? b/s,   -77 us (17.0 ms)
 8 hruza.feec.vutbr.cz (147.229.71.16)
8 hops, rtt 14.1 ms (17.0 ms), bottleneck 5.9 Mb/s, pipe 13203 
bytes
Obr. 6: Ukázkový výstup pathcharu
Ukázkový výstup pathcharu ukazuje obr. 6. Třetí řádek informuje o počtu 
opakování   testů  pro každou velikost  testovacího paketu (32 probes)  a  o  počtu 
různých velikostí paketů použitých při testu (45 sizes), dále je uvedena nejmenší 
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a největší velikost testovacího paketu a krok inkrementace (64 to 1500 by 32). 
Řádky začínající "|" popisují charakteristiku linky mezi uzly uvedenými nahoře a 
dole. První číslo je šířka pásma, druhé číslo je jednocestný čas šíření (pro paket 
nulové délky) a číslo v závorce je round trip time, který dostaneme při nezatížené 
lince pro paket velikosti  MTU zaslaný  ze  zdroje do daného uzlu. Routry mají 
implementován forwarding paketů daleko rychlejší než odesílání ICMP chybové 
zprávy. Z toho důvodu je možné vidět rychlejší časy odpovědi u delších částečných 
cest, než u kratších částečných cest, což se zdá být nesmyslné. V případě, že je 
zahozeno více než   jedno procento paketů,   je  vypsán podíl  zahozených paketů. 
(Velkou ztrátu paketů  mohou způsobit ochrany prvků  proti DoS útoku. V tom 
případě je třeba zvětšit prodlevu mezi pakety pomocí parametru ­i.)
Pathchar   ke   své   činnosti   využívá   paketů   protokolu   ICMP   obzvlášť 
automatické  určení  MTU vyžaduje odeslání  mnoha ICMP paketů,  což  může u 
některých operačních systémů trvat velmi dlouho (solaris limituje icmp odpovědi 
dvěmi za sekundu). V takovém případě je vhodné definovat maximální velikost 
testovacího paketu  parametrem – m v tomto případě se vyhneme zdržení, které 
by vzniklo při určování MTU pathcharem. I přesto však test může trvat dlouho 
protože   např.   při   ukázkovém   testu   viz   obr.   6   je   do   každého   uzlu   zasíláno 
45∙24=1080 paketů.
Pathchar standardně  velmi dobře určuje šířku pásma linek pomalejších 
než 10Mb/s. V případě určování šířky pásma rychlých linek a vytížených cest je 
k dosažení  správného výsledku nezbytné  provádění  více testů.  Toho lze docílit 
pomocí parametrů ­ q, za kterým se uvede počet testů. 
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6 Návrh webové měřící aplikace
Cílem   této   kapitoly   je   vytvoření   webové   aplikace   schopné  měřit   šířku 
pásma, zpoždění a ztrátovost v rámci Internetu. 
Naprostá většina meřících utilit, které jsem v této práci popsal, nepracuje 
pod operačvím systémem Windows. Pokud tedy chce v současné  době  koncový 
uživatel měřit svou ryhlost připojení k Internetu, je odkázán na webové měřící 
aplikace, které nabízejí různé portály (www.lupa.cz, www.dsl.cz, atd.). Všechny 
tyto webové aplikace pracují stejným způsobem a to tak, že zahájí přenos souboru 
ze serveru k uživateli a měří dobu potřebnou k tomuto přenosu. Z těchto údajů 
(velikost   testovacího   souboru   a   doba   jeho   přenosu)   pak   vypočtou   přenosovou 
rychlost. Poté opakují měření stejným způsobem v opačném směru.
V   této   práci   jsem   se   rozhodl   navrhnout   aplikaci,   která   bude   pracovat 
odlišným způsobem a   to   tak,  že  bude   testovat   cestu   od   serveru  ke  klientovi 
metodou VPS. Toto řešení  má  oproti ostatním webovým měřícím aplikacím tu 
výhodu, že umožňuje měření jednotlivých linek cesty. Pro implementaci systému 
jsem zvolil jazyk PHP a CGI skript psaný v Bourne shellu. K vlastnímu měření 
metrik ve své aplikaci budu používat volně dostupnou utilitu pathchar, kterou 
jsem podrobně popsal výše.
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6.1 Funkce aplikace
Obr. 7: Úvodní stránka aplikace
Úvodní stránka aplikace obsahuje čtyři vstupní pole pro konfiguraci testu 
jak ukazuje  obr.  7.  Do pole  IP adresa  aplikace automaticky vyplní   IP adresu 
klienta. Pole MTU definuje maximální přenosovou jednotku. Defaultně aplikace 
doplní   hodnotu   1500 B   (tj.  MTU Ethernetu).  Pomocí   pole  počet   opakování  je 
možné  definovat počet opakování   testů  pro každou velikost paketu.  Pole  krok  
inkr. test. paketu  definuje krok v bytech, se kterým se bude zvětšovat velikost 
testovacího paketu od minimální  hodnoty pro dané  médium po MTU. Test se 
zahájí stisknutím tlačítka  spustit měření. Po spuštění testu aplikace vypíše čas 
spuštění testu a zahájí vlastní testování. Poté je možné okno webového prohlížeče 
zavřít aniž by došlo k přerušení testu. Následně až se test dokončí je výsledky 
měření možné zobrazit tlačítkem zobrazit výsledky z hlavní stránky aplikace. (V 
případě, že test ješte není dokončen, se zobrazí částečný výsledek po uzel, kde 
test doběhl.) Toto řešení jsem zvolil z důvodu dlouhé doby potřebné k provedení 
testu.
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6.2 Získání spolehlivých výsledků
K   získání   spolehlivých   výsledků   je   nezbytné   zvolit   pomocí   pole  počet  
opakování  správný  počet opakování   testu. Praktickým testováním se osvědčilo 
volit tyto hodnoty:
• 64 pro relativně nevytížené pomalé cesty
• 128 pro vytížené pomalé cesty nebo nevytížené rychlejší cesty
• 256 nebo 512 pro rychlé a vytížené cesty
Zvolením většího počtu testů samozřejmě neuděláme chybu, ale výrazně se zvětší 
doba potřebná k provedení testu.
Dále  je nutné,  aby měl uživatel povoleno zpracování  ICMP­echo paketů. 
V opačném případě nedojde k změření linky od uživatele k prvnímu uzlu cesty.
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7 Závěr
Přenosová   rychlost   v   rozsáhlých   síťích  může   být   limitována   kteroukoli 
linkou nebo routerem v cestě. Proto se při posuzování kvality přenosu dat měření 
šířky pásma, dostupné šířky pásma a dalších síťových metrik stává s rozvojem 
Internetu stále důležitější. Je zapotřebí k zajištění kvalitní správy sítí, k ověření 
plnění smluv s Internet providery a mnoha dalším činnostem při správě sítě.
Popis jednotlivých doporučení, technologií a metod, obsažený v této práci, 
by   měl   s tímto   problémem   pomoci   a   umožnit   další   výzkum   této   rozsáhlé 
problematiky. Vytvořená webová aplikace by měla zpřístupnit kvalitní testování 
základních síťových metrik také  uživatelům operačního systému Windows pro 
který existuje v současné době velmi málo volně dostupných měřících nástrojů.
V   oblasti  měřících  metod   popsaných   v   této   práci   zůstává   stále  mnoho 
prostoru   pro   další   výzkum   protože   popisované   metody   pracují   nepřesně   při 
měření   rychlých   linek.   Další   problém   u   existujících   metod   mohou   způsobit 
routery, které používají systém více front a není tedy zaručeno, že paket, který 
příjde jako první je také jako první odeslán.
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