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摘 要 为解决免疫层析试条定置检测问题 ， 搭建 了基于深度置信 网络和反 向传播神经网络构成的深度学 习
模型 。 基于免疫层析试条图像 的特点 ， 搭建的模型通过学习本文提出的 图像灰度特征 、 距离特征以及差 分特
征实现准确的 图像分割 。 最后 ， 对分割的 图像进行定置分析实现最终的定置检测 。 实验结果表明 ， 本文提 出
的方法能够实现免疫层析定量检测 。
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１ 引言
金免疫层析试条由于符合现代 医学所倡导的 ＂床边检测 ” 发展潮流 ， 具有特异性强 ， 操作简便 ， 检测效
率高等优点 ， 而成 为最常用 的一种侧流免疫层析快速检测方法 ＾３ １ 。 随着研究的进展 ， 金免疫层析试条 的应
用领域越来越广 ， 简单的定性或半定量分析已经不能满足实 际应用 的要求 。 因此 ， 研究金免疫层析条定量检
测具有重要的理论意义和应用价值 。
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深度学习 （Ｄｅｅ ｐｌ ｅａｒｎ ｉ ｎ ｇ ，ＤＬ ） 由 Ｈ ｉ ｎ ｔｏｎ 等人于
２０ ０６ 年提出 ， 通过模拟建立人脑的 分层模型结构能够
对原始数据逐级提取 出 由 底层 到高层 更加抽 象 的特
征 ， 从而能很好地构造了 底层信号到 高层语义的 映射
关 系 ｗ 。 目前 ， 深度学 习 已经在图像识别 、 语音识别以
及自 然语言处理等领域取得了显著成果 而且非常
适合处理健康医疗数据分析所面临 的新问题 ， 引起了健
康医疗领域研究人员的 广泛关注 。 因此 ， 本文 旨在通
过构建深度学 习模型 ， 为金免疫层析试条的 定量检测提
供一个有效的方法 。
为 了 实现金免疫 层析条的定 置检测 ， 本 文首先对
获取的 图像进行预处理 ， 提取出包含检测线和质控线的
感兴趣区域 （ Ｒｅｇ ｉ ｏｎｏ ｆ ｉ ｎ ｔｅ ｒ ｅｓ ｔ ，Ｒ０ Ｉ ） ， 从而缩小样
本规模与降低计算复杂度 。 基于 免疫层析试条图 像 的
特点将 像素点 的灰度特征 、 距离特征 、 差分特征组建
为输入特征量 ， 建立相应的深度置信网络 （ Ｄｅ ｅ ｐｂ ｅ ｌ ｉ ｅ ｆ
ｎ ｅｔｗ ｏ ｒ ｋ ，Ｄ Ｂ Ｎ ） 模型 。 接着 ， 输入样本对建立的 网络
进行训练 ， 通过无监督的预训练 以及随后的微调过程 ，
深度网络学习到更加抽象的特征 ， 从而能够很好地表征
样本输入与输 出之 间 的相 关性 。 最后 ， 将训练好 的深
度网络特征输入反向传播神经网络 （ Ｂａｃ ｋｐｒｏｐ ａｇａｔ ｉｏ ｎ
ｎ ｅ ｕ ｒ ａ ｌｎ ｅｔｗｏ ｒ ｋ
，
ＢＰＮ Ｎ ） ， 即用最高层受限玻尔兹曼机
（ Ｒｅｓｔ ｒ ｉ ｃ ｔｅｄｂｏ ｌ ｔｚｍａ ｎｎｍ ａｃ ｈ ｉ ｎｅ ｓ ，ＲＢＭ） 的连接权值初
始化 Ｂ ＰＮ Ｎ 的权值 ， 并对 ＢＰ ＮＮ 进行训练 ， 最终得到
训练完成的深度神经模型 。 实验结果表明这种方法具有
较好的 分割性能 ， 因此本文搭建 的深度学习模型能够为
免疫层析试条的 图像分割与分析提供了一个有效的图像
处理方法 ， 从而实现其定量检测 。
２ 深度学习 网络的模型构建
本文所建 立的 深度学 习网络模型是基于 Ｄ Ｂ Ｎ 以及
ＢＰ Ｎ Ｎ 所构成的 ， 其 中 Ｄ ＢＮ 作为预训练 网络 ， Ｂ Ｐ ＮＮ
作 为分类器 。
２
．
１ 受限玻尔兹曼机
受限玻 尔兹曼机是一 个由可见单元 （ ｖ） 通过 无向
加权连接到隐含单元 （ ｈ ） 而构成 的二分 图 ， 其中 权值
（ ｗ） 表示可见单元和隐含单元之间 的连接权重 ｜４ ＿ ６ ＇８ １ ， 见
图 １ 〇
２
．
２ 深度置信网络
Ｄ ＢＮ是由Ｈ ｉ ｎｔｏｎ与Ｓａ ｌａｋ ｈ ｕ ｔｄ ｉ ｎｏｖ在２００６年提
出 的 首个深度学 习模型。 它 实际上是一个由 多个 Ｒ ＢＭ
组合而成的 多层的 贪婪学 习模型 ｗ ， 见图 ２。 在预训练
阶段 ， ＤＢ Ｎ 从下到上地逐层确定各个 Ｒ Ｂ Ｍ 的参数 ， 其
中低＿级的 Ｒ Ｂ Ｍ 隐含层的输 出可作为 高一级 Ｒ ＢＭ 可
见层 的输入 ， 训 练方 法如 上所述 。 最后 在微调 阶段 ，
Ｄ Ｂ Ｎ 利用误差反向传播方法 （ Ｂ Ｐ ） 来调整整个 网络的
权重 【９１ 。
ＲＢＭ ｎ
ＲＢＭ３
ＲＢＭ，
ＲＢＭ ，
图 ２ 深度置 信 网络结 构 图
２２５ 句
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２ ． ３ 反向传播神经网络
反向传播神经网络 （ Ｂ ＰＮ Ｎ ） 是由众多 的神经元可调
的 连接权值连 接而 成 ， 具有大规模并行 处理 、 分布式
信息存储 、 良好 的 自 组织 自 学 习 能力 等特点 ｌｕ＞ ｌ 。 目 前
Ｂ ＰＮ Ｎ 已经被广泛应用 于计算机视觉和 图像处理方面 ，
其结构见图 ３。
图 ３Ｂ Ｐ 神 经 网络结 构
２ ．４ 本文搭建的深度学习模型结构
层析条图像的每个像素 点进行分 类 ， 因 此可以将其视 为
深度学习 中 常见的分类问题 ， 具体流程见图 ５ 。
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图 ５处理流程
流程中 的顸处理过程可以认 为是将图像进行粗略的
切割 ， 此处使用的是基于 Ｃ ａ ｎ ｄ ｙ 算子的边缘识别方法 ，
将图 像简单 的分割成像素大小为 ５０ ｘ ９ ０ 的两块 中 间 图
像 ， 处理的 流程 以及效 果见图 ６。 这里将图像分成两块
是为 了减小输入网络的样本置以及减少算法 的复杂度 。
均分 两部 分
图 ６ 图 像预 处理过程
本文针对金免疫层析试条图像的特点建立深度学 习
模型 ， 即 Ｄ Ｂ Ｎ 作为预 训练过程 ， 得到 输入样本之间 的
隐藏关系 ， 并将其作为 下一层 Ｂ ＰＮ Ｎ 的初始权值 ， 最
终通过 ＢＰ ＮＮ 完成样本的分类 ， 见图 ４ 。
３ 基于深度学习模型的金免疫层析试条图
像分割
对免疫层析条图像进行精确分割可 以视为 对金免疫
接下来对预处理后 的图像进行特征提取 。 这一阶段
基本决定 了 网络最终识别效果 的优劣 。 需要说 明的是 ，
在本 文的应 用中 由于样本数 目少 ， 为 了提供最终分割的
准确率 ， 所 以本文是先根据免疫层析试条图像的特点进
行特征提取 。 具体如下 ：
选取图像的每一个像素点作 为样本 ， 对于每一个样
本 ， 选取 了 以其为 中心点 ， 像 素大小为 １ ３ ｘ １ ３ 的 正方
形灰度矩阵作为样本的 灰度特征。 对于处于边界的像素
点 ， 使用镜像 方法 １ １ １ １ 获得 超出边界的 像素灰度值 。 由
于检测线的 灰度值会随着浓度增加而减小 ， 所 以取每个
像素点 与整个图像灰度均值的 差值作为差分特征 。 并且
检测线与质控线一般而言都是处于层析条的一个固定空
间 区域的 ， 所以选取 了像素点到 图像中心的距离作为距
离特征 。 至此 ， 输入 深度学 习 网络 的 输入特征选取完
毕 。 需要注意 的是 ， 所有输入网络 的样本都必须进行归
一化 〇
为 了使 网络最后的分类效果更好 ， 对每个像素点进
＆２２６
Ｃ ｈｉ ｎ ｅｓ ｅ Ｊｏｕ ｒｎａ ｌｏ ｆＨ ｅａ ｌ ｔｈ Ｉｎ ｆｏ ｒｍ ａ ｔ ｉｃ ｓａｎ ｄＭａｎａｇｅｍ ｅｎ ｔ ，Ａｐ ｒ ．２０ １ ８ ，Ｖｏ ｌ ． １ ５ ，Ｎｏ ．２中 国卫生信息管理杂志２０ １ ８年４ 月第 １ ５卷第 ２期
图 ８ 样本浓度为 １ ０ ， １ ５０ ， ５０ ０ｍｌＵ／ｍＬ 时 的分割 效
果 （ ａ 为原 图 ， ｂ 为 分割后 的 图像 ）
我们将所有浓度梯度 的分类误差列表 ， 同 时将其与
只使用 Ｄ ＢＮ 方法进行分类的分类误差做对比 ， 见表 １ 。
表 １ 不 同浓度梯度的分类误差
浓度
（
ｍ
ｉ
ｌ） ／
ｍ Ｌ）
质控线分类误差
（ ％ ）
测试线分类误差
（ ％ ）
１ ０
３ ５
７５
１ ００
１ ５０
２００
３ ００
４ ００
５ ００
平 均值
本文方
法
１ ．８
２ ．９
０ ．９
０ ．５
１ ．３
１ ．５
０ ．６
１ ． １
１ ．５
１ ．３
仅
ＤＢＮ
方法
１ ． ９
３ ．２
０ ．６
０ ．３
０ ． ８
３ ． ５
１ ．６
２ ．０
１ ．２
１ ． ６８
本文 方
法
５ ． １
０ ．３
０ ．６
０ ．６
０ ．４
０ ．４
０ ．８
１ ．４
１ ． １
１ ．２
仅
ＤＢＮ
方法
３ ． ４
３ ． ７
２ ． ０
４ ． ８
１ ．７
１ ．９
４ ．９
２ ．６
０ ．３
２ ． ８
本 文 方 法 为 金 免 疫 层 析 条 的 图 像 分 割误 差 在
１％ ？２％ 之间 。 相较于传统的 Ｄ Ｂ Ｎ 方法 ， 本文方法在
性能上有 了一定的提高 。
５ 计算特征量实现定量检测
根据朗伯 － 比尔定律 ， 相对积分光密度 （ Ｒｅ ｌ ａ ｔ ｉ ｖｅ
ｉ ｎ ｔｅｇ ｒａ ｌｏｐ ｔ ｉｃａ ｌｄ ｅｎｓ ｉ ｔｙ ，Ｒ Ｉ 〇Ｄ ） 可以用来评估 目标分析
物的浓度 ， 因此本文用 Ｒ Ｉ 〇Ｄ 作为 Ｇ Ｉ Ｃ Ｓ 最终定量检测
的特征参数 ［ １ ２ ］ 。 相对积分光密度计算公式如下 ：
Ｒ Ｉ０Ｄ＝
Ｉ０Ｄ
ＪＯＤ
Ｔ
Ｃ
＼＞ＮＺｉ ｉ＝ ｌｇ每
（ １ ０ ）
ＤＡＴＡＭ ＩＮ ＩＮＧＡＮＤ
行 了人工添加标签这一过程 ， 对于分类问题 ， 标签只需
要两个即可 。
对于网络训练阶段 ， 使用上述 ３ 个特征作为 第一层
ＲＢ Ｍ 的可见层输入 。 逐层训练后得到输入数据之间 隐
藏的 相关性 ， 将最后一层 Ｒ Ｂ Ｍ 的连接权重作为 Ｂ Ｐ ＮＮ
的初始权重 。 然后将样本输入 Ｂ ＰＮ Ｎ 并且进行 Ｂ Ｐ ＮＮ
的前馈与反馈传播 ， 得到具有辨识力 的 Ｂ ＰＮ Ｎ 分类器 。
最后在测试阶段 ， 只需要对训练完成的深度网络进行一
次前 向传播即可得到想要的分类结果 。
４ 实验结果与分析
根据 以上所提到 的 图像预处理过程 ， 对于训练集 ，
将 ２２ 个具有不同 浓度梯度的 图像作为训练样本 ， 因此
输入 网络 的训练样本总数 为 ２ ｘ ２２ ｘ ５ ０ ｘ ９０ 个 ， 而且
每个样本的维度为 １ ３ ｘ １ ３＋２ ＝ １ ７ １ 。 对于测试集 ， 使
用 ５ 个浓度梯度的图像作为测试数据 ， 所以测试样本总
数为２ ｘ ５ ｘ ５０ ｘ ９０ 〇
经过大量的训练拟合测试后 ， 发现 当 ＤＢ Ｎ 具有两
个 Ｒ Ｂ Ｍ 层 ， 且每个 Ｒ Ｂ Ｍ 具有 １ ００ 个神经元 ， Ｂ ＰＮ Ｎ
具有 １ ００ 个神经元 ， Ｒ Ｂ Ｍ 迭代次数为 ３ ０ 次 ， ＤＢ Ｎ 迭
代次数为 ２０ 次 ， Ｂ Ｐ 神经网络迭代次数为 １ ５次 时 ， 训
练 出来的 网络误差 比较理想 ， 训练过程 明显呈现收敛的
趋势 ， 见 图 ７ 。
图 ７ 网络训 练 结果
为了验证本文方法分割 的性能 ， 选择含有不同浓度
梯度的 目标分析物的样液作为测试样品 。 当 目 标分析物
分别取低 、 中 、 高浓度时 ， 通过本文方法分割 Ｇ Ｉ ＣＳ 图
像的结果 ， 其中 目标分析物的浓度取值分别 为 １ ０ 、 １ ５０
和５００ｍ ｌ Ｕ／ｍ Ｌ ， 见图８。
ＩＯＨ 数据挖掘与
■
利
１
用
（ ａ）
ＩＦ
ＵＯＯ
ｇ
（ａ ）
－
１
０＾
－
（
ａ
）
ｉ
ｉ
２２７ ３
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１＞■
０４ １ 一 １＇＇
０ １ ００２００３ （Ｋ ） ４００５００６ ００
样本浓度 （ｍ 丨Ｕ／ｍ Ｌ）
图 ９ 样本浓度 与 相对积 分光 密度的拟合线
通过本文 网 络分割 而 来的 图 像 ， 其相对积分光 密
度和浓度之 间具有 良好的对应关系 ， 其相关 系 数 Ｒ ２ 为
０ ． ９６ ７４ 。 所以可以认为 ， 本文所构建的 ＤＢ Ｎ＋Ｂ Ｐ Ｎ Ｎ
这一深度学习模型是一种有 效 的金免疫层析试条定置检
测方法 。
６ 结论
本文提出 了 一种新的基于深度学 习的 金免疫层析试
条定量检测方法 。 首先采用 Ｄ Ｂ Ｎ 与 ＢＰ ＮＮ 精确地分割
出 Ｇ Ｉ Ｃ Ｓ 图像 中的检测线和质控线 ； 然后对分割结果计
算特征量从而实现定置检测 ； 将像素点的 灰度特征 、 距
离特征 、 差分特征输入到 Ｄ Ｂ Ｎ 网络中进行训练 ， 使其
学 习到更加抽象 的特征 ， 并且使用 最高层 Ｒ ＢＭ 的连接
权值初始化 Ｂ ＰＮＮ 的 权值 ， 学 习样本得到 具有辨识力
的 Ｂ ＰＮ Ｎ 分类器 。 实验结果表明 ， 本文方法能够将检
测线和质控线 以极小的误差 （ ５％ 以内 ） 从图像 中分割
出来。 为了验证该方法的有效性 ， 我们还选取了 不同浓
度的 Ｇ ＩＣ Ｓ 图像进行直线拟合 ， 结果表明本文方法具有
其 中 丨 ０Ｄ 代 表 积 分 光 密 度 （ Ｉ ｎ ｔｅ ｇ ｒａ ｌｏｐ ｔ ｉ ｃ ａ ｌ
ｄ ｅ ｎｓ ｉ ｔ ｙ ，Ｉ０Ｄ ） ， Ｉ０Ｄ Ｔ 和 丨０ＤＣ 分别表示检测线和 质控
线的积分光密度 Ｇ ｔ 和 Ｇｃ 分别表示检测线与质控线上
的像素 的灰度强度 。 Ｇｏ 表示图像的平均灰度强度 。
通过最小二乘法得到 的拟合直线用于描述浓度与相
对积分光密度 的关 系 ， 水平轴表示样本浓度 ， 而纵轴则
表示根据公式 （ １ ９ ） 计算 的 相对积分光密度的对应值 ，
见图 ９ 。
７ ｒ
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