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モジュール型強化学習は，全入力の一部を入力し，
制御を学習する制御モジュールと，制御モジュー
ルを状況に合わせて適切に選択するよう学習する
選択モジュールで構成される．各モジュールはQ-
leamingによって学習される．modular-RLの各制
御モジュールは，全入力の一部を入力するので，入
力次元を少なくでき，単純な制御に分割し個々に
学習することで，複雑な制御の学習も可能になる
modular-RLを用いることで,従来の強化学習のまま
では困難な制御の学習が可能になることが示されて
いる[３１[4][5Ⅱ6｝しかし,入力次元がさらに大きくな
る場合,学習が困難になる場合があった[5}モジュー
ル型強化学習とＩＮＧnetを組み合わせることにより，
さらに効率的な学習法になるのではないかと考え，
有効性を検討した．本研究では，３種類の制御課題
にＲＬ(INGnet)またはmodular-RL(INGnet)を適
用し，有効性を検討した．特に課題３は，３種類のセ
ンサ情報を用いる必要がある複雑な課題であり，２種
類のセンサ情報の組み合わせ(''AND''条件)により，
ターゲットを認識する必要がある．これらの課題を
用いて，modular-RL(INGnet)が，課題に対し適切
な空間表現法を自律的に学習できるか検討した．
１．はじめに
強化学習(Reinforcementlearning：以下ＲＬ)[1］
は，エージェントが環境との試行錯誤により行動の
目標に応じた報酬の総和を最大にするような行動則
を独得するための枠組みである．制御結果に対する
評価だけを用いて学習し，制御対象に対する事前知
識を必要としないため，幅広い制御対象に適用でき
る可能M三がある．しかし，強化学習特にtemporal
diflerencelearning(ＴＤ学習)では，現在と次の時間
ステップの状態における推定値の差を用いて学習す
るため，ＣＭＡＣやガウス関数などの局所的な基底
関数で構成される関数近似法を用いる必要がある．
従って入力次元が増えると必要とするユニット数
が指数関数的に増大してしまうという問題がある．
ＣＭＡＣは，この問題を緩和することができるが，根
本的な解決法ではない一方，INGneC(Incremental
NormalizedGaussianNetwork)[2]は局所的な近似
を行なうと同時に，基底関数がカバーしている範囲外
の状態空間の領域も緩やかな外挿によって汎化する
正規化ガウス関数を』逐次的に配置する状態空間の表
現法で，課題に適応してユニットを配置できるので，
少ないユニット数で処理することができる．しかし，
更に入ﾉ｣次元が高次元になるとＩＮＧnetでも対処で
きなくなる可能性がある．ＣＭＡＣでユニット数の増
人に対処するために我々は,モジュール型強化学習
(modularrcinforcementlcarning：以下modular‐
ＲＬ)を提案し,有効性を検討してきた[3Ⅱ４１[5｝そこ
で,modular-RLにおいて，ＣＭＡＣではなくＩＮＧnet
を用いることで，より複雑な制御に適用できるように
なるのではないかと考え，ＩＮＧnetを用いたモジュー
ル型強化学習(modu1ar-RL(INGnet))の有効性につ
いて検討した．ここで，従来のＣＭＡＣを用いたモ
ジュール型強化学習をmodul虹-RL(CMAC）と呼ぶ
こととする．
2．状態空間表現法
2］ITlcrementalNor1nalizedGaussianNetwork
（INGnet）
ＩＮＧnetは入力空間を柔らかく領域分割する手法
で，ある条件に従って正規化ガウス関数を逐次配置
する．この手法は，入力空間の必要な場所に基底関
数を配置するため,記憶量が少なくできる可能`性が
ある与えられたｎ次元の入力ベクトルＸ(t）＝
(z,,.…,z"）に対して,ｋ番目のユニットの活性化関
数は,次のように計算される．
αｋ(ｘ)＝e-当||Ｍ腱(x-qt)||’ (1)
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ここで,cAは活』性化関数の中心であり,Ｍｂは活性
化関数の形状を決定する行列である．
次に,活性化関数ｑＡを各点で総和が１なるように
正規化したものを基底関数６Ａとする．
αA(ｘ）６A(ｘ)＝囚舟=,αm(ｘ） （２）
ここで,Ｋは基底関数のユニット数であるＪＮＧnet
では,誤差がある基準ｅｍＱ⑳より大きく，すべての存
在するユニットの活性度がある閾値Ｑｍｚｎより小さ
ければ,つまり
’9(⑪)－"(:")|＞ｅｍｑｍｑｎｄｍｑ`nAqA(z)＜ｑｍｍ（３）
である.与えられた制御課題から，制御できるよう
状態空間を分割し，モジュールに割り当てる．各制
御モジュールは，状態空間の一部を入力とし，状態
に対する適切な制御を学習する．選択モジュールは，
各制御モジュールの制御結果の予測値（行動価値関
数）を入力とし，状態に対する適切な制御モジュー
ルを選択するように学習する．選択モジュールによ
り，選択された制御モジュールの選択した制御がシ
ステム全体の制御出力となる制御結果に対する報
酬はすべてのモジュールに与えられる．
3.2学習アルゴリズム
各モジュールはQ-learningまたはSarsa(入)で学
習し，各モジュールの状態表現には，ＩＮＧnetと
CMAC[3][4Ⅱ5][6]を用いる以下には状態表現法
ＩＮＧnetを用いた場合の学習アルゴリズムを示す．
制御モジュールｍの状態Ｓｍ，行動αに対する近似
行動価値関数９ｍ(Sm,α)及び，選択モジュールの状
態８ｓ，制御モジュールｍに対゛する近似行動価値関
数９s(ss,、)は次式で計算される．
のときに新しいユニットを配置する[2］学習初期
において荷重の計算が＋分でないため，関数の近似
誤差が多いことを考慮して，ｅｍＱェは試行回数に応じ
て次のようにした．
emQm＝U5emp(－T/、） (4)
ここで，Ｔは現在のEpisode回数，Ｔｌは１試行の
Episode回数とした．新しいユーットは，ｃＡ＝Ｘ，
ノリルーｄｊｑルガ)で初期化した．ここで仇は活性化
関数の半径の逆数であり，本研究では新たに配置さ
れるユニットの/'2は一定とした。
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ここで，ロｍは制御モジュールｍのパラメータベ
クトル，がｓは選択モジュールのパラメータベクト
ル，のsmqは制御モジュールｍの行動αに対する状
態を表す特徴ベクトル，５s蟹ｍは選択モジュールの
モジュールｍに対する状態を表す特徴ベクトルであ
るｎｍ，ｎｓはそれぞれ制御モジュールｍの状態・
行動のユニット数』選択モジュールのユニット数で
ある．
選択モジュールはＱ・(ss,、）に基づき，制御モ
ジュールを選択する．選択された制御モジュールは
Ｑｍ(Sm,α)に基づき，行動を選択するモジュール，
行動は９値に依存した確率でランダムに選択する．
制欄Iモジュールのパラメータの更新は］次式で
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図１モジュール型強化学習('llodulaT-RTJシステムの
構成
modular-RLは，図１に示すように複数の制御モ
ジュールと選択モジュールから構成されるシステム
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4．制御対象と制御課題
4.1制御対象
本研究では，制御対象としてKheperaロボット
(図２(a)）を用いるロボットのモデルは，ニース
大学のOlivierMichelが開発した，Kheperaシミュ
レータ[7]を基本とし，各センサの実測データ等を基
にプログラムを修正したものを用いた．このシミュ
レータを用いて制御学習のシミュレーションを行っ
た．Kheperaロボットの各センサのうち，赤外線セ
ンサ(図２(b)）の距離センサモードと。光センサモー
ド，－次元ＣＣＤアレイ（課題３のみ)を用いた．
行う．
’'０ｍt≠ｍ
ｒＬ+,＋γmQm(s碑,,q`+'）
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ここで，ｍｔは時刻ｔで選択された制御モジュー
ル，ａｔは時刻ｔで選択された制御，ｒ(t)は時刻ｔで
の報酬である．７ｍ，αｍはそれぞれ制御モジュール
に対する減衰率，学習率である．e7rLは制御モジュー
ルｍの適格度トレースである選択モジュールのパ
ラメータの更新は次式で計算される．
a）
ff＝rt+,＋γsQs(sf+1,ｍ`+'）
－Ｑｓ(sf,ｍｔ)－fm化） ｂａｃｋ
国、虚⑪red露､鴬｡ｒ
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(7)(｡＝1,2,…,ｎs） 図２Kheperaロボット．（a)概観写真．（b)赤外線センサ
配置図．数字はセンサナンバ．
ここで，”ａｓはそれぞれ選択モジュールに対す
る減衰率，学習率であるｆｍＬは，時刻tで選択され
たモジュールｍｔで計算されたＴＤ誤差であるｅｓ
は選択モジュールの適格度トレースである．
適格度トレースは，累積トレースを用いる．次式
により計算する．
4２制御課題
制御課題として以下の３つの課題を行なった．ロ
ボットの行動は,左旋回，前進,右旋回の３つとする．
ロボットが行動を実行し次の状態を観測するまでを
1Stepとし，成功・失敗までを１Episodeとするα＝ｑｔ１ｂｓＴ,Lα＝６s”uqt
otheMZse
入me､(i)＋6…(i）
入me、(z）論(`)-（
蘂(0-｛
４２１制御課題１の報酬関数
図３(b)のような環境で，壁に衝突せず，壁沿い
(距離センサの計測値が一定の範囲内）を移動するこ
とが課題である．この課題では距離センサ値のみを
入力するので,modular-RLを用いず,ＲＬ(INGnet）
とＲＬ(CMAC）を比較した．壁沿いを２０００回連続
で走行した場合成功とし，＋３の報酬を与えた．ま
た，壁沿いを走行している場合は＋０．１，壁に衝突す
る，一定回数以上その場で回転する，一定ステップ以
内に成功しない場合は，失敗として，－１の報酬を与
えた．その他はＯを与えた．シミュレーションの条
('＝1,2,…,nｍ）
α＝ｑＬ１ｂｓ劃、＝ｂｓ夢m1
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ここで，入れは制御モジュール77zに対するトレー
ス減衰率，入ｓは選択モジュールに対･するトレース減
衰率である．
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件は，1000Episodeを１試行とし５０試行行なった．
制御成功を１０Episode連続で行なうことができた場
合，学習が完了したとした．
５．学習システム
５．１制御課題１
空間表現法ＩＮＧnetの有効`性を検討するために,
ＣＭＡＣを用いた強化学習(RL(CMAC)）とINGnet
を用いた強化学習(RL(INGnet)）で制御学習を行
なった制御対象に与える入力は(D野-b十,2魁),(z＝
1,2,3,4)の４個の距離センサ値を入力とする（Ｄは
距離センサ値，ｌiはセンサナンバを示す（図２(b))）
ＣＭＡＣの場合はタイル数を５とし，距離センサ
の最大値２０４８をそれぞれ１０分割で均等にタイリ
ングした。学習パラメータはα＝0.2,7＝０９，
入＝０．７，Ｔ＝００８で設定した．ＩＮＧnetは距離セ
ンサの基底関数の形状をMtz＝ｄｉｑｇ(０００３)，ＭＦ
ｄｚＱ９(0005)，Ｍｄ＝ｄｉＱｇ(001)の３通りで学習を
行なったＪＮＧnetの学習パラメータはα＝０．０６
，７＝０８，入＝０．８，ｑｍｚ九＝０２，初期基底関数位
置c(0)＝[200,200,200,200]とした．
4２２制御課題２の報酬関数
図４(b)のような環境で，壁に衝突せずに，ラン
プに到達することが課題である．ランプに到達し
た場合は成功とし，＋１の報酬を与えた．失敗は課
題１と同様である．シミュレーションの条件は，
2000Episodeを１試行とし５０試行行なった．制御
成功を１０Episode連続で行なうことができた場合，
学習が完了したとした．この課題は，距離センサと
光センサを用いるので，距離センサを入力とする障
害回避モジュール,光センサを入力とする光モジュー
ルと選択モジュールからなるモジュール型強化学習
システム(modular-RL)で学習した．Ｒｎ(INGnet)，
modular-RL(INGnet)，modular-RL(CMAC)で学
習を行ない，結果を比較した．
５．２制御課題２
ＲＬ(INGnet),modular-RL(INGnet),modular-
RL(CMAC)の比較を行なった．障害回避モジュー
ルは課題１の入力と同様とした．光モジュー
ルにはmjn(O2f-1,O2i)，（Ｚ＝1,2,3,4）の４個
を入力とする（Ｏは光センサ値，Ｚはセンサナ
ンバを示す（図２(b)皿選択モジュールは各
制御モジュールの，現在の状態で計算される最
大のＱ値２個を入力とするＲＬ(INGnet）の
学習パラメータは，α＝0.7,7＝０９，入＝0.7
,Ｔ＝００５，α…＝０３，初期基底関数位置c(O)＝
[2000,2000,2000,2000,500,500,500,500］とした
障害回避モジュール，光モジュール，選択モジュー
ルは，ＣＭＡＣの場合はタイル数を５とし，障害回
避モジュールは距離センサの最大値２０４８を，光
モジュールは光センサの最大値５００を，選択モ
ジュールは－１から１までを，それぞれ５分害'｣し均
等にタイリングするmodular-RL(ＣＭＡＣ）の学
習パラメータはαｍ＝０．８，/、＝02,入、＝０．６
，７%ｚ＝００１，ａｓ＝０４，７ｓ＝０２，入ｓ＝０．８
，，ｓ＝００８とした．modular-RL(INGnet）の
障害回避，光，選択モジュールの基底関数の
形状はＭｄ＝ｄＺｑ９(０００５)，Ｍ＝ｄZag(003）
,Ｍ，＝ｌＺＷ(10）とした．modular-RL(INGnet）
４２．３制御課題３の報酬関数
課題３は，図５(b)のような環境で，壁やダミー
を避けて，ターゲットに到達することが課題であ
る．ターゲットに到達した場合は成功とし，＋１の
報酬を与えた．失敗及びシミュレーションの条件は
課題１と同様である．ターゲットは，ランプが点い
た黒い棒である．ダミーはランプのみと黒い棒のみ
である．ターゲットとダミーを区別するためには，
光センサと－次元ＣＣＤアレイの，，ＡＮＤ'，条件を識別
する必要がある．この課題は，距離センサ，光セン
サ，－次元ＣＣＤアレイを用いるので，障害同避モ
ジュール，光モジュール，－次元ＣＣＤアレイデー
タから得られた情報を入力とするＣＣＤモジュー
ルと選択モジュールからなるモジュール型強化学
習システム(modular-RL)を用いた．課題２と同様
にＲＬ(INGnet)，modulm-RL(INGnet)，modular‐
RL(CMAC)を比較したＣＣＤモジュールは，黒い
棒を認識する左端のピクセル番号と棒の'幅の２個を
入力とする．
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の学習パラメータは，αｍ＝0.5,,ｍ＝08,
入れ＝０．８，Ｉ１７ｚ＝006,ａｓ＝0.3,7ｓ＝０．８，
ルー０．８，Ｔｂ＝0.07,ｑｍｉｎ＝０．３とした．（制御
モジュールは全て共通）各手法のモジュール型
強化学習の障害回避，光，選択モジュールの初期
基底関数位置はｃd(O）＝［2000,2000,2000,2000］
,Ｃｌ(O)＝[500,500,500,5001,Ｃｓ(O)＝[0,01とした
n）１．０
０．８
，nlGnel(0.005）
DJCI1et(0.003）§Q６
Ｕｂ
Ｈ３
８００４
戸
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[b〕5.3制御課題３
制御課題３では，赤外線センサの距離セン
サモード，光センサモード，一次元ＣＣＤア
レーの３つのセンサ情報を入力とした１０入力
で制御学習を行なうＲＬ(INGnet）の学習パラ
メータは,α＝0.7,7＝0.8,入＝０．８，ｑｍｍ＝
０３，Ｔ＝００４，初期基底関数位置ｃ(O）＝
[2000,2000,2000,2000,500,500,500,500,0,0]とし
た．障害回避モジュール，光モジュール，選択モ
ジュールは，ＣＭＡＣの場合のタイル数などは制御課
題２と同様とする．ＣＣＤモジュールのタイル数は
７とし，入力ピクセル数６４を９分割し均等にタイ
リングする．modular-RL(CMAC)の学習パラメー
タは，α､z＝0.8,7ｍ＝08,入、＝0.5,Ｚ７ｚ＝００１，
ａｓ＝０６，７ｓ＝08,エー0.003,入ｓ＝０．５とした．
modular-RL(INGnet)の障害回避,光,CCD，選択モ
ジュールの基底関数の形状はＭａ＝ｄＺｑｇ(０００５）
，Ｍｊ＝ｄZag(００３)，〃。＝ｄｉｑｇ(０２)，〃。＝
dZag(10）とした．modular-RL(IXGnet）の学習パ
ラメータは，α、＝0.2,7ｍ＝ｑ8,入nm＝０．８
，Ｔ１１ｚ＝008,ａｓ＝0.1,7ｓ＝08,入ｓ＝07,Ｌ＝
００７，qmi”＝０２とした（制御モジュールは全
て共通）．各手法のモジュール型強化学習の障
害回避，光，ＣＣＤ,選択モジュールの初期基底関
数位置はcd(O)＝[2000,2000,2000,2000]，Ｃｌ(O)＝
[500,500,500,500ＩＣ｡(O)＝[0,0]，Ｃｓ(O)＝[0,0,0］
とした．
！
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図３制御課題１の結果．（a）学習曲線．ＣＭＡＣ
はＲＬ(CMAC)，INGnet(０００５)：INGnet(０００３)，IN-
Gnet(001）は，ＲＬ(INGnet）で,Ｍ１＝ｄZag(０００５)，
Ｍｉ＝ｄＺＱ９(０００３)，Ｍｉ＝ｄｊｑｇ(001）を示す．INGnet
の平均ユニット数は，IxGnet(０００５）は約５４個，IN-
Gnet(0003)は約36個INGnet(001)は約158個であっ
た．（b)RL(INGnet,Ｍｔ＝ｄＺｑ９(0005)）で学習された制
御によるロボットのilりし跡(×:スタート地点）
幅の基底関数を用いれば（RL(INGnet)Ｍ(i）＝
diiQ9(０００５))，ＲＬ(CMAC)より効率よく学習できる
ことが分かった．ＣＭＡＣは不必要な状態に関しても
計算しなければならないので,最適な制御を学習する
のに時間がかかってしまうと考えられる．課題１は，
壁沿いであることを維持するために,距離センサ値
の細かい違いを区別する必要があるそのため，ＩＮ－
Ｇｎｅｔの基底関数の幅を適切な値に設定する必要が
あった．幅が大きすぎる場合(Ｍ(i)＝ｄZag(０００３)）
も細かすぎる場合(Ｍ(j）＝ｄｔｑｇ(001)）も学習が
遅くなった．基底関数の幅が小さすぎる場合は，
ユニット数が多くなるため，学習に時間がかかっ
たと考えられる．特に学習初期の成功率が低かっ
た．図３(b)は学習された制御によるロボットの軌
跡を示す．壁沿いを移動できていることが分かる．
6．結果と考察
6.1制御課題１
図３(a）はＲＬ(CMAC）と基底関数の幅を変え
たＲＬ(ＩＮＧnet）を比較した結果である適切な
浅野翼・山田訓1６
a）1.0
0.8
表１制御課題２におけるＲＬ(INGnet)，modular-
RL(蕨Gnet)，modu]ar-RL(ＣＭＡＣ)のユニット数と計
算時間．
６
４
０
０
Ｕ詞塵坐避８．ｍ
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RL(WGneO１１０．７０８１７９０．５
|i;:$p''…modtJb伝ＲＬ(ＣＩＷＩ９６３７５．００，８７５ｓ5２ 0.2
全ユニット数(ﾉvbu),1ユニットの計算時間(、ｕ),全ユ
ニットの計算Ⅱ寺間(ＺＭ）
DIO】
1６ 500１０００iSOO
NumbcrofEplsodc
２０００
(b）
RL(CMAC）とＲＬ(INGnet)のユニット数を比較す
ると，ＣＭＡＣでは５×104個のユニットが必要であ
るが，〃ん＝ｄＺｑ９(０００５)のＲＬ(INGnet)では，平
均５４個であった．それぞれの計算時間を比較する
と，各ユニットの計算時間は,ＣＭＡＣはＩＮＧnetの
約1/１０であるが，ユニット数が大きく異なるので，
全体としてはＲＬ(INGnet)の約７５倍であることが
分かった．
llnllI】
6２制御課題２
図４(a）は，課題２での学習結果を示す．
modular-RL(CMAC）とmodular-RL(INGnet)，
RL(INGnet）の最終的な成功率はあまり変わらな
いが，modular-RL(CMAC）は学習初期の成功率
が低く，学習が遅かった．modular-RL(INGnet)と
RL(INGnet)の学腎に違いはなかった図４(b)は，
modular-RL(INGnet）で学習された制御によるロ
ボットの軌跡を示す．ランプ付近では，光モジュー
ルが選択され，適切なモジュール選択が学習できて
いることがわかる．一方，各手法のユニット数を表１
に示す．課題１と同様，ＩＮＧnetを用いた場合には，
ユニット数は少なくてすむので，全体としては，約
1/１０の計算時間である課題２では，学習効率，ユ
ニット数の両方において，ＲＬ(INGneb)とmodular-
RL(INGnet)の違いはなかった課題２は，入力が
8次元と小さいので，modular-RL(INGnet)の性能
が発揮できなかったのではないかと考えられるそ
こで、より入力次元の大きい課題３の学習を試みた．
図４制御課題２の結果．（a)RL(INGnet)，modular-
RL(INGnet)，modular-RL(CMAC）の学習曲線（bl
modular-RL(INGnet)で学習された制御によるロボット
の軌跡．
数では，ほとんど学習できなかった．modular＝
RL(INGnet)はＲＬ(INGnet)より学習速度が速く，
最終的な成功率も高かった．また，表２に示し
たユニット数の点でもmodular-RL(INGnet）は
RLUNGnet）より優れており，約１/６のユニット
数であった．図５(b)は，modular-RL(INGnet)で
学習された制御によるロボットの軌跡で，ターゲッ
ト付近では光モジュールやＣＣＤモジュールが選択
され，適切なモジュールが選択され，ターゲットに
到達できていることが分かる．以上のことから，高
次元入力の制御課題を，modul虹‐RL(INGnet)が効
率よく学習できることが分かった．
6.4パラメータ依存性
新たな制御課題にmodular-RL(INGnet）を適用
するには，パラメータを適切な値に設定する必要が
ある障害回避制御と課題３を用いて，パラメータ依
存性を調べ，適切なパラメータ設定について，検討
6３制御課題３
図５(a)は，課題３の学習結果を示すXmodular‐
RL(CMAC）は非常に学習が遅く，このEpisode
適応性のあるモジュール型強化学習法 1７
１の←⑰正のの①。○コの
、
１表２制御課題３におけるＲＬ(INGnet)，modular-
RL(rNGnet)，modular-RL(CMAC)のユニット数 ８
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光モジュールのユニット数(Ｍ))CCDモジュールのユ
ニット数(jVJ,選択モジュールのユニット数(ﾉＶ６）
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|又'６障害回避制御と制御課題３についてＩＮＧnetを適用
させたＲＥとmoudlar-RLでのパラメータ牌を変化させ
た結果．obstacleavoidanceは障害回避制御，ＲＬは強化
学習，ｍ－ＲＬはモジュール型強化学習，obstacle・light・
ＣＣＤはそれぞれ障害回避・光・ＣＣＤモジュールの基底関
数の形状を変化させたことを表す．
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図７障害回避制御と制御課題３についてＩＮＧnetを適用
させたＲＬとmoudlar-RLでのパラメータα７，zｨ？↓を変化
させた結果．図５制御課題３の結果（a)RL(INGnet)，modular-RL(nVGnet)，modular-RL(CMAC）の学習曲線（b)，
modular-RL(INGnet)で学習された制御によるロボット
の軌跡．
ｉ
８
６
４
２
ａ
０
０
０
①学⑩正のの①。。．⑪
した・図６は基底関数の形状を表す定数ﾉﾙ,iを変化さ
せた場合の最終平均成功率を表す．距離センサや光
センサを処理するモジュールでは，ガウス関数の相
対的な幅が０．１～０２に相当する/ｊｉの場合，成功率
が高かった(図６a）一方，１次元ＣＣＤアレイの情
報を処理するモジュールでは，相対的な'幅が００３に
相当する腕の場合に成功率が高かった(図6b）セ
ロ 1.2Ｗｌ０．２０，４０．６０．８l
ThresholdfbrerroiFs
ロ
図８障害回避制御と制御課題３についてＩＮＧnetを適用さ
せたＲＬとmoudlar-RLでのパラメータＢＴ＝ｅ⑰p(￣Ｔ/Ｌ）ｅ７ＴＬロエ
を変イヒさせた結果．
1８ 浅野翼・山田訓
ンサの種類により，適切な仰が異なるが，図６に
示すようにJuz依存性はいずれも緩やかであるので，
ﾉﾑｶﾞの値を厳密に設定する必要はないと考えられる．
図７は，ｑｍｉ几を変化させた場合の最終平均成功率を
表す．αm碗＝０．１～０３のとき，成功率が高いこと
が分かった．図８は，Ｂｒを変化させた場合の最終平
均成功率を表すｃγ＝０．５のとき，成功率が高いこと
が分かった．これらの結果よりｃＩｍｉ”とＢｒは，障害
回避と課題３で最適値がほぼ一致し，同様の傾向を
示した．腕は入力によって最適値は異なるが，依存
性が緩やかであった．従って，本研究で用いたパラ
メータで多くの課題を学習できるのではないかと考
えられる．
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７．まとめ
制御課題１の結果より，適切な幅のＩＮＧ１１ｅｔを用
いれば，センサ値の細かい違いを区別する必要のあ
る課題を学習できることが分かった．制御課題３の
結果より，modular-RL(INGnet)を用いれば，高次
元入力の制御課題も効率よく学習できることが分
かった．
今後はさらに複雑な制御課題にmodular-
RL(INGnet)を適用し，modular-RL(INGnet)の可
能性を検討したいと考えているまた，基底関数の
'幅を学習によって適応させる方法や実機での制御学
習にも取り組みたいと考えている．
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TheadaptivemodularreinforcemelltIeaTningsystemwasproposedtoapplythereinforcementlearning
intomorereaUsticcontrolproblems･Thelearningsystelniscomposedofsomecontrolmodulesanda
selectionmodule、AllmodulesofthissystemarecalculajtedbyusingtheincrementalnormalizedGaussian
networks(INGnet）Itleamedthetask,wherethe''AND”conditionoftwotypesofsensorinfbrmation
shouldbediscriminated，morequicklythanthemodularreinforcementlearningusingCMAOorthe
reinforcemenblearningusingINGnet，Ｓｍｃｅｔｈｅｎｕｍｂｅｒｏｆｔｈｅｐｒｏｃｅｓｓｉｎｇｕｎitsoftheadaptivemodular
reinforcemcntleamingwassmallerthanthatofthereinforcementlearningusingmGnet1itisconsidered
tohavetheabilitytoobtainmoreappropriaterepresentationsfbrthecontroL
Keyworlds：reinforcementlearnlngiincrementalnormalizedGaussiannetworksimodularreinfbrcemem
learning．
