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Abstract
This work focuses on finding optimal barrier policy for an insurance risk model when the dividends are paid to the share holders
according to a barrier strategy. A new approach based on stochastic optimization methods is developed. Compared with the existing
results in the literature, more general surplus processes are considered. Precise models of the surplus need not be known; only
noise-corrupted observations of the dividends are used. Using barrier-type strategies, a class of stochastic optimization algorithms
are developed. Convergence of the algorithm is analyzed; rate of convergence is also provided. Numerical results are reported to
demonstrate the performance of the algorithm.
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1. Introduction
Recently, there has been growing interests to reduce or to eliminate taxes on dividends to encourage corporations
to pay more dividends. In fact, the problem of optimal dividend payments has been studied in the actuarial literature
for about five decades. Compared with the classical treatment in risk theory, which allows the surplus of a company to
increase without bounds for determination of the ruin probability, De Finetti [8] suggested that the dividend payments
ought to play an important role in 1957. Using a discrete-time model, he considered the problem that the company
gains +1 with probability pi > 1/2 and −1 with probability 1 − pi . The problem has attracted considerable interest;
see [3–5,9,10] and [6] for subsequent developments and recent results.
Owing to the important role of dividend optimization in the new era, a host of researchers have reconsidered the
optimization of dividends recently. In particular, Asmussen and Taksar [1] studied this problem using the results from
the theory of controlled diffusions. They assumed that the surplus process follows a Brownian motion with drift where
the control variable is the dividends. Paulsen and Gjessing studied the optimal choice of dividend barriers in [17], in
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which the surplus is a jump–diffusion process. In a subsequent work [18], Paulsen treated optimal dividend payouts
for diffusion with solvency constraints. Using a stochastic control approach, Gerber and Shiu considered optimal
strategies for dividend optimization of diffusion models in [11], which provides an illuminating discussion on the
insight of the barrier strategy. This line of work was continued in [12] for the compounded Poisson type of surplus,
and in [7] for Brownian motion model with credit and debit interest.
Although the aforementioned papers provide insight and intuition on the optimal dividend seeking problems, unless
the underlying models are very simple, frequently, there are no closed-form solutions available. Due to the needs from
the various modeling points of view, formulation of dividend optimization problems often results in complex models
in order to take into consideration of the various scenarios arising in insurance practice. For example, in lieu of the
diffusion models and/or jump–diffusion models, one may consider such models with regime switching modulated by
a continuous-time Markov chain, in which the Markov chain is used to delineate the random environment. One could
also replace the diffusion coefficient by a stochastic process (similar to the stochastic volatility models used in option
pricing in a stock market). Such effort will inevitably make the models much more realistic. Nevertheless, various
considerations will no doubt increase the computational complexity. As the complexity of the problems increase, one
is contended with the numerical solutions. Thus it is of vital importance to develop efficient numerical methods.
One of the alternatives is numerically solve the corresponding differential equations (known as
Hamilton–Jaccobi–Bellman (HJB) equations in stochastic control and systems theory). Different from this approach,
to develop on-line stochastic optimization algorithms is our main motivation and concern in this paper. Compared
to all the existing results up to this point, we do not attempt to solve the HJB equations, but rather convert it to a
stochastic optimization problem. By focusing on barrier-type strategies, we develop a new approach using stochastic
approximation methods. Originally, stochastic approximation (SA) method was initiated in [19] for finding roots of a
continuous function f (·), where either the precise form of the function is not known or it is too complicated to compute
and only “noisy” measurements are available. Another original aim of SA is concerned with the minimization of a real-
valued function using only noisy functional measurements yn . In 1952, Kiefer and Wolfowitz [13] proposed a recursive
algorithm to solve this problem. Since stochastic approximation methods were first introduced, significant progress
has been made in the development of complex algorithms, more general conditions, mathematically sophisticated
approaches, different constraints, and various applications. Much of the development of SA-type algorithms has
originated from, and has been intertwined with applications in optimization, control theory, economic systems, signal
processing, communication theory, learning, pattern classification, neural networks, and related fields. Emerging
applications have also been found in wireless communications, repeated stochastic games, and financial engineering;
see [15,16,22] and references therein. Owing to its importance, stochastic approximation has drawn continued
attention over the past five decades. A comprehensive account on the development of stochastic approximation
methods, together with the literature and the most up-to-dated results, can be found in [16] and the references therein.
Here, in this paper, our main contributions are developing stochastic optimization algorithms for optimal
dividend seeking, and analyzing their asymptotic properties. The algorithms are recursive in nature and are easily
implementable on-line, which enables us to treat much more complicated models including those papers mentioned
previously, as well as models with even more complex structures. We reiterate that in our approach precise form
of the surplus model need not be known. It does not matter if the surplus is a diffusion, or a jump process, or
a jump–diffusion. All needed is a barrier-dependent dividend process being observed with noise together with the
objective function. From a practical perspective, the surplus and dividends of an insurance company can always be
observed, but the precise model is never known. Any model can only be an approximation to the reality. Thus, the
stochastic approximation approach enables more realistic treatment and is more versatile.
In addition to the algorithms, we develop their variants such as projection algorithms. Then, we show that under
simple conditions, an interpolated sequence of the iterates converges to the solution of an ordinary differential
equation. The importance of this differential equation is: Its stationary points correspond to the potential maximizers
that we are in search for. Next, to ascertain the convergence rate, we examine an interpolated sequence of the centered
and scaled estimation errors and show that the limit of the sequence is a diffusion process. The scaling factor together
with the stationary or asymptotic covariance of the diffusion gives the rate of convergence.
The rest of the paper is arranged as follows. Section 2 present a stochastic approximation algorithm and its variants.
Section 3 proceed with the analysis of the recursive algorithm. Convergence and rates of convergence of the algorithms
are obtained. While the asymptotic analysis provides us with the insight, numerical examples are carried out in
Section 4 for demonstration purposes. Section 5 concludes the paper with extensions to nonsmooth objective functions
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and further remarks. To maintain the continuity of the flow of presentation, we place all the proofs of the results in an
Appendix.
2. Problem formulation and algorithms
2.1. Dividend optimization problem
Consider a company whose initial surplus is x , and whose surplus at t ≥ 0 is X (t), where X (t) is a real-valued
process. As in most of the papers in the literature, we work with a barrier strategy throughout the paper. We assume
that dividends are paid to the shareholders according to a barrier strategy with parameter b > 0. Whenever the surplus
is about to go above the level b, the excess (or “overflow”) will be paid as dividends. Let D(b, t) be the aggregate
dividends by time t , and let τ be the time of ruin, i.e.,
τ = min{t ≥ 0 : X (t) = 0}. (2.1)
Suppose that J (·) is a nonnegative real-valued function, the expected dividends, satisfying
J (b) = E
∫ τ
0
exp(−βt)dD(b, t), (2.2)
where β ≥ 0 is a discount factor. The problem that we are interested in is: Find b∗ to maximize the objective function
J given in (2.2) or to find argmax J (b). Note that (2.2) involves a stochastic integral. Throughout the paper, all we
need is that such stochastic integrals are well defined; see [14] and references therein for general definitions and
discussions of stochastic integrals with respect to semi-martingales (see also [7,11,12,17,18] and references therein
for such stochastic integrals used in dividend optimization applications).
Note that the formulation is sufficiently general. It includes the scenarios considered in, for example, [7,11,12,
17,18] among others. It also includes more general models than that of the aforementioned papers. To illustrate, we
present several examples below.
Example 2.1 (A Diffusion Model)). Suppose that the surplus of an insurance company before the dividends are paid
is a diffusion given by
X (t) = x + µt + σW (t), t ≥ 0, (2.3)
where µ > 0, σ > 0, and W (t) is a standard Brownian motion. This model is discussed in [11]; see also the references
therein.
Example 2.2 (A Diffusion Model with a Linear Drift). Suppose that the surplus before dividends are paid is described
by
dX (t) = (µ+ αX (t))dt + σdW (t), t ≥ 0, (2.4)
where α is the discount factor given in (2.2). This model was studied in [7].
Example 2.3 (A Compound Poisson Model). Suppose that the surplus of an insurance company before the dividends
are paid is given by
X (t) = x + ct − S(t), t ≥ 0, (2.5)
where S(t) is a compound Poisson process. This model was studied in [12].
Example 2.4 (A Jump–Diffusion Model). Suppose that the surplus before dividends are paid is given by
X (t) = x + µt + σW (t)− S(t), t ≥ 0, (2.6)
where µ and σ are as in Example 2.1, and S(t) is a compound Poisson process as in Example 2.3. This jump–diffusion
model was treated in [17].
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Example 2.5 (A Regime-Switching Jump–Diffusion Model). The surplus of the insurance company before dividends
are paid is specified by
dX (t) = [µ(β(t))+ αX (t)]dt + σ(β(t))dW (t)− dS(t), t ≥ 0, X (0) = x,
which is a regime-switching jump–diffusion model and is a generalization of Example 2.4. The modulating process
β(t) is assumed to be a continuous-time Markov chain. As in various regime-switching models in financial
engineering, the Markov chain is used for example, to delineate the randomness of the environment; see [20,21] and
references therein for motivation of using such models and many applications. This surplus model and consequently
the resulting dividend processes are not covered in the references up to date to the best of our knowledge.
2.2. Stochastic optimization algorithms
In this section, we present a class of stochastic approximation (SA) algorithms together with a number of variations.
As pointed out, our approach is different from the existing results. The algorithms are of ascent type. The true gradient
of J (·) is replaced by its estimates obtained using noisy observations of the objective function.
2.2.1. SA algorithm
The stochastic approximation algorithm that we proposed can be described by the following steps.
1. Initialization: Take an initial guess b0.
2. Estimate b1:
• Take noisy observations of J (b) at b0 ± δ0 and denote the observations by Ĵ (b0 ± δ0, ξ±0 ). Here and henceforth,
ξ±0 denotes the observation noise associated with b0 ± δ0.
• Form the gradient estimate D Ĵ (b0, ξ±0 ) = ( Ĵ (b0 + δ0, ξ+0 )− Ĵ (b0 − δ0, ξ−0 ))/(2δ0).
• Construct b1 = b0 + ε0 D Ĵ (b0, ξ±0 ), where ε0 > 0 is a step size.
3. Iteration step: Repeat Step 2 with b0 replaced by bn for n ≥ 1. [In this step, we need to use ξ±n defined analogous
to ξ±0 . We assume that the sequences {ξ±n } are stationary processes with E Ĵ (b, ξ±n ) = J (b) for each b.]
4. A stopping criterion: A tolerance level is given and the stopping rule is specified.
Suppose εn and δn are two sequences of positive real numbers representing the step size of the iterates and the step
size of the finite difference, respectively. The algorithm can be written as
bn+1 = bn + εn Ĵ (bn + δn, ξ
+
n )− Ĵ (bn − δn, ξ−n )
2δn
, (2.7)
where ξ±n are observation noises associated with bn ± δn , respectively. For the algorithm to converge, we need to
choose the step sizes so that εn → 0 as n → ∞, ∑n εn = ∞, and εn/δn → 0 as n → ∞. More details on the
selection of the step sizes will be given later.
2.2.2. Projection
As observed in [16], an important issue in applications of stochastic approximation concerns if the iterates become
too large. Practical algorithms deal with this problem using appropriate adjustments. The useful parameter values in
properly parameterized problems are usually confined to certain compact set owing to physical constraints of physics
or economics. To ensure the iterates to be within a bounded region, one naturally introduces a projection or truncation
device leading to modified algorithms.
Suppose that Bl and Bu ∈ R with Bl < Bu . If the iterates ∈ [Bl , Bu], we keep their values. If they ever exit from
this interval, we push them back to the boundary. That is, the algorithm is modified as
bn+1 =
[
bn + εn Ĵ (bn + δn, ξ
+
n )− Ĵ (bn − δn, ξ−n )
2δn
]Bu
Bl
, where
[x]BuBl =
Bu, if x > Bu,x, if x ∈ [Bl , Bu],Bl , x < Bl .
(2.8)
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2.2.3. Constant-step-size algorithm
In stochastic approximation, to enable the tracking of a slight variation of the parameter and for easier
implementation, one frequently uses a constant-step-size algorithm. Mainly, one replaces the step-size sequences
εn and δn by ε and δ, respectively. The corresponding algorithm can be written as
bn+1 = bn + ε Ĵ (bn + δ, ξ
+
n )− Ĵ (bn − δ, ξ−n )
2δ
. (2.9)
The associated projection algorithm becomes
bn+1 =
[
bn + ε Ĵ (bn + δ, ξ
+
n )− Ĵ (bn − δ, ξ−n )
2δ
]Bu
Bl
. (2.10)
In the asymptotic analysis, we will need ε→ 0 and δ = δε such that δε → 0 as ε→ 0.
Up to this point, stochastic approximation-type algorithms have been proposed for dividend optimization purposes.
Note that in the gradient estimates of J (b), we have used central finite difference. One-sided finite difference may
also be used, but it is known that the central finite difference has the advantage of having smaller bias.
3. Asymptotic properties
This section is divided into two parts. The first part focuses on the convergence of algorithms and the second part
deals with rates of convergence. For definiteness, we concern ourselves with the projection algorithm (2.8). First, as
in [16], we rewrite the algorithm as
bn+1 = bn + εn Ĵ (bn + δn, ξ
+
n )− Ĵ (bn − δn, ξ−n )
2δn
+ εnzn, (3.1)
where εnzn = bn+1 − bn − εn Ĵ (bn+δn ,ξ
+
n )− Ĵ (bn−δn ,ξ−n )
2δn
. That is, εnzn is the quantity with the smallest absolute value
needed to take the iterate back to the constraint interval [Bl , Bu] if it ever escapes there. This term is known as a
reflection term.
For stochastic optimization problems, it is often more convenient to separate the effect of noise and bias. To
facilitate the analysis to follow, we introduce the notation
ψn = [ Ĵ (bn + δn, ξ+n )− J (b + δn)] − [ Ĵ (bn − δn, ξ−n )− J (bn − δn)],
βn = J (bn + δn)− J (bn − δn)2δn − Jb(bn).
(3.2)
Then (3.1) can be rewritten as
bn+1 = bn + εn Jb(bn)+ εn ψn2δn + εnβn + εnzn . (3.3)
In the above, the terms ψn/(2δn) and βn are regarded as noise and bias, respectively. Why they are named noise and
bias should be intuitively clear from the definitions in (3.2). Note that the noise has a factor 1/δn (i.e., inversely
proportional to the finite difference step size). Taking observations from real data, this is often unavoidable. In
simulation, it is possible to remove this factor if one uses “common random number generators”, which will result in
a faster convergence rate.
3.1. Convergence
As in [16], we use the ODE (ordinary differential equation) approach. The basic idea is that in lieu of discrete
iteration, we work with an appropriate continuous-time interpolation of the iterates. We then establish the connection
of the discrete iteration with a limit continuous-time dynamic system (an ordinary differential equation). Why is the
ODE important? The maximizer we are searching for, in fact, is precisely the stationary point of the ODE. The stability
of the ODE then enables us to conclude the convergence of the algorithm.
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To proceed, let
tn =
n−1∑
j=0
ε j and m(t) =
{
n satisfying tn ≤ t < tn+1, for t ≥ 0,
0, for t < 0.
Loosely, tn is a device that relates the discrete step size to continuous time t , and m(t) is its “inverse” that identifies
the corresponding iteration number associated with t . Let b0(·) be the piecewise constant interpolation defined on
[tn, tn+1), and bn(·) be the shifted process defined by
b0(t) = bn, t ∈ [tn, tn+1),
bn(t) = b0(t + tn), t ∈ (−∞,∞),
respectively. As for the reflection term, define
Z0(t) =
m(t)−1∑
j=0
ε j z j , t ≥ 0,
Zn(t) =

Z0(t + tn)− Z0(t), if t ≥ 0,
n−1∑
j=m(tn+t)
ε j z j , if t < 0.
(3.4)
Since a projection algorithm is used, it is plain that bn(·) is uniformly bounded. Owing to the piecewise constant
interpolations, there may be discontinuities. To work with this sequence, we extend the notion of equicontinuity to
that of the so-called equicontinuity in the extended sense as in [16, p. 102]. We then show that {bn(·)}, in fact, is
also equicontinuous in the extended sense. Thus, we may extract a convergent subsequence. We will show such a
convergent subsequence has a limit being the solution of an appropriate ODE. To obtain the convergence, we need
some conditions on the functions and noise processes.
(A0)
∑
n ε
2
n/δ
2
n <∞ and
∑
n εnδn <∞.
(A1) The function J (·) is continuously differentiable; it has a unique maximizer b∗. For each ξ , Ĵ (·, ξ) is continuously
differentiable.
(A2) There exist stationary sequences {˜ξ±n } and {̂ξ±n } satisfying
Ĵ (b ± δn, ξ±n ) = Ĵ (b ± δn, ξ˜±n )+ a(b ± δn )̂ξ±n
such that (i) {˜ξ±n } are bounded mixing sequences, for each b, E Ĵ (b, ξ˜±n ) = J (b); (ii) for k ≥ n,∣∣En{[ Ĵ (b + δk, ξ˜+k )− J (b + δk)] − [ Ĵ (b − δk, ξ˜−k )− J (b − δk)]}∣∣ ≤ $k−n, (3.5)
where En denotes the conditional expectation with respect to Fn , the σ -algebra generated by {ξ±j : j < n, b0},
and $n satisfies
∑
n $n <∞; (iii) {̂ξ±n } are martingale difference sequences satisfying E |̂ξ±n |2 <∞; (iv) a(·)
is a bounded function having bounded and continuous derivatives up to the second order.
Remark 3.1. Since the step sizes are at our disposal (i.e., they are chosen by us), (A0) is not a restriction. The
smoothness of Ĵ (·) and J (·) in (A1) can be relaxed. Further comments will be made later. Condition (A2) indicates
that the noise is separated into bounded correlated noise of mixing type and unbounded uncorrelated noise. They
are sufficiently general. When we carry out simulation studies, the noise sequences are chosen by us and can
be independent and identically distributed (i.i.d.) random variables, so all the noise conditions are satisfied. The
mixing-type condition allows us to treat noise processes whose remote past and distant future are “asymptotically
uncorrelated”. The sequence {$n} measuring the amount of correlation between the past and the future is often
referred to as mixing measure.
Theorem 3.2. Suppose that (A0)–(A2) are satisfied. Then {bn(·), Zn(·)} is equicontinuous in the extended sense with
probability one. Extract a convergent subsequence and denote the limit by (b(·), Z(·)). The limit satisfies the projected
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ODE
b˙(t) = Jb(b(t))+ z(t),
Z(t) =
∫ t
0
z(s)ds,
(3.6)
where z(·) is the projection or constraint term, the minimal force needed to keep b(·) in [Bl , Bu].
The proof of the above theorem is relegated in the Appendix. Furthermore, we obtain the following corollary. The
proof follows along the same line as that of [16]; the details are omitted.
Corollary 3.3. If bn is in a compact set that is a subset of the domain of attraction of the ODE (3.6) w.p.1, then
bn → b∗ w.p.1.
3.2. Rate of convergence
We have obtained that bn → b∗ w.p.1 under suitable conditions. Next, we examine the rate of convergence. For the
rate of convergence study, we assume bn → b∗ ∈ (Bl , Bu) throughout this section. Then without loss of generality,
we may drop the reflection term in the recursion. Before proceeding further, we need another condition.
(A3) (i) For each ξ , Ĵ (·, ξ) is twice continuously differentiable with bounded second derivative. (ii) J (·) is three
times continuously differentiable with bounded second- and third-order derivatives. Jbb(b∗) + (1/3) < 0. (iii)
The mixing measure given in (A2) satisfies
∑
k $
1/2
k <∞. (iv) {˜ξ±n } and {̂ξ±n } are independent.
As a preparation of the subsequent study, noting Jb(b∗) = 0 and using (A1), we find the asymptotic expansions of
the terms about b∗ as follows. For each b,
Ĵ (b ± δn, ξ˜±n )− J (b ± δn) = [ Ĵ (b∗, ξ˜±n )− J (b∗)] + Ĵb(b∗, ξ˜±n )(b − b∗ ± δn)+ O((b − b∗ ± δn)2).
Likewise,
a(b ± δn )̂ξ±n = a(b∗)̂ξ±n + ab(b∗)(b − b∗ ± δn )̂ξ±n + O((b − b∗ ± δn)2)|̂ξ±n |.
For the bias term,
βn = 13! Jbbb(b
∗)δ2n +
1
3! (Jbbb(bn)− Jbbb(b
∗))δ2n + o(δ2n).
It then follows that
bn+1 = bn + εn Jbb(b∗)(bn − b∗)+ εn
(
ψ˜1n + ψ̂1n
2δn
)
+ εn
2
(
ψ2n +
ψ3n (bn − b∗)
δn
)
+ εn
(
1
3! Jbbb(b
∗)δ2n +
1
3! (Jbbb(bn)− Jbbb(b
∗))δ2n + o(δ2n)
)
+ εn[O((bn − b∗)2)+ O(δ2n)][1+ |̂ξ+n | + |̂ξ−n |], (3.7)
where
ψ˜1n = ψ˜1,+n − ψ˜1,−n def= [ Ĵ (b∗, ξ˜+n )− J (b∗)] − [ Ĵ (b∗, ξ˜−n )− J (b∗)],
ψ̂1n = a(b∗)[̂ξ+n − ξ̂−n ],
ψ2n = [( Ĵb(b∗, ξ˜+n )+ Ĵb(b∗, ξ˜−n ))+ ab(b∗)(̂ξ+n + ξ̂−n )],
ψ3n = [ Ĵb(b∗, ξ˜+n )− Jb(b∗, ξ˜−n )] + ab(b∗)(̂ξ+n − ξ̂−n ).
(3.8)
In the classical rate of convergence study, one aims to find the largest α0 so that nα0(bn − b∗) converges to a
nontrivial (nonzero) limit for some α0. If we choose εn = O(1/nα1) and δn = 1/nα2 , with 0 < α2 < α1 ≤ 1, then it
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is known that the optimal choice satisfies α0+α2 = α1/2 and α0 = 2α2. In the subsequent analysis, we take εn = 1/n
and δn = 1/n1/6 for simplicity. Define un = n1/3(bn − b∗). Using (3.7), we obtain
un+1 = un + 1n
(
Jbb(b
∗)+ 1
3
)
un + 1
2
√
n
(ψ˜1n + ψ̂1n )+
1
3!n Jbbb(b
∗)+
(
n + 1
n
) 1
3
[
1
2n
2
3
ψ2n +
ψ3n un
2nδn
]
+
(
n + 1
n
) 1
3 1
3!n [(Jbbb(bn)− Jbbb(b
∗))+ o(1)]
+
(
n + 1
n
) 1
3 1
n
[O(|bn − b∗|2)+ O(δ2n)](1+ |̂ξ+n | + |̂ξ−n |). (3.9)
Noting [(n + 1)/n]1/3 = 1+ (1/(3n))+ O(1/n2), we further arrive at
un+1 = un + 1n
(
Jbb(b
∗)+ 1
3
)
un + 1
2
√
n
(ψ˜1n + ψ̂1n )+
1
3!n Jbbb(b
∗)+
[
1
2n
2
3
ψ2n +
ψ3n un
2nδn
]
+ 1
3!n [(Jbbb(bn)− Jbbb(b
∗))+ o(1)] + 1
n
O(|bn − b∗|2)(1+ |̂ξ+n | + |̂ξ−n |)+
1
n
5
3
en, (3.10)
where E |en|2 <∞. Next, define
u0(t) = un, for t ∈ [tn, tn+1), and un(t) = u0(tn + t).
To proceed, we first verify the tightness of {un}, and then show the sequence un(·) converges weakly to the solution
of a stochastic differential equation. The rest of this section is divided into two parts.
3.2.1. Tightness of {un}
Theorem 3.4. Under the conditions of Corollary 3.3 and (A3) , {un} is tight.
3.2.2. Diffusion limit
Define
w˜n(t) =
m(tn+t)−1∑
k=n
1√
k
ψ˜1k ,
ŵn(t) =
m(tn+t)−1∑
k=n
1√
k
ψ̂1k .
(3.11)
The proof of the following lemma is also in the Appendix.
Lemma 3.5. Under (A2) and (A3),
(i) ŵn(·) converges weakly to a Brownian motion ŵ(·) with variance σ̂ 2t where
σ̂ 2 = (a(b∗))2 E((̂ξ+0 )2 − 2̂ξ+0 ξ̂−0 + (̂ξ−0 )2). (3.12)
(ii) w˜n(·) converges weakly to a Brownian motion w˜(·) with covariance σ˜ 2t where
σ˜ 2 = E((ψ˜1,+0 )2 − 2ψ˜1,+0 ψ˜1,−0 + (ψ1,−0 )2)
+ 2
∞∑
k=1
E(ψ˜1,+0 ψ˜
1,+
k − ψ˜1,+k ψ˜1,−0 − ψ˜1,+0 ψ˜1,−k + ψ˜1,−k ψ˜1,−0 ). (3.13)
(iii) (w˜n(·)+ ŵn(·))/2 converges weakly to a Brownian motion with covariance σ 2t where
σ 2 = 1
4
[˜σ 2 + σ̂ 2]. (3.14)
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To proceed, we take a continuous-time interpolation of un and show that the limit of the resulting sequence is a
diffusion process. To obtain the desired diffusion limit, to avoid the unboundedness of un , we use a truncation device.
For a finite but otherwise arbitrary N , define
uNn+1 = uNn +
1
n
(
Jbb(b
∗)+ 1
3
)
uNn q
N (uNn )+
1
2
√
n
(ψ˜1n + ψ̂1n )+
1
3!n Jbbb(b
∗)
+
[
1
2n
2
3
ψ2n +
ψ3n u
N
n q
N (uNn )
2n
5
6
]
+ 1
3!n [(Jbbb(bn)− Jbbb(b
∗))+ o(1)]
+ 1
n
5
3
O(|uNn |2)(1+ |̂ξ+n | + |̂ξ−n |)q N (uNn )+
1
n
5
3
en, (3.15)
where q N (·) is a truncation function that is equal to 1 for u ∈ [−N , N ], is 0 for u ∈ (−∞,−N − 1) ∪ (N + 1,∞).
Define
uN ,0(t) = uNn for t ∈ [tn, tn+1) and uN ,n(t) = uN ,0(tn + t).
To proceed, we claim that the effective terms in uN ,n(·) are sum of terms contained in the first line of (3.15), which is
stated in the next lemma.
Lemma 3.6. Assume (A1)–(A3) and εn = 1/n and δn = 1/n1/6. We have the following asymptotic equivalence
uN ,n(t) = uN ,n(0)+
m(tn+t)−1∑
k=n
1
k
(
Jbb(b
∗)+ 1
3
)
uNk q
N (uNk )+
m(tn+t)−1∑
k=n
1
2
√
n
(ψ˜1k + ψ̂1k )
+
m(tn+t)−1∑
k=n
1
3!k Jbbb(b
∗)+ o(1), (3.16)
where o(1)→ 0 in probability as n→∞ uniformly in t.
Next, for any f ∈ C20 (C2 functions with compact support), define
L f (u) = 1
2
σ 2
d2 f (u)
du2
+
[(
Jbb(b
∗)+ 1
3
)
u + 1
3! Jbbb(b
∗)
]
d f (u)
du
, (3.17)
and also the operator for the truncated process
LN f (u) = 1
2
σ 2
d2 f (u)
du2
+
[(
Jbb(b
∗)+ 1
3
)
uq N (u)+ 1
3! Jbbb(b
∗)
]
d f (u)
du
. (3.18)
Lemma 3.7. Under conditions of Lemma 3.6, uN ,n(·) converges weakly to uN (·), which is the solution of a martingale
problem with operator LN defined in (3.18).
Lemma 3.8. Under conditions of Lemma 3.6, the untruncated process un(·) converges weakly to u(·), which is the
solution of the martingale problem with operator L given by (3.17).
Combining the results in Lemmas 3.5, 3.6 and 3.8, we obtain the following result.
Theorem 3.9. Assume conditions of Lemma 3.6. Then un(·) converges weakly to u(·), which is the unique solution of
the stochastic differential equation
du =
[(
Jbb(b
∗)+ 1
3
)
u + 1
3! Jbbb(b
∗)
]
dt + σdw, (3.19)
where w(·) is a standard Brownian motion.
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Remark 3.10. Note that (3.19) can also be rewritten as
u(t) = u(0)+
∫ t
0
[(
Jbb(b
∗)+ 1
3
)
u(s)+ 1
3! Jbbb(b
∗)
]
ds + σw(t)
=
[∫ t
−∞
exp
((
Jbb(b
∗)+ 1
3
)
(t − s)
)
ds
]
1
3! Jbbb(b
∗)+ σ
∫ t
−∞
exp
((
Jbb(b
∗)+ 1
3
)
(t − s)
)
dw(s).
Denote
B˜ =
[∫ t
−∞
exp
((
Jbb(b
∗)+ 1
3
)
(t − s)
)
ds
]
1
3! .
It can be demonstrated that
E[u(t)− B˜][u(0)− B˜]
= σ 2 E
[∫ t
−∞
exp
((
Jbb(b
∗)+ 1
3
)
(t − s)
)
dw(s)
][∫ 0
−∞
exp
((
Jbb(b
∗)+ 1
3
)
(t − s)
)
dw(s)
]
= exp
((
Jbb(b
∗)+ 1
3
)
t
)
σ 20 ,
where
σ 20 =
∫ ∞
0
exp
(
2
(
Jbb(b
∗)+ 1
3
)
t
)
σ 2dt
is the stationary variance of the diffusion process. Thus, asymptotically, n1/3(bn − b∗) ∼ N (B˜, σ 20 ).
4. Numerical examples
This section presents several examples for maximizing dividends without bankruptcy using stochastic
approximation methods. It is divided into two parts. The first part treats the model considered in [7], and the second
part deals with regime-switching models.
4.1. Ornstein–Uhlenbeck-type model with credit and debit interest
Our test here is based on the model considered in [7]. We fix µ = 1, β = 4% and select various α and σ . Then we
estimate the optimal barrier b∗ using the stochastic optimization algorithm developed in this paper.
When α = 0, we compare our result with the closed-form solution b∗ given in (4.5) of [7], which is
b∗ = 2
r − s log
(
− s
r
)
, (4.1)
where r = (−µ+√µ2 + 2βσ 2)/σ 2 and s = (−µ−√µ2 + 2βσ 2)/σ 2. When α > 0, we compare our results with
Table 3 in [7]. The simulation results are detailed in the following three examples.
Example 4.1 (Constant εn = ε and δn = δ, ξ+ = ξ−). We choose α = 0, σ = 3. The optimal barrier is b∗ = 13.7543
obtained by using (4.1). Since we are simulating the processes, the random seeds are controlled by ourselves, so we
use ξ+ = ξ− (known as using common random number generators in simulation). Consequently the convergence rate
is better than analyzed in the last section. Constant step sizes are chosen as ε = 0.02 and δ = 0.5. With the iteration
number n = 1000, using algorithm (2.10), we obtain approximation b1000. The estimated result for various initial
guesses b0 are computed in Table 1. Fig. 1 demonstrate the convergence of algorithm for two extreme starting points,
one far from below and the other far from above the optimal barrier.
We repeat the procedure 50 times, using bi1000 to denote the approximation in the i th simulation run, where
i = 1, . . . , 50. Then we obtain the arithmetic mean by b = 150
∑50
i=1 bi1000 together with a 95% confidence interval;
see Fig. 2 and Table 2.
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Fig. 1. One simulation run with α = 0, σ = 3, various initial guesses, and constant step sizes.
Table 1
One simulation run with α = 0, σ = 3, various initial guesses, constant step sizes, and iteration number n = 1000
Initial b0 8 9 10 16 17 18
Estimated bn 13.3845 12.9554 14.0627 13.7756 13.8384 13.7803
|bn−b∗|
b∗ 0.0269 0.0581 0.0224 0.002 0.006 0.002
Table 2
50 replications with α = 0, σ = 3, various initial guesses, constant step sizes, and iteration number n = 1000
Initial b0 8 9 10 16 17 18
Estimated b 13.5312 13.5198 13.6491 13.5675 13.5726 13.8621
|b−b∗|
b∗ 0.0162 0.0170 0.0076 0.0136 0.0132 0.0078
(a) Convergence of b¯. (b) 95% confidence interval for the estimate.
Fig. 2. 50 replications with α = 0, σ = 3, various initial guesses, and constant step sizes.
Example 4.2. In this example, we use decreasing step sizes εn = O(1/n) and δn = O(1/n1/6) together with the
same parameters as used in the previous example. The optimal barrier is b∗ = 19.0086 given by (4.1).
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Table 3
Estimates of b∗ for α = 0 and σ = 5 with decreasing step sizes
Initial b0 15 16 17 23 24 25
Estimate b2000 18.7614 17.9972 17.7008 18.9729 19.4226 19.0454
|b2000−b∗|
b∗ .013 .0532 .0688 .0019 .0217 .0019
Fig. 3. Estimates of b∗ for α = 0 and σ = 5 with decreasing step sizes.
Table 4
Simulation values J (b) near b = 21 for α = 0.005 and σ = 5
b 19.8000 20.8000 21.3000 21.5500 21.8000 22.0500 22.3000 22.8000 23.8000
J (b) 17.6307 18.1771 17.9947 18.4195 18.3737 18.4154 18.0272 18.1426 17.5812
In the previous example, when constant step sizes are used, the estimates hover about the optimum b∗. However,
the iterates always fluctuate and display oscillations due to the use of constant step sizes. Here, we use constant
step size εn = 0.02 and δn = 0.5 in the first 1000 steps to get a rough estimate, then use decreasing step sizes
εn = 1/(n + k0), δn = 1/(n1/6 + k1), where k0 = 995, k1 = 1 to suppress the oscillations. The computation results
are displayed in Table 3 and Fig. 3.
Example 4.3. In this example, we treat the case α 6= 0 with α = 0.5% and σ = 5 using decreasing step sizes. In
Table 3 of [7], b∗ was calculated and given by 20.4993 and the corresponding value of the J (b) is 18.23.
Choose the parameters δ j = 0.5 and ε j = 0.05 for j ≤ 200. For j > 200, use ε j = ( j − 100)−1/2 and δ j keep the
same value. Take the iteration number n = 1000, we obtain the approximation of b∗. Repeat the procedure 30 times
and to get mean value and 95% confidence interval. The mean value is b = 21.8476 for initial guess b0 = 16 and
b = 22.3357 for initial guess b0 = 23; see the result in Fig. 4.
To assess the accuracy of estimation, we estimate J (b) for different b in the neighborhood of 21, by simulating
each process 5000 times and calculating the mean of J (b), denoted by J (b). The results are displayed in Table 4. As
demonstrated, the approximation to optimal value is achieved. In fact, the approximation we obtain is better than the
value obtained using Table 3 of [7].
4.2. Regime-switching models
Consider the regime-switching model discussed in Example 2.5. It is difficult to obtain the optimal barrier in closed
form. We estimate the optimal barrier by stochastic approximation method. To verify the estimation values are at least
approximately optimal, we choose some points in the neighborhood of the estimates and calculate the corresponding
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(a) Convergence of b¯. (b) 95% confidence interval for the estimate.
Fig. 4. 30 replications with α = 0.5, σ = 5, various initial guesses, and decreasing step sizes.
(a) Convergence of b¯. (b) 95% confidence interval for the estimate.
Fig. 5. 30 replications for regime-switching model in Example 4.4 with constant step sizes.
values of the objective function as in the last example. Again, good approximation is achieved using the stochastic
approximation approach.
Example 4.4. For simplicity, we consider a regime-switching diffusion model (i.e., without jumps). Suppose that
β(t) ∈ {1, 2}, the modulating process, is a two-state Markov chain with generator
Q =
(−.5 .5
.5 −.5
)
.
We then numerically simulate the Markov chain. The other parameters are chosen as µ(1) = 1, µ(2) = 2, α = 0,
σ(1) = 3, and σ(2) = 5. To run the stochastic approximation algorithm, we used constant step sizes ε = .5 and
δ = .05. Taking n = 1000 iterations, we obtain the estimation of b∗. Repeat such a procedure 30 times to get mean
value and 95% confidence interval. The mean value is b = 13.7130 for initial guess b0 = 9 and b = 13.9869 for
initial guess b0 = 17; see the results in Fig. 5.
Next, we simulate J (b) for different chosen values of b in a neighborhood of 13.7, by using 5000 replications and
calculating the mean of the approximation to J (b), denoted by J (b). The results are given in Table 5. Although no
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Table 5
Simulation values J (b) near b = 13.7 for Example 4.4
b 7.70 9.70 11.70 12.70 13.20 13.70 14.20 14.70 15.70 17.70 19.70
J (b) 12.89 13.88 14.14 14.09 14.23 14.34 14.06 14.45 14.07 13.99 13.50
(a) Convergence of b¯. (b) 95% confidence interval for the estimate.
Fig. 6. 30 replications for regime-switching jump–diffusion process Example 4.5 with constant step sizes.
Table 6
Simulation values J (b) near b = 12.5 for Example 4.5
b 8.50 10.50 11.50 12.00 12.25 12.50 12.75 13.00 13.50 14.50 16.50
J¯ (b) 12.48 13.42 13.06 13.22 13.13 13.28 12.91 13.02 13.47 12.95 12.68
closed-form solution to compare with, as demonstrated by the simulations, the stochastic approximation algorithm,
indeed, provides a viable procedure, leading to near-optimal values.
Example 4.5. We keep all the settings the same as in Example 4.4 and add a compound Poisson process S(t). Define
S(·) in the following way. Let {νn} be an increasing sequence of stopping times such that νn+1−νn are i.i.d. exponential
random variables with mean 1/λ. Let {ρk} be a sequence of i.i.d. random variables with probability measure pi(·). Let
ρ(·) be a random process defined by
ρ(t) =
{
ρn if t = νn
0 otherwise.
Define the counting process N (t) as
N (t) = max{n : νn ≤ t}.
S(t) =∑N (t)k=1 ξk with ξk = g(ρk), g(ρ) = .1ρ and λ = .5. pi(·) is given by
pi(x) =
.25 if x = 1;.5 if x = 2;
.25 if x = 3.
Using constant step sizes as in Example 4.4, we obtain the averages for 30 simulation runs as: b = 12.3670 for
b0 = 10 and b = 12.5868 for b0 = 17; see Fig. 6.
Table 6 shows the simulated J (b) in a neighborhood of the estimated optimal barrier. Similar to Example 4.4, the
stochastic approximation algorithm provides good approximation results.
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5. Further remarks
5.1. Remark on nonsmooth objective functions
Suppose that J (·) is continuous and concave but not everywhere differentiable. In this case, the algorithm can be
written as
bn+1 = bn + εnγn + εn ψn2δn + εnzn, (5.1)
where γn is the finite difference approximation to a subgradient of the concave function J (·) at bn . The γn satisfy: If
bn → b and δn → 0, then
ρ(γn, S J (b))→ 0 as n→∞,
where S J (b) is the set of subgradients at b, and ρ(·) is the usual distance function defined as
ρ(x, A) = inf
y∈A |x − y|.
Now, the ordinary differential equation satisfied by the mean dynamics is changed to a differential inclusion in the
form
b˙ ∈ S J (b)+ z, (5.2)
where z is the reflection term as in (3.6). Suppose that there is a set A˜ is a subset of [Bl , Bu] and is locally
asymptotically stable (see [16, p. 104]) and that bn is in some compact set in the domain of attraction of A˜ infinitely
often w.p.1, then bn → A˜ w.p.1. If there is a unique limit point b∗ of the paths of (5.2), then, bn → b∗ w.p.1. We omit
the detailed development here.
5.2. Concluding remarks
This work has developed an approximation scheme for approximating optimal barrier of dividend optimization
using stochastic approximation and optimization algorithms. Convergence and rates of convergence have been
examined. Nonsmooth objective functions have also been considered.
The approach developed in this paper provides an enticing alternative to solving the HJB equations. It shows the
power of stochastic approximation methods, and offers general guideline for dividend optimization in insurance risk
management. As demonstrated, the approximation leads to near-optimal values, and gives good results from practical
purposes.
It is conceivable algorithms may also be designed for other dividend optimization or other problems arising in risk
theory. Further work may be directed to large deviations type estimates.
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Appendix. Proofs of results
Proof of Theorem 3.2. It follows from (3.2) and the definition of interpolations that
bn(t) = bn + gn(t)+ ψ˜n(t)+ ψ̂n(t)+ βn(t)+ Zn(t), (A.1)
G. Yin et al. / Journal of Computational and Applied Mathematics 223 (2009) 240–262 255
where for t ≥ 0,
gn(t) =
m(tn+t)−1∑
k=n
εk Jb(bk),
ψ˜n(t) =
m(tn+t)−1∑
k=n
εk
[ Ĵ (bk + δk, ξ˜+k )− J (bk + δk)] − [ Ĵ (bk − δk, ξ˜−k )− J (bk − δk)]
2δk
,
ψ̂n(t) =
m(tn+t)−1∑
k=n
εk
a(bk + δk )̂ξ+k − a(bk − δk )̂ξ−k
2δk
,
βn(t) =
m(tn+t)−1∑
k=n
εkβk,
and for t < 0, these quantities are defined similar to the counterpart in (3.4). Note that in the above, we have separated
the noise into correlated part and uncorrelated part.
To apply the result in [16, Theorem 6.5.1], we need to verify as n→∞, ψ˜n(·), ψ̂n(·), and βn(·) go to 0 w.p.1. As
described in [16, p. 137], this is equivalent to verifying the asymptotic rates of change of ψ˜0(·), ψ̂0(·), and β0(·) go
to zero w.p.1, where F0(t) = ∑m(t)−1k=0 εk Fk , for Fk being the summand of any of those in ψ˜n(·), ψ̂n(·), and βn(·).
Recall that the asymptotic rate of changes of F0(·) is 0 w.p.1, if for some T > 0,
lim
n
sup
j≥n
max
0≤t≤T
|F0( jT + t)− F0( jT )| = 0 w.p.1.
If the above holds for some T > 0, then it holds for all T > 0. It is also noted that such a condition is nearly a
necessary and sufficient for a stochastic approximation algorithm to have convergence property [16].
Lemma A.1. The asymptotic rates of change of ψ˜0(·), ψ̂0(·), and β0(·) are 0 w.p.1.
Proof of Lemma A.1. For the uncorrelated noise sequences, due to the orthogonality and assumption (A0),
E
( ∞∑
k=0
εk
a(bk + δk )̂ξ+k − a(bk − δk )̂ξ−k
2δk
)2
=
∞∑
k=0
ε2k
E[a(bk + δk )̂ξ+k − a(bk − δk )̂ξ−k ]2
4δ2k
=
∞∑
k=0
ε2k
4δ2k
E[(a(bk + δk )̂ξ+k )2 − 2a(bk + δk)(a(bk − δk))̂ξ+k ξ̂−k + (a(bk − δk )̂ξ−k )2]
≤ K
∞∑
k=0
ε2k
δ2k
[E (̂ξ+k )2 + E (̂ξ−k )2] ≤ K
∞∑
k=0
ε2k
δ2k
<∞.
Thus, the asymptotic rate of change of ψ̂0(·) is 0. In the above and henceforth, K is a generic positive constant with
the convention K + K = K and K K = K used.
As for the bias term, owing to the smoothness of J (·), βn = O(δn) w.p.1. Therefore,
∞∑
k=0
εk |βk | ≤ K
∞∑
k=0
εkδk <∞ w.p.1
by (A0). So the asymptotic rate of change of β0(·) is 0.
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We claim that the asymptotic rate of change of ψ˜0(·) is 0 w.p.1. Since it involves correlated noise, a technique
known as perturbed states will be used. For each b ∈ R, define
vn+1(b) = vn(b)+ εn [ Ĵ (b + δn, ξ˜
+
n )− J (b + δn)] − [ Ĵ (b − δn, ξ˜−n )− J (b − δn)]
2δn
,
1vn(b) =
∞∑
k=n
εk En
[ Ĵ (b + δk, ξ˜+k )− J (b + δk)] − [ Ĵ (b − δk, ξ˜−k )− J (b − δk)]
2δk
,
1Nn(b) = ∆vn+1(b)− En∆vn+1(b).
(A.2)
By virtue of (A0) and (A2), ∆vn(b) is well defined (the sum is finite), and
|∆vn(b)| ≤ K
∞∑
k=n
εk
δk
$k−n ≤ K εn
δn
∞∑
k=n
$k−n
≤ K εn
δn
→ 0 w.p.1 as n→∞. (A.3)
Moreover, ∆Nn(b) is a martingale difference. The mixing-type condition in (A2) implies
E |∆Nn(b)|2 ≤ K
E ( ∞∑
k=n+1
εk En+1
[ Ĵ (b + δk, ξ˜+k )− J (b + δk)] − [ Ĵ (b − δk, ξ˜−k )− J (b − δk)]
2δk
)2
+ E
( ∞∑
k=n+1
εk En
[ Ĵ (b + δk, ξ˜+k )− J (b + δk)] − [ Ĵ (b − δk, ξ˜−k )− J (b − δk)]
2δk
)2
≤ K
(
εn
δn
∞∑
k=n+1
$k−(n+1)
)2
≤ K ε
2
n
δ2n
,
so by (A0) and the martingale difference property of ∆Nn(b),
E
( ∞∑
n=0
∆Nn(b)
)2
≤ K
∞∑
n=0
E(∆Nn(b))2
≤ K
∞∑
n=0
ε2n
δ2n
<∞.
Thus, the well-known martingale convergence theorem implies that
∑n
k=0∆Nk(b) converges w.p.1, and as a result
the asymptotic rate of change of
m(t)−1∑
k=0
∆Nk(b) is 0 w.p.1. (A.4)
Define
v˜n(b) = vn(b)+∆vn(b).
Then noting
∆vn+1(b)−∆vn(b) =
∞∑
k=n+1
εk En+1
[ Ĵ (b + δk, ξ˜+k )− J (b + δk)] − [ Ĵ (b − δk, ξ˜−k )− J (b − δk)]
2δk
+
∞∑
k=n+1
εk En
[ Ĵ (b + δk, ξ˜+k )− J (b + δk)] − [ Ĵ (b − δk, ξ˜−k )− J (b − δk)]
2δk
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− εn [ Ĵ (b + δn, ξ˜
+
n )− J (b + δn)] − [ Ĵ (b − δn, ξ˜−n )− J (b − δn)]
2δn
,
and the cancellation of the term
εn
[ Ĵ (b + δn, ξ˜+n )− J (b + δn)] − [ Ĵ (b − δn, ξ˜−n )− J (b − δn)]
2δn
,
we obtain
v˜n+1(b)− v˜n(b) = [vn+1(b)− vn(b)] + [∆vn+1(b)−∆vn(b)]
= ∆Nn(b).
It follows from (A.4),
the asymptotic rate of change of
m(t)−1∑
n=0
[˜vn+1(b)− v˜n(b)] is 0 w.p.1.
This together with (A.3) implies that the asymptotic rate of change of ψ˜0(t) is zero w.p.1 as desired. The proof of
Lemma A.1 is completed. 
Completion of the Proof of Theorem 3.2. By virtue of Lemma A.1, all conditions in [16, Theorem 6.5.1] are
verified. Applying the aforementioned theorem, the assertions of Theorem 3.2 follow. 
Proof of Theorem 3.4. We prove the result using a perturbed Liapunov function approach [16]. Based on the
linearized form of un , we choose a quadratic Liapunov function. Then we add to it small perturbations that facilitate
the desired cancellations.
Let V (u) = u2/2. Since En ξ̂±n = 0 and bn is Fn-measurable,
Enψ̂
1
n = a(b∗)En [̂ξ+n − ξ̂−n ] = 0,
Enab(b
∗)(̂ξ+n + ξ̂−n ) = 0,
Enab(b
∗)(bn − b∗)[̂ξ+n + ξ̂−n ] = 0.
It follows that
En V (un+1)− V (un) = 1n
(
Jbb(b
∗)+ 1
3
)
(un)
2 + 1
2
√
n
un Enψ˜
1
n +
1
2n
2
3
un Enψ˜
2
n +
1
2n
5
6
Enψ˜
3
n u
2
n
+ 1
3!n [Jbbb(bn)+ o(1)] +
1
n
un O(|bn − b∗|2)En(1+ |̂ξ+n | + |̂ξ−n |)+
1
n
5
3
un Enen,
where en is a random noise satisfying E |en|2 <∞, and
ψ˜2n = Jb(b∗, ξ˜+n )+ Jb(b∗, ξ˜−n )
ψ˜3n = Jb(b∗, ξ˜+n )− Jb(b∗, ξ˜−n ).
For any η > 0 small enough, we may suppose without loss of generality that |bn−b∗| < η for all n. Consequently,
the term O(|bn − b∗|2) can be made as small as desired since bn → b∗. Using (A3), there is a λ0 > 0 such that
Jbb(b
∗)+ 1
3
< −λ0
2
.
This implies that(
Jbb(b
∗)+ 1
3
)
u2 < −λ0V (u) for each u.
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Define
V1(u, n) =
∞∑
j=n
1
2
√
j
Enuψ˜
1
j
V2(u, n) =
∞∑
j=n
1
2 j
2
3
Enuψ˜
2
j ,
V3(u, n) =
∞∑
j=n
1
2 j
5
6
Enψ˜
3
j u
2.
(A.5)
Owing to the mixing-type condition, it is readily verified that
|V1(u, n)| ≤ K√
n
(1+ V (u)),
|V2(u, n)| ≤ K
n
2
3
(1+ V (u)),
|V3(u, n)| ≤ K
n
5
6
(1+ V (u)).
(A.6)
Next define
V˜ (u, n) = V (un)+
3∑
i=1
Vi (u, n).
Then detailed calculations lead to
En V˜ (un+1, n + 1)− V˜ (un, n) ≤ −λ1n V˜ (un, n)+
K
n
[̂en + 1],
where 0 < λ1 < λ0 and E |̂en|2 <∞. Taking expectation and iterating on the resulting inequality leads to
EV˜ (un+1, n + 1) ≤ An,0 EV˜ (u0, 0)+ K
n∑
j=1
An, j
1
j
,
where
Ank =

n∏
j=k+1
(
1− λ1
j
)
, k < n,
1, k = n.
It is readily seen that
n∑
j=1
Anj
1
j
<∞.
Thus EV˜ (un, n) ≤ O(1). Noting (A.6) and replacing V˜ (un, n) by V (un), we also obtain EV (un) = O(1). Finally,
using the familiar Tchebeshev’s inequality,
P(|un| > K0) ≤ 2 EV (un)K0 .
The desired result follows. 
Proof of Lemma 3.5. Consider the sequence of vectors {(̂ξ+n , ξ̂−n )′} (the symbol ′ denoting the transpose), which is a
vector-valued martingale difference with E |(̂ξ+n , ξ̂−n )′|2 <∞. By a variant of the well-known functional central limit
theorem for sum of martingale difference sequence,
Ŵ n(t) =
m(tn+t)−1∑
k=n
1√
k
(
ξ̂+k
ξ̂−k
)
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converges weakly to a 2-dimensional Brownian motion whose covariance is given by Σ̂ t with
Σ̂ =
(
E (̂ξ+0 )
2 E ξ̂+0 ξ̂
−
0
E ξ̂−0 ξ̂
+
0 E (̂ξ
−
0 )
2
)
.
By virtue of the Crame´r–Wold device [2, p. 48] and the well-known Slutsky theorem, ŵn(·) = a(b∗)(1 − 1)Ŵ n(·)
converges weakly to a(b∗)(1 − 1)Ŵ (·), whose covariance is given by (a(b∗))2(1 − 1)Σ̂ (1− 1)′t . Using the criterion
for characterization of a Wiener process (see, for example, [16, Theorem 4.1.2 p.99, and p. 235]), the limit is a
1-dimensional Brownian motion. Thus (i) follows.
To prove (ii), by virtue of the invariance principle for mixing noise [2, p. 174],
W˜ n(t) =
m(tn+t)−1∑
k=n
1√
k
(
ψ˜
1,+
k
ψ˜
1,−
k
)
converges weakly to a Brownian motion W˜ (·) = (w˜1(·), w˜2(·))′ with covariance Σ˜ t where
Σ˜ = E
(
ψ˜
1,+
0
ψ˜
1,−
0
)
(ψ˜
1,+
0 ψ˜
1,−
0 )+
∞∑
k=1
E
(
ψ˜
1,+
0
ψ˜
1,−
0
)
(ψ˜
1,+
k ψ˜
1,−
k )+
∞∑
k=1
E
(
ψ˜
1,+
k
ψ˜
1,−
k
)
(ψ˜
1,+
0 ψ˜
1,−
0 ).
Thus (1 − 1)W˜ n(·) converges weakly to a Brownian motion with covariance (1 − 1)Σ˜
(
1
−1
)
t such that σ˜ 2 is given
by (3.13).
Finally, (iii) follows from (i) and (ii) by noting the independence. This completes the proof. 
Proof of Lemma 3.6. We work on each of the terms other than those on the first line of (3.15). For the terms involved
in the last line, owing to the boundedness of {uNn }, a rough estimate leads to
E
m(tn+t)−1∑
k=n
1
k
5
3
O(|uk |2)q N (uNk )(1+ |̂ξ+n |2 + |̂ξ−n |2) ≤ K
m(tn+t)−1∑
k=n
1
k
5
3
≤ K
(
m(tn+t)−1∑
k=1
1
k
5
3
−
n−1∑
k=1
1
k
5
3
)
≤ K
(
1
(m(tn + t)− 1) 23
+ 1
(n − 1) 23
)
→ 0 as n→∞.
Likewise, for the last term,
E
∣∣∣∣∣m(tn+1)−1∑
k=n
1
k
5
3
ek
∣∣∣∣∣ ≤ m(tn+t)−1∑
k=n
1
k
5
3
E |ek | → 0 as n→∞.
The terms in the next to the last line of (3.15) goes to 0 in probability owing to the continuity and the boundedness
of Jbbb(·) and bn → b∗ w.p.1.
Coming to the terms in the second line of (3.15), by the mixing property,
E
[
m(tn+t)−1∑
k=n
1
k
2
3
(Jb(b
∗, ξ˜+k )+ Jb(b∗, ξ˜−k ))
]2
=
m(tn+t)−1∑
k=n
m(tn+t)−1∑
j=n
1
k
2
3
1
j
2
3
E[(Jb(b∗, ξ˜+k )+ Jb(b∗, ξ˜−k ))(Jb(b∗, ξ˜+j )+ Jb(b∗, ξ˜−j ))]
≤ K
m(tn+t)−1∑
k=n
1
k
4
3
m(tn+t)−1∑
j≥k
E[(Jb(b∗, ξ˜+k )+ Jb(b∗, ξ˜−k ))(Jb(b∗, ξ˜+j )+ Jb(b∗, ξ˜−j ))]
≤ K
m(tn+t)−1∑
k=n
1
k
4
3
m(tn+t)−1∑
j≥k
$ j−k
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≤ K
m(tn+t)−1∑
k=n
1
k
4
3
→ 0 as n→∞.
The orthogonality of the sequences {̂ξ±n } implies
E
[
m(tn+t)−1∑
k=n
1
k
2
3
ab(b
∗)(̂ξ+k + ξ̂−k )
]2
=
m(tn+t)−1∑
k=n
1
k
4
3
(ab(b
∗))2 E (̂ξ+k + ξ̂−k )2
≤ K
m(tn+t)−1∑
k=n
1
k
4
3
→ 0 as n→∞.
Likewise working with ψ3uNn and using similar estimates as in ψ
2
n above, we obtain
E
[
m(tn+t)−1∑
k=n
1
k
5
6
ψ3n (u
N
k )q
N (uNk )
]2
→ 0 as n→∞.
Thus the proof of the lemma is completed. 
Proof of Lemma 3.7. The proof is divided into two steps. Step (i): We claim that {uN ,n(·)} is tight in D(−∞,∞) (see
[16] for the notation of D space). To verify this assertion, for any T > 0, any ∆ > 0, t ∈ [−T, T ], and 0 ≤ s ≤ ∆,
owing to Lemma 3.5,
E
[
m(tn+t+s)−1∑
k=m(tn+t)
1√
k
(ψ˜1k + ψ̂1k )
]2
≤ K s. (A.7)
In addition,
E
[
m(tn+t+s)−1∑
k=m(tn+t)
[
1
k
(
Jbb(b
∗)+ 1
3
)
+ 1
3!k Jbbb(b
∗)
]]2
≤ K s2. (A.8)
Combining (A.7) and (A.8) together with Lemma 3.6 yields that
lim
∆→0
lim sup
n→∞
[uN ,n(t + s)− uN ,n(t)]2 = 0.
The tightness of {uN ,n(·)} thus follows.
Step (ii): Since {uN ,n(·)} is tight, we can extract a convergent subsequence. Select such a sequence, still denote the
sequence by uN ,n(·) for simplicity, and denote the limit by uN (·). By Skorohod representation [16, Chapter 7], we
may assume without loss of generality that uN ,n(·) converges to uN (·) w.p.1, and the convergence is uniform on each
compact interval. To verify the limit being the solution of the desired martingale problem, we need only verify
f (uN (t + s))− f (uN (t))−
∫ t+s
t
LN f (uN (τ ))dτ is a martingale,
which in turn, require that we verify: For any bounded and continuous function h(·), any positive integer κ , and any
t , s, and t j satisfying t j ≤ t and j ≤ κ ,
Eh(uN (t j ) : j ≤ κ)[ f (uN (t + s))− f (uN (t))−
∫ t+s
t
LN f (uN (τ ))dτ ] = 0. (A.9)
By the weak convergence of uN ,n(·) and the Skorohod representation,
Eh(uN ,n(t j ) : j ≤ κ)[ f (uN ,n(t + s))− f (uN ,n(t))]
→ Eh(uN (t j ) : j ≤ κ)[ f (uN (t + s))− f (uN (t))] as n→∞. (A.10)
G. Yin et al. / Journal of Computational and Applied Mathematics 223 (2009) 240–262 261
For m(tn + t) ≤ t ≤ m(tn + t + s) − 1, choose m1 < m2 < · · · a sequence of positive integers and a sequence of
positive real numbers ∆n such that
1
∆n
ml+1∑
k=ml
1
k
→ 1 as n→∞.
Note that
f (uN ,n(t + s))− f (uN ,n(t)) =
∑
t≤l∆n<(t+s)
∆n
1
∆n
[
ml+1−1∑
k=ml
fu(u
N
ml )[uNml+1 − uNml ]
+
ml+1−1∑
k=ml
fuu(u
N
ml )[uNml+1 − uNml ]2 + o(1)
]
, (A.11)
where o(1)→ 0 in probability uniformly in t as n→∞. It follows that as n→∞,
Eh(uN ,n(t j ) : j ≤ κ)
 ∑
t≤l∆n<(t+s)
∆n
1
∆n
[
ml+1−1∑
k=ml
fu(u
N
ml )[uNml+1 − uNml ]
]
→ Eh(uN (t j ) : j ≤ κ)
[∫ t+s
t
fu(u
N (τ ))
{[
Jbb(b
∗)+ 1
3
]
uN (τ )q N (uN (τ ))+ 1
3! Jbbb(b
∗)
}
dτ
]
. (A.12)
Moreover,
Eh(uN ,n(t j ) : j ≤ κ)
 ∑
t≤l∆n<(t+s)
∆n
1
∆n
[
ml+1−1∑
k=ml
fuu(u
N
ml )[uNml+1 − uNml ]2
]
→ Eh(uN (t j ) : j ≤ κ)
[∫ t+s
t
fuu(u
N (τ ))σ 2dτ
]
as n→∞. (A.13)
Combining (A.10)–(A.13), we obtain
Eh(uN ,n(t j ) : j ≤ κ)[ f (uN ,n(t + s))− f (uN ,n(t))]
→ Eh(uN (t j ) : j ≤ κ)
[∫ t+s
t
{
fu(u
N (τ ))
{[
Jbb(b
∗)+ 1
3
]
uN (τ )q N (uN (τ ))+ 1
3! Jbbb(b
∗)
}
+ fuu(uN (τ ))σ 2
}
dτ
]
as n→∞. (A.14)
By virtue of (A.10), (A.14) and (A.9) follows. Thus the lemma is proved. 
Proof of Lemma 3.8. The proof is based on Lemma 3.7, and is similar to [16, Step 4 in p. 284]. We omit the details
here. 
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