Abstract-In distributed control applications such as coverage or consensus by multiple mobile agents, a great new challenge is the development of motion algorithms that dynamically determine the positions of the agents in the formation using only local information. In this paper, we address this challenge using two novel ideas. First, we represent a formation as a rotational and translational invariant configuration in the free space and employ distributed consensus algorithms to guarantee that all agents agree on the rotation and translation of the final formation configuration. Second, local market-based coordination protocols dynamically determine a permutation of the agents in the formation, while artificial potential fields are used to drive the group of agents to the desired formation. Integration of the overall system results in a distributed, multiagent, hybrid system which, under a connectivity assumption on the underlying communication network, is shown to always converge to the desired formation. Furthermore, the number of explored permutations is at most polynomial with the number of agents, while scalability of our approach is illustrated by nontrivial computer simulations.
I. INTRODUCTION
Coordinated motion and cooperative control has recently emerged as a fundamental problem in the control of multiagent systems. Motivations come from the area of controlling formations of ground or aerial vehicles with applications in air traffic control, satellite clustering, automatic highways, mobile robotics and mobile sensor networks. One of the main goals is to achieve a coordinated objective while using only local information. The objective investigated in this paper is that of controlling the formation of a group of mobile agents.
In the area of multi-agent systems, a formation is roughly defined as a configuration of the agents in the free space characterized by given inter-agent distances. Depending explicitly on inter-agent distances, a formation can be realized anywhere in the free space. In general, an explicit assignment of the agents in a formation might be desired, however, for indistinguishable agents, this is not always the case. In particular, formations resulting from distinct permutations of indistinguishable agents are called identical modulo permutation and consist the main focus of this paper. In this context, the problem of formation control consists of controlling the relative positions of the agents with respect to formations that are identical up to a permutation.
Due to its frequent appearance in the context of multiagent systems, formation control has already received considerable attention. Problems that have been investigated include motion feasibility of formations [1] , reaching a formation [2] , [3] , [4] , preserving a formation pattern [5] and switching between different formations [6] . Approaches to these problems range from behavior-based [7] and leaderfollower [8] , [9] , [10] , to paradigms involving virtual structures [11] and rigid-body type formations [12] . Common in all these approaches is a given assignment of the agents in the desired formation. On the other hand, the assignment problem per se, has recently been studied in the context of destination or target allocation in distributed robotics. Approaches are either on-line [13] , [14] or off-line [15] , [16] , [17] , depending on whether the discrete assignment is addressed simultaneously with the continuous navigation strategies or is solved independently in advance.
As recent applications in formation control, such as coverage [18] or consensus [19] , [20] , [21] , [22] , [23] by mobile sensor networks, involve increasingly large numbers of indistinguishable mobile agents, the need for fully distributed feedback control frameworks also able to determine the positions of the agents in the formation becomes vital. In this paper, we address this challenge using a novel control decomposition. In particular, we represent a formation as a rotational and translational invariant configuration in the free space and employ distributed consensus algorithms to guarantee that all agents agree on the rotation and translation of the final configuration of the formation. On the other hand, the permutation of the agents in the formation is determined dynamically, by means of distributed marketbased coordination protocols, where the agents bid for their position in the desired formation. Navigation of the agents to the desired formation is, then, due to artificial potential fields composed with the aforementioned coordination schemes. Integration of the overall system results in a distributed, multi-agent, hybrid system which, under certain connectivity assumptions on the underlying communication network, is shown to always reach the desired formation. Furthermore, the number of explored permutations is at most polynomial, dramatically reducing the combinatorial nature of purely discrete assignment problems. Our scalable approach is illustrated with nontrivial computer simulations.
The rest of this paper is organized as follows. In Section II we define the problem of distributed formation control with permutation symmetries and develop a necessary graph theoretic background. In Section III we elaborate on the consensus, navigation and market-based controller specifications, while in Section IV, we integrate the above controllers into a hybrid control scheme for every agent. The overall system is studied in Section V, while in Section VI, our approach is illustrated with nontrivial computer simulations. ThPI24. 8 1-4244-1498-9/07/$25.00 ©2007 IEEE.
II. PROBLEM FORMULATION
Consider n identical fully actuated agents in R p , such that every agent i is described by,
where x i (t) ∈ R p denotes the position vector of agent i at time t and u i (t) ∈ R p is a control input to be determined. Define, further, a Euclidean Distance Matrix (EDM) C = (c ij ) ∈ R n×n , such that c ii = 0 for all i and c
kj for all i, j, k = 1, . . . , n, i.e., the entries of C satisfy the triangle inequality. Given any EDM C = (c ij ) ∈ R n×n , we can define a formation in R p by,
Let π : {1, . . . , n} → {1, . . . , n} denote any permutation of integers {1, . . . , n}. Then, the problem addressed in this paper can be stated as follows.
Problem 1: Given any formation F C , determine distributed control laws u i (t) for all agents i that guarantee lim t→∞ x i − x i 2 2 = c π(i)π(j) for all i = j and any permutation π.
In other words, Problem 1 implies that we want the group of agents to converge to the formation F C . Note that the permutation π of the agents in the formation F C is not provided a priori hence, it needs to be determined dynamically. We achieve this goal using an equivalent representation of a formation. In particular, letf 1 , . . . ,f n ∈ F C denote any realization of the formation F C in R p and observe that,
where y ∈ R p and R ∈ SO(p) denote a translation vector and rotation matrix, respectively ( Figure 1 ). Clearly, representations (2) and (3) of a formation are equivalent since,
1 Observe that representation (3) explicitly describes a formation F C in terms of the points f 1 , . . . , f n ∈ R p rather than the inter-agent distances c ij . Hence, we can reformulate Problem 1 as follows.
Problem 2: Given any realizationf 1 , . . . ,f n ∈ F C of a formation F C , determine distributed control laws u i (t) that guarantee lim t→∞ x i = y + Rf π(i) for all agents i, any permutation π, translation vector y ∈ R p and rotation matrix R ∈ SO(p).
Designing control inputs for the agents according to the specifications of Problem 2, critically relies on notions from graph theory. In particular, given the system of agents in system (1), we can define a dynamic graph G(t) as follows.
Definition 2.1 (Dynamic Graph): We call G(t) = (V, E(t)) a dynamic graph consisting of a set of vertices V = {1, . . . , n} indexed by the set of agents and a time varying set of links
1 Note that Rf 2 = f 2 for any vector f ∈ R p and any rotation matrix R ∈ SO(p). Dynamic graphs G(t) such that (i, j) ∈ E(t) if and only if (j, i) ∈ E(t) are called undirected and consist the main focus of this paper. 2 Furthermore, for any pair of vertices i and j such that (i, j) ∈ E(t) we write i ∼ j and say that vertices i and j are adjacent, or neighbors, at time t. A topological invariant of graphs that is of particular interest for the purposes of this work is graph connectivity.
Definition 2.2 (Graph Connectivity):
We say that a dynamic graph G(t) is connected at time t if there exists a path, i.e., a sequence of distinct vertices such that consecutive vertices are adjacent, between any two vertices in G(t).
Given any collection of m distinct instances of G(t), i.e., {G(t 1 ), . . . , G(t m )}, we say that the collection {G(t 1 ), . . . , G(t m )} is jointly connected if the union of its members is a connected graph [22] .
III. DISTRIBUTED COORDINATION
Consider n agents in R p and a formation F C expressed as in equation (3) with realizationf 1 , . . . ,f n ∈ F C that is known to all agents. The goal in this section is to develop a distributed control framework able to drive the agents to the desired formation F C for any translation vector y ∈ R p , rotation matrix R ∈ SO(p) and permutation π, that are to be determined dynamically, using only local information. In particular, under certain connectivity assumptions on the communication network G(t), we employ consensus protocols from the literature [22] to get y ∈ R p and R ∈ SO(p) that are common for all agents, while the permutation π is determined dynamically by means of distributed marketbased coordination.
A. Consensus on the Rotation and Translation
Let y i ∈ R p and R i ∈ SO(p) denote the translation vector and rotation matrix of agent i, respectively, and note that in R 3 (similarly in R 2 ), the rotation R i can be written in terms of the angles φ i , ψ i and θ i as,
where R x (φ i ), R y (ψ i ) and R z (θ i ) denote the roll, pitch and yaw rotations along the x, y and z directions, respectively. Furthermore, given any communication network G(t) = (V, E(t)), let N i (t) = {j | (i, j) ∈ E(t)} denote the neighbors of agent i at time t. Then, the following theorem 2 Dynamic graphs G(t) as in Definition 2.1, are sometimes also called proximity graphs.
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guarantees consensus of all agents regarding their rotation and translation variables.
and θ i (t 0 ) be fixed and assume that every collection of communication graphs {G 1 , . . . , G m } in every bounded time interval is jointly connected. Then, the system,
Proposition 3.2: Given any realizationf 1 , . . . ,f n ∈ F C of a formation F C , assume that the conditions of Theorem 3.1 hold. Then, for any given permutation π and any constant K > 0, the control laws,
together with the consensus algorithm (5), guarantee that lim t→∞ x i = y + Rf π(i) for all agents i.
Proof: Observe first that the consensus algorithm (5) does not depend on the agents' states x i ∈ R p and so Theorem 3.1 guarantees convergence of the translation vectors y i ∈ R p and rotation matrices R i ∈ SO(p) to common values y ∈ R p and R = R z (θ)R y (ψ)R x (φ) ∈ SO(p), respectively, for all agents. 3 Hence, the control laws (6) asymptotically become u i (t) = −K∇ xi x i − y − Rf π(i) 2 2 and clearly guarantee that lim t→∞ x i = y + Rf π(i) for all agents i. To see this, just note that
2 is a Lyapunov function associated with agent i. In other words, Proposition 3.2 implies that, given any permutation π, control laws (6) and the proposed consensus algorithm (5) guarantee that the group of agents eventually converges to formation F C . 4 Hence, the major challenge is to determine a permutation π in a distributed way. To achieve this goal, we employ a market-based coordination framework, where every agent bids for a position π(i) in the permutation π. The resulting auction is distributed, since it takes place in the absence of a centralizing auctioneer.
B. Market-Based Coordination
Let I 0 = {1, . . . , n} denote the index set of all available positions in a formation F C . We say that a position k ∈ I 0 is being "sold" in the market if there is at least one agent i such that π(i) = k. Let I(t) denote the index set of all positions that are not "sold" in the market at time t and I c (t) = I 0 \I(t) denote the complement of I(t). We call I(t) and I c (t) the sets of available and taken positions, respectively. Similarly, let I a i (t) and I t i (t) denote the index sets of available and taken positions from the perspective of 3 Note that control of the angles is performed in R p and the mapping R p → SO(p) in equation (4) is injective. 4 Note that for any formation formation F C and any permutation π, if y + Rf 1 , . . . , y + Rfn ∈ F C , then y + Rf π(1) , . . . , y + Rf π(n) ∈ F C . else if b i = max j∈Ai {b j } then 10: Bid higher for the same position π(i), i.e.,
Algorithm 1 Auction Mechanism for Agent i
Update neighbors,
else if b i < max j∈Ai {b j } then Having characterized the positions in the formation F C as available or taken depending on whether they are being "sold" in the market or not, we now describe the auction mechanism itself. In the absence of a centralizing auctioneer, local communication among the agents is required to achieve the desired coordination. As before, let N i (t) = {j | (i, j) ∈ E(t)} denote the set of neighbors of agent i at time t and define a selection function g : 2 R+ → R + by,
where x ∈ X can be chosen according to any policy, deterministic or not. Then, the proposed auction mechanism is described in Algorithm 1 and the corresponding marketbased coordination scheme consists of multiple such auctions taking place locally among groups of agents. Remark 3.3: We assume that bidding is sound in the sense that every tie on the bids is eventually broken (line 9 of Algorithm 1). Moreover, we require that every new position that is being "sold" is chosen among the available ones (line 13 of Algorithm 1). This requirement guarantees progress towards reaching a final permutation since, it does not allow continuous bidding for any particular position in π.
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IV. MODELING THE AGENTS
Integration of the continuous time control laws in Subsection III-A with the discrete coordination protocols in Subsection III-B leads to a hybrid model for every agent [25] that consists of a navigation and a coordination automaton, as shown in Figure 2 . Inputs to the navigation automaton of agent i consist the position π(i) and neighbor set N i (t), while output is the updated state x i (t). On the other hand, inputs to the coordination automaton of agent i consist the states x j (t), positions π(j), bids b j (t) and sets of taken positions I t j (t) of all agents, while outputs are its own updated neighbor set N i (t), position π(i), bid b i (t) and sets I a i (t) and I t i (t). 5 Updates in both navigation and coordination automata depend explicitly on nearest neighbors N i (t), hence the distributed nature of the approach. The two automata are synchronized and together consist the model of agent i. The following notion of a predicate enables us to formally define the aforementioned automata.
Definition 4.1 (Predicate): Let X = {x 1 , . . . , x n } be a finite set of variables. We define a predicate ψ(X) over X to be a finite conjunction of strict or non-strict inequalities over X. We denote the set of all predicates over X by P red(X).
In other words, a predicate is a logical formula. For example, the predicate ψ(X) = x − x 0 < r over the set of variables X ∈ R N returns 1 if x belongs in the open ball x − x 0 < r and 0 otherwise. Hence, the navigation automaton for agent i can be defined as follows. 6 Definition 4.2 (Navigation Hybrid Automaton): We define the navigation hybrid automaton of agent i to be the tuple N i = (X Ni , V Ni , E Ni , Σ Ni , sync, inv, init, guard, reset, f low), where,
• V Ni = {N } denotes the finite set of control modes.
7
• E Ni = {(N, N )} denotes the set of control switches.
• Σ Ni = {update i } denotes the set of synchronization labels.
• sync : E Ni → Σ Ni with, sync((N, N )) = update i , denotes the synchronization map mapping each control switch to a synchronization label.
update i
Navigate true Fig. 3 . Navigation Automaton for Agent i.
• inv : V Ni → P red(X Ni ) with inv(N ) = true, denotes the invariant conditions of the hybrid automaton.
denotes the set of initial conditions. • guard : E Ni → P red(X Ni ) with guard( (N, N )) = true, denotes the set of guards of the hybrid automaton.
, denotes the set of resets associated with the guards of the hybrid automaton.
• f low : (4) − (6), denotes the flow conditions of the hybrid automaton that constrain the first time derivatives of the system variables in mode v ∈ V Ni . Figure 3 shows the graph representation of the hybrid automaton N i . Observe that N i consists of a single mode including the dynamics of agent i, while self transitions in N i are synchronized with transitions of the coordination automaton of agent i, due to the synchronization labels sync((N, N )) = update i . Such transitions are triggered whenever the position π(i) or neighbor set N i of agent i are updated by the coordination automaton C i , which consists an implementation of the auction mechanism in Algorithm 1 and can be defined in a similar way (Figure 4 ). Note that transitions from mode v = A to modes v ′ = N, U in automaton C i are time triggered and take place after time τ i > 0 has elapsed. The reason for this concerns synchronization of the automata N i and C i . In particular, in the absence of the time τ i > 0, all transitions in C i are instantaneous, which due to synchronization, implies that transitions in N i are instantaneous too. But then, the flow in N i is not well defined. 8 
V. INTEGRATION OF THE OVERALL SYSTEM
Composition of all elementary automata N i and C i leads to a product system S [25] that models the interconnection between them. Clearly, studying S we can identify the properties of the whole multi-agent system. The following proposition shows that every agent has always knowledge of at least all available destinations in I(t). This property of the product system S is necessary to show that eventually π(i) = π(j) for all agents i = j, i.e., that π is eventually a 8 One could also view τ i > 0 as a model for time delays due to communication or computation costs in the auction mechanism itself. 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 ThPI24.8 permutation. 9 Proposition 5.1: The product system S guarantees that I(t) ⊆ I a i (t) for all time t and all agents i. Our next result concerns the running time of the hybrid system S. In particular, we show that the product system S in the worst case can only take a finite number of transitions
which is polynomial with respect to the number of agents n. In other words, the permutation π can only be updated finitely many times. This result is important, given that the⋆ S the equilibrium mode of the system.
VI. SIMULATION RESULTS
We consider a navigation task in R 2 , where n = 231 agents, starting from randomly chosen initial configurations, are required to reach a lattice formation with a given realization as in Figure 5 . For all agents i, the translation vectors y i are initialized with the agents' initial positions, 9 Proofs for this and the other results in this section are omitted due to space limitations. i.e., y i (t 0 ) = x i (t 0 ), while the angles φ i , ψ i and θ i are randomly initialized in the interval [0, 2π].
10 Figure 6 shows the evolution of the system at 5 different time instants. The agents are denoted with dots and the communication range used is r = .35. Observe that the hybrid system S eventually drives the group of agents to the desired formation. Note also the scalability of our approach indicated by the number of agents that can be handled.
VII. CONCLUSIONS
In this paper, we considered a distributed hybrid approach to the formation control problem, that simultaneously addresses the discrete permutation of the agents in the formation as well as the continuous navigation strategies that drive the group to the desired formation. A formation was represented as a rotational and translational invariant configuration in the free space and distributed consensus algorithms guaranteed that all agents agreed on the rotation and translation of the final configuration of the formation. On the other hand, the permutation of the agents in the formation was determined dynamically, by means of distributed marketbased coordination protocols, while navigation of the group to the desired formation was due to artificial potential fields. The overall hybrid system was shown to always converge to the desired formation as long as ceratin connectivity assumptions on the underlying communication network were satisfied and have at most polynomial complexity, despite the exponential growth of the number of permutations with respect to the number of agents. Our scalable approach was verified through non-trivial computer simulations. 
