Ein induktives Messverfahren zur Bestimmung der elektrischen Leitfähigkeit an unterkühlten Metallschmelzen by Richardsen, Thomas
Ein induktives Messverfahren
zur Bestimmung
der elektrischen Leitfa¨higkeit
an unterku¨hlten Metallschmelzen
Von
der Fakulta¨t fu¨r Mathematik, Informatik und Naturwissenschaften
der Rheinisch-Westfa¨lischen Technischen Hochschule Aachen
zur Erlangung des akademischen Grades
eines Doktors der Naturwissenschaften
genehmigte Dissertation
vorgelegt von
Diplom-Physiker
Thomas Richardsen
aus Mu¨nchen
Berichter : Prof. Dr. I. Egry
Prof. Dr. M. Wuttig
Tag der mu¨ndlichen Pru¨fung: 11.07.01
Inhaltsverzeichnis
1 Einfu¨hrung 1
2 Der elektrische Ladungstransport 5
2.1 Das Modell des freien Elektrons . . . . . . . . . . . . . . . . . . . 5
2.2 Klassifizierungsschema . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Die Elektronenverteilungsfunktion . . . . . . . . . . . . . . . . . . 11
2.3.1 Die Boltzmann-Gleichung . . . . . . . . . . . . . . . . . . 12
2.3.2 Die Ziman-Formel fu¨r reine Metalle . . . . . . . . . . . . . 16
2.3.3 Erweiterung fu¨r Legierungen . . . . . . . . . . . . . . . . . 21
2.3.4 Erweiterung fu¨r U¨bergangsmetalle . . . . . . . . . . . . . . 25
2.4 Temperaturabha¨ngigkeit . . . . . . . . . . . . . . . . . . . . . . . 28
3 Untersuchung im unterku¨hlten Zustand 35
3.1 Unterku¨hlung und Keimbildung . . . . . . . . . . . . . . . . . . . 35
3.1.1 Homogene Keimbildung . . . . . . . . . . . . . . . . . . . 36
3.1.2 Heterogene Keimbildung . . . . . . . . . . . . . . . . . . . 39
3.2 Auswahl der untersuchten Materialien . . . . . . . . . . . . . . . . 40
3.3 Wiedemann-Franz-Gesetz . . . . . . . . . . . . . . . . . . . . . . 43
4 Elektrodynamische Grundlagen 45
4.1 Die Maxwell-Gleichungen . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Feldentwicklung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.1 Allgemeine Darstellung . . . . . . . . . . . . . . . . . . . . 50
4.2.2 Azimutalsymmetrie . . . . . . . . . . . . . . . . . . . . . . 55
4.2.3 Anwendung auf fadenfo¨rmige Stromringe . . . . . . . . . . 56
II INHALTSVERZEICHNIS
5 Levitation 57
5.1 Levitationskraft und Heizleistung . . . . . . . . . . . . . . . . . . 59
5.1.1 Exakte Formeln . . . . . . . . . . . . . . . . . . . . . . . . 59
5.1.2 Na¨herung fu¨r zwei Feldkoeffizienten . . . . . . . . . . . . . 60
5.1.3 Darstellung durch normierte Feldkoeffizienten . . . . . . . 63
5.1.4 Minimierung der Heizleistung . . . . . . . . . . . . . . . . 64
5.1.5 Materialeigenschaften . . . . . . . . . . . . . . . . . . . . . 68
5.2 Minimierung der Feldenergie . . . . . . . . . . . . . . . . . . . . . 69
5.3 Optimierung der Probenform . . . . . . . . . . . . . . . . . . . . 72
5.4 Stabilita¨tsbetrachtungen . . . . . . . . . . . . . . . . . . . . . . . 76
5.5 Praktische Realisierung . . . . . . . . . . . . . . . . . . . . . . . . 79
6 Theorie des Messverfahrens 83
6.1 Leitfa¨higkeit - Spuleninduktivita¨t . . . . . . . . . . . . . . . . . . 85
6.1.1 Allgemeine Form . . . . . . . . . . . . . . . . . . . . . . . 85
6.1.2 Anwendung auf Stromringe . . . . . . . . . . . . . . . . . 93
6.2 Magnetische Feldverteilung . . . . . . . . . . . . . . . . . . . . . . 97
6.3 Kurvenanpassung . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4 Messablauf und Auswertungsverfahren . . . . . . . . . . . . . . . 109
6.4.1 Prima¨rdaten-Bearbeitung . . . . . . . . . . . . . . . . . . 113
6.4.2 Eichung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.4.3 Messung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.4.4 Auswertung nach der Leitfa¨higkeit . . . . . . . . . . . . . 118
6.4.5 Referenzmessungen . . . . . . . . . . . . . . . . . . . . . . 120
6.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7 Spulendesign 123
7.1 Berechnungsgrundlagen . . . . . . . . . . . . . . . . . . . . . . . . 123
7.2 Praktische Realisierung . . . . . . . . . . . . . . . . . . . . . . . . 127
8 Versuchsaufbau 133
8.1 U¨berblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
8.2 Beschreibung einzelner Komponenten . . . . . . . . . . . . . . . . 139
INHALTSVERZEICHNIS III
8.2.1 Stromkreis der Levitation . . . . . . . . . . . . . . . . . . 139
8.2.2 Signalweg . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
8.2.3 Pyrometrie . . . . . . . . . . . . . . . . . . . . . . . . . . 146
8.3 Programme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.3.1 Eich- und Messprogramm . . . . . . . . . . . . . . . . . . 150
8.3.2 Auswertungsprogramme . . . . . . . . . . . . . . . . . . . 151
9 Referenzmessungen 155
9.1 Kugelfo¨rmige Proben . . . . . . . . . . . . . . . . . . . . . . . . . 155
9.2 Unterschiedliche Probengro¨ße . . . . . . . . . . . . . . . . . . . . 161
9.3 Deformierte Proben . . . . . . . . . . . . . . . . . . . . . . . . . . 162
10 Messungen an flu¨ssigen Metallen 173
10.1 Reine Materialien . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
10.2 Kupfer-Nickel-Legierungen . . . . . . . . . . . . . . . . . . . . . . 180
10.3 Thermische Leitfa¨higkeit . . . . . . . . . . . . . . . . . . . . . . . 188
10.4 Diskussion der Ergebnisse . . . . . . . . . . . . . . . . . . . . . . 189
11 Zusammenfassung und Ausblick 193
Anhang 197
A Magnetfeld bei Azimutalsymmetrie 197
A.1 Die greensche Funktion . . . . . . . . . . . . . . . . . . . . . . . . 197
A.2 Erste Ordnung Sto¨rungstheorie . . . . . . . . . . . . . . . . . . . 199
A.3 Zusammenfassung der Ergebnisse . . . . . . . . . . . . . . . . . . 207
B Stabilita¨t des Levitationsfeldes 211
B.1 Magnetische Feldverteilung ohne Azimutalsymmetrie . . . . . . . 212
B.2 Hochfrequenz-Na¨herung . . . . . . . . . . . . . . . . . . . . . . . 217
B.3 Die Stabilita¨tsbedingungen . . . . . . . . . . . . . . . . . . . . . . 223
B.4 Stabilita¨t in z-Richtung . . . . . . . . . . . . . . . . . . . . . . . . 227
B.5 Stabilita¨t in ρ-Richtung . . . . . . . . . . . . . . . . . . . . . . . 228
B.6 Alternative: Zwei-Frequenz-Levitation . . . . . . . . . . . . . . . 230
IV INHALTSVERZEICHNIS
C Feldenergie 235
D Elektronische Schaltungen 239
D.1 Messung der Probenposition . . . . . . . . . . . . . . . . . . . . . 239
D.2 Da¨mpfung von Probenschwingungen . . . . . . . . . . . . . . . . 242
E Referenz der verwendeten Bezeichnungen 249
Literaturverzeichnis 259
Danksagung 267
Kapitel 1
Einfu¨hrung
In den letzten Jahrzehnten hat sich ein zunehmendes wissenschaftliches Inter-
esse an den Eigenschaften nicht-kristalliner Leiter gebildet, wie amorphen und
glasbildenden Halbleitern, flu¨ssigen Metallen und metallischen Da¨mpfen. Insbe-
sondere unterku¨hlte Metallschmelzen und deren thermophysikalische Eigenschaf-
ten sind Gegenstand intensiver Forschung [44, 101]. In diesem Zusammenhang
stellt die elektrische Leitfa¨higkeit σ (bzw. deren Kehrwert, der spezifische Wider-
stand ρ) eine fundamentale Gro¨ße dar, die eng an den mikroskopischen Zustand
eines Systems gekoppelt ist. Die elektrischen Transporteigenschaften sind hierbei
maßgeblich durch das Streuverhalten der Elektronen an den Ionen der Schmelze
bestimmt. Neben den materialspezifischen elektronischen Eigenschaften des be-
trachteten Systems, wie der Bandstruktur, der Zustandsdichte und der Lage der
Fermienergie spielt die statistische Verteilung der Ionen, wie sie u¨ber den Struk-
turfaktor beschrieben wird, eine entscheidende Rolle. Auch wenn die Leitfa¨higkeit
eines Systems in diesem Sinne eine komplexe Gro¨ße darstellt, die von einer Viel-
zahl von Faktoren abha¨ngig ist, so lassen sich A¨nderungen dieser Gro¨ße oftmals
als Indiz fu¨r strukturelle Vera¨nderungen gerade in der Na¨he von Phasenumwand-
lungen und damit einhergehenden Umordnungen der Atome deuten. Untersu-
chungen im unterku¨hlten Temperaturbereich sind aus diesem Grund besonders
interessant, da gerade bei tiefen Temperaturen Zusammenballungen von Atomen
(Cluster) mit einer erho¨hten Wahrscheinlichkeit auftreten, die eventuelle Abwei-
chungen des spezifischen Widerstandes von der linearen Temperaturabha¨ngigkeit
zur Folge haben. Zur Untersuchung bieten sich insbesondere solche Materialien
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an, die eine positive Mischungsenthalpie besitzen, da hier eine erho¨hte Tendenz
gleichartiger Atome, sich nebeneinander aufzuhalten, besteht.
Neben wissenschaftlichen Erkenntnissen, die dieses Untersuchungsfeld erhoffen
la¨sst, haben Messwerte der elektrischen Leitfa¨higkeit zudem auch anwendungs-
technische Bedeutung, da sich hieraus u¨ber das Wiedemann-Franz-Gesetz die
thermische Leitfa¨higkeit berechnen la¨sst. Dies ist eine Gro¨ße, deren direkte Mes-
sung gerade im flu¨ssigen Zustand aufgrund der nie ga¨nzlich zu vermeidenden Kon-
vektion oft mit großen Schwierigkeiten verbunden ist. Eine besondere Bedeutung
kommt der Wa¨rmeleitfa¨higkeit im Bereich von gusstechnischen Anwendungen zu,
da bei Erstarrungsvorga¨ngen u¨ber diese Gro¨ße die Abfuhr der latenten Wa¨rme
von der Phasenfront in die (unterku¨hlte) Restschmelze kontrolliert wird.
Die Motivation dieser Arbeit war es, ein Verfahren zu entwickeln, das aufgrund
der erreichten Pra¨zision die Mo¨glichkeit ero¨ffnet, auch geringe Abweichungen des
spezifischen Widerstandes vom linearen Verhalten im unterku¨hlten Zustand nach-
zuweisen. Hierbei ist in erster Linie eine hohe relative Genauigkeit erforderlich,
wa¨hrend Fehler des Absolutwertes eine untergeordnete Rolle spielen. Um ein
Messverfahren an einer unterku¨hlten Schmelze zu realisieren, ist es erforder-
lich, jeden direkten Kontakt mit dem zu untersuchenden Material zu vermei-
den. Aus diesem Grund wurde das Verfahren der elektromagnetischen Levitati-
on zur Positionierung des Probenmaterials mit einem induktiven Verfahren zur
Widerstandsmessung und einem pyrometrischen Verfahren zur Bestimmung der
Probentemperatur kombiniert. Die Widerstandsmessung beruht darauf, dass in
einem elektrisch leitenden Material innerhalb eines Wechselfeldes Wirbelstro¨me
induziert werden, die zur A¨nderung der wechselseitigen Induktivita¨t eines die
Probe umschließenden Messspulenpaares (Messtransformators) fu¨hren. Diese In-
duktivita¨tsa¨nderung steht in direktem Zusammenhang mit der Leitfa¨higkeit der
eingeschlossenen Probe, sodass sich bei Kenntnis dieser Beziehung auf den spezifi-
schen Widerstand des untersuchten Materials zuru¨ckschließen la¨sst. Da die Geo-
metrie eines levitierten flu¨ssigen Metalltropfens sich deutlich von der Form eines
Zylinders unterscheidet, fu¨r die ein theoretischer Zusammenhang zwischen der
Leitfa¨higkeit und der Gegeninduktivita¨tsa¨nderung bekannt ist, erfordert die An-
wendbarkeit dieses Verfahrens eine Berechnung der magnetischen Feldverteilung
des Messspulensystems unter Beru¨cksichtigung der Spulengeometrie und der spe-
ziellen Probenform. Hier wurde die Annahme gemacht, dass die Probe in erster
3Na¨herung spha¨rische Gestalt hat, wobei Abweichungen von der Kugelform durch
sto¨rungstheoretische Entwicklung um den Kugelradius r0 beru¨cksichtigt werden.
Um mo¨glichst gute Voraussetzungen fu¨r pra¨zise Messungen zu schaffen, wurde
die Feldgeometrie der Levitationsspule, die maßgeblichen Einfluss auf die Form
des im flu¨ssigen Zustand prozessierten Materials hat, hinsichtlich der Spha¨rizita¨t
der Probe optimiert. Theoretische Untersuchungen diesbezu¨glich fu¨hrten zu dem
Schluss, dass grundsa¨tzliche Verbesserungen hinsichtlich der Kugelfo¨rmigkeit des
Tropfens mit dem Verlust der radialen Stabilita¨t des Levitationsfeldes korreliert
sind. Es wurde ein Weg erarbeitet, wie diese Problematik umgangen werden
kann.
Ein weiterer Aspekt, der hier kurz angesprochen werden soll, ist der Umstand,
dass die gemessene Gegeninduktivita¨tsa¨nderung im Allgemeinen von der Posi-
tion der Probe innerhalb des Messtransformators abha¨ngig ist. Hier wurde ge-
zeigt, dass fu¨r Spulen, die ein exakt homogenes Messfeld erzeugen, diese Lage-
abha¨ngigkeit verschwindet. Ausgehend von dem Prinzip einer Helmholtz-Spule
wurde ein Verfahren entwickelt, mit dessen Hilfe die Messspulengeometrie so op-
timiert werden kann, dass trotz der begrenzten ra¨umlichen Ausdehnung dieser
Spulen weitgehend homogene Messfelder erzeugt werden.
Um das Verfahren der elektromagnetischen Levitation mit dem induktiven Mess-
verfahren zur Bestimmung der elektrischen Leitfa¨higkeit kombinieren zu ko¨nnen,
sind eine Vielzahl zusa¨tzlicher technischer Vorkehrungen no¨tig, wie z. B. eine
Tastung des Levitationsfeldes, d. h. eine wiederholte periodische Abschaltung
des Levitationsgenerators, wa¨hrenddessen die eigentliche Datenaufnahme durch-
gefu¨hrt wird, sowie der Einsatz von Kompensationstransformatoren, mittels derer
die induktive Kopplung zwischen Mess- und Levitationsspulen weitestgehend un-
terdru¨ckt wird.
Auch wenn ein vergleichsweise hoher technischer Aufwand no¨tig ist, um Mes-
sungen im unterku¨hlten Zustand durchfu¨hren zu ko¨nnen, so heißt dies jedoch
nicht, dass der Einsatzbereich der in dieser Arbeit entwickelten Anlage auf den
unterku¨hlten Bereich beschra¨nkt ist. Es ko¨nnen neben Flu¨ssigkeiten oberhalb
des Schmelzpunktes auch Festko¨rper untersucht werden. Um die Genauigkeit
des Messverfahrens zu testen, wurden Referenzmessungen an festen Substanzen
durchgefu¨hrt, die Abha¨ngigkeit der Messergebnisse von der Probendeformation
u¨berpru¨ft und ein Vergleich zu Literaturwerten gezogen. An flu¨ssigen Materia-
lien wurden die reinen Metalle Kupfer und Nickel sowie Legierungen aus diesen
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Metallen in unterschiedlichen Zusammensetzungen untersucht. Die hier gefunde-
nen Auffa¨lligkeiten werden auf der Basis der Ziman-Formel und des Fluctuation-
Scattering-Modells von Takeuchi und Endo diskutiert.
Messwerte der elektrischen Leitfa¨higkeit an unterku¨hlten Schmelzen existieren
nur fu¨r wenige Metalle. Diese Messungen wurden meist unter Mikrogravitations-
bedingungen im Weltraum vorgenommen, da dort fu¨r die Positionierung der Pro-
ben nur geringe Kra¨fte no¨tig sind. Dies fu¨hrt dazu, dass die Proben im Ruhe-
zustand aufgrund ihrer Oberfla¨chenspannung meist vollsta¨ndig spha¨risch sind,
was es ermo¨glicht, systematische Fehler in der Auswertung der gemessenen Im-
pedanza¨nderungen zu vermeiden. Diese Experimente sind jedoch sehr teuer und
ko¨nnen nur in begrenztem Umfange ausgefu¨hrt werden. Durch den Aufbau der
hier vorgestellten Anlage ist es mo¨glich, derartige Messungen auch auf der Erde
durchzufu¨hren.
Anmerkung:
In Anhang E befindet sich eine Zusammenstellung der verwendeten
Gro¨ßenbezeichnungen.
Kapitel 2
Der elektrische Ladungstransport
2.1 Das Modell des freien Elektrons
Die elektrische Leitfa¨higkeit σ von Metallen la¨sst sich vielfach erfolgreich durch
das Konzept des freien Elektrons beschreiben (siehe [98]). In diesem Bild un-
terscheidet man zwischen den fest gebundenen Rumpfelektronen, die nicht am
Ladungstransport beteiligt sind, und den frei beweglichen Leitungselektronen
(Valenzelektronen).1 Die Rumpfelektronen sind fester Bestandteil der Ionen,
deren Wirkung durch ein Pseudopotenzial beschrieben wird, an dem die Lei-
tungselektronen gestreut werden. Wechselwirkungen der Elektronen untereinan-
der im Sinne eines echten Viel-Teilchen-Systems werden vernachla¨ssigt, lediglich
der zeitlich gemittelte abschirmende Effekt der Valenzelektronen, der zu einer Ab-
schwa¨chung des Pseudopotenzials fu¨hrt, wird beru¨cksichtigt. Entsprechend dem
Modell des fast freien Elektrons werden die Leitungselektronen durch ebene Wel-
len mit Wellenzahlvektor k beschrieben, wobei Modulationen der Amplitude der
Wellenfunktionen durch das Potenzial der Rumpfatome vernachla¨ssigt werden:
〈x |k 〉 = 1√
V
eikx . (2.1)
x bezeichnet den Ort. 〈x |k 〉 sind Eigenfunktionen des Impulsoperators in
der Ortsdarstellung.
1Fu¨r U¨bergangsmetalle ist diese Unterscheidung nur bedingt mo¨glich.
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Im Modell fast freier Elektronen sind die Funktionen 〈x |k 〉 Lo¨sungen der zeit-
unabha¨ngigen Schro¨dingergleichung mit den Energieeigenwerten (k):
(k) =
~2k2
2m?
. (2.2)
~ = h/(2pi), h ist die planksche Konstante, m? die effektive Elektronen-
masse. (k) ergibt sich durch Mittelung u¨ber alle denkbaren Ionenkonfi-
gurationen der Schmelze.
Gleichung (2.2) ist die Energie-Dispersionsrelation fu¨r fast freie Elektronen.
Durch Anwendung periodischer Randbedingungen2 auf ein Volumen V sind nur
diskrete Werte fu¨r die Wellenzahlvektoren k mo¨glich. Die Zustandsdichte im
k-Raum Dˆk lautet
Dˆk =
V
4pi3
(2.3)
bzw. die Zustandsdichte Dˆ() pro Energieintervall:
Dˆ() =
V
2pi2
(
2m?
~2
)3/2
1/2 . (2.4)
Dˆk und Dˆ() sind u¨ber die Beziehung
4pi
Dˆk k
2
|∇k| = Dˆ()
‡ (2.5)
miteinander verknu¨pft.
Bei einer Temperatur T sind die Zusta¨nde k entsprechend der Fermi-Dirac-
Verteilung f¯0 mit Elektronen besetzt:
f¯0((k)) :=
1
exp
(
(k)−µ
kBT
)
+ 1
. (2.6)
kB ist die Boltzmann-Konstante, µ das temperaturabha¨ngige chemische
Potenzial der Elektronen. Dessen Wert bei T = 0 wird als Fermi-Energie
F bezeichnet.
2Der Vorfaktor 1√
V
in Gleichung (2.1) ergibt sich durch Normierung auf das Volumen V .
‡Dies folgt aus
∫
d3kDˆk =
∫
dDˆ.
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Abbildung 2.1: Durch Einwirkung eines elektrischen Feldes E verschobene Fermi-
Kugel. k0 bezeichnet den Verschiebungsvektor, kF die Fermi-Wellenzahl. Innerhalb
der angeregten Bereiche (schraffiert gezeichnet) ko¨nnen durch Streuung U¨berga¨nge er-
folgen.
Bei tiefen Temperaturen sind alle Zusta¨nde unterhalb der Fermi-Energie F durch
Elektronen besetzt, fu¨llen deshalb eine Kugel mit Radius
kF =
√
2m?F
~
=
(
3pi2ZN
V
)1/3
. (2.7)
Z ist die Anzahl Leitungselektronen pro Atom, N die Anzahl Atome in V .
Der Bereich der besetzten Zusta¨nde im k-Raum wird als Fermi-Kugel bezeichnet.
Es gilt die Abscha¨tzung [49]:
F/kB ≈ 50000 ◦K . (2.8)
Da nur Elektronen im Bereich 2kBT um die Fermi-Energie angeregt sind, folgt
aus (2.8), dass bei den Schmelztemperaturen der meisten Metalle (≤ 2500 ◦K)
nur Elektronen in unmittelbarer Na¨he der Fermi-Energie angeregt sind.
Die Geschwindigkeit eines Elektrons im Zustand k lautet:
v(k) =
~k
m?
=
1
~
∇k . (2.9)
Aufgrund der Isotropie der Energie-Dispersionsrelation (k) (Gl. 2.2 ha¨ngt nur
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vom Betrag, nicht jedoch von der Richtung von k ab) sind die Energiefla¨chen
im k-Raum kugelfo¨rmig und zum Ursprung zentriert. Aus (2.9) und der Punkt-
symmetrie der Fermi-Verteilung f¯0 folgt deshalb
v(k)f¯0(k) = −v(−k)f¯0(−k) , (2.10)
sodass die u¨ber alle freien Elektronen ZN gemittelte Geschwindigkeit
< v >=
∫
v(k)
1
ZN
f¯0(k)Dˆk d
3k (2.11)
verschwindet.
Wird ein elektrisches Feld angelegt, so a¨ndern sich jedoch die Verha¨ltnisse. Die
Elektronen werden durch das a¨ußere Kraftfeld
F = eE = m?
dv(k)
dt
= ~
dk
dt
(2.12)
(e ist die Elementarladung, t die Zeit)
beschleunigt, wobei durch Sto¨ße mit den Rumpfatomen der Schmelze U¨berga¨nge
zwischen verschiedenen Elektronenzusta¨nden erfolgen. Aufgrund des Pauli-Prin-
zips ko¨nnen Sto¨ße nur erfolgen, wenn die Zusta¨nde, in die die Elektronen gestreut
werden, unbesetzt sind. Da die meisten Zusta¨nde im Inneren der Fermi-Kugel
nicht zur Verfu¨gung stehen und unter stationa¨ren Bedingungen Sto¨ße derart
stattfinden mu¨ssen, dass die Verteilung sich nicht a¨ndert, werden hauptsa¨chlich
U¨berga¨nge zwischen den Randbereichen der Fermi-Kugel auftreten. Das a¨ußere
elektrische Feld fu¨hrt deshalb in erster Na¨herung zu einer Verschiebung der Fermi-
Kugel als Ganzes um einen Wellenzahlvektor k0, (siehe Abb. 2.1) wobei k0 im
Allgemeinen wesentlich kleiner als die Fermi-Wellenzahl kF ist.
4 Diese Verschie-
bung hat zur Folge, dass die mittlere Elektronengeschwindigkeit
< v >=
∫
v(k)
1
ZN
f¯(E,k, t)Dˆk d
3k (2.13)
aufgrund der durch das elektrische Feld E vera¨nderten Verteilungsfunktion f¯
nicht mehr verschwindet.
Da lediglich Elektronen aus den Randbereichen der Fermi-Kugel gestreut werden,
ist die elektrische Leitfa¨higkeit verschiedener Metalle durch das unterschied-
liche Streuverhalten an den Ionenru¨mpfen bei Energien in unmittelbarer
Na¨he von F bestimmt.
4Ab einer Stromdichte von j = 1011A/cm2 kommt k0 in die Gro¨ßenordnung von kF .
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2.2 Klassifizierungsschema
Hinsichtlich ihrer Streueigenschaften unterscheidet man im Wesentlichen zwei
verschiedene Gruppen von Metallen [7]:
1. Einfache Metalle (schwache Streuer).
Zu diesen za¨hlen die Elemente der ersten Hauptgruppe (Li, Na, K, Rb, Cs),
sowie ho¨here Gruppen mehrwertiger Metalle (Ga, In, Sn, Pb, Sb, Bi, etc.)
2. Nicht-einfache Metalle (starke Streuer).
Hauptsa¨chlich fru¨he U¨bergangsmetalle (Sc, Y, Ti, Zr, V, Nb, Fe, Co, Ni, Pd,
etc.), die Edelmetalle Cu, Ag, Au, (die vielfach noch als schwache Streuer
beschrieben werden), Seltene Erden-Metalle (Lanthanoide) und Actinoide.
Daneben ist als dritte Gruppe die der magnetischen Ionen an-
zufu¨hren, die sich jedoch nicht in konsistenter Weise in obiges Klas-
sifizierungsschema einordnen lassen. Dies sind Metalle, deren Ionen
aufgrund einfach besetzter, lokalisierter f- und d-Elektronen ein mag-
netisches Moment tragen, was bei Streuprozessen auch zu Spinumkehr
der gestreuten Elektronen fu¨hren kann. Als Beispiel wa¨re hier Gd zu
nennen.
Unter schwachen Streuern versteht man Metalle, in denen die mittlere freie
Wegla¨nge der Elektronen l = vF τ (vF : Fermigeschwindigkeit, τ : Relaxations-
zeit) wesentlich gro¨ßer als der mittlere Ionenabstand ist. Diese Streuprozesse
ko¨nnen durch zeitabha¨ngige Sto¨rungstheorie erster Ordnung beschrieben wer-
den: Fu¨r ein schwach ortsabha¨ngiges Pseudopotenzial und unter der Annahme
von elastischen Streuprozessen fu¨hrt dies auf die von Ziman erstmals hergeleite-
te und spa¨ter von Evans, Greenwood und Lloyd verallgemeinerte Formel fu¨r die
elektrische Leitfa¨higkeit, deren Herleitung in Kapitel 2.3 kurz skizziert wird. Die-
se Formel ist hauptsa¨chlich fu¨r Metalle mit abgeschlossenen inneren Atomscha-
len gu¨ltig, wie die Alkalimetalle und Edelmetalle, die infolgedessen relativ gute
Leiter sind, nicht jedoch fu¨r starke Streuer, wie die meisten U¨bergangsmetalle.
In diesen fu¨hren nicht abgeschlossene d-Schalen zu starken Streueffekten (Reso-
nanzstreuung) an den Ionenru¨mpfen, die Sto¨rungstheorie ho¨herer Ordnung, bzw.
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Beru¨cksichtigung von Mehrfachstreuungen in den T-Matrix-Entwicklungen erfor-
derlich machen. Die Ursache dieser Streueffekte ist darin begru¨ndet, dass es zur
Hybridisierung zwischen den inneren d-Zusta¨nden und den s- und p-Zusta¨nden
der Valenzelektronen kommt, wobei die resultierenden Hybridba¨nder in diesen
Metallen mit der Fermienergie u¨berlappen, bzw. in deren unmittelbarer Na¨he
liegen. Dies hat zur Folge, dass ein Großteil der den Stromfluss tragenden Elek-
tronen dieser Hybridba¨nder an dem effektiv nun wesentlich sta¨rker bindenden
Potenzial Resonanzstreuung erfa¨hrt, was zur Ansammlung dieser Elektronen in-
nerhalb des Rumpfpotenzials fu¨hrt (”virtual bound state”). Die Leitfa¨higkeit
der meisten U¨bergangsmetalle ist aufgrund dieser Streumechanismen wesentlich
geringer als die der angrenzenden Elemente mit abgeschlossenen Schalen.
Entsprechend dem obigen Klassifizierungsschema lassen sich bina¨re metallische
Legierungen in solche mit Beteiligung von U¨bergangsmetallen und solche ohne
U¨bergangsmetalle einteilen. Die Letzteren bilden folgende Untergruppen:
1. Ag-Au-Gruppe:
Legierungen zwischen Alkalimetallen (z. B. Na-K, K-Rb) und einwertigen
Edelmetallen (z. B. Ag-Au, Cu-Au). Der spezifische Widerstand ρ als Funk-
tion der Konzentration X folgt der Nordheim-Regel : ρ ∝ X(1−X) (konvex
nach oben). Der Temperaturkoeffizient ist immer positiv.
2. Ag-In-Gruppe:
Legierungen zwischen Edelmetallen Cu, Ag, Au und Elementen der daran
angrenzenden ho¨heren Gruppen des Periodensystems (z. B. Cu-Sn, Ag-
In). Der spezifische Widerstand als Funktion der Konzentration zeigt z. T.
ein ausgepra¨gtes Maximum. In der Na¨he dieses Maximums nimmt der
Temperaturkoeffizient negative Werte an.
3. In-Sn-Gruppe:
Legierungen zwischen drei- und ho¨herwertigen Elementen (13. und dar-
an angrenzende ho¨here Gruppen des Periodensystems), z. B. In-Sn, Pb-
Sn. Der spezifische Widerstand als Funktion der Konzentration verla¨uft
anna¨hernd linear. Der Temperaturkoeffizient ist immer positiv.
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4. Hg-Gruppe:
Legierungen unter Beteiligung von Quecksilber. Zulegieren von anderen
Metallen fu¨hrt zu Abnahme des spezifischen Widerstandes. Die Besonder-
heit von Quecksilber (ungewo¨hnlich großer Widerstand) ist in hochliegen-
den d-Zusta¨nden in der Na¨he der Leitungsbandkante begru¨ndet.
Legierungen unter Beteiligung von U¨bergangsmetallen lassen sich in die folgenden
beiden Gruppen einteilen:
1. Au-Ni-Gruppe
Legierungen zwischen Edelmetallen und U¨bergangsmetallen. A¨hnliches
Verhalten wie die Ag-Au-Gruppe (positive Temperaturkoeffizienten, Kon-
zentrationsabha¨ngigkeit entsprechend der Nordheim-Regel).
2. Co-Ge-Gruppe
Legierungen zwischen U¨bergangsmetallen und mehrwertigen einfachen Me-
tallen. Meist Konzentrationsbereiche mit negativen Temperaturkoeffizien-
ten.
2.3 Beschreibung u¨ber die Elektronen-
verteilungsfunktion
Die Stromdichte j lautet allgemein
j = − e ZnA < v > (2.14)
(nA = N/V ist die Ionendichte)
mit der Ladungstra¨gerkonzentration ZnA und der mittleren Geschwindigkeit
< v > nach (2.13). < v > ist die Driftgeschwindigkeit der Elektronen aufgrund
eines externen elektrischen Feldes, die der thermischen Bewegung der Elektronen
u¨berlagert ist. Mit der Definition
Dk := Dˆk/V , (2.15)
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Gleichung (2.13) und Beziehung (2.9) fu¨r die Elektronengeschwindigkeit erha¨lt
(2.14) die Form:
j = − e
~
∫
(∇k )f¯(E,k, t)Dk(k)d3k . (2.16)
f¯ ha¨ngt jetzt zusa¨tzlich von der Feldsta¨rke E ab. Die Leitfa¨higkeit des betrachte-
ten Materials kann aus (2.16) unter Zuhilfenahme des ohmschen Gesetzes (4.14)
berechnet werden, wenn es gelingt, die Verteilungsfunktion f¯ anzugeben.
2.3.1 Die Boltzmann-Gleichung
Die Verteilungsfunktion f¯(E,k(t), t) ergibt sich als Lo¨sung der Boltzmann-Glei-
chung [60, 79]:
df¯
dt
=
∂f¯
∂t
+
dk
dt
∇kf¯ = ∂f¯
∂t
∣∣∣∣
St
. (2.17)
In dem Term ∂f¯/∂t|St ist die zeitliche A¨nderung der Verteilungsfunktion
durch die U¨bergangswahrscheinlichkeiten bei Sto¨ßen der Elektronen mit den
Rumpfatomen der Schmelze ausgedru¨ckt.
Unter stationa¨ren Bedingungen ist f¯ nicht mehr explizit von der Zeit abha¨ngig
(∂f¯/∂t = 0); es verbleibt lediglich die implizite Zeitabha¨ngigkeit der Wellenzahl-
vektoren, die unter der Kraftwirkung des elektrischen Feldes stehen. Mit F = eE
in (2.12) wird (2.17) zu:
dk
dt
(∇kf¯) (2.12)= − e
~
E (∇kf¯) = ∂f¯
∂t
∣∣∣∣
St
. (2.18)
Der Stoßterm lautet hierbei:
∂f¯
∂t
∣∣∣∣
St
=
∫{
W (k′,k)(1− f¯(k))f¯(k′)−W (k,k′)(1− f¯(k′))f¯(k)} Dˆσk′d3k′ .
(2.19)
W (k′,k) beschreibt die Wahrscheinlichkeit eines U¨bergangs aus dem Zustand k′
in den Zustand k pro Zeiteinheit. Da bei Streuung an nicht-magnetischen Ionen
der Spin erhalten bleibt, ist es ausreichend, hier nur die Elektronen einer Spinrich-
tung zu betrachten. Fu¨r die Zustandsdichte5 Dˆ ist deshalb nur der Anteil einer
5Man beachte, dass hier die volumenabha¨ngige Form Dˆ eingesetzt wird, da die Eigenfunk-
tionen |k 〉 auf das Volumen V normiert sind.
2.3 DIE ELEKTRONENVERTEILUNGSFUNKTION 13
Spinrichtung Dˆσ = Dˆ/2 einzusetzen. Unter der Annahme elastischer Streuung
(Energieerhaltung) gilt:
W (k′,k) = W (k,k′) =: W˜ (k′,k) δ((k′)− (k)) . (2.20)
δ ist die diracsche Delta-Distribution.
In (2.19) heben sich dann die gemischten Glieder heraus:
∂f¯
∂t
∣∣∣∣
St
=
∫
W˜ (k′,k) (f¯(k′)− f¯(k)) δ((k′)− (k)) Dˆσk′ d3k′ . (2.21)
Mit
f¯(k) = f¯0(k) + ∆f¯(k) (2.22)
folgt
∂f¯
∂t
∣∣∣∣
St
= −∆f¯(k)
∫
W˜ (k′,k) (1− ∆f¯(k
′)
∆f¯(k)
) δ((k′)− (k)) Dˆσk′d3k′ . (2.23)
da die f¯0-abha¨ngigen Terme sich aufgrund ihrer Radialsymmetrie gegenseitig
auslo¨schen. Anlegen eines elektrischen Feldes E fu¨hrt zu einer Verschiebung von
f¯ im k-Raum um den Vektor k0:
∆f¯(k) ≈ (∇kf¯0)k0 = ∂f¯0
∂
(∇k)︸ ︷︷ ︸
  2
m?
k
k0 =
∂f¯0
∂
~2
m?
k0 · k . (2.24)
Wa¨hlt man das Koordinatensystem so, dass k0 in der z-Richtung liegt (θ bzw. θ
′
bezeichnen somit die Polarwinkel der Vektoren k bzw. k′) und beru¨cksichtigt
δ((k)− (k′)) = δ(k
′ − k)
|∇k| , (2.25)
so erha¨lt man die sog. Relaxationszeitna¨herung
df¯
dt
=
∂f¯
∂t
∣∣∣∣
St
= −∆f¯(k)
τ(|k|) , (2.26)
mit der Relaxationszeit τ :
1
τ(|k|) =
∫
W˜ (|k| , ϑ)
(
1− cos θ
′
cos θ
)
Dˆσk k
2
|∇k| dΩ
′ . (2.27)
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Sie dru¨ckt aus, dass jede Abweichung von der Gleichgewichtsverteilung aufgrund
einer Sto¨rung nach Abschalten dieser Sto¨rung durch ein exponentiell abneh-
mendes Zeitverhalten beschrieben wird. Die Zeitkonstante ist hierbei gerade
die Relaxationszeit τ . In die Relaxationszeitna¨herung geht neben der Annah-
me spha¨rischer Energiefla¨chen und elastischer Streuung die Na¨herung (2.24) ein,
die nur fu¨r schwache Sto¨rungen erfu¨llt ist.
Bei der Berechnung von τ nach (2.27) wurde vorausgesetzt, dass W˜ (k′,k) nur
vom Winkel ϑ zwischen k′ und k abha¨ngt und von |k|, nicht jedoch von den
Richtungen von k′ und k. Es gilt
cos θ′ = cos θ cosϑ + sin θ sinϑ cosϕ , (2.28)
wobei der zweite Summand auf der rechten Seite weggelassen werden kann, da er
bei der ϕ-Integration in (2.27) verschwindet. Mit (2.5) ergibt sich
1
τ()
=
1
2
pi∫
0
W˜ (k(), ϑ)(1− cos ϑ) sinϑ dϑ Dˆσ () , (2.29)
wobei Dˆσ () entsprechend (2.4) die Zustandsdichte pro Energieintervall fu¨r eine
Spinrichtung bezeichnet. Mit der Beziehung
cos ϑ = 1− 2
( q
2k
)2
, (2.30)
k
k'
q
2 k ϑ/2
sin ϑ/2
q
=
2 k
Abbildung 2.2: Zusammenhang zwischen k, k′, q und ϑ.
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wobei ~q den Impulsu¨bertrag beim Stoß bezeichnet (siehe Abb. 2.2), folgt:
1
τ()
= 4
2k()∫
0
W˜ (k(), q)
1
2k()
(
q
2k()
)3
dq Dˆσ () . (2.31)
Aus (2.26), (2.18) und ∇kf¯ ≈ ∇kf¯0 ergibt sich
∆f¯(k) = −τ ∂f¯
∂t
∣∣∣∣
St
= τ
e
~
E
∂f¯0
∂
∇k︸︷︷︸
  2
m?(k)
k
= τ
e
m?
~
∂f¯0
∂
(kE) . (2.32)
Einsetzen von (2.22) in (2.16) unter Beru¨cksichtigung von (2.32) (wobei das In-
tegral u¨ber f¯0(k) verschwindet) ergibt
j = σ E , (2.33)
mit
σ = e2
∫
τ
m?
(
−∂f¯0
∂
)
~2
m?
∫
(keE)k dΩ︸ ︷︷ ︸
8
3
pi
Dkk
2dk , (2.34)
wobei eE = E/ |E| den Einheitsvektor in Richtung des elektrischen Feldes be-
zeichnet. In flu¨ssigen Metallen reduziert sich die Leitfa¨higkeit, die in kristallinen
Festko¨rpern allgemein Tensorcharakter besitzt, aufgrund der Isotropie auf eine
skalare Gro¨ße.
Mit (2.5) und (2.2) ergibt sich schließlich:
σ =
2
3
e2
∫
τ()
m?()
 D()
(
−∂f¯0
∂
)
d . (2.35)
Da die negative Energieableitung der Fermi-Verteilung bei den hier betrachteten
Temperaturen in relativ guter Na¨herung noch als Deltapeak angesehen werden
kann (siehe (2.8) und die folgenden Erla¨uterungen), tragen in (2.35) hauptsa¨chlich
Energiebereiche in der Na¨he der Fermi-Energie F zum Integral bei:
σ ≈ 2
3
e2
τ(F )
m?(F )
F D(F ) . (2.36)
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Anmerkung:
Setzt man F nach Gleichung (2.7) und D(F ) nach (2.4) ein, so erha¨lt
man die klassische Drude-Formel fu¨r die elektrische Leitfa¨higkeit:
σ =
ZN
V
e2τ
m?
.
Durch Kombination von Gleichung (2.36) und (2.31) unter Beru¨cksichtigung von
D(F )/Dˆ
σ
 (F ) = V/2 folgt fu¨r den spezifischen Widerstand
ρ =
6V
e2v2F
〈
W˜ (kF , q)
〉
, (2.37)
mit dem Transportfunktional
〈
W˜ (kF , q)
〉
:=
1
2kF
2kF∫
0
W˜ (kF , q)
(
q
2kF
)3
dq (2.38)
und der Fermigeschwindigkeit
vF :=
√
2F/m? . (2.39)
Fu¨r die Auswertung von (2.37) ist die Kenntnis der U¨bergangswahrscheinlich-
keiten W˜ (kF , q) und die Lage der Fermi-Energie erforderlich.
2.3.2 Die Ziman-Formel fu¨r reine Metalle
Die Na¨herung der Ziman-Formel besteht darin, dass die Wahrscheinlichkeiten
W˜ (k′,k) entsprechend Fermis goldener Regel gewa¨hlt werden [85]:
W˜ (k′,k) =
2pi
~
|〈k′ |U |k 〉|2 . (2.40)
U(x) ist die potenzielle Energie eines Elektrons im Potenzial der Ionen-
ru¨mpfe.
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U(x) ist die Summe der Beitra¨ge uj := u(|x− xj|) der Einzelatome:
U(x) =
N∑
j=1
u(|x− xj|) . (2.41)
Mit (2.1) folgt:
〈k+ q |U |k 〉 = 1
N
N∑
j=1
e−iqxj
N
V
∫
V
u(x)e−iqxd3x . (2.42)
Mit den Definitionen
S(|q|) := 1
N
∣∣∣∣∣
N∑
j=1
e−iqxj
∣∣∣∣∣
2
−Nδq,0 (2.43)
(δq,q′ ist das Kronecker-Delta)
fu¨r den statischen Strukturfaktor6,
u(|q|) := N
V
∫
V
u(x)e−iqxd3x (2.44)
fu¨r den Formfaktor7 folgt:
W˜ (k+ q,k) = W˜ (q) =
2pi
~
N−1 S(q) |u(q)|2 . (2.45)
Die durchgezogene Linie in (2.43) und (2.45) dru¨cken eine Mittelung u¨ber alle
mo¨glichen Ionenkonfigurationen innerhalb des großkanonischen Ensembles aus.
Man beachte, dass alle in (2.45) auftretenden Faktoren lediglich von |q| abha¨ngen.
Einsetzen von (2.45) in Gleichung (2.37) liefert
ρ =
12pivA
e2~v2F
〈
S(q) |u(q)|2
〉
, (2.46)
(vA = V/N ist das Atomvolumen)
6Der zweite Term in Gleichung (2.43) bewirkt, dass der (q = 0)-Wert, der der Interferenz
des Zustandes |k 〉 mit sich selbst entspricht, in W˜ (k+ q,k) nicht beru¨cksichtigt wird. Man
beachte, dass: S(0) = 1
N
(N2 −N2) = 1
N
(∆N)2 (siehe auch 2.76).
7u(q) ist bis auf einen Vorfaktor gleich der Fouriertransformierten des Potenzials u(x).
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mit dem Funktional
〈 〉
nach Definition (2.38). Gleichung (2.46) ist die Ziman-
Formel fu¨r den spezifischen Widerstand [97].
Das Transportintegral in (2.46) ha¨ngt vom Strukturfaktor S(q) und vom Be-
tragsquadrat des Formfaktors u(q) ab. In schwach streuenden Metallen ist fu¨r
u(q) ein entsprechend konstruiertes Pseudopotenzial, z. B. vom Heine-Abarenkov-
Typ (siehe z. B. [85]) einzusetzen. Da das effektive Potenzial der Ionen, in dem
sich ein Elektron bewegt, durch die Anwesenheit der u¨brigen Leitungselektronen
stark abgeschirmt wird, sind in (2.46) die Formfaktoren u(q) durch die Aus-
dru¨cke u(q)/ε(q) mit geeigneten Dielektrizita¨tsfunktionen ε(q) (in denen auch
Austausch- und Korrelationseffekte beru¨cksichtigt sind [5]) zu ersetzen. Form-
faktoren fu¨r Pseudopotenziale bieten immer einen gewissen Grad von Willku¨r
aufgrund der Freiheitsgrade, die bei der Konstruktion dieser Potenziale auftre-
ten. Die zuverla¨ssigsten Formfaktoren werden aus Bandstrukturberechnungen
erhalten, die fu¨r den kristallinen Zustand durchgefu¨hrt werden.
Strukturfaktoren dagegen lassen sich experimentell aus Ro¨ntgen- oder Neutronen-
Streuexperimenten ermitteln oder alternativ dazu aus Strukturmodellen (
”
Hard-
Sphere“-Modell) berechnen. Der Strukturfaktor S(q) entspricht im Wesentlichen
1
Z =1 2 3 4 5
q
S(q)
T  > T
12
T
1
S0(T1)
Abbildung 2.3: Schematische Darstellung des Strukturfaktors fu¨r zwei verschiedene
Temperaturen. Die Integrationsgrenze 2kF ist fu¨r verschiedene Valenzelektronenzahlen
ebenfalls eingezeichnet.
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der Fouriertransformierten der Paarkorrelationsfunktion g
(2)
0 (r) [85]:
S(q) = 1 +
1
vA
∫
(g
(2)
0 (r)− 1) exp (iqx)d3x . (2.47)
Ein Charakteristikum von S(q) ist ein deutlich ausgepra¨gter Hauptpeak (Lage
q = kM), dem bei ho¨heren Wellenzahlen mehrere schwa¨chere Nebenpeaks folgen
(siehe Abb. 2.3). Die Lage des Hauptpeaks ist hierbei direkt mit dem mitt-
leren Ionenabstand d¯ korreliert (kM ∝ 1/d¯). A¨nderungen der Atomverteilung
in der flu¨ssigen Metallschmelze fu¨hren zu einem vera¨nderten Streuverhalten der
Elektronen und beeinflussen damit die Leitfa¨higkeit des betrachteten Materials.
In kristallinen Festko¨rpern mit einer langreichweitigen periodischen Struktur ist
S = S(q) nicht nur vom Betrag, sondern auch von der Richtung von q abha¨ngig.
Der Strukturfaktor besitzt lediglich bei den Gitterpunktvektoren q = G des re-
ziproken Gitters Werte ungleich Null, wa¨hrend er bei allen anderen Vektoren
q verschwindet. Streuung erfolgt also nur, wenn q = k′ − k = G, bzw. da
|k| = |k′| = kF , wenn der Wellenvektor k die Bedingung k · G/ |G| = |G| /2
(Bragg-Bedingung) erfu¨llt (siehe [49]), d. h. fu¨r k-Vektoren, die auf Schnitt-
punkten der Fermikugel mit einer Brillouin-Zonen-Grenze liegen. Da sich die
Leitfa¨higkeit durch einen Mittelungsprozess u¨ber die Fermikugel ergibt, folgt,
dass der spezifische Widerstand von idealen Metallen im Grenzfall perfekter Pe-
riodizita¨t (T = 0 ◦K, keine Verunreinigungen) verschwindet. (Die in der Anzahl
asymptotisch gegen Null gehenden, die Bragg-Bedingung erfu¨llenden Leitungs-
elektronen werden durch die restlichen, nicht gestreuten Elektronen kurzgeschlos-
sen.) Der endliche Widerstand realer Metalle hat deshalb seine Ursache immer
in Abweichungen von der Periodizita¨t, die zu einer diffusen Streuung fu¨hrt, bei
der keine diskreten Wellenzahlvektoren ausgezeichnet sind.
Abbildung 2.3 zeigt die Grenze des Transportintegrals 2kF in der Ziman-Formel
fu¨r Metalle mit unterschiedlicher Valenzelektronenzahl (kF ∝ Z1/3). Da aufgrund
der Gewichtung (q/(2kF ))
3 der Hauptbeitrag zum Transportintegral vorrangig
von Bereichen unmittelbar unterhalb der Integrationsgrenze 2kF stammt, ist die
Ho¨he des spezifischen Widerstandes direkt an den Wert des Strukturfaktors bei
q = 2kF gekoppelt. Liegt die Integrationsgrenze in der Na¨he des Maximums
(2kF ≈ kM), so stimmt die de Broglie-Wellenla¨nge der Leitungselektronen mit
dem mittleren Na¨chste-Nachbar-Abstand in der Schmelze u¨berein, was in ge-
wissem Sinne der Erfu¨llung der Bragg-Bedingung in Kristallen analog ist. Der
Unterschied zu Materialien mit einer geordneten Struktur besteht jedoch darin,
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dass alle Leitungselektronen an der Streuung beteiligt sind, sodass der Wider-
stand einen Maximalwert annimmt.
Man beachte hier, dass die koha¨rente Interferenz der von einer gro¨ßeren Anzahl
Metallionen gestreuten Partialwellen es erforderlich macht, dass die auf diese Io-
nen auftreffenden Prima¨rwellen innerhalb des betrachteten Raumbereichs eine
Phasenkorrelation besitzen. Die mittlere freie Wegla¨nge l = vF τ , die sich u¨ber
die U¨bergangswahrscheinlichkeiten W˜ (k′,k) definiert, muss deshalb wesentlich
gro¨ßer sein als der mittlere Ionenabstand. In diesem Sinne la¨sst sich l auch als
Koha¨renzla¨nge bezeichnen, unter der man den Durchmesser des ra¨umlichen Be-
reichs versteht, innerhalb dessen die propagierenden Prima¨rwellen aufgrund von
Streuung ihre Phasenkorrelation verlieren.
Eine Annahme, die in die Ziman-Formel eingeht, ist neben schwachen Streu-
potenzialen die Voraussetzung der Energieerhaltung. Dies bedeutet, dass eine
Ru¨ckwirkung der gestreuten Elektronen auf den Ionenhintergrund vernachla¨ssigt
wird. Es mag auf den ersten Blick verblu¨ffen, dass inelastische Streuprozesse
bei der Berechnung der elektrischen Leitfa¨higkeit außer Acht gelassen werden
ko¨nnen, da die allta¨gliche Erfahrung lehrt, dass ein Stromfluss in einem Metall
zu dessen allma¨hlicher Erwa¨rmung fu¨hrt und die Ursache hierfu¨r in dessen ohm-
schem Widerstand zu sehen ist. Wa¨ren alle Sto¨ße elastischer Natur, so wu¨rde
ein a¨ußeres elektrisches Feld kontinuierlich Energie in das Elektronengas einkop-
peln, was zu einer unbegrenzten Aufheizung der Elektronen fu¨hrt, ohne dass
die Wa¨rme an den Ionenhintergrund weitergegeben wu¨rde. Da dies nicht so ist,
mu¨ssen die Streuprozesse inelastischer Natur sein, sodass eine thermische Kopp-
lung zwischen Ionen und Elektronen gewa¨hrleistet ist. Da die bei einem Streu-
prozess ausgetauschten Energiemengen jedoch relativ gering sind, ko¨nnen sie ge-
genu¨ber den Elektronenenergien vernachla¨ssigt werden: die maximal bei einem
Ein-Phononen-Streuprozess auf ein Elektron u¨bertragbare Energie betra¨gt kBTD,
wobei die Debye-Temperatur TD bei den meisten Metallen in der Gro¨ßenordnung
von 100−500 ◦K liegt. kBTD ist damit deutlich kleiner als die Fermienergie dieser
Metalle (siehe 2.8). Eine Beru¨cksichtigung von inelastischen Streuprozessen fu¨hrt
dazu, dass in (2.46) der statische Strukturfaktor S(q) durch ein Integral u¨ber den
dynamischen Strukturfaktor S(q, ω) zu ersetzen ist [79, 7]:
S(q)→
∫
S(q, ω)
~ωβ
exp (~ωβ)− 1 dω , β := 1/(kBT ) . (2.48)
Da in flu¨ssigen Metallen T im Allgemeinen deutlich u¨ber der Debye-Temperatur
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liegt, hat der Faktor ~ωβ/(exp (~ωβ) − 1) innerhalb des Frequenzbereichs, in
dem S(q, ω) den Hauptbeitrag zum Integral liefert, anna¨hernd den Wert Eins,
sodass die Integration letztlich wieder auf den statischen Strukturfaktor S(q)
zuru¨ckfu¨hrt. Quantitative Auswertungen des Ausdrucks zeigen, dass Korrekturen
aufgrund inelastischer Streuprozesse in der Gro¨ßenordnung von 1% liegen.
2.3.3 Erweiterung der Ziman-Formel fu¨r Legierungen
Die Erweiterung der Ziman-Formel fu¨r flu¨ssige Legierungen ist unmittelbar of-
fensichtlich, wenn man beru¨cksichtigt, dass
U(x) =
∑
α
∑
xα
uα(|x− xα|) , (2.49)
wobei uα(x) das Potenzial der Atomsorte α bezeichnet. Summiert wird u¨ber alle
Positionen xα der Sorte α, sowie alle vorkommenden Sorten. Es folgt dann:
2pi
~
|〈k+ q |U |k 〉|2 = 2pi
~
1
N2
∑
α,β
uα(q)uβ(q)
∑
xα,xβ
exp [iq(xα − xβ)] . (2.50)
(uα(q) bzw. uβ(q) sind analog zu (2.44) definiert.) Durch Einsetzen in (2.37)
erha¨lt man schließlich die Faber-Ziman-Formel [32]:
ρ =
12pivA
e2~v2F
∑
α,β
(XαXβ)
1/2
〈
Sαβ(q)uα(q)uβ(q)
〉
, (2.51)
wobei das Funktional
〈 〉
durch (2.38) definiert ist. Xα ist der Stoffmengen-
anteil der Komponente α mit
∑
αXα = 1, Sαβ der partielle Strukturfaktor der
Komponenten α und β, der entsprechend (2.43) definiert ist:
Sαβ(q) :=
1
N(XαXβ)1/2
∑
xα,xβ
exp [iq(xα − xβ)]−N(XαXβ)1/2δq,0 . (2.52)
Sαβ la¨sst sich analog zu (2.47) durch die entsprechenden Paarkorrelationsfunk-
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tionen g
(2)
0αβ ausdru¨cken [85]:
Sαβ(q) = δαβ + (XαXβ)
1/2(Sˆαβ(q)− 1) , (2.53)
Sˆαβ(q) = 1 +
1
vA
∫
(g
(2)
0αβ(r)− 1) exp (iqx)d3x . (2.54)
Gleichung (2.51) gilt fu¨r eine Legierung aus beliebig vielen Komponenten. Fu¨r
eine bina¨re Legierung aus Komponenten mit anna¨hernd gleichem atomarem Vo-
lumen vereinfacht sich diese Formel zu (Substitutionsmodell)
ρ = ρ(1) + ρ(2) , (2.55)
mit
ρ(1) =
12pivA
e2~v2F
(
X1
〈
Sˆu21
〉
+X2
〈
Sˆu22
〉)
, (2.56)
ρ(2) =
12pivA
e2~v2F
(
X1X2
〈
(1− Sˆ)(u1 − u2)2
〉)
. (2.57)
Hierbei wurde angenommen, dass
Sˆ11 = Sˆ12 = Sˆ22 = Sˆ . (2.58)
Fu¨r bina¨re Legierungen la¨sst sich ρ folglich als Polynom 2. Grades in den Kon-
zentrationen X1 und X2 darstellen; ρ
(1) ist der in den Konzentrationen lineare
Anteil, wa¨hrend durch ρ(2) die Kru¨mmung bestimmt ist. Trotz der nicht immer
gut erfu¨llten Annahmen des Substitutionsmodells lassen sich folgende qualitative
Aussagen ableiten [85]:
• Fu¨r Legierungen aus zwei einwertigen Metallen (Ag-Au-Gruppe) ist der
spezifische Widerstand ρ eine konvexe Funktion der Konzentration mit
einem Maximum bei mittleren Zusammensetzungen (Nordheim-Regel).
Dies folgt aus dem Verlauf von Sˆ, der fu¨r diese Metalle innerhalb des
Integrationsbereichs deutlich kleiner als Eins ist (siehe Abb. 2.3), sodass
ρ(1)  ρ(2) ist.
• Fu¨r Legierungen aus zwei mehrwertigen Metallen (In-Sn-Gruppe) ist der
spezifische Widerstand ρ eine entweder konkave Funktion der Konzentration
(wenn Sˆ(2kF ) > 1) oder anna¨hernd linear (wenn Sˆ(2kF ) ≈ 1).
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• Bei verdu¨nnten Legierungen mit einer mehrwertigen Komponente in einer
einwertigen Lo¨sung (insbesondere Kupferlegierungen) verha¨lt sich die Kon-
zentrationsabha¨ngigkeit entsprechend der Linde-Norbury-Regel:
∂ρ
∂X
∝ (∆Z)2 . (2.59)
X ist die Konzentration der gelo¨sten Komponente, ∆Z der Valenz-
unterschied.
Der letzte Punkt gilt imWesentlichen fu¨r Legierungen, in denen der Anteil ρ(2) ge-
genu¨ber ρ(1) dominiert und in denen die effektive Anzahl Ladungstra¨ger klein ist
(Z¯Leg. ≈ 1), da fu¨r diese Legierungen nur kleine Werte von q zum Transportinte-
gral beitragen, sodass die (abgeschirmten) Formfaktoren (Fourier-Komponenten)
der Legierungsbestandteile uα(q) bzw. uβ(q) direkt proportional zu ihrer Wertig-
keit Zα bzw. Zβ. sind, und Rumpfeffekte (entsprechend großen Wellenzahlen q)
vernachla¨ssigt werden ko¨nnen. Legierungen aus Metallen mit unterschiedlichen
Valenzelektronenzahlen lassen sich durch das Substitutionsmodell meist jedoch
nicht mehr angemessen beschreiben. Die Mitglieder der Ag-In-Gruppe zeigen
deutliche Abweichungen in der Konzentrationsabha¨ngigkeit des spezifischen Wi-
derstandes von Gleichung (2.55). Eine quantitative Vorhersage der Leitfa¨higkeit
erfordert fu¨r diese Legierungen die allgemeinere Form (2.51). Abbildung 2.4
zeigt den Verlauf von ρ fu¨r verschiedene Kupferlegierungen. Die spezifischen Wi-
dersta¨nde dieser Verbindungen zeigen z. T. ausgepra¨gte Maxima als Funktion
der Zusammensetzung, wobei diese um so deutlicher sind, je ho¨her die Wertig-
keit des Legierungspartners ist. Nimmt man an, dass die effektive Wertigkeit der
Legierung durch
Z¯Leg. = X1Z1 +X2Z2 (2.60)
gegeben ist, was fu¨r einfache Metalle eine sinnvolle Na¨herung ist, so la¨sst sich fu¨r
jede Zusammensetzung die Integrationsgrenze 2kF nach (2.7) berechnen (eben-
falls in 2.4 eingezeichnet). Man erkennt, dass der spezifische Widerstand gerade
bei den Zusammensetzungen maximal wird, bei denen die Bedingung 2kF = kM
erfu¨llt ist (wobei jeweils derselbe Strukturfaktor fu¨r alle Legierungskomponenten
zu Grunde gelegt wurde). Die Integrationsgrenze 2kF durchwandert also als
Funktion der Zusammensetzung den Bereich des Maximums kM , und zwar um so
schneller, je gro¨ßer der Wertigkeitsunterschied der beteiligten Komponenten ist.
Dies entspricht genau dem, was man aufgrund von (2.55) erwarten wu¨rde und
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2kF = kM
2 kF [ A ]
°
r 
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Abbildung 2.4: Konzentrationsabha¨ngigkeit des spezifischen Widerstandes verschie-
dener Kupferlegierungen [15] (linke Achse). Ebenfalls eingezeichnet ist das Maximum
des Strukturfaktors kM und die Integrationsgrenze 2kF als Funktion der Konzentration
(rechte Achse). Die Liniendarstellung ist von der Wertigkeit Z2 des Legierungspartners
abha¨ngig.
unterstreicht damit die Gu¨ltigkeit der Ziman-Formel im Bereich von einfachen
Metallen.
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2.3.4 Erweiterung fu¨r U¨bergangsmetalle
Fu¨r U¨bergangsmetalle oder allgemein starke Streuer ist Gleichung (2.46) viel-
fach modifiziert worden. Neben verschiedensten Pseudopotenzialansa¨tzen8 zur
Beschreibung des Formfaktors verspricht eine tiefergehende Untersuchung der
U¨bergangswahrscheinlichkeit W˜ (k′,k) eine Verbesserung der bestehenden Theo-
rie. Ha¨ufig wird
W˜ (k′,k) =
2pi
~
|〈k′ |T |k 〉|2 (2.61)
gesetzt [79], wobei Tˆ die Transfermatrix des durch U gegebenen Streuproblems
bezeichnet (siehe z. B. [69, 70]). Die T -Matrix ist u¨ber die Beziehung
Tˆ |k 〉 := Uˆ |k+ 〉 (2.62)
definiert, wenn |k+ 〉 die exakte Lo¨sung des Hamiltonoperators Hˆ0+Uˆ exp (−α |t|)
(α > 0) zum Zeitpunkt t = 0 bezeichnet, die sich aus der Lo¨sung |k 〉 =
limt→−∞ |k+ 〉 entwickelt hat. |k+ 〉 ist ein Zustandsvektor, in dem die trivia-
le Zeitabha¨ngigkeit aufgrund der Wirkung des Operators Hˆ0 =
pˆ2
2m?
eliminiert ist
(Dirac-Bild). Fu¨r Tˆ gilt die Entwicklung
Tˆ =
∑
i
tˆi +
∑
i,j 6=i
tˆiRˆ
+
0 tˆj + · · · , (2.63)
wobei tˆi die Transfermatrizen der einzelnen Streuzentren (Atome) i und Rˆ
+
0 den
greenschen Operator des frei propagierenden Elektrons bezeichnen. Beru¨cksich-
tigt man nur den ersten Term9, so erha¨lt man
|〈k′ |T |k 〉|2 =
∣∣∣∣∣∑
i
〈k+ q | ti |k 〉
∣∣∣∣∣
2
= NS(q) |〈k+ q | t |k 〉|2 , (2.64)
wobei tˆ die T-Matrix eines zum Ursprung zentrierten Einzelatompotenzials be-
zeichnet. Zwischen der Wellenzahldarstellung der T-Matrix und der Streuampli-
tude ξ(k′,k) besteht der Zusammenhang [69]:
〈k′ | t |k 〉 = −2pi~
2
m?V
ξ(k′,k) , (2.65)
8Fu¨r U¨bergangsmetalle werden ha¨ufig sog. stark bindende Muffin-Tin-Potenziale verwendet,
die aus selbstkonsistenten Bandstrukturberechnungen im kristallinen Zustand erhalten werden.
9Die zweite Summe entspricht Zweifachstreueffekten, bei denen die von allen Teilchen j (6= i)
emittierten Streuwellen Prima¨rwellen fu¨r die Streuung an Teilchen i darstellen.
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wobei ξ im Falle eines radialsymmetrischen Streupotenzials durch die folgende
bekannte Partialwellenzerlegung dargestellt werden kann:
ξ(k, ϑ) =
1
k
∑
l
(2l + 1) exp (iδl(k)) sin (δl(k))Pl(cosϑ) . (2.66)
Mit t¯(k, q) := N〈k+ q | t |k 〉 und (2.30) gilt:
t¯(k, q) =
−2pi~2
mk
1
vA
∑
l
(2l + 1) exp (iδl(k)) sin (δl(k))Pl(1− 2
( q
2k
)2
) . (2.67)
Durch Einsetzen in (2.37) erha¨lt man also eine etwas modifizierte Form der
Ziman-Formel, in der der Formfaktor u(q) durch t¯(k, q) ersetzt ist [30]:
ρ =
12pivA
e2~v2F
〈
S(q) |t¯(kF , q)|2
〉
(2.68)
und fu¨r Legierungen [25, 29]:
ρ =
12pivA
e2~v2F
∑
α,β
(XαXβ)
1/2
〈
Sαβ(q)t¯α(kF , q)t¯
∗
β(kF , q)
〉
. (2.69)
Man beachte, dass t¯(k, q) u¨ber die Streuphasen δl(k) von der Elektronenenergie
abha¨ngig ist.
Da in U¨bergangsmetallen aufgrund von nicht ga¨nzlich aufgefu¨llten d-Ba¨ndern, die
in der Na¨he der Fermienergie liegen, Resonanzstreuung auftreten kann, dominiert
ha¨ufig der (l = 2)-Term, sodass die u¨brigen Terme meist vernachla¨ssigt werden
ko¨nnen.
Betrachtet man den Vorfaktor in Gleichung (2.67), der an der Fermi-Wellenzahl
ausgewertet wird, na¨her, so erkennt man mit
2pi~2
mkF
=
1
piDσ (F )
(2.70)
(wobei Dσ (F ) nach (2.4) die Zustandsdichte des freien Elektrons an der Fermi-
Kante ist), dass Gleichung (2.68) bzw. (2.69) von 1/(Dσ (F ))
2 abha¨ngig ist. Er-
setzt man deshalb in diesen Ausdru¨cken Dσ (F ) durch D˜
σ
 (F ) (die tatsa¨chliche
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Zustandsdichte an der Fermi-Kante), so erha¨lt man die mottsche Form der Ziman-
Formel, die durch
ρMott :=
1
(gM)2
ρZiman (2.71)
definiert ist, wobei
gM :=
D˜(F )
D(F )
(2.72)
fu¨r U¨bergangsmetalle in der Gro¨ßenordnung 2 liegend [73] abgescha¨tzt werden
kann.
Gleichungen (2.68) und (2.69) ebenso wie die urspru¨ngliche Ziman-Formel und die
Faber-Ziman-Formel beruhen auf der Boltzmann-Gleichung und damit auf unend-
lich ausgedehnten ebenen Wellen als Elektronenzusta¨nden. Sie beru¨cksichtigen
lediglich Einfachstreueffekte an den Atomru¨mpfen; Mehrfachstreuung wird ver-
nachla¨ssigt. Aufgrund dieser Streuung ist der Bereich, in dem eine Phasenkorre-
lation der Wellenfunktionen existiert, auf die Gro¨ßenordnung der mittleren freien
Wegla¨nge reduziert. Dieser Umstand kann durch einen zusa¨tzlichen exponen-
tiellen Da¨mpfungsterm bei der Berechnung des Strukturfaktors beru¨cksichtigt
werden [79]. Der spezifische Widerstand ist somit lokal nur auf Bereichen der
Gro¨ßenordnung l definiert. Wird die mittlere freie Wegla¨nge immer kleiner, so
fu¨hrt die zunehmende Lokalisation der Elektronen zu einer Energieunscha¨rfe,
ein Effekt, der in der Ziman-Formel nicht beru¨cksichtigt ist (siehe hierzu auch
[33, 4, 24]). Weitergehende Untersuchungen, die diesem Umstand Rechnung tra-
gen, beruhen auf einer Kraft-Kraft-Korrelationsformel fu¨r den spezifischen Wi-
derstand, die wiederum auf der Kubo-Formel [76, 70]
σµν(ω) = V
β∫
0
∞∫
0
Sp
{
%ˆjˆν(0)jˆµ(t+ i~λ)
}
eiωtdt dλ (2.73)
basiert.
%ˆ bezeichnet den statistischen Operator (Dichtematrix) der großkanoni-
schen Gesamtheit, wa¨hrend Sp{} die Spur bezeichnet. ω ist die Kreis-
frequenz, i das komplexe Argument.
Gleichung (2.73) entstammt der Linear-Response-Theorie und stellt den Aus-
gangspunkt fu¨r tiefergehende theoretische Ansa¨tze zur Berechnung der elektri-
schen Leitfa¨higkeit dar, die eng mit dem Green-Funktion-Formalismus der mo-
dernen Vielteilchentheorie verknu¨pft sind.
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2.4 Temperaturabha¨ngigkeit der
elektrischen Leitfa¨higkeit
Die Messung der elektrischen Leitfa¨higkeit als Funktion der Temperatur dient
dazu, strukturelle Umwandlungen von Metallschmelzen, die insbesondere im un-
terku¨hlten Zustand zu erwarten sind (wie z. B. Clusterbildung), u¨ber Anomali-
en im Temperaturverhalten des spezifischen Widerstandes nachzuweisen. Diese
pha¨nomenologische Herangehensweise macht es erforderlich, einige grundsa¨tzliche
U¨berlegungen hinsichtlich der allgemein zu erwartenden, regula¨ren Temperatur-
abha¨ngigkeit anzustellen, um Abweichungen hiervon bewerten zu ko¨nnen.
Es ist eine experimentell begru¨ndete Tatsache, dass der spezifische Widerstand
der meisten reinen Metalle sowie der besser leitenden Legierungen im flu¨ssigen
Zustand u¨ber einen weiten Bereich durch eine lineare Temperaturabha¨ngigkeit
beschrieben wird:
ρ(T ) = ρ(T0) +
∂ρ
∂T
∣∣∣∣
T0
(T − T0) . (2.74)
T0 sei eine nicht na¨her spezifizierte Referenztemperatur.
Gleichung (2.74) gilt fu¨r die meisten nichtmagnetischen reinen Metalle bei Tem-
peraturen oberhalb von TD (Debye-Temperatur) auch im kristallinen Zustand,
in dem die Temperaturabha¨ngigkeit explizit berechnet werden kann. Der Wider-
stand eines Metalls resultiert hier aus der Streuung der Leitungselektronen an
Abweichungen der Gitterstruktur von der Periodizita¨t, wobei die Auswirkungen
von Verunreinigungen bei ho¨heren Temperaturen gegenu¨ber den Gitterschwin-
gungen (Phononen) vernachla¨ssigt werden ko¨nnen. Die Ionenverteilung kann
hierbei als statisch verteilt angenommen werden, sodass inelastische Streuprozes-
se eine untergeordnete Rolle spielen. Unter den vereinfachenden Annahmen des
Debye-Modells und unter Vernachla¨ssigung von Umklappstreuung ergibt sich fu¨r
den Strukturfaktor bei hohen Temperaturen na¨herungsweise [79, 98]:
S(q) ≈ 2~
2k2DT
mAkBT 2D
. (2.75)
kD ist die debyesche Wellenzahl, mA die Atommasse.
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Dieser ist unabha¨ngig von q und kann somit in (2.46) vor das Integral gezogen
werden, was zu einer temperaturproportionalen Abha¨ngigkeit des spezifischen
Widerstandes fu¨hrt. Gleichung (2.75) gilt streng genommen nur fu¨r Festko¨rper
mit einer kristallinen Struktur, worauf das Bild von kollektiven Atombewegungen,
wie sie durch Phononen beschrieben werden, gegru¨ndet ist. Um eine Abscha¨tzung
fu¨r den Temperaturkoeffizient dρ/dt in flu¨ssigen Metallen zu erhalten, bietet sich
eine Beziehung aus der statistischen Thermodynamik an, die den Grenzwert des
Strukturfaktors S(q) fu¨r kleine q mit der isothermen Kompressibilita¨t χT ver-
knu¨pft [85]:
S0 := S(0) =
1
N
(∆N)2 =
1
vA
kBTχT . (2.76)
S0 beschreibt folglich thermische Dichtefluktuationen, die von der Kompressibi-
lita¨t χT abha¨ngen und proportional zur Temperatur T sind. Setzt man S0 nach
(2.76) als Na¨herung fu¨r S(q) in (2.46) ein und verwendet statt eines Pseudopoten-
zials ein abgeschirmtes Coulomb-Potenzial (eine Na¨herung, die fu¨r kleine q sinn-
voll ist), so erha¨lt man einen Ausdruck fu¨r den spezifischen Widerstand, der insbe-
sondere fu¨r Metalle mit einem Valenzelektron (Z = 1) eine brauchbare Na¨herung
darstellt:
ρ(T ) = ρ0 + ρ1(T ) , (2.77)
mit
ρ1(T ) :=
e2m? 2
24pi3~3ε20
χT kB T Ψ(y) , (2.78)
Ψ(y) := [ln (1 + 1/y)− 1/(1 + y)] , (2.79)
und
y :=
κ2~2
4m? 2v2F
, (2.80)
1/κ ist die Thomas-Fermi-Abschirmla¨nge des Coulomb-Potenzials, ε0 die
Influenzkonstante .
Gleichung (2.77) entspricht dem in [53] beschriebenen Fluctuation-Scattering-
Modell nach Takeuchi und Endo. ρ0 bezeichne den Fehler, der aufgrund der
Ersetzung S(q)→ S0 gemacht wurde. Es soll vorerst angenommen werden, dass
ρ0 temperaturunabha¨ngig ist, sodass die Temperaturabha¨ngigkeit lediglich durch
ρ1 gegeben ist. In diesem Fall liefert (2.77) eine einfache Abscha¨tzung fu¨r den
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Temperaturkoeffizienten des spezifischen Widerstandes, die von der thermischen
Kompressibilita¨t abha¨ngig ist.
Eine zu (2.76) a¨quivalente Beziehung [85] kann verwendet werden, um einen ent-
sprechenden Zusammenhang fu¨r bina¨re Legierungen abzuleiten:
(∆Xα)2 =
XβkBT
N
(
∂µα
∂Xα
)
T,p
. (2.81)
µα ist das chemische Potenzial der Komponente α. Gleichung (2.81) muss
fu¨r beide Komponenten erfu¨llt sein (α = 1, 2), β bezeichnet die jeweils
andere Komponente.
Man erha¨lt ein a¨hnliches Ergebnis, wobei Gleichung (2.77) durch einen weiteren
Term ρc, der seinen Ursprung in Fluktuationen der lokalen Zusammensetzung
hat, zu erga¨nzen ist [53]:
ρLeg = ρ
′
0 + ρ1(T ) + ρc(T ) , (2.82)
mit
ρc :=
e2m? 2vA
24pi3~3ε20
(Z1 − Z2)2
Z¯2Leg
X2
Ψ(y)
∂µ2
∂X2
, (2.83)
wobei Z¯2Leg entsprechend (2.60) definiert ist und ρ1 durch (2.78) gegeben ist.
ρ′0 bezeichne wieder den Fehler, der aufgrund der vereinfachenden Annahmen
gemacht werde. Gleichung (2.83) la¨sst sich weiter auswerten, wenn die Legierung
als regula¨re Lo¨sung beschrieben werden kann:
µ2(X2) = µ2(1) + kBT lnX2 + W12(1−X2)2/NA . (2.84)
∆H = W12X1X2 ist die molare Mischungsenthalpie, NA die Avogadro-
Konstante.
Ableiten nach X2 und Einsetzen in (2.83) ergibt schließlich
ρc :=
e2m? 2vA
24pi3~3ε20
(Z1 − Z2)2
Z¯2Leg
X1X2
Ψ(y)
1− 2W12X1X2/(RGT ) . (2.85)
RG := NAkB ist die Gaskonstante.
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Gleichung (2.82) entha¨lt mit ρc im Vergleich zu (2.77) einen weiteren, nichtlinear
temperaturabha¨ngigen Term, wobei diese Temperaturabha¨ngigkeit fu¨r ideale Lo¨-
sungen (W12 = 0) verschwindet. Fu¨r Legierungen mit einer positiven Mischungs-
enthalpie kann ρc sehr groß werden, wobei im Falle
1− 2W12X1X2/(RGT ) = 0 (2.86)
bzw. bei
T = Tm :=
2W12
RG
X1X2 (2.87)
dieser Term divergiert, was einer Entmischung der beteiligten Komponenten
entspricht10 [85]. Die Ableitung von ρc nach der Temperatur besitzt fu¨r diese
Mischungsenthalpien ein negatives Vorzeichen, im Gegensatz zum Anteil ρ1, der
immer ein positives Vorzeichen besitzt. Die Neigung gleichartiger Atome, sich
bevorzugt nebeneinander aufzuhalten, (bzw. die Abstoßung verschiedenartiger
Atome) fu¨hrt zu Fluktuationen in der lokalen Konzentrationsverteilung, die eine
erho¨hte Streuung der Elektronen bewirken, wobei diese Fluktuationen mit abneh-
mender Temperatur zunehmen, was den negativen Temperaturgradienten erkla¨rt.
Es ist allerdings hierbei zu beachten, dass die Beziehungen (2.77) und (2.82) ei-
ne gravierende Versimplifizierung der tatsa¨chlichen Verha¨ltnisse darstellen, da
sie einen großen Teil der im Strukturfaktor enthaltenen Information ignorieren.
(Abb. 2.3 zeigt den Verlauf von S(q) fu¨r zwei unterschiedliche Temperaturwer-
te, woraus ersichtlich ist, dass eine Abha¨ngigkeit von der Temperatur auch bei
ho¨heren q-Werten besteht.) Da das Transportintegral (2.38) im Wesentlichen
durch den Wert seines Integranden bei q = 2kF bestimmt ist, la¨sst sich das
Temperaturverhalten von Metallen mit kleiner Valenzelektronenzahl (Z ≈ 1)
in erster Na¨herung durch das Temperaturverhalten von S0 approximieren, wie
ein Vergleich mit experimentell ermittelten Daten besta¨tigt [53]. Fu¨r gro¨ßere
Z-Werte (Z > 1) sollte jedoch die Temperaturabha¨ngigkeit von S fu¨r alle rele-
vanten q-Werte (0 < q < 2kF ) betrachtet werden. Die Temperaturabha¨ngigkeit
10Die Bedingung 1 − 2W12X1X2/(RGT ) > 0 ist gleichbedeutend mit vollsta¨ndiger Misch-
barkeit u¨ber den gesamten Zusammensetzungsbereich bei der Temperatur T . Auch wenn fu¨r
entmischende Systeme das Modell der regula¨ren Lo¨sung in der Na¨he von Tm nicht mehr an-
wendbar ist, so ist dennoch die Lage von Tm immerhin ein Maß fu¨r die abstoßenden Kra¨fte
zwischen den Legierungskomponenten.
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des Formfaktors kann hierbei gegenu¨ber dem Strukturfaktor in erster Na¨herung
vernachla¨ssigt werden11. Aus der Darstellung von S(q) (Abb. 2.3) ist ersichtlich,
dass mit steigenden Temperaturen die Ho¨he des Hauptpeaks abnimmt, wa¨hrend
dessen Breite gleichzeitig zunimmt. Der q-Wert des Maximums a¨ndert dabei sei-
ne Lage nur unwesentlich. Aus diesem Grund besitzen Metalle mit 2kF in der
Na¨he des Maximums kM (Z ≈ 2) negative Temperaturkoeffizienten ( 1ρ dρdT < 0),
wa¨hrend ein-, drei- und vierwertige Metalle, deren Integrationsgrenzen außerhalb
des Maximums liegen, positive Temperaturkoeffizienten ( 1
ρ
dρ
dT
> 0) besitzen. Das
Vorzeichen von ∂ρ
∂T
ist dabei mit der Ho¨he des Widerstandes korreliert, da Me-
talle mit 2kF ≈ kM nach dem in Kapitel 2.3.2 (S. 19) Gesagten gleichzeitig auch
schlechter leiten. Aus diesem Grund besitzen die in Abbildung 2.4 dargestellten
Cu-Legierungen bei Konzentrationen in der Na¨he des Widerstandsmaximums
mehr oder weniger ausgedehnte Bereiche mit negativem Temperaturkoeffizien-
ten. A¨hnliches Verhalten la¨sst sich auch in Metallen beobachten, die aufgrund
ihrer kleinen mittleren freien Wegla¨nge nicht mehr angemessen u¨ber die Ziman-
Formel beschreibbar sind. Mooij [64] fand einen empirischen Zusammenhang
zwischen dem Widerstandswert und dem Temperaturkoeffizienten fu¨r eine große
Anzahl von festen nichtmagnetischen Legierungen z. T. unter Beteiligung von
U¨bergangsmetallen. Betrachtet wurden Materialien unterschiedlicher kristalliner
Struktur ebenso wie amorphe Legierungen, wobei teilweise massive Leiter wie
auch du¨nne Schichten untersucht wurden. Es stellte sich heraus, dass
• Materialien oberhalb eines spezifischen Widerstandswertes von 100 µΩ cm
negative Temperaturkoeffizienten aufweisen, wobei eine enge Korrelation
zwischen ρ und ∂ρ
∂T
besteht (siehe Abb. 2.5),
• Legierungen, mit großem spezifischem Widerstand eine Art Sa¨ttigungseffekt
aufzuweisen scheinen, d. h. ρ nach oben auf einen Maximalwert ρM (ca.
150− 300 µΩ cm) beschra¨nkt zu sein scheint.
11Es zeigt sich jedoch aufgrund von genaueren Untersuchungen, dass der Wert des Trans-
portintegrals in empfindlicher Weise von der relativen Lage der Nullstelle des abgeschirmten
Formfaktors und der Lage des Hauptpeaks im Strukturfaktor abha¨ngig ist [85]. Aus diesem
Grund sind Temperatureinflu¨sse des Formfaktors grundsa¨tzlich in die Betrachtungen mitein-
zubeziehen. Da die Ionengeschwindigkeiten in Metallen um Gro¨ßenordnungen kleiner sind als
die Geschwindigkeiten der Elektronen mit Energien an der Fermi-Kante, kann hier in erster
Na¨herung von einer adiabatischen Abschirmung der Rumpfatome durch die Leitungselektronen
ausgegangen werden (Born-Oppenheimer-Na¨herung), sodass Temperaturabha¨ngigkeiten in der
Abschirmung eine untergeordnete Rolle spielen.
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r [mW cm]
 [10-4 K-1]
dr
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1
Abbildung 2.5: Korrelation zwischen dem spezifischem Widerstand und seinem Tem-
peraturkoeffizienten fu¨r massive Leiter (), du¨nne Schichten (N) und amorphe Legie-
rungen () [64].
Diese Zusammenha¨nge sind relativ fundamental, da sie mit wenigen Ausnahmen
fu¨r unterschiedlichste Legierungskomponenten, Zusammensetzungen und Struk-
turen (auch fu¨r flu¨ssige Metalle) verifiziert wurden. Die Ursache fu¨r dieses Verhal-
ten ist bis heute nicht ga¨nzlich gekla¨rt, scheint aber darin begru¨ndet zu sein, dass
die mittlere freie Wegla¨nge bei spezifischen Widersta¨nden von ca. 250 µΩ cm in
der Gro¨ßenordnung des mittleren Atomabstandes liegt (l ≈ d¯), der fu¨r verschie-
dene Materialien lediglich in sehr engen Grenzen variiert. Dieser Fall entspricht
damit gerade dem Grenzbereich, in dem die Boltzmann-Gleichung, die eine Be-
schreibung durch ebene Wellen liefert, ihre Gu¨ltigkeit verliert, sodass eine Be-
trachtung auf der Grundlage der Ziman-Formel wenig sinnvoll ist. Eine Erkla¨rung
fu¨r diese Zusammenha¨nge mag darin bestehen, dass die Leitungselektronen bei
ho¨heren Widersta¨nden relativ stark lokalisiert sind, insbesondere bei Beteiligung
von U¨bergangsmetallen, sodass Auswirkungen der (statischen) Atomanordnung
auf die Leitfa¨higkeit eine eher untergeordnete Rolle spielen. Die Stromleitung
kann hier vielmehr als ein thermisch aktivierter
”
Hopping“-Prozess betrachtet
werden, was die negativen Temperaturkoeffizienten erkla¨rt.
Kapitel 3
Untersuchung im unterku¨hlten
Zustand
3.1 Unterku¨hlung und Keimbildung
Im Folgenden soll kurz auf die thermodynamischen Grundlagen der Unterku¨hlung
und die Keimbildungstheorie eingegangen werden, die auf dem Minimumsprinzip
der freien Enthalpie begru¨ndet ist. Danach ist der thermodynamisch stabile
Gleichgewichtszustand eines gegenu¨ber Teilchenaustausch abgeschlossenen Sy-
stems, das bei einem Druck p und einer Temperatur T gehalten wird, derjenige
unter allen denkbaren, bei dem die molare (d. h. stoffmengenbezogene) freie Ent-
halpie Gν(p, T ) ihr absolutes Minimum annimmt.
Abbildung 3.1 zeigt den Verlauf der Funktion Gν eines reinen Materials in einem
Temperaturbereich um den Schmelzpunkt1 jeweils fu¨r die flu¨ssige und die feste
Phase (G
(L)
ν (T ) bzw. G
(S)
ν (T )). Beide Kurven schneiden sich bei der Schmelz-
temperatur TSmp. Fu¨r T < TSmp gilt G
(S)
ν (T ) < G
(L)
ν (T ), d. h. der feste Zustand
entspricht dem thermodynamischen Gleichgewicht, wa¨hrend fu¨r T > TSmp der
flu¨ssige Zustand der Gleichgewichtszustand ist (G
(L)
ν (T ) < G
(S)
ν (T )). Das Gleich-
gewicht sagt jedoch nicht zwangsla¨ufig etwas daru¨ber aus, welcher Zustand sich
letztendlich wirklich einstellt. Unter bestimmten Bedingungen kann es erreicht
1Die Druckabha¨ngigkeit von Gν soll hier nicht weiter beru¨cksichtigt werden, da alle unter-
suchten Systeme bei Normaldruck betrachtet werden.
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Abbildung 3.1: Freie Enthalpie Gν als Funktion der Temperatur T fu¨r die flu¨ssige
und die feste Phase (G
(L)
ν bzw. G
(S)
ν ) eines reinen Materials. Beide Kurven schneiden
sich bei der Schmelztemperatur TSmp.
werden, dass die Flu¨ssigkeit um die Temperaturdifferenz ∆T unter den Schmelz-
punkt abgeku¨hlt (unterku¨hlt) wird, ohne dass die Phasenumwandlung eintritt.
Der Grund hierfu¨r ist darin zu sehen, dass mit der Bildung der ersten Inseln aus
festem Material, die als Keime bezeichnet werden, der Aufbau einer Fest-Flu¨ssig-
Grenzfla¨che mit einer Grenzfla¨chenenergie verbunden ist. Diese Grenzfla¨chen-
energie stellt eine Aktivierungsschwelle dar, die dem U¨bergang in den stabilen
(kristallinen) Zustand entgegensteht.
Je nachdem, ob die ersten Keime als freie Inseln in der sie umgebenden Schmel-
ze oder durch Anlagerung an festem Material (Beha¨lterwa¨nde, Verunreinigun-
gen) zustande kommen, unterscheidet man zwischen homogener und heterogener
Keimbildung.
3.1.1 Homogene Keimbildung
Die Bildung der ersten Keime in der flu¨ssigen Phase kann als statistischer Pro-
zess betrachtet werden, bei dem eine zufa¨llige Anha¨ufung von wenigen Atomen zu
einem Cluster (mit einer festko¨rpera¨hnlichen Nahordnung) die Folge von thermi-
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schen Dichtefluktuationen darstellt. Diese Cluster entstehen auch oberhalb der
Schmelztemperatur und besitzen meist nur eine kurze Lebensdauer.
Ob ein bestehender Keim mit Volumen VK und Oberfla¨che AK weiter wa¨chst
oder wieder zerfa¨llt, ha¨ngt von seiner Enthalpiebilanz ab:
∆G = −VK∆GV (∆T ) + AKγSL . (3.1)
∆G ist die Differenz der freien Enthalpie des (festen) Keims und einer
gleich großen Stoffmenge im flu¨ssigem Zustand; Dichteunterschiede zwi-
schen festem und flu¨ssigem Material werden hierbei vernachla¨ssigt. ∆GV
ist der Unterschied der volumenbezogenen Enthalpien von flu¨ssiger und fes-
ter Phase (die fu¨r kleine Unterku¨hlungen proportional zu ∆T ist), wa¨hrend
γSL die Oberfla¨chenspannung der Phasengrenzfla¨che fest-flu¨ssig bezeichnet.
Der erste Term in (3.1) ist die frei werdende Enthalpie beim U¨bergang in den
festen Zustand, die proportional zum Volumen des Keims ist, wa¨hrend der zweite
Term die aufzubringende Oberfla¨chenenergie der Grenzfla¨che des Keims darstellt.
Fu¨r einen kugelfo¨rmigen Keim mit Radius r wird (3.1) zu:
∆G(r) = −4
3
pir3∆GV (∆T ) + 4pir
2γSL . (3.2)
Abbildung 3.2 zeigt ∆G(r) als Funktion von r fu¨r ∆T > 0. Aufgrund der unter-
schiedlichen r-Abha¨ngigkeiten des ersten und zweiten Terms in (3.2) wa¨chst ∆G
DG
DG*
r* r
Volumenanteil
-4/3 pr3 DGV
Grenzflächen-
anteil 4pr2 gSL
Abbildung 3.2: Radienabha¨ngigkeit der Enthalpiedifferenz ∆G(r) eines kugelfo¨r-
migen Clusters. Gestrichelt gezeichnet sind Oberfla¨chen- und Volumenanteil.
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erst bis zu einem kritischen Radius [75]
r? =
2γSL
∆GV
∝ 1
∆T
(3.3)
an, um dann nach U¨berschreiten der Enthalpieschwelle
∆G? := ∆G(r?) =
16piγ3SL
3(∆GV )2
∝ 1
(∆T )2
(3.4)
fu¨r r > r? wieder abzunehmen. Fu¨r r < r? geht das System also in den stabilen
Zustand u¨ber, wenn der Keim wieder zerfa¨llt, wa¨hrend fu¨r r > r? die Enthalpie
des Systems abnimmt, wenn der Keim weiter wa¨chst. Haben sich erst einmal Kei-
me dieser Gro¨ße gebildet, ist die Phasenumwandlung unwiderruflich eingeleitet.
Befindet sich das System oberhalb des Schmelzpunktes (∆T < 0), ist der erste
Term in (3.2) positiv, der Keim wird im Allgemeinen unter Enthalpieabnahme
zerfallen. Mit abnehmender Temperatur lassen sich zwei Effekte beobachten:
1. Da die bei der Erstarrung von Material frei werdende Enthalpie proportio-
nal zur Unterku¨hlung ∆T ist, wird der kritische Radius nach Gleichung
(3.3) umgekehrt proportional zu ∆T abnehmen.
2. Die Dichte von Clustern mit Radius r, ist exponentiell von der Enthalpie-
schwelle ∆G(r) abha¨ngig [75]:
nC(r)
nA
= exp
(
−∆G(r,∆T )
kBT
)
. (3.5)
nC(r) ist die Dichte an Clustern mit Radius r, nA die Anzahldichte
der Atome.
DieWahrscheinlichkeit, einen Cluster bestimmter Gro¨ße zu finden,
wird also aufgrund der ∆T -Abha¨ngigkeit in ∆G zunehmen.
Aus Punkt 1 und 2 folgt, dass mit zunehmender Unterku¨hlung die Wahrschein-
lichkeit steigt, dass sich ein Cluster der kritischen Gro¨ße bildet und die Er-
starrung einsetzt. Unter normalen Versuchsbedingungen werden gro¨ßere Un-
terku¨hlungen jedoch nicht erreicht, da die Phasenumwandlung aufgrund von he-
terogener Keimbildung meist nur wenige Grad unter dem Schmelzpunkt einsetzt.
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3.1.2 Heterogene Keimbildung
Bei der heterogenen Keimbildung bildet sich die feste Phase durch Anlagerung
an Fremdsubstrat, wie z. B. den Wa¨nden des Tiegels, in dem die Schmelze pro-
zessiert wird (siehe Abb. 3.3).
JB
r
gWL
gWS
gSL
Festes Substrat
Flüssigkeit
Keim
Abbildung 3.3: Auf festem Substrat aufgewachsener Keim, in Form eines Kugel-
abschnittes mit Radius r. Der Benetzungswinkel ϑB ist eine Funktion der Ober-
fla¨chenspannungen γWL, γSL und γWS . r ha¨ngt von ϑB und vom Volumen des Keims
ab.
Die Form des Keims ist hierbei maßgeblich durch die auftretenden Oberfla¨chen-
spannungen γWL, γSL und γWS bestimmt, die den Grenzfla¨chen Wand-Flu¨ssigkeit
(AWL), Keim-Flu¨ssigkeit (ASL) und Wand-Keim (AWS) zugeordnet sind. Sind al-
le Oberfla¨chenspannungen (insbesondere γWS) isotrop (was im Allgemeinen nicht
der Fall ist), und vernachla¨ssigt man plastische Deformationen der Wand, so la¨sst
sich die Form des Keims in erster Na¨herung durch einen Kugelabschnitt beschrei-
ben, der durch den Kru¨mmungsradius r und den Benetzungswinkel ϑB vollsta¨ndig
charakterisiert ist. Der Benetzungswinkel wird sich so einstellen, dass sich die
Kra¨fte entlang der durch die Wand gebildeten Ebene gerade kompensieren:
cosϑB = (γWL − γWS)/γSL . (3.6)
Liegen γSL und γWL in derselben Gro¨ßenordnung und ist γWS wesentlich kleiner
als γWL bzw. γSL, so ist cosϑB ≈ 1, d. h. man erha¨lt sehr kleine Benetzungswinkel
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(flache Keime). Die Enthalpiebilanz lautet in diesem Falle:
∆G = −V∆GV (∆T ) + γWS︸︷︷︸
≈0
AWS + γSL︸︷︷︸
≈γWL
ASL︸︷︷︸
=AWL
− γWLAWL
≈ −V∆GV (∆T ) . (3.7)
Bei sehr kleinen Benetzungswinkeln kann sich also eine feste Phase bilden, ohne
dass zusa¨tzlich Oberfla¨chenenergie aufgebracht werden muss. Allgemein la¨sst sich
zeigen, dass die Enthalpiedifferenz ∆GHet zwischen heterogen gebildetem Keim
und unterku¨hlter Schmelze gleichen Volumens fu¨r einen beliebigen Benetzungs-
winkel um den Faktor S(ϑB) gegenu¨ber dem Fall der homogenen Keimbildung
reduziert ist [75]:
∆GHet(r) = ∆GHom(r)S(ϑB) , (3.8)
mit
S(ϑB) := (2 + cosϑB)(1− cos ϑB)2/4 . (3.9)
Um Ursachen fu¨r heterogene Keimbildung mo¨glichst auszuschließen, ist es er-
forderlich, jeden direkten Kontakt zu Fremdphasen zu vermeiden. Es mu¨ssen
aus diesem Grund neben der Wahl beru¨hrungsfreier Messverfahren mo¨glichst rei-
ne Prozessbedingungen gewa¨hrleistet sein, die eine unabdingbare Voraussetzung
sind, um hohe Unterku¨hlungen zu erzielen.
3.2 Auswahl der untersuchten Materialien
Um einen maßgeblichen Einfluss von streuenden Strukturen (welcher Art auch
immer) in der Schmelze nachweisen zu ko¨nnen, sollten folgende Kriterien erfu¨llt
sein:
• Die Streuzentren sollten in einer so hohen ra¨umlichen Dichte auftreten, dass
eine Auswirkung auf den Widerstand erwartet werden kann. Ist die Kon-
zentration zu gering, ist der Widerstand durch die homogenen Zwischen-
bereiche bestimmt.
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• Um strukturabha¨ngige Interferenzeffekte beobachten zu ko¨nnen, sollte
– die mittlere freie Wegla¨nge der Leitungselektronen gro¨ßer sein als der
Durchmesser der Strukturen (Durchmesser d¯S), insbesondere gro¨ßer
sein als der mittlere Atomabstand d¯);
– Fu¨r die de Broglie-Wellenla¨nge λB der Leitungselektronen sollte gelten:
λB ≤ d¯S .
Neben Interferenzeffekten ko¨nnen strukturabha¨ngige Energiebandeffekte etc. zu
einer Vera¨nderung in der elektrischen Leitfa¨higkeit fu¨hren, was die Voraussetzung
der in Punkt 2 angefu¨hrten Kriterien relativiert.
Der Gesamtwiderstand eines Gemisches unterschiedlich großer Strukturen berech-
net sich, indem u¨ber Raumbereiche Λi der Gro¨ßenordnung l eine Widerstands-
berechnung z. B. entsprechend der Ziman-Formel durchgefu¨hrt wird (d. h. koha¨-
rente U¨berlagerung aller von den einzelnen Streuzentren innerhalb Λi ausgehen-
den Partialwellen) sowie anschließende Mittelung u¨ber alle Bereiche Λi.
Hinsichtlich der Gro¨ße der Streuzentren (Durchmesser d¯S) im Vergleich zur mitt-
leren freien Wegla¨nge l sind folgende drei Fa¨lle zu unterscheiden (siehe auch [79]):
1. l  d¯S: Ist die mittlere freie Wegla¨nge wesentlich kleiner als die streuenden
Gebilde und sind diese Gebilde auf der Gro¨ßenordnung von l homogen, so
sind neben der Flu¨ssigkeit die intrinsischen Streueigenschaften der Struk-
turen sowie Streueffekte an Grenzfla¨chen zu beru¨cksichtigen. Die makro-
skopische Leitfa¨higkeit ergibt sich durch Mittelung u¨ber Bereiche Λi, die
ga¨nzlich in den Strukturen eingeschlossen sind, Bereiche, die Grenzfla¨chen
einschließen, und Bereiche, die lediglich flu¨ssige Substanz enthalten.
2. l  d¯S: In diesem Fall berechnet sich die Leitfa¨higkeit u¨ber lediglich einen
Bereich Λ, der sowohl flu¨ssige als auch feste Phase entha¨lt. Die Streueigen-
schaften ko¨nnen gegenu¨ber der reinen Flu¨ssigkeit jedoch deutlich vera¨ndert
sein, da auch Interferenzeffekte der Partialwellenanteile der verschiedenen
in Λ enthaltenen Anteile eine Rolle spielen.
3. l ≈ dS: Dies stellt eine U¨bergangssituation dar, in der eine Beschreibung des
Widerstandes durch die Auswertung der Ziman-Formel auf Raumbereichen
der Gro¨ßenordnung l oftmals nur schlecht mo¨glich ist.
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Handelt es sich bei den Streuzentren um Cluster, wie sie auch in reinen Metal-
len als Folge thermischer Dichtefluktuationen entstehen, so ist nicht zu erwarten,
dass u¨ber Streuung an diesen Clustern innerhalb des Unterku¨hlungsbereiches ∆T
maßgebliche Abweichungen von der linearen Gesetzma¨ßigkeit (2.74) bewirkt wer-
den ko¨nnen. Dies gilt zum einen, da die Konzentration an Clustern aus nur
wenigen Atomen meist relativ gering ist (1 mm3 Kupfer (≈ 1020 Atome) entha¨lt
nach [75] an seinem Schmelzpunkt im Mittel nur 1014 Cluster, jeweils bestehend
aus 10 Atomen und 101 Cluster, bestehend aus 60 Atomen), zum anderen deshalb,
weil Clusterbildung eine Erscheinung ist, die auch oberhalb des Schmelzpunktes
auftritt, wobei Abweichungen der erwa¨hnten Art unabha¨ngig von der mittleren
freien Wegla¨nge des Materials im Allgemeinen nicht beobachtet werden. Anders
verha¨lt es sich in Legierungen, in denen sich bestimmte Assoziate (Moleku¨le) bil-
den ko¨nnen, die nur in einer ganz bestimmten Gro¨ßenordnung stabil sind.
Unabha¨ngig von der Art der in Frage kommenden Strukturen wird die Wahr-
scheinlichkeit fu¨r das Auftreten ra¨umlicher Ordnungspha¨nomene mit abnehmen-
der Temperatur zunehmen, wodurch die Untersuchung im unterku¨hlten Zustand
motiviert ist.
Fu¨r die Messung ausgewa¨hlt wurden
• die reinen Metalle
– Kupfer, das eine hohe elektrische Leitfa¨higkeit besitzt, (die mittlere
freie Wegla¨nge betra¨gt am Schmelzpunkt etwa 30 A˚)
– Nickel, aufgrund der großen Unterku¨hlungen, die erreicht werden
ko¨nnen (∆T . 300 ◦K),
sowie
• Kupfer-Nickel-Legierungen verschiedener Zusammensetzung. Dieses
System besitzt ebenfalls die Eigenschaft, relativ gut unterku¨hlbar zu sein
(insbesondere bei hohem Nickelanteil).
Abbildung 3.4 zeigt das Phasendiagramm des Kupfer-Nickel-Legierungssystems.
Messwerte der molaren Mischungsenthalpie ∆H im flu¨ssigen Zustand [93] kenn-
zeichnen diese Legierung als regula¨res System:
∆H = WCu,Ni XCu XNi , (3.10)
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Abbildung 3.4: Phasendiagramm des Systems Kupfer-Nickel [62].
mit positiven Werten von WCu,Ni. Konzentrationsfluktuationen, wie sie u¨ber
(2.85) beschrieben werden, sind aus diesem Grund eventuell nachweisbar.2
Die Zusammensetzung Cu44Ni56, die im festen Zustand gemeinhin als Konstan-
tan bezeichnet wird, besitzt zudem große technische Bedeutung, da sie u¨ber
einen weiten Temperaturbereich einen anna¨hernd gleichbleibenden spezifischen
Widerstand aufweist, weshalb sie bei der Herstellung von Drahtwidersta¨nden
und Thermoelementen Verwendung findet.
3.3 Wiedemann-Franz-Gesetz
Ein weiterer wichtiger Grund, warum man an Messwerten der elektrischen Leit-
fa¨higkeit (nicht nur im unterku¨hlten Zustand, sondern auch oberhalb des Schmelz-
punktes) interessiert ist, besteht darin, dass sich aus dieser Messgro¨ße die Wa¨rme-
leitfa¨higkeit Γ des untersuchten Metalls berechnen la¨sst. Unter Vernachla¨ssigung
2Das System besitzt im festen Zustand eine Mischungslu¨cke, was eine Folge der positiven
Mischungsenthalpie ∆H dieser Legierung ist.
44 UNTERSUCHUNG IM UNTERKU¨HLTEN ZUSTAND
von konvektiver Wa¨rmeleitung gilt:
Γ = ΓEl + ΓIo (3.11)
ΓEl ist der elektronische Anteil an der Wa¨rmeleitfa¨higkeit, wa¨hrend ΓIo
den Anteil aufgrund von Sto¨ßen der Ionen beschreibt.
In flu¨ssigen Metallen bei Temperaturen um den Schmelzpunkt ist der Hauptanteil
durch ΓEl gegeben, sodass der Ionenanteil im Allgemeinen vernachla¨ssigt werden
kann (er liegt in der Gro¨ßenordnung von 1%) [36]. Zwischen der Wa¨rmeleitfa¨hig-
keit ΓEl, der elektrischen Leitfa¨higkeit σ und der Thermokraft K besteht die
Beziehung [36]:
ΓEl
σ
= (L0 −K2) T (3.12)
mit der Lorenz-Zahl
L0 =
pi2
3
(
kB
e
)2
= 2.44 WΩ/◦K2 (3.13)
Vernachla¨ssigt man den K2-Term und ersetzt ΓEl durch Γ, erha¨lt man das Wiede-
mann-Franz-Gesetz, das besagt, dass das Verha¨ltnis von thermischer Leitfa¨higkeit
und elektrischer Leitfa¨higkeit σ proportional zur Temperatur ist:
Γ
σ
= L0T (3.14)
Dieser Zusammenhang, der urspru¨nglich fu¨r Festko¨rper gefunden wurde, gilt im-
mer dann, wenn der Hauptanteil der Wa¨rmeleitung u¨ber den Beitrag der Lei-
tungselektronen getragen wird. Er vernachla¨ssigt Effekte wie Elektron-Elektron-
Wechselwirkungen oder inelastische Sto¨ße mit den Ionen. Vergleiche mit Mess-
werten der thermischen Leitfa¨higkeit, die mit alternativen Messmethoden ermit-
telt wurden, besta¨tigen die Gu¨ltigkeit des Wiedemann-Franz-Gesetzes auch fu¨r
flu¨ssige Metalle und Legierungen [41, 63]. Da die Lorenz-Zahl L0 lediglich von
Naturkonstanten abha¨ngig ist, ermo¨glicht einem das Wiedemann-Franz-Gesetz,
die Wa¨rmeleitfa¨higkeit von flu¨ssigen Metallen, die aufgrund von sto¨render Kon-
vektion nur schwer direkt gemessen werden kann, unmittelbar aus der elektri-
schen Leitfa¨higkeit zu berechnen. Auf diese Weise ist es mo¨glich, diese thermo-
physikalische Materialkenngro¨ße, die aus gusstechnischer Sicht eine weitgehende
Bedeutung besitzt, auch im unterku¨hlten Temperaturbereich zu bestimmen.
Kapitel 4
Elektrodynamische Grundlagen
Um in den Bereich der unterku¨hlten Schmelze vorzustoßen, ist jede Form von
mechanischem Kontakt mit dem zu untersuchenden Material sowohl bei der Pro-
zessierung der Probe als auch bei der Messwerterfassung zu vermeiden. Aus
diesem Grund werden in dieser Arbeit ausschließlich beru¨hrungslose Verfahren
eingesetzt:
1. Das elektromagnetische Levitationsverfahren, das dazu dient, das zu
untersuchende Material entgegen der Schwerkraft in der Schwebe zu halten
und die no¨tige Wa¨rmeenergie zum Aufschmelzen der Probe zu liefern.
2. Ein induktives Verfahren zur Messung der elektrischen Leitfa¨higkeit.
Bei diesem Verfahren wird die A¨nderung der wechselseitigen Induktion ei-
nes Spulenpaares aufgrund der Anwesenheit des elektrisch leitenden Me-
talltropfens gemessen.
3. Ein pyrometrisches Verfahren zur Messung der Temperatur des unter-
suchten Materials.
Grundlage fu¨r das Versta¨ndnis dieser Verfahren ist die klassische Elektrodynamik,
deren wichtigste verwendete Beziehungen nachstehend zusammengefasst sind.
46 ELEKTRODYNAMISCHE GRUNDLAGEN
4.1 Die Maxwell-Gleichungen
Ausgangspunkt sind die Maxwellschen Gleichungen [45] in der quasistatischen
Na¨herung unter Vernachla¨ssigung des Verschiebungsstroms D˙:
∇× E(x, t) = −∂B(x, t)
∂t
, (4.1)
∇×B(x, t) = µ0 j(x, t) , (4.2)
∇E(x, t) = ρ(x, t)/ε0 , (4.3)
∇B(x, t) = 0 . (4.4)
B bezeichnet die magnetische Induktion, E das elektrische Feld, j die elek-
trische Stromdichte und ρ die Raum-Ladungsdichte. µ0 ist die Induktions-
konstante.
Die Gu¨ltigkeit obiger Gleichungen ist eingeschra¨nkt auf den Bereich an Frequen-
zen f , innerhalb dessen die Wellenla¨nge elektromagnetischer Strahlung wesentlich
gro¨ßer ist als die Gro¨ßenordnung des betrachteten Raumbereichs d:
f  c
d
. (4.5)
c ist die Vakuum-Lichtgeschwindigkeit.
Die Na¨herung D˙ ≈ 0 bedeutet, dass keine zeitlich vera¨nderlichen Raum-Ladungen
auftreten (ρ˙ ≈ 0), was aber zeitlich vera¨nderliche Oberfla¨chenladungsdichten ς
auf Grenzfla¨chen nicht ausschließt. Aus ρ˙ = 0 folgt u¨ber die Kontinuita¨tsglei-
chung
∇ j(x, t) = 0 . (4.6)
Die Lo¨sung der Maxwellgleichungen wird vereinfacht durch Einfu¨hrung des Vek-
torpotenzials A und des elektrostatischen Potenzials Φ:
B(x, t) = ∇×A(x, t) , (4.7)
E(x, t) = −∇Φ(x, t)− ∂A(x, t)
∂t
. (4.8)
Durch diesen Ansatz fu¨r B und E sind die Gleichungen (4.1)–(4.4) automatisch
erfu¨llt. Mit der Coulomb-Eichung
∇A(x, t) = 0 (4.9)
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und den Randbedingungen
lim
x→∞
A(x, t) = 0 , lim
x→∞
Φ(x, t) = 0 (4.10)
sind A und Φ eindeutig bestimmt.
Das elektrische Feld E besteht aus einem rotationsfreien Anteil, der sich als Gra-
dient eines Potenzialfeldes entsprechend dem ersten Term auf der rechten Seite
von Gleichung (4.8) darstellen la¨sst, und einem quellfreien Anteil, der aus zeitli-
chen Magnetfelda¨nderungen resultiert (entsprechend dem zweiten Term auf der
rechten Seite von (4.8)).
• Die Ursachen fu¨r die Felder B und E bzw. deren Potenziale liegen in der
sie erzeugenden (zeitlich alternierenden) externen Stromdichte jE (externe
Ladungen sollen im Folgenden vernachla¨ssigt werden).
• Als Folge dieser Felder treten zusa¨tzlich sog. induzierte Stro¨me jI und La-
dungen auf, wobei die induzierten Ladungen aufgrund der Quasistationa-
rita¨t lediglich als Ladungsdichten ςI auf Oberfla¨chen von leitenden Ko¨rpern
in Erscheinung treten.
Die Oberfla¨chenladungsdichten werden durch vera¨nderte U¨bergangsbedingungen
an den Grenzfla¨chen des Systems beru¨cksichtigt.
Den induzierten Ladungen und Stro¨men sind eigene Feldanteile zugeordnet, die
von den prima¨ren Feldern zu unterscheiden sind. Alle Feldanteile werden entspre-
chend ihrem Ursprung durch hochgestellte Indizes
”
I“ und
”
E“ gekennzeichnet.
Die nicht indizierten Gro¨ßen sind jeweils die Summe aus induziertem und exter-
nem Anteil.
Im Folgenden soll die Situation betrachtet werden, dass sich ein leitender Ko¨rper
(elektrische Leitfa¨higkeit σV > 0), der den Raumbereich V mit Oberfla¨che S(V)
umschließt, innerhalb einer externen Stromdichteverteilung aufhalte.1 Außerhalb
von V gelte σ = 0. Die ortsabha¨ngige elektrische Leitfa¨higkeit σ(x) lautet somit:
σ(x) =
{
σV : x ∈ V
0 : x ∈ R3\V
. (4.11)
1Bei diesem Ko¨rper wird es sich um die Probe handeln, deren Leitfa¨higkeit zu bestimmen
ist.
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Fu¨r die Potenziale gelten die Differenzialgleichungen
(4.2), (4.7) ⇒ 4A(x, t) = −µ0 j(x, t) x ∈ R3 , (4.12)
(4.3), (4.8) ⇒ 4Φ(x, t) = 0 x ∈ R3\S(V) (4.13)
(R3: Ortsraum), die u¨ber das ohmsche Gesetz miteinander verknu¨pft sind:
j(x, t) = σ(x)E(x, t) = − σ(x)
{
∇Φ(x, t) + ∂A(x, t)
∂t
}
. (4.14)
Auf der Oberfla¨che S(V) muss die Normalkomponente des elektrischen Feldes E⊥
verschwinden:
−E⊥
∣∣
x∈S(
 
)
=
[
{∇Φ}⊥ +
{
∂A
∂t
}
⊥
]
x∈S(
 
)
= 0 . (4.15)
Nur so ist gewa¨hrleistet, dass nach Gleichung (4.14) der Strom nicht u¨ber die
Grenzfla¨che des leitenden Bereiches fließt oder die Bedingung (4.6) verletzt wird.
Es muss also ein rotationsfreier elektrischer Feldanteil (entsprechend dem ersten
Term auf der rechten Seite von Gleichung (4.15)) existieren, der die Erfu¨llung
dieser Randbedingung gewa¨hrleistet. Die Ursache dieses Feldanteils sind gera-
de die erwa¨hnten Oberfla¨chenladungen ςI , deren Betrag durch die Bedingung
(4.15) festgelegt ist. Gleichung (4.13) gilt entsprechend fast u¨berall bis auf Punk-
te des Probenrandes S(V). Aufgrund der auftretenden Oberfla¨chenladungen ςI
divergiert 4Φ in diesen Punkten. Mit (4.10) la¨sst sich Φ als Funktion dieser
Oberfla¨chenladungen ausdru¨cken:
Φ(x, t) =
1
4piε0
∫
S(
 
)
ς(x′, t)
|x− x′|d
2x′ x ∈ R3 . (4.16)
Analog hierzu ist das Vektorpotenzial A durch die Gesamtstromdichte j be-
stimmt:
A(x, t) =
µ0
4pi
∫

3
j(x′, t)
|x− x′| d
3x′ x ∈ R3 . (4.17)
Diese Beziehung gilt separat sowohl fu¨r die externen als auch fu¨r die induzierten
Feld- bzw. Stromdichteanteile. Das externe Vektorpotenzial AE ist damit als
Funktion der vorgegebenen a¨ußeren Stromdichteverteilung jE direkt berechenbar.
Mit A = AI+AE wird aus den Gleichungen (4.12)–(4.14) das folgende Differen-
zialgleichungssystem:
4AI(x, t)− µ0σV ∂
∂t
AI(x, t) = µ0σV
{
∂
∂t
AE(x, t) +∇Φ(x, t)
}
x ∈ V ,
4AI(x, t) = 0 x ∈ R3\V . (4.18)
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Da alle auftretenden Potenzialanteile Φ eine Folge der Oberfla¨chenladungen ςI
sind, werden sie im Folgenden durch ein hochgestelltes
”
I“ gekennzeichnet. Auf-
grund der stetigen Differenzierbarkeit des Vektorpotenzials [67] gelten auf der
Oberfla¨che von V zusa¨tzlich die Bedingungen
lim
x→x′
x∈
 
x′∈S(
 
)
AI(x, t)− lim
x→x′
x/∈
 
x′∈S(
 
)
AI(x, t) = 0 , (4.19)
lim
x→x′
x∈
 
x′∈S(
 
)
n(x′) (∇AI(x, t))− lim
x→x′
x/∈
 
x′∈S(
 
)
n(x′) (∇AI(x, t)) = 0 . (4.20)
n(x′) ist der Normalenvektor im Punkt x′ von S(V).
Zudem darf die Lo¨sung fu¨r AI in keinem Punkt x divergieren:
max
∀x
∣∣AI(x, t)∣∣ <∞ . (4.21)
Im Folgenden sollen alle Berechnungen unter der Annahme harmonischer Zeitab-
ha¨ngigkeit der erregenden a¨ußeren Felder durchgefu¨hrt werden:
AE(x, t) = AE0 (x)eiωt , AI(x, t) = AI0 (x)eiωt , ΦI(x, t) = ΦI0(x)eiωt .
(4.22)
Alle durch eine hochgestellte Null gekennzeichneten Gro¨ßen sind komplexe
Amplituden.
Es gilt:
4AI0 (x)− iωµ0σVAI0 (x) = iωµ0σV
{
AE0 (x) +
1
iω
∇ΦI0(x)
}
x ∈ V , (4.23)
4AI0 (x) = 0 x ∈ R3\V . (4.24)
Um fu¨r AI0 eine Lo¨sung zu bestimmen, soll dieses Differenzialgleichungssystem
mittels der Methode der greenschen Funktionen [3] in eine Integralgleichung um-
gewandelt werden. Fu¨r G wird folgender Ansatz gewa¨hlt:
4G(x− x′)− iωµ0σVG(x− x′) = −δ(x− x′) . (4.25)
Dann ergibt sich unmittelbar:
AI0 (x) = AI0v (x) +A
I0
h (x) , (4.26)
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mit
AI0v (x) := −iωµ0σV
∫
 
[
AE0(x′) +
1
iω
∇ΦI0(x′)
]
G(x− x′) d3x′ (4.27)
und
AI0h (x) := iωµ0σV
∫

3\
 
AI0(x′)G(x− x′) d3x′ . (4.28)
Die A¨quivalenz dieser Integralgleichung mit dem Gleichungssystem (4.23), (4.24)
ist unmittelbar evident, wenn man den Operator [4− iωµ0σV ] auf beide Seiten
von Gleichung (4.26) anwendet und die Beziehung (4.25) beru¨cksichtigt.
Die Randbedingung (4.10) muss bei der Konstruktion der greenschen Funktion
beru¨cksichtigt werden, die in der Formulierung (4.25) nicht eindeutig ist. Eine
explizite Herleitung von G findet sich in Anhang (A.1). Man erha¨lt:
G(x− x′) = 1
4pi
1
|x− x′| exp
[
−(1 + i) |x− x
′|
δ
]
. (4.29)
δ ist die Eindringtiefe (Skintiefe):
δ =
√
2
ωµ0σV
. (4.30)
4.2 Feldentwicklung
4.2.1 Allgemeine Darstellung
Die im Folgenden abgeleiteten Reihenentwicklungen der Potenziale AE und AI
gelten jeweils nur in einem Teil des betrachteten Raumbereichs. U¨ber die folgen-
den Definitionen werde der R3 in Teilbereiche untergliedert (siehe Abb. 4.1). Der
Ursprung O liege innerhalb des Probenvolumens V.
Definition 4.1 Der Probenbereich BP sei der gro¨ßte kugelfo¨rmige Raumbe-
reich (mit Zentrum im Ursprung), der vollsta¨ndig innerhalb des Probenvolumens
V liegt.
Definition 4.2 Der Innenbereich der Spule BIS sei der gro¨ßte kugelfo¨rmige
Raumbereich (mit Zentrum im Ursprung), fu¨r den die Bedingung
{x ∈ BIS ⇒ jE(x) = 0}
erfu¨llt ist.
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 Probe  Probe 
Bereich mit jE ¹ 0
 (I)  (II) 
O
AP
ZA P
ZI
AS IS
Abbildung 4.1: Aufteilung des R3 in die Teilbereiche BP , BAP , BZI , BZA (Teil I)
und BIS bzw. BAS (Teil II).
Definition 4.3 Der Außenbereich der Spule BAS umfasse den ganzen
Raum, bis auf die kleinste Kugel, die noch keine U¨berlappung mit der externen
Stromverteilung besitzt. Diese kleinste Kugel sei ebenfalls zum Koordinatenur-
sprung zentriert.
Definition 4.4 Der Außenbereich der Probe BAP umfasse den ganzen
Raum, bis auf die kleinste Kugel, die noch keine U¨berlappung mit der Probe
besitzt. Diese kleinste Kugel sei ebenfalls zum Koordinatenursprung zentriert.
Definition 4.5 Der innere Zwischenbereich sei durch
BZI := V\BP
definiert.
Definition 4.6 Der a¨ußere Zwischenbereich sei durch
BZA := R
3\{BAP ∪ V}
definiert.
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Um die Integralgleichung (4.26) zu lo¨sen, werden alle Felder nach Kugelfla¨chen-
funktionen Y ml entwickelt. Ausgehend von Gleichung (4.17) folgt mit [3]
1
|x(r, u, ϕ)− x′(r′, u′, ϕ′)| =
∞∑
l=0
l∑
m=−l
4pi
2l + 1
Y ml (u, ϕ)Y
m∗
l (u
′, ϕ′)×
{
rl
r′l+1
fu¨r r < r′
r′l
rl+1
fu¨r r > r′
(4.31)
fu¨r AE0 im Innenbereich der Spule BIS:
AE0 (x) =
∞∑
l=0
l∑
m=−l
AElm
(
r
rK
)l
Y ml (u, ϕ) , (4.32)
mit den Koeffizienten
AElm :=
µ0
2l + 1
IElm :=
µ0
2l + 1
rlK
∫∫

3\
 
∫
jE0(r, u, ϕ)r−l+1Y m
∗
l (u, ϕ) dϕ du dr . (4.33)
rK bezeichnet eine bisher nicht na¨her spezifizierte Bezugsgro¨ße, die aus
formalen Gru¨nden eingefu¨hrt wurde. Die Koeffizienten AElm sind komple-
xe vektorielle Gro¨ßen, die von der Wahl der Bezugsgro¨ße rK abha¨ngen
(AElm = A
E
lm(rK)). r, u = cos(θ) und ϕ sind Kugelkoordinaten.
Im Außenbereich der Spule BAS gilt:
AE0 (x) =
∞∑
l=1
l∑
m=−l
A¯Elm
(
r
rK
)−(l+1)
Y ml (u, ϕ) , (4.34)
mit den Koeffizienten
A¯Elm :=
µ0
2l + 1
I¯Elm :=
µ0
2l + 1
r
−(l+1)
K
∫∫

3\
 
∫
jE0(r, u, ϕ)rl+2Y m
∗
l (u, ϕ) dϕ du dr . (4.35)
Aus∇ jE0 = 0 folgt, dass A¯E00 = 0 (siehe dazu auch [67]). Die Summation in (4.34)
beginnt deshalb erst mit dem Index l = 1. Fu¨r das induzierte Vektorpotenzial
AI0 gilt eine entsprechende Entwicklung:
AI0 =
∞∑
l=1
l∑
m=−l
AIlm
(
r
rK
)−(l+1)
Y ml (u, ϕ) , (4.36)
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wobei die Koeffizienten AIlm analog zu Gleichung (4.35) von der (noch unbekann-
ten) induzierten Stromdichte abha¨ngen. Die Entwicklung (4.36) gilt nach (4.31)
nur im Außenbereich der Probe BAP (siehe Definition 4.4), in dem die induzierte
Stromdichte den Wert Null hat. Die Entwicklungskoeffizienten AIlm, fu¨r die in
Anhang (A.2) eine Na¨herung unter azimutalsymmetrischen Bedingungen berech-
net wird, ha¨ngen ausschließlich von der a¨ußeren Stromverteilung ab:
AIlm =
∞∑
l′=0
l′∑
m′=−l′
(2l′ + 1)
⌈
F l
′m′
lm
⌋
AEl′m′ = µ0
∞∑
l′=0
l′∑
m′=−l′
⌈
F l
′m′
lm
⌋
IEl′m′ . (4.37)
Die Ausdru¨cke
⌈
F l
′m′
lm
⌋
sind fu¨r jedes Werte-Tupel (l,m,l′,m′) 3×3-Matrizen2. Die
Multiplikation mit den Koeffizienten IElm ist als Matrixmultiplikation zu verstehen.
Komponentenweise ausgedru¨ckt lautet (4.37):
[
AIlm
]
i
= µ0
∞∑
l′=0
l′∑
m′=−l′
3∑
j=1
⌈
F l
′m′
lm
⌋
ij
[
IEl′m′
]
j
. (4.38)
Fu¨r das Potenzial ΦI0 erha¨lt man analog mit (4.16) und (4.31):
ΦI0(x) =
∞∑
l=0
l∑
m=−l
ΦIlm
(
r
rK
)l
Y ml (u, ϕ) , (4.39)
mit
ΦIlm =
∞∑
l′=0
l′∑
m′=−l′
(2l′ + 1)
⌈
H l
′m′
lm
⌋
AEl′m′ = µ0
∞∑
l′=0
l′∑
m′=−l′
⌈
H l
′m′
lm
⌋
IEl′m′ . (4.40)
Die Entwicklung (4.39) gilt entsprechend nur im Probenbereich BP (Definition
(4.1). Das Potenzial Φ ist ebenfalls eine Funktion der a¨ußeren Stromverteilung.
Gleichungen (4.37) und (4.40) bilden die allgemeinste Darstellung der zwischen
AIlm bzw. Φ
I
lm und I
E
lm bestehenden linearen Beziehung und gelten damit fu¨r be-
liebig geformte Probenko¨rper und Stromverteilungen.
Eine geschlossene Darstellung fu¨r die Matrizen
⌈
F l
′m′
lm
⌋
und
⌈
H l
′m′
lm
⌋
la¨sst sich im
Allgemeinen nicht angeben. Unter bestimmten einschra¨nkenden Annahmen las-
sen sich jedoch Na¨herungen berechnen.
2Der Matrix-Charakter einer Gro¨ße soll im Folgenden durch das einschließende Klammerpaar
(d∗c) zum Ausdruck gebracht werden.
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Im Falle einer kugelfo¨rmigen Probe innerhalb einer rotationssymmetrischen Feld-
verteilung erha¨lt man (siehe hierzu auch Anhang A.2):
⌈
F l
′m′
lm
⌋
= G
(0)
l (qˆ) δll′ δmm′ dIc
(
r0
rK
)2l+1
, (4.41)
mit
G
(0)
l (qˆ) :=
1
2l + 1
Jl+1((i− 1)qˆ)
Jl−1((i− 1)qˆ) (4.42)
und
qˆ :=
r0
δ
. (4.43)
r0 ist der Radius der Probe, δ die Eindringtiefe nach (4.30). dIc ist die
Einheitsmatrix im R3. Jl sind spha¨rische Besselfunktionen mit dem Argu-
ment (i− 1)qˆ.
Das induzierte Vektorpotenzial lautet folglich mit (4.36) und (4.37)
AI0 =
∞∑
l=1
(2l + 1)G
(0)
l (qˆ)
(
r0
rK
)2l+1
AElm
(
r
rK
)−(l+1)
Y ml (u, ϕ) (4.44)
Die Koeffizienten3 AElm sind hier fu¨r die allgemeine Skalierungsgro¨ße rK definiert.
3An dieser Stelle sei noch einmal betont, dass alle Feldentwicklungskoeffizienten in ihrer
Definition von der gewa¨hlten Skalierungsgro¨ße rK abha¨ngig sind. Dies gilt auch fu¨r die Matrizen⌈
F l
′m′
lm
⌋
und
⌈
H l
′m′
lm
⌋
.
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4.2.2 Azimutalsymmetrie
Im Folgenden wird vorausgesetzt, dass die externe Stromdichteverteilung rota-
tionssymmetrisch sei, und keine radial zum Ursprung gerichteten Komponenten
besitze:
jE0(r, u, ϕ) = jE(r, u) eϕ(ϕ) . (4.45)
eϕ(ϕ) ist azimutaler Einheitsvektor (Kugelkoordinaten).
Mit
eϕ = − sin(ϕ) ex + cos(ϕ) ey (4.46)
und der Definition
eη :=
1√
2
(ex + iey) (4.47)
folgt nach (4.33)
AElm = −i
AEl√
2
[
δm,1 e
∗
η + δm,−1 eη
]
(4.48)
bzw.
IElm = −i
IEl√
2
[
δm,1 e
∗
η + δm,−1 eη
]
. (4.49)
Die Koeffizienten AEl bzw. I
E
l sind hierbei durch
AEl :=
µ0
2l + 1
IEl :=
µ0√
(2l + 1)l(l + 1)
√
pi rlK
1∫
−1
∞∫
R(u)
jE(r, u)r−(l−1)P 1l (u)drdu
(4.50)
definiert.
P 1l sind die zugeordneten Legendre-Polynome mit m = 1, R(cos θ) ist der
polarwinkelabha¨ngige Probenradius.
Es existieren also lediglich Feldkoeffizienten mit
l ≥ 1 und m = ±1 . (4.51)
Außerdem folgt aus (4.48), dass
IElm = −IE
∗
l,−m bzw. A
E
lm = −AE
∗
l−m . (4.52)
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Wird das externe Feld durch einen Stromfaden erzeugt, dann sind in der qua-
sistatischen Na¨herung alle Anteile des externen Vektorpotenzials in Phase; die
Koeffizienten AEl lassen sich fu¨r alle l-Werte reell wa¨hlen. Es gilt die Beziehung:∣∣AEl ∣∣2 = AEl 2 = ∣∣AEl,1∣∣2 + ∣∣AEl,−1∣∣2 . (4.53)
4.2.3 Anwendung auf fadenfo¨rmige Stromringe
Die Stromdichte eines fadenfo¨rmigen Ringes lautet [58]:
jE0(r, u, ϕ) = I0
sin θ˜
r˜
δ(r − r˜) δ(u− cos θ˜) eϕ(ϕ) . (4.54)
r˜ und θ˜ kennzeichnen die Lage des Stromringes. I0 bezeichnet die komplexe
Amplitude des innerhalb des Ringes fließenden Wechselstroms.
Fu¨r AEl bzw. I
E
l folgt nach (4.50):
AEl =
µ0
2l + 1
IEl = I
0 µ0√
(2l + 1)l(l + 1)
√
pi
(rK
r˜
)l
sin θ˜ P 1l (cos θ˜) . (4.55)
Bei mehreren Ringen addieren sich die Beitra¨ge der einzelnen Ringe.
Kapitel 5
Levitation
Die elektromagnetische Levitation ist ein etabliertes Verfahren zum beha¨lterlosen
Prozessieren elektrisch leitender Materialien (vornehmlich flu¨ssiger Metalle). In
Verbindung mit beru¨hrungsfreien Messverfahren bietet es die Voraussetzung, um
den metastabilen Bereich der unterku¨hlten Metallschmelze der in situ Beobach-
tung zu erschließen.
-ÑB2
FG
Probe
Levitationsspule
Abbildung 5.1: Levitationsspule im Querschnitt. Es wird ein inhomogenes Wechsel-
feld erzeugt, dessen Kraftwirkung Fz ∝ −∇B2 der Schwerkraft FG entgegenwirkt.
Im Gegensatz zu anderen Levitationstechniken wie der elektrostatischen Levita-
tion oder der Gasstromlevitation ko¨nnen relativ schwere Proben (typischerweise
1 g) untersucht werden, wobei ein unmittelbarer visueller Zugang nicht zwingend
erforderlich ist. Dies sind gu¨nstige Voraussetzungen fu¨r ein induktives Verfahren
58 LEVITATION
zur Messung der elektrischen Leitfa¨higkeit, da hier das aufgenommene Signal di-
rekt proportional zur Masse der untersuchten Probe zunimmt und ein Einblick in
das unmittelbare Geschehen aufgrund der die Probe umschließenden Messspulen-
zylinder nicht mo¨glich ist.
Das Prinzip des elektromagnetischen Levitationsverfahrens beruht auf der repul-
siven Kraftwirkung, die von einem inhomogenen magnetischen Wechselfeld auf
einen leitenden Ko¨rper ausgeu¨bt wird: Die in dem Material induzierten Wirbel-
stro¨me treten in Wechselwirkung mit dem Magnetfeld, wodurch die Probe aus
Bereichen erho¨hter Feldsta¨rke hinausgedra¨ngt wird; dies ermo¨glicht es, eine Me-
tallprobe innerhalb eines Feldes, dessen Gradient in Richtung der Schwerkraft
orientiert ist, dauerhaft in der Schwebe zu halten. Eine Folge der Induktions-
stro¨me ist eine allma¨hliche Aufheizung der Probe, da aufgrund der ohmschen
Verluste kontinuierlich Wa¨rme in die Probe eingekoppelt wird. Damit dies nicht
zu einer unkontrollierten U¨berhitzung fu¨hrt, muss ein Teil dieser Wa¨rme wieder
abgefu¨hrt werden. Zu diesem Zweck erfolgt die Prozessierung der Probe innerhalb
einer Edelgasatmospha¨re, wobei die Ku¨hlrate sowohl durch die Wa¨rmekapazita¨t
der verwendeten Gassorte, als auch durch die Gas-Austausch-Geschwindigkeit
an der Probenoberfla¨che bestimmt ist. Letztere kann durch Anblasen der Probe
vera¨ndert werden, wodurch eine Kontrolle der Probentemperatur mo¨glich wird.
Eine zusa¨tzliche Wa¨rmequelle, um die zum Aufschmelzen der Probe no¨tige Tem-
peratur zu erreichen, ist im Allgemeinen nicht erforderlich.
Das elektromagnetische Levitationsverfahren muss mit dem im nachfolgenden
Kapitel beschriebenen induktiven Messverfahren kombiniert werden. Die Geo-
metrie der Levitationsspule hat dabei entscheidenden Einfluss auf die Form des
untersuchten Metalltropfens, die sich ihrerseits auf die gemessenen Induktivita¨ts-
a¨nderungen auswirkt.1 Neben grundsa¨tzlichen U¨berlegungen zur Tragfa¨higkeit
und zur Heizleistung ist es deshalb erforderlich, die Einflussnahme der Levitations-
feldgeometrie auf die Probenform na¨her zu untersuchen.
1Na¨heres hierzu in Abschnitt (6.1).
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5.1 Levitationskraft und Heizleistung
5.1.1 Exakte Formeln
Die folgenden Beziehungen gelten fu¨r kugelfo¨rmige Proben innerhalb azimutal-
symmetrischer Feldverteilungen. Die (zeitlich gemittelte) Tragkraft des Levita-
tionsfeldes ist dann durch
Fz =
1
2µ0
∞∑
l=1
[
(2l + 1)Re(G
(0)
l (qˆ))
]
{(2l + 3)(2l + 1)l(l + 2)}1/2×
(
r0
rK
)2l+1
Re(AEl A
E∗
l+1) (5.1)
gegeben [55] mit G
(0)
l (qˆ) nach (4.42):
G
(0)
l (qˆ) =
1
2l + 1
Jl+1((i− 1)qˆ)
Jl−1((i− 1)qˆ) . (5.2)
Die Koeffizienten AEl nach (4.50) beschreiben das von der Levitationsspule
erzeugte magnetische Wechselfeld.
Die mittlere Heizleistung aufgrund von Wirbelstromverlusten innerhalb der Probe
lautet [58]:
P =
1
2r0σV µ20
∞∑
l=1
Re(Q
(0)
l (qˆ)) (2l + 1)
2
(
r0
rK
)2l ∣∣AEl ∣∣2 , (5.3)
mit
Q
(0)
l (qˆ) := −
{
(i− 1)qˆ Jl((i− 1)qˆ)
Jl−1((i− 1)qˆ)
}
. (5.4)
G
(0)
l (qˆ) und Q
(0)
l (qˆ) besitzen fu¨r qˆ →∞ das asymptotische Verhalten:
(2l + 1) Re(G
(0)
l (qˆ))  −1 , (5.5)
Re(Q
(0)
l (qˆ))  qˆ − l . (5.6)
Im Allgemeinen kann davon ausgegangen werden, dass bei Feldern, die von
herko¨mmlichen Levitationsspulen erzeugt werden, alle Feldanteile in Phase sind
(Stromfadenna¨herung). Die Koeffizienten AEl ko¨nnen deshalb reell gewa¨hlt wer-
den (siehe Abschnitt 4.2.2).
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5.1.2 Na¨herung fu¨r zwei Feldkoeffizienten
Gebra¨uchliche Levitationsfelder enthalten na¨herungsweise lediglich l-Terme bis
zur Ordnung Zwei. Feldanteile in ho¨herer Ordnung ko¨nnen vernachla¨ssigt wer-
den2. In der Summe (5.1) verbleibt deshalb nur ein Term:
Fz =
1
2µ0
[
3Re(G
(0)
1 (qˆ))
]
{45}1/2
(
r0
rK
)3
AE1 A
E
2 . (5.7)
Die Tragkraft ist in dieser Na¨herung proportional zu r30 und damit proportio-
nal zum Probenvolumen V . Da die zum Levitieren einer Probe mit Volumen
V erforderliche Tragkraft mg = %V g (%: Dichte, g: Schwerefeldbeschleunigung)
ebenfalls zu V proportional ist, ko¨nnen innerhalb desselben Feldes unterschiedlich
große Proben levitiert werden, ohne dass eine Anpassung der Feldsta¨rke erforder-
lich ist.
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Abbildung 5.2: qˆ-Abha¨ngigkeit der Tragkraft |Fz| ∝ −3Re(G(0)1 (qˆ)).
Nach (5.7) ha¨ngt Fz u¨ber qˆ nach (4.43) und (4.30) auch von der Leitfa¨higkeit σV
und von der Frequenz ω ab. Abbildung 5.2 zeigt den Verlauf von −3Re(G(0)1 (qˆ))
als Funktion von qˆ.
2Siehe hier auch die Diskussion um Stabilita¨t in Levitationsfeldern in Kapitel 5.3 bzw.
Anhang B.
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Bei niedrigen qˆ-Werten (d. h. bei niedrigen Frequenzen ω oder geringen Leit-
fa¨higkeiten σ) geht die Tragkraft Fz gegen Null. Bei hohen qˆ-Werten (bei hohen
Frequenzen oder hohen Leitfa¨higkeiten) na¨hert sich die Funktion −3G(0)1 (qˆ) asym-
ptotisch dem Wert 1: Die Tragkraft erreicht ihren Maximalwert.
Um eine in z-Richtung positive Kraftwirkung zu erhalten, mu¨ssen die Koeffizien-
ten AE1 und A
E
2 entgegengesetzte Vorzeichen besitzen. Das Produkt aus beiden
Koeffizienten ist deshalb immer negativ. Das Vorzeichen der einzelnen Koeffizi-
enten bestimmt die Phasenlage des Feldes, die hier ohne Bedeutung ist. Um diese
Unbestimmtheit zu beseitigen, soll hier (willku¨rlich) festgelegt werden, dass AE1
positiv ist:
AE1 > 0 . (5.8)
Fu¨r die Heizleistung des Levitationsfeldes erha¨lt man bei Beru¨cksichtigung von
zwei Feldkoeffizienten aus (5.3):
P =
1
2r0σV µ
2
0
{
9 Re(Q
(0)
1 (qˆ))
(
r0
rK
)2
AE1
2
+ 25 Re(Q
(0)
2 (qˆ))
(
r0
rK
)4
AE2
2
}
.
(5.9)
Abbildung 5.3 zeigt den Verlauf der Funktionen Re(Q
(0)
1 (qˆ)) und Re(Q
(0)
2 (qˆ)) als
Funktion von qˆ. Mit zunehmenden qˆ-Werten steigen diese Funktionen kontinu-
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Abbildung 5.3: qˆ-Abha¨ngigkeit des Realteils der Funktionen Q(0)l fu¨r l = 1, 2. Die
gestrichelten Geraden kennzeichnen das asymptotische Verhalten.
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ierlich an. Fu¨r hohe Frequenzen (hohe qˆ-Werte) gilt:
Re(Q
(0)
l (qˆ)) ≈ qˆ − l ≈ qˆ . (5.10)
Werden hohe Heizleistungen angestrebt, ist der zweite Term in (5.9) meist deut-
lich kleiner als der erste und kann bei praktischen U¨berlegungen vernachla¨ssigt
werden. Mit (5.10) folgt:
P ∝
(
r0
rK
)2 (
ω
σV
)1/2
AE1
2
. (5.11)
Durch die Auslegung der Levitationsspule (Verha¨ltnis von AE1 zu A
E
2 ), die
Probengro¨ße (Verha¨ltnis r0 zu rK) und die Wahl der Frequenz des Levitati-
onsfeldes kann die Heizleistung einer levitierten Probe beeinflusst werden:
• Je gro¨ßer der Koeffizient AE1 im Verha¨ltnis zu AE2 gewa¨hlt wird, desto gro¨ßer
ist die in die Probe eingekoppelte Leistung:
P
Fz
∝ A
E
1
AE2
. (5.12)
• Alternativ hierzu la¨sst sich die Heizleistung auch u¨ber die Gro¨ße der Probe
steuern:
P ∝
(
r0
rK
)2
. (5.13)
Die Tragkraft der Spule ist hierbei der Probengro¨ße automatisch angepasst
(siehe Erkla¨rung zu 5.7).3
• Da bei hohen qˆ-Werten die Tragkraft frequenzunabha¨ngig wird, la¨sst sich
in diesem Bereich die Heizleistung auch u¨ber die Frequenz beeinflussen:
P
Fz
∝ ω1/2 . (5.14)
U¨ber diese im Prinzip frei wa¨hlbaren Parameter kann die Heizleistung in wei-
ten Bereichen variiert werden. Wa¨hrend eine Begrenzung nach oben zu ho-
hen Leistungen nicht existiert (abgesehen von der Tatsache, dass der erforderli-
che technische Aufwand ansteigt), ko¨nnen beliebig niedrige Heizleistungen unter
3Hier ist zu bedenken, dass die u¨ber Wa¨rmeabstrahlung oder konvektive Gasku¨hlung ab-
gefu¨hrte Leistung ungefa¨hr proportional zur Oberfla¨che der Probe und damit ebenfalls propor-
tional zu r20 ansteigt, sodass die Leistungsbilanz auf diese Weise nicht maßgeblich beeinflusst
werden kann.
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Schwerefeld-Bedingungen nicht erreicht werden, da die Levitation der Probe im-
mer eine Mindest-Feldsta¨rke erforderlich macht. Niedrige Heizleistungen ko¨nnen
erreicht werden durch
• geringe Probengro¨ße,
• niedrige Feldfrequenz,
• entsprechend optimierte Feldgeometrie.
Kapitel 5.1.4 zeigt, wie die Feldgeometrie fu¨r niedrige Heizleistungen zu wa¨hlen
ist. In diesem Zusammenhang ist die Einfu¨hrung normierter Feldkoeffizienten
von Vorteil, u¨ber die eine unabha¨ngige Beschreibung von Feldgeometrie und
Feldsta¨rke ermo¨glicht wird.
5.1.3 Darstellung durch normierte Feldkoeffizienten
Fu¨r die folgenden Betrachtungen werden normierte Feldkoeffizienten eingefu¨hrt:
al :=
((2l + 1)l(l + 1))1/2{
(−1)
∞∑
l′=1
AEl′ (r0)A
E
l′+1(r0) [(2l
′ + 3)(2l′ + 1)l′(l′ + 2)]1/2
}1/2 AEl (r0) ,
(5.15)
wobei AEl (r0) ausdru¨cken soll, dass die Koeffizienten A
E
l fu¨r die Referenzgro¨ße
rK = r0 (5.16)
definiert seien4.
Es folgt die Normierungsbedingung
∞∑
l=1
alal+1
l + 1
= −1 , (5.17)
wie man durch Einsetzen von (5.15) in (5.17) unmittelbar u¨berpru¨ft. Die normier-
ten Koeffizienten al lassen sich fu¨r eine vorgegebene Feldverteilung aus den nicht
4Die Festlegung (5.15) ist nur sinnvoll, wenn der Ausdruck in derWurzel des Nenners positive
Werte annimmt. Dies ist nach (5.1) gleichbedeutend mit in positiver z-Richtung wirkender
Kraft Fz .
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normierten Koeffizienten AEl nach (5.15) mit der zusa¨tzlich geltenden Festlegung
(5.8) in eindeutiger Weise berechnen. Sie unterscheiden sich von den Werten
((2l + 1)l(l + 1))1/2 AEl (r0) lediglich durch den gemeinsamen (l-unabha¨ngigen)
Skalierungsfaktor:
A :=
{
(−1)
∞∑
l′=1
AEl′ (r0)A
E
l′+1(r0) [(2l
′ + 3)(2l′ + 1)l′(l′ + 2)]
1/2
}1/2
. (5.18)
Eine Variation der Feldsta¨rke bei gleichzeitiger Erhaltung der Feldgeometrie
(gleichbleibendes Gro¨ßenverha¨ltnis der AEl untereinander) la¨sst die Koeffizienten
al unvera¨ndert. Bei der Definition der al nach (5.15) geht folglich ein Freiheitsgrad
verloren, die normierten Koeffizienten sind nicht unabha¨ngig voneinander.5 Die
Koeffizienten AEl lassen sich deshalb ihrerseits lediglich bis auf eine unbestimmte
Skalierungskonstante A durch die al ausdru¨cken
AEl (rK) =
A
((2l + 1)l(l + 1))1/2
(
rK
r0
)l
al , (5.19)
wobei AEl hier wieder auf die beliebig wa¨hlbare Referenzgro¨ße rK bezogen ist.
Aufgrund der Normierung enthalten die Feldkoeffizienten al lediglich eine In-
formation u¨ber die Geometrie des Levitationsfeldes6. Die Information u¨ber die
Sta¨rke des Feldes ist in der Konstante A enthalten.
5.1.4 Minimierung der Heizleistung
Wa¨hlt man
A = (2µ0m˜(qˆ)g)
1/2 , (5.20)
mit der reduzierten Masse7
m˜(qˆ) :=
m
∞∑
l=1
{
2l+1
l+1
Re(G
(0)
l (qˆ)) alal+1
} (5.21)
5Dies kommt auch in Gleichung (5.17) zum Ausdruck.
6Hierbei ist zu beachten, dass die Koeffizienten al die Feldgeometrie relativ zur Probengro¨ße
beschreiben. Eine A¨nderung der Probengro¨ße ist in diesem Bild gleichbedeutend mit einer
A¨nderung der Feldgeometrie.
7Fu¨r qˆ →∞ na¨hert sich m˜(qˆ) asymptotisch der realen Masse m. Dies folgt aus der Normie-
rungsbedingung (5.17) und dem asymptotischen Verhalten von G
(0)
l (qˆ) nach Gleichung (5.5).
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(m ist die reale Masse der levitierten Probe) und setzt (5.19) unter Beru¨cksichti-
gung von (5.20) und (5.21) in (5.1) ein, so ergibt sich fu¨r die Tragkraft:
Fz = mg . (5.22)
Die durch ein Feld mit Feldkoeffizienten nach (5.19) mit Feldsta¨rke entsprechend
(5.20) auf eine Probe ausgeu¨bte Kraft entspricht folglich gerade dem fu¨r die Le-
vitation der Probe beno¨tigten Wert mg.8
Entsprechend erha¨lt man fu¨r die Heizleistung durch Einsetzen von (5.19) in (5.3):
P =
mg
r0σV µ0
∞∑
l=1
2l+1
l(l+1)
Re(Q
(0)
l (qˆ)) a
2
l
∞∑
l=1
2l+1
l+1
Re(G
(0)
l (qˆ)) alal+1
. (5.23)
Das Ziel der folgenden U¨berlegungen besteht nun darin, diejenige Feldgeometrie
(beschrieben durch die normierten Feldkoeffizienten al) zu finden, fu¨r die die Heiz-
leistung P nach (5.23) minimal wird. Beru¨cksichtigt man nur zwei Feldkoeffizien-
ten, so lassen sich diese fu¨r den gesuchten Fall minimaler Leistungseinkopplung
explizit berechnen. Man erha¨lt als Ergebnis:
aPmin1 (qˆ) =
(
20
9
Re(Q
(0)
2 (qˆ))
Re(Q
(0)
1 (qˆ))
)1/4
(5.24)
und
aPmin2 (qˆ) = −
(
36
5
Re(Q
(0)
1 (qˆ))
Re(Q
(0)
2 (qˆ))
)1/4
. (5.25)
Abbildung 5.4 zeigt den Verlauf von aPmin1 und a
Pmin
2 als Funktion von qˆ.
Es gilt die Beziehung:(
4
7
)1/4
= lim
qˆ′→0
aPmin2 (qˆ
′) < aPmin1 (qˆ) < lim
qˆ′→∞
aPmin1 (qˆ
′) =
(
20
9
)1/4
, (5.26)
−281/4 = lim
qˆ′→0
aPmin2 (qˆ
′) < aPmin2 (qˆ) < lim
qˆ′→∞
aPmin2 (qˆ
′) = −
(
36
5
)1/4
. (5.27)
Die minimale Heizleistung Pmin erha¨lt man, wenn man die Koeffizienten a
Pmin
1
und aPmin2 in (5.23) einsetzt:
Pmin = 20
1/2 mg
r0σV µ0
p(qˆ) . (5.28)
8Hier offenbart sich der eigentliche Sinn der Normierung: Beliebige feldabha¨ngige Gro¨ßen
(wie z. B. die Heizleistung P ) ko¨nnen hinsichtlich der Feldgeometrie optimiert werden, wobei
die Zwangsbedingung der richtigen Tragkraft automatisch erfu¨llt ist.
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Abbildung 5.4: qˆ-Abha¨ngigkeit der Koeffizienten aPmin1 und a
Pmin
2 .
Die Funktion p(qˆ) ist dabei durch
p(qˆ) :=
[Re(Q
(0)
1 (qˆ))Re(Q
(0)
2 (qˆ))]
1/2
−3Re(G(0)1 (qˆ))
(5.29)
definiert.
Abbildung 5.5 zeigt den Verlauf von p(qˆ) als Funktion von qˆ. Die durchgezogene
Linie in Abbildung 5.5 kennzeichnet den Verlauf von Pmin als Funktion von qˆ.
Sie kann nicht durch eine unvera¨nderte Feldgeometrie realisiert werden:
Pmin(qˆ) = P (a
Pmin
1 (qˆ), a
Pmin
2 (qˆ), qˆ) . (5.30)
Die gestrichelte Linie kennzeichnet den Verlauf der Heizleistung P (qˆ) fu¨r eine
feste Feldgeometrie, die fu¨r qˆ0 = 3 minimiert wurde:
P (qˆ) = P (aPmin1 (qˆ0), a
Pmin
2 (qˆ0), qˆ) . (5.31)
Aus Abbildung 5.5 ist ersichtlich, dass die fu¨r qˆ0 = 3 minimierte Heizleistung u¨ber
den gesamten hier dargestellten qˆ-Bereich nur geringfu¨gig u¨ber der erreichbaren
Minimalleistung Pmin(qˆ) liegt. Die entsprechenden Feldkoeffizienten a
Pmin
1 = 1.06
und aPmin2 = −1.89 stellen deshalb fu¨r die meisten Anwendungsfa¨lle, in de-
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Abbildung 5.5: qˆ-Abha¨ngigkeit der Minimalleistung Pmin (durchgezogene Linie).
Zum Vergleich ist der Verlauf der Leistungseinkopplung der Feldgeometrie beschrieben
durch amin1 (3) ≈ 1.06, amin2 (3) ≈ −1.89 (gestrichelte Linie) eingezeichnet.
nen niedrige Heizleistungen angestrebt werden, eine gute Wahl dar. Eine einfa-
che Abscha¨tzung fu¨r die Heizleistung erha¨lt man, wenn man den Hochfrequenz-
Grenzfall aus (5.26) und (5.27) wa¨hlt:
aPmin1 =
(
20
9
)1/4
, aPmin2 = −
(
36
5
)1/4
. (5.32)
Die entsprechende Minimalleistung lautet:
Pmin =
√
10 mg
(
ω
σV µ0
)1/2
. (5.33)
In Abbildung 5.5 fa¨llt auf, dass fu¨r niedrige qˆ-Werte P nicht gegen Null strebt,
sondern gegen einen konstanten Wert. Nach (5.23) bezeichnet P die Leistung, die
eingekoppelt wird, wenn die Probe letztlich zum Schweben gebracht wird. Da dies
bei niedrigen qˆ-Werten immer ho¨here Feldsta¨rken erfordert, hat dies offensicht-
lich zur Folge, dass durch Verringerung der Levitationsfrequenz die Leistungsein-
kopplung nicht beliebig reduziert werden kann. Der absolute Minimalwert der
Leistung P ist durch
Pminabs (σV ) := lim
ω→0
P (σV , ω) = 3
√
7
mg
r0σV µ0
(5.34)
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gegeben. Es gilt somit:
lim
σV→0
P (ω, σV ) > lim
σV→0
Pminabs (σV ) =∞ . (5.35)
Die Heizleistung fu¨r eine tatsa¨chlich levitierte Probe (bei festgehaltener Frequenz)
ist folglich um so ho¨her, je geringer die elektrische Leitfa¨higkeit der Probe ist.
5.1.5 Anpassung an die Materialeigenschaften
Fu¨r die Einstellung der richtigen Probenheizleistung sind insbesondere folgende
Materialparameter von Bedeutung:
• Die Schmelztemperatur TSmp des Materials.
Die Lage des Schmelzpunktes bestimmt in erster Na¨herung die Tempera-
tur, bei der das Material prozessiert wird. Da die Temperaturregelung der
Probe durch Anblasen mit einem Edelgasgemisch erfolgt, ist die erreich-
bare Ku¨hlrate begrenzt. Die sich einstellende Temperatur ist durch die
Gleichgewichtsbedingung zwischen eingekoppelter und u¨ber das Ku¨hlgas
abgefu¨hrter Leistung bestimmt. Niedrigere Gleichgewichtstemperaturen er-
fordern ho¨here Gasgeschwindigkeiten.
• Die Leitfa¨higkeit σV des Materials.
Nach (5.35) ist die Heizleistung um so ho¨her, je geringer die elektrische
Leitfa¨higkeit der Probe ist.
• Die Dichte % des Materials.
Die zur Levitation der Probe notwendige quadratische Feldamplitude und
gleichbedeutend damit die eingekoppelte Heizleistung steigen proportional
zur Probendichte an.
Entsprechend diesen Materialeigenschaften mu¨ssen im Einzelfall die Experiment-
bedingungen (Spulengeometrie, r0 und ω) deshalb so gewa¨hlt werden, dass die
angestrebten Probentemperaturen erreicht werden. Hohe Heizleistungen sind
entsprechend den U¨berlegungen von Abschnitt 5.1.3 leichter zu erreichen (siehe
Beziehungen 5.12–5.14) als niedrige Heizleistungen, da nach (5.34) aufgrund der
wirkenden Schwerkraft (mg) eine absolute untere Grenze fu¨r die eingekoppelte
Wa¨rme existiert, die nicht unterschritten werden kann.
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5.2 Minimierung der Feldenergie
Jeder Feldverteilung entspricht eine Feldenergie, die durch
WF =
1
2
∫

3
H (x) ·B (x)d3x (5.36)
(H(x) ist das Magnetfeld)
gegeben ist [67]. Ausgedru¨ckt durch die komplexen Amplituden des Vektorpo-
tenzials A0 und der Stromdichte j0 lautet WF im zeitlichen Mittel:
W F =
1
4
∫

3
Re
[
j0 (x) ·A0∗ (x)
]
d3x . (5.37)
W F ist ein Maß fu¨r die Blindleistung, die vom Generator aufgebracht werden
muss, um u¨ber die angeschlossenen Spulen diese Felder zu erzeugen. In kriti-
schen Fa¨llen (z. B. Generatoren schwacher Leistung, Materialien hoher Dichte)
sollte diese mo¨glichst gering gehalten werden.
rS
Probe
Kugelförmige
Flächenstromdichte
|AE0|
rr0
jE0
Abbildung 5.6: Fla¨chenstromdichte auf Kugel mit Radius rS . Eingezeichnet ist
zusa¨tzlich der qualitative Feldverlauf des Vektorpotenzials innerhalb der Stromvertei-
lung (r < rS) und außerhalb der Stromverteilung (r > rS).
Feldverteilungen entsprechend (4.32) besitzen aufgrund ihrer nach außen unbe-
grenzt anwachsenden Feldsta¨rke eine unendlich große Feldenergie; diese ko¨nnen in
der Realita¨t nicht erzeugt werden. Reale Spulen besitzen nur in ihrem Inneren ei-
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ne derartige Feldverteilung, außerhalb des Wicklungsbereichs fa¨llt die Feldsta¨rke
nach Gleichung (4.34) wieder ab (siehe auch Abb. 5.6).
Im Folgenden soll deshalb als Modell fu¨r eine Spule eine kugelfo¨rmige Fla¨chen-
stromdichte mit Komponenten lediglich in Richtung des azimutalen Einheitsvek-
tors eϕ angenommen werden (siehe Abb. 5.6). Diese erzeuge in ihrem Inneren
gerade eine Feldverteilung nach (4.32) mit Feldkoeffizienten nach (4.48). Im Zent-
rum der Kugel befinde sich eine leitende Probe, deren feldabschwa¨chender Ein-
fluss im Folgenden beru¨cksichtigt werde. Wie in Anhang C hergeleitet, lautet die
Feldenergie einer derartigen Stromverteilung9:
WF =
rK
4µ0
∞∑
l=1
{∣∣AEl ∣∣2
[
(2l + 1)2Re(G
(0)
l (qˆ))
(
r0
rK
)2l+1
+
(2l + 1)
(
rS
rK
)2l+1 ]}
. (5.38)
rS ist der Radius der kugelfo¨rmigen Stromverteilung, r0 der Radius der
(kugelfo¨rmigen) Probe.
Ersetzt man die Feldkoeffizienten AEl durch (5.19), so erha¨lt man:
WF =
r0
2
mg
∞∑
l=1
1
l(l+1)
[
(2l + 1)Re(G
(0)
l (qˆ)) +
(
rS
r0
)2l+1]
a2l
∞∑
l=1
[
2l+1
l+1
Re(G
(0)
l (qˆ))alal+1
] . (5.39)
Das Ziel der folgenden U¨berlegungen besteht nun darin, fu¨r einen festen Wert
von rS diejenige Feldgeometrie (beschrieben durch die normierten Feldkoeffizien-
ten al) zu finden, fu¨r die die Feldenergie WF nach (5.23) minimal wird.
Beru¨cksichtigt man nur zwei Feldkoeffizienten, so liegt das Minimum der Feld-
energie WF bei
aWmin1 =

4
3
5Re(G
(0)
2 (qˆ)) +
(
rS
r0
)5
3Re(G
(0)
1 (qˆ)) +
(
rS
r0
)3


1/4
≈
(
4
3
)1/4 (
rS
r0
)1/2
(5.40)
9Der Querstrich, u¨ber den der Mittelungsvorgang zum Ausdruck kommt, wird nachfolgend
wieder weggelassen, da alle auftretenden Werte von WF Mittelwerte sind, sodass eine Ver-
wechslung mit Momentanwerten nicht zu befu¨rchten ist.
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und
aWmin2 = −2

3
4
3Re(G
(0)
1 (qˆ)) +
(
rS
r0
)3
5Re(G
(0)
2 (qˆ)) +
(
rS
r0
)5


1/4
≈ −2
(
3
4
)1/4 (
r0
rS
)1/2
. (5.41)
Da
∣∣∣3G(0)1 (qˆ)∣∣∣ ≤ 1 bzw. ∣∣∣5G(0)2 (qˆ)∣∣∣ ≤ 1, kann allgemein die Na¨herungslo¨sung
(rechte Seite von 5.40 bzw. 5.41) verwendet werden. Durch Einsetzen in (5.39)
erha¨lt man:
Wmin =
r0√
3
mg
{[
3Re(G
(0)
1 (qˆ)) +
(
rS
r0
)3] [
5Re(G
(0)
2 (qˆ)) +
(
rS
r0
)5]}1/2
[
−3Re(G(0)1 (qˆ))
]
≈ r0√
3
mg[
−3Re(G(0)1 (qˆ))
] (rS
r0
)4
. (5.42)
Obwohl diese Gleichungen fu¨r den Spezialfall einer kugelfo¨rmigen Fla¨chenstrom-
dichte hergeleitet wurden, lassen sich auch fu¨r aus einzelnen Stromringen beste-
hende Spulen gu¨ltige Aussagen ableiten:
1. Hinsichtlich einer niedrigen Feldenergie (und damit gleichbedeutend einer
geringen Spuleninduktivita¨t) sollten die Wicklungen mo¨glichst dicht um die
Probe angeordnet werden.
2. Fu¨r einen festen Wicklungsabstand rS (dessen Wert meist aufgrund prakti-
scher Gesichtspunkte nach unten begrenzt sein wird) sollte die Feldgeome-
trie entsprechend Gleichungen (5.40) und (5.41) gewa¨hlt werden. Je gro¨ßer
die Spule gewa¨hlt wird, desto sta¨rker ist der Dipol-Anteil gegenu¨ber dem
Quadrupol-Anteil zu gewichten:
aWmin1
aWmin2
= −2
3
rS
r0
. (5.43)
Fu¨r den Grenzfall rS = r0 und qˆ →∞ erha¨lt man:
aWmin1 =
(
4
3
)1/4
aWmin2 = −2
(
3
4
)1/4
. (5.44)
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5.3 Optimierung der Probenform
Die in Kapitel (6.2) und (6.1) erarbeitete Messtheorie basiert auf der Annahme
anna¨hernd spha¨rischer Proben. Damit Sto¨rungstheorie erster Ordnung anwend-
bar ist, du¨rfen Abweichungen von der Kugelform ∆r nur klein gegenu¨ber dem
Probenradius r0 sein. Im Falle flu¨ssiger Materialien ist die Form der Probe maß-
geblich durch die Geometrie des Levitationsfeldes beeinflusst, wobei im Folgenden
die fu¨r eine exakt kugelfo¨rmige flu¨ssige Probe erforderliche Feldverteilung explizit
abgeleitet werden soll.
Grundlage der nachfolgend beschriebenen U¨berlegungen ist die Tatsache, dass
die effektive Kraftwirkung eines magnetischen Wechselfeldes auf einen elektrisch
leitenden Ko¨rper bei hohen Frequenzen im zeitlichen Mittel durch einen an der
Oberfla¨che dieses Ko¨rpers angreifenden, nach innen wirkenden magnetischen
Druck beschrieben werden kann (siehe Anhang B.2):
pB =
|B0|
4µ0
=
|A0|2
2µ0δ2
. (5.45)
Die Frage hinsichtlich der Kugelfo¨rmigkeit la¨sst sich in diesem Bild auch so for-
mulieren: Wie muss der Druckverlauf auf der Oberfla¨che einer als kugelfo¨rmig
angenommenen Probe beschaffen sein, damit eine Deformation aufgrund der wir-
kenden Schwerkraft vermieden wird ? Betrachtet man ein beliebiges Teil-Volumen
V einer in einem Beha¨lter eingeschlossenen Flu¨ssigkeit, so wirken auf V ledig-
z r
Abbildung 5.7: Der lineare Druckverlauf innerhalb der Flu¨ssigkeit entspricht dem
Gleichgewichtszustand. Jedes Teilvolumen V beha¨lt in diesem Zustand seine Form bei.
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lich die u¨ber die umgebende Flu¨ssigkeit vermittelten, an der Oberfla¨che von V
angreifenden hydrostatischen Druckkra¨fte (siehe Abb. 5.7). Ist die Schwerkraft
in negativer z-Richtung orientiert, so nimmt der Druck in dieser Flu¨ssigkeit im
Gleichgewicht mit abnehmender z-Koordinate zu:
p = −% g z + p0 (5.46)
% ist die Dichte der Flu¨ssigkeit.
Unabha¨ngig, welches Teilvolumen betrachtet wird, die Form dieses Volumens
bleibt unvera¨ndert. Ersetzt man in diesem Beispiel den hydrostatischen Druck
der umgebenden Flu¨ssigkeit durch den magnetischen Druck des Levitationsfeldes,
so stellt (5.46) die gesuchte Bedingung fu¨r pB dar. Fu¨r ein kugelfo¨rmiges Volumen
mit Radius r0 gilt mit (5.45):
|A0(r0, u, ϕ)|2
2µ0δ2
= −% g r0(u− 1) . (5.47)
Hierbei wurde z = r0u gesetzt und die Druckkonstante auf
p0 = %gr0 (5.48)
festgelegt10. Der Koordinatenursprung wurde in den Kugelmittelpunkt gelegt.
Das Vektorpotenzial A0 (x) wird nur in Randpunkten x = x(r0, u, ϕ) ausgewer-
tet. Mit A0 = AI0 +AE0 und den Entwicklungen (4.32), (4.36) folgt aufgrund
von (4.41):
A0(r0, u, ϕ) =
∞∑
l=1
l∑
m=−l
{
(2l + 1)G
(0)
l (qˆ) + 1
}
AElm
(
r0
rK
)l
Y ml (u, ϕ) . (5.49)
Fu¨r hohe qˆ-Werte zeigt G
(0)
l (qˆ) das asymptotische Verhalten:
(2l + 1)G
(0)
l (qˆ)− 1 ≈
2l + 1
2
i− 1
qˆ
. (5.50)
Unter der Annahme der Azimutalsymmetrie folgt mit
AElm = −i
AEl√
2
[
δm,1e
∗
η + δm,−1eη
]
(5.51)
10Dies entspricht einer Druckverteilung, bei der der Druck am ho¨chsten Punkt der Probe
(u=1) gerade verschwindet.
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nach (4.48) und
Y −1l (u, ϕ) = −Y 1l (u, ϕ) =
1√
4pi
(
2l + 1
l(l + 1)
)1/2
P 1l (u)e
iϕ (5.52)
fu¨r den magnetischen Druck pB:
pB =
(qˆA0)(qˆA0
∗
)
2µ0r20
=
1
4piµ0r20
{
∞∑
l=1
(
(2l + 1)3
l(l + 1)
)1/2
AEl
(
r0
rK
)l
P 1l (u)
}2
. (5.53)
AEl wurde hier als reell vorausgesetzt.
Die Druckbedingung (5.47) ist also gleichbedeutend mit
∞∑
l=1
{(
(2l + 1)3
l(l + 1)
)1/2
AEl
(
r0
rK
)l
P 1l (u)
}
= 4(piµ0%gr
3
0)
1/2(1− u)1/2 . (5.54)
Unter Ausnutzung der Orthogonalita¨tsrelation der zugeordneten Legendre-
Polynome ∫ 1
−1
P 1l (u)P
1
l′du = 2
l(l + 1)
2l + 1
δll′ , (5.55)
erha¨lt man fu¨r die Koeffizienten AEl
AE KFl =
A
((2l + 1)l(l + 1))1/2
(
rk
r0
)l
aKFl , (5.56)
mit A nach Gleichung (5.20) (wobei die reduzierte Masse m˜ durch ihren HF-
Grenzwert m zu ersetzen ist) und den normierten Feldkoeffizienten
aKFl :=
(
3
2
)1/2 ∫ 1
−1
(1− u)1/2P 1l (u)du . (5.57)
Diese lauten bis zur Ordnung l0 = 8:
aKF1 = 1.8480 ,
aKF2 = −0.7918 ,
aKF3 = 0.5279 ,
aKF4 = −0.3999 ,
aKF5 = 0.3230 ,
aKF6 = −0.2713 ,
aKF7 = 0.2341 ,
aKF8 = −0.2059 .
(5.58)
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Abbildung 5.8: Verlauf des magnetischen Druckes auf der Oberfla¨che der Probe
(parametrisiert durch u = cos θ) fu¨r verschiedene Abbruchindizes l0.
Abbildung 5.8 zeigt den Verlauf des magnetischen Druckes als Funktion von u.
Die Approximation an den linearen Druckverlauf ist um so besser, je ho¨her der
Abbruchindex l0 gewa¨hlt wird. Der Punkt u = −1 entspricht dem niedrigsten
Punkt der Probe, u = 1 dem ho¨chsten. Diese Punkte liegen auf der Symme-
trieachse des Feldes. Im HF-Grenzfall verschwindet das Magnetfeld in diesen
Punkten11. Dies hat zur Folge, dass der magnetische Druck in der Mitte der Pro-
benunterseite verschwindet. Aufgrund der Oberfla¨chenspannung des flu¨ssigen
Metalltropfens wird ein Abfließen u¨ber die Feldachse jedoch vermieden.
11Bei hohen Frequenzen verschwindet die Normalkomponente des Magnetfeldes an der Ober-
fla¨che eines leitenden Ko¨rpers. Da das Magnetfeld auf der Symmetrieachse keine Tangential-
komponenten besitzt, verschwindet in diesen Punkten das Gesamtfeld.
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5.4 Stabilita¨tsbetrachtungen
In Anhang (B.3) werden die Stabilita¨tsbedingungen fu¨r eine levitierte Probe im
Grenzfall hoher Frequenzen abgeleitet.
Stabilita¨t ist hier so zu verstehen, dass eine geringfu¨gige Auslenkung der Probe
von einer Gleichgewichtslage12 eine entgegen der Auslenkungsrichtung orientier-
te ru¨cktreibende Kraft zur Folge hat. Dadurch ist gewa¨hrleistet, dass sich die
Probe immer in der Na¨he des Gleichgewichtspunktes aufha¨lt und diesen bei ge-
ringfu¨gigen Abweichungen nicht fu¨r immer verla¨sst.
Unter den hier geltenden Symmetrieannahmen kann absolute Stabilita¨t durch die
folgenden zwei Relationen ausgedru¨ckt werden:
[(ez · ∇xc) (F(xc) · ez)]xc=0 < 0 , (5.59)
[(eρ · ∇xc) (F(xc) · eρ)]xc=0 < 0 . (5.60)
F(xc) ist die Kraft auf die Probe bei Auslenkung aus dem Ursprung Oˆ
des Laborsystems um den Ortsvektor xc. Oˆ sei hierbei mit dem Gleichge-
wichtspunkt identisch. eρ, ez seien lokale Einheitsvektoren fu¨r Zylinder-
koordinaten (zur Definition der auftretenden Gro¨ßen siehe auch Abbildung
B.2).
Die Gleichung (5.59) kennzeichnet Stabilita¨t gegenu¨ber Auslenkungen la¨ngs der
Symmetrieachse (z-Richtung), Gleichung (5.60) Stabilita¨t gegenu¨ber Auslenkun-
gen senkrecht dazu (ρ-Richtung). Ausgedru¨ckt durch die normierten Feldkoeffi-
zienten al lauten diese Bedingungen fu¨r eine kugelfo¨rmige Probe explizit (siehe
Anhang, B.4 bzw. B.5):
z-Richtung :
∞∑
l=1
{(
l
l + 1
)
a2l + al+1al−1
}
> 0 , (5.61)
ρ-Richtung :
∞∑
l=1
{(
l
l + 1
)2
a2l − al+1al−1
}
> 0 . (5.62)
12Eine Gleichgewichtslage ist dadurch definiert, dass alle wirkenden Kra¨fte sich vektoriell zu
Null addieren.
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Aus (5.61) und (5.62) geht hervor, dass Stabilita¨t automatisch gewa¨hrleistet ist,
wenn lediglich Feldkoeffizienten bis zur Ordnung l = 2 von Null verschieden sind.
Die Koeffizienten aKFl , fu¨r die optimale Spha¨rizita¨t erzielt wird, zeigen nach (5.58)
ein mit steigender Ordnung l alternierendes Vorzeichen. Es gilt deshalb:
aKFl+1a
KF
l−1 > 0 ∀l > 1 . (5.63)
Aus (5.61) folgt deshalb, dass Stabilita¨t in z-Richtung fu¨r die Feldkoeffizienten
aKFl immer erfu¨llt ist.
Durch Einsetzen von (5.57) bzw. (5.58) in die Stabilita¨tsbedingung (5.62) zeigt
sich jedoch, dass Stabilita¨t in ρ-Richtung nur bis zu einem Abbruchindex l0 ≤ 2
gewa¨hrleistet ist. Fu¨r l0 = 2 lauten die Feldkoeffizienten nach erneuter Normie-
rung13:
aKF,21 = 2.160 , a
KF,2
2 = −0.9258 . (5.64)
Die hochgestellte Zahl
”
2“ kennzeichnet den Abbruchindex.
Nach Abbildung 5.8 ist fu¨r l0 = 2 eine nur sehr unvollsta¨ndige Approximation an
den Idealfall des linearen Druckverlaufes mo¨glich.
An dieser Stelle stellt sich die Frage, ob durch Beru¨cksichtigung ho¨herer l-Terme
nicht eine qualitativ bessere Anna¨herung erreicht werden kann, wenn diese An-
na¨herung unter der Zwangsbedingung der Stabilita¨t durchgefu¨hrt wird. Jede
Teilsumme der unendlichen Reihe (mit Feldkoeffizienten entsprechend 5.57) stellt
zwar bis zu der durch sie repra¨sentierten Ordnung die bestmo¨gliche Approxima-
tion (in der quadratischen Norm) dar; dies muss aber nicht zwangsla¨ufig bedeu-
ten, dass die bei dem maximalen endlichen Index l0 abgebrochene, gerade noch
zu stabilen Feldkonfigurationen fu¨hrende Reihe in der Menge aller die Stabi-
lita¨tsbedingungen erfu¨llenden Felder auch die absolut gesehen beste Approxima-
tion darstellt. Um diese Frage na¨her zu untersuchen, wurde ein Pascal-Programm
entwickelt, mittels dessen eine Approximation unter der Zwangsbedingung der
Stabilita¨t in beliebiger Ordnung l0 durchgefu¨hrt werden kann. Es zeigt sich,
dass die berechneten Feldgeometrien meist nur vergleichsweise geringe Feldanteile
13Jede Normierung gilt fu¨r einen vollsta¨ndigen Satz an Koeffizienten a0, . . . , a∞. Diese
mu¨ssen Gleichung (5.17) erfu¨llen. Da hier nur die ersten zwei Koeffizienten der (unendlichen)
Folge (5.58) beru¨cksichtigt werden, ist dies gleichbedeutend mit dem Nullsetzen der Koeffizi-
enten a3, . . . , a∞; es wird also eine vera¨nderte Feldgeometrie betrachtet, die erneut normiert
werden muss.
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ho¨herer Ordnung enthalten und eine qualitativ bessere Approximation des mag-
netischen Druckes an den linearen Verlauf nach Gleichung (5.54) nicht erreicht
wird. Es lassen sich somit auf der Grundlage der hier vorgestellten herko¨mmlichen
Levitationstechnik keine besseren Approximationen an den linearen Druckverlauf
erzielen.
In Anhang (B.6) wird eine alternative elektromagnetische Levitationstechnik be-
schrieben, die darauf beruht, dass zwei Felder mit verschiedenen Frequenzen und
unterschiedlichen Feldgeometrien u¨berlagert werden. Wie dort na¨her erla¨utert
wird, kann mit diesem Verfahren eine Optimierung der Kugelform bis zu beliebi-
ger Ordnung l0 durchgefu¨hrt werden, ohne dass dies zu einem Verlust der radialen
Stabilita¨t fu¨hrt.
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5.5 Praktische Realisierung
Die in messtechnischer Hinsicht optimale Feldgeometrie ist gekennzeichnet durch
1. hohe Rotationssymmetrie
2. geringe Aspha¨rizita¨t der levitierten Probe
(siehe Kapitel 6.2)
Damit die in den vergangenen Abschnitten dargestellten Zusammenha¨nge auch
praktisch verwertbar sind, muss ein Weg gefunden werden, auf konstruktive Wei-
se das Spulenprofil aus den ermittelten Feldgeometrien berechnen zu ko¨nnen.
Herko¨mmliche Levitationsspulen bestehen aus spiralfo¨rmig gebogenen Kupfer-
rohren, wobei die in ihnen auftretenden Verlustleistungen u¨ber das im Inneren
fließende Ku¨hlwasser abgefu¨hrt werden. Diese Spiralfo¨rmigkeit erschwert die Be-
rechnung der Feldgeometrie, sodass andererseits die Herstellung einer vorgege-
benen Feldform durch derartig geformte Rohrleiter nur schwer zu realisieren ist.
Aus diesem Grund wird hier ein abgewandeltes Spulenprinzip verwendet, das sich
in folgenden Punkten von der herko¨mmlichen Levitationstechnik unterscheidet:
1. Die Spulen sind aus mehreren konzentrisch angeordneten Stromringen auf-
gebaut.
2. Die Stromringe bestehen aus HF-Litze14.
3. Die Formgebung der Litze erfolgt durch einen rotationssymmetrischen ke-
ramischen Spulenko¨rper mit umlaufenden Vertiefungen, in die die Litze
gewickelt wird.
4. Die Ku¨hlung erfolgt durch von außen umlaufendes destilliertes Wasser.
14 Unter HF-Litze versteht man zu einem Bu¨ndel verdrillte einzeln isolierte Kupferdra¨hte,
deren Durchmesser bei der gewa¨hlten Frequenz unterhalb der Skintiefe δ (siehe 4.30) liegt. In
einem massiven Leiter erfolgt der Stromfluss nur in einer du¨nnen Schicht (von der Dicke δ)
an der Oberfla¨che, was dazu fu¨hrt, dass bei ho¨heren Frequenzen der effektive (stromfu¨hrende)
Querschnitt stark reduziert wird. Dieser Effekt wird bei Verwendung von HF-Litze vermieden,
da alle Einzeldra¨hte aufgrund ihrer Verdrillung in gleicher Weise zum Stromfluss beitragen.
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Die Destillation ist erforderlich, um
• Leistungsverluste im Ku¨hlwasser aufgrund der Ionenleitung zu vermeiden,
• eine Beeinflussung der Messung durch innerhalb des Ku¨hlwassers angeregte
Wirbelstro¨me zu verhindern.
Die Vorteile dieses Verfahren sind:
• Aufgrund des Aufbauprinzips (Punkt 1 – 3) ist ein hoher Grad an Rota-
tionssymmetrie des Levitationsfeldes gewa¨hrleistet. Dies hat zur Folge, dass
die levitierten Proben (abgesehen von Oberfla¨chenschwingungen) ebenfalls
diese Symmetrie aufweisen, die eine Voraussetzung fu¨r die Anwendbarkeit
der in Kapitel 6 hergeleiteten Beziehung (6.67) darstellt.
• Als Folge der Rotationssymmetrie liegt die levitierte Probe im Gleichge-
wicht auf der Spulenachse. Da die Messspulen sich mittig innerhalb der
Levitationsspulen befinden, ist somit auch eine Zentrierung der Proben in-
nerhalb des Messfeldes gegeben. Mess- und Levitationsspulen ko¨nnen des-
halb mit geringem Sicherheitsspielraum um die Probe angeordnet werden.
Dies fu¨hrt dazu, dass
– aufgrund der geringeren Levitationsspulen-Gro¨ße schwa¨chere Felder
zum Levitieren ausreichen, was geringere Spulenstro¨me und damit ver-
bunden geringere Verlustleistungen zur Folge hat,
– die Induktivita¨tsa¨nderung der Messspulen aufgrund der Probe zur Ei-
geninduktivita¨t der Spulen ohne Probe in einem gu¨nstigeren Verha¨ltnis
steht.
• Das Verfahren bietet optimale Voraussetzungen fu¨r die Realisierung von
berechneten Feldgeometrien, da
– aufgrund von Punkt 3 die Lage der Litze durch den Spulenko¨rper in
definierter Weise festgelegt ist,
– die Stromdichte u¨ber den Litzenquerschnitt konstant ist (im Gegensatz
zu massiven Leitern).
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• Es treten geringere Leistungsverluste gegenu¨ber Rohrleitern auf (bei glei-
cher Querschnittsfla¨che).
• Einmal hergestellte Spulen sind (fu¨r den Fall, dass sie den Anforderungen
entsprechen) reproduzierbar.
• Zur Ku¨hlung der Levitations- und der Messspulen kann dasselbe Ku¨hl-
wasser verwendet werden.
• Wirbelstro¨me auf den Spulenwindungen, hervorgerufen durch die Wechsel-
felder der Messspulen, werden vermieden.
Die Nachteile sind:
• Die Ableitung der Verlustwa¨rme in den Leitern ist weniger effektiv, da die
Ku¨hlung nur von außen erfolgt (Punkt 4). Der Wa¨rmefluss ist zudem durch
die (meist aus Lack bestehende) Drahtisolation gehemmt. Dieser Nachteil
wird zum Teil durch die geringeren Verlustleistungen ausgeglichen.
• Ein visueller Zugang ist aufgrund der die Probe umschließenden Spulen-
tra¨ger nur noch la¨ngs der Spulenachse mo¨glich.
• Der Herstellungsaufwand ist ho¨her als bei herko¨mmlichen Spulen.
Um eine Beeinflussung der Leitfa¨higkeitsmessungen zu vermeiden, wird der Levi-
tationsstrom nicht kontinuierlich zugefu¨hrt, sondern in periodisch wiederkehren-
den Zeitabsta¨nden unterbrochen (siehe Abb. 5.9). Die Speisung der Levitations-
spule erfolgt u¨ber einen Levitationsgenerator, der repetitiv zwischen eingeschalte-
tem Zustand ZE (bei maximaler Momentanleistung) und abgeschaltetem Zustand
ZA hin und her wechselt (Tast-Betrieb), wobei das Tastverha¨ltnis ∆tE/∆tA die
abgegebene mittlere Leistung bestimmt. Die Frequenz der Tastung (ca. 240 Hz)
ist so hoch gewa¨hlt, dass eine Anregung der Probe zu translativen Schwingungen
(Eigenfrequenz . 5 Hz) vermieden wird (geringfu¨gige Oberfla¨chenoszillationen
mu¨ssen in Kauf genommen werden).
Eine Datenaufnahme erfolgt nur im ausgeschalteten Zustand des Generators. Die
U¨berlegungen der vorangegangenen Abschnitte lassen sich u¨bernehmen, wenn
man bedenkt, dass sowohl die Heizleistung P als auch die Tragkraft Fz quadra-
tisch von der Feldamplitude |B0| abha¨ngen, die sich ihrerseits direkt proportional
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zum Spulenstrom verha¨lt. Die zeitlich gemittelte Auswirkung eines getasteten
Spulenstroms I0T hinsichtlich Heizleistung und Tragkraft sind identisch, vergli-
chen mit einem kontinuierlichen Spulenstrom I0K, wenn die Beziehung∣∣I0K∣∣2 = ∆tE∆tG
∣∣I0T ∣∣2 (5.65)
erfu¨llt ist.
DtA
DtG = 5 ms
DtE
ITIK
0 0
Abbildung 5.9: Tastung der Levitation. Die Periode der Tastung ∆tG setzt sich
aus der Zeitspanne ∆tE (wa¨hrend der der Generator eingeschaltet ist) und der Zeit-
spanne ∆tA (wa¨hrend der der Generator ausgeschaltet ist) zusammen. Die Wirkung
des getasteten Levitationsstroms I0T (durchgezogene Linie) ist mit einem kontinuierli-
chen Strom der Sta¨rke I0K identisch, der hier zum Vergleich ebenfalls eingezeichnet ist
(unterbrochene Linie).
Kapitel 6
Theorie des Messverfahrens
Bei diesem Verfahren wird die A¨nderung der wechselseitigen Induktion eines Spu-
lenpaares aufgrund der Anwesenheit eines elektrisch leitenden Metalltropfens ge-
messen. Der dieser Induktionsa¨nderung zu Grunde liegende physikalische Mecha-
nismus wird ausschließlich u¨ber die entstehenden Felder vermittelt, erfolgt somit
beru¨hrungsfrei:
Die in der Prima¨rspule fließenden Wechselstro¨me erzeugen ein magnetisches
Wechselfeld, aufgrund dessen elektrische Wirbelstro¨me innerhalb der Probe in-
duziert werden, die sich im Feldbereich des Spulenpaares befindet. Dies hat
ru¨ckwirkend eine Abschwa¨chung des a¨ußeren Feldes zur Folge, sodass die in der
Sekunda¨rspule gemessenen Induktionsspannungen geringer sind als bei Abwesen-
heit des Tropfens. Aufgrund der innerhalb des Tropfens auftretenden ohmschen
Verluste sind die Induktionsstro¨me zudem in der Phase relativ zum Prima¨r-
spulenstrom verschoben, was zu einer entsprechenden Phasenverschiebung der
Sekunda¨rspannung fu¨hrt.
Abbildung 6.1 zeigt das Messprinzip. Der Einfluss der Probe auf die in der
Sekunda¨rspule induzierte Spannung U 02 la¨sst sich u¨ber die (komplexe) Indukti-
vita¨tsa¨nderung MV beschreiben:
U02 = iω(MB +MV (σV , ω))I
0
1 . (6.1)
MB ist die wechselseitige Induktivita¨t der Spulen ohne Probe, I
0
1 die Strom-
sta¨rke der Prima¨rspule.
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I 1
0
U2
0
Probe
MB+MV
~
Abbildung 6.1: Messtransformator: Die in der Sekunda¨rspule des Transformators in-
duzierte Spannung U 02 entsteht aus dem Prima¨rspulenstrom I
0
1 u¨ber die zwischen diesen
Spulen wirkende Gegeninduktivita¨t M =MB+MV . MB ist die Gegeninduktivita¨t des
leeren Transformators, MV ein additiver Zusatzanteil, der aus der Anwesenheit der
leitenden Probe resultiert.
MV ist eine Funktion der Leitfa¨higkeit σV des untersuchten Materials, der Kreis-
frequenz ω, der Lage der Probe sowie der geometrischen Abmessungen des Mess-
spulenpaars. Um MV hinsichtlich der Probenleitfa¨higkeit auszuwerten, ist die
Kenntnis der expliziten Abha¨ngigkeit von diesen Gro¨ßen no¨tig.
Das hier realisierte Messverfahren ist eine Erweiterung ga¨ngiger Methoden, die
Leitfa¨higkeit aus der Impedanza¨nderung einer Messspule zu ermitteln [78, 42, 91].
Der Hauptunterschied zu fru¨heren Arbeiten besteht in einer grundsa¨tzlich ande-
ren Gestalt der zu messenden Probe, da diese frei schwebend in flu¨ssigem Zustand
prozessiert wird. Diese vera¨nderte Probengestalt muss in den Auswertungen
beru¨cksichtigt werden, was eine weitgehend neue Messtheorie erforderlich macht.
Ziel dieses Kapitels ist es deshalb, den theoretischen Zusammenhang zwischen der
wechselseitigen Spuleninduktivita¨t und der elektrischen Leitfa¨higkeit fu¨r den Fall
geringfu¨gig aspha¨rischer Proben zu verallgemeinern und somit die Grundlagen
fu¨r das im Weiteren beschriebene Auswertungsverfahren zu schaffen.
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6.1 Zusammenhang zwischen elektrischer
Leitfa¨higkeit und Spuleninduktivita¨t
6.1.1 Allgemeine Form
Betrachten wir die in Abbildung 6.2 skizzierte Ausgangssituation:
F1,1
0
F1,2
0
F2,2
0
F2,1
0
I1,10
I1,20
I2,20
I2,10
s1
s2
sV
j1
0
j2
0
Probe
Anschlüsse
Anschlüsse
1
2
Abbildung 6.2: Stromverteilungen j01 und j
0
2 innerhalb der Raumbereiche B1 und
B2. Zwischen den Stromverteilungen befindet sich die Probe mit Leitfa¨higkeit σV .
Φ0i,j bezeichnet das Potenzial des Anschlusses (j) im Raumbereich Bi. Entsprechend ist
I0i,j die Sta¨rke des u¨ber diesen Anschluss zu- bzw. abfließenden Ladungsstroms.
B1 und B2 seien zwei nicht u¨berlappende Raumbereiche mit Leitfa¨higkeiten σ1
und σ2, in denen die Stromdichten j1(x, t) und j2(x, t) definiert sind. Außer-
halb dieser Raumbereiche existieren keine Stro¨me. j1(x, t) und j2(x, t) sollen
sinusfo¨rmige Zeitabha¨ngigkeit besitzen, wobei j01(x) und j
0
2(x) deren komplexe
Amplituden bezeichnen. Von diesen Stromverteilungen wird angenommen, dass
ihre Amplitude zeitlich stationa¨r ist, wobei die physikalischen Rahmenbedingun-
gen1, die zur Erhaltung der ra¨umlichen Verteilung notwendig sind, nicht na¨her
1Eine praktische Realisierung besta¨nde in einem leitenden Draht, z. B. von einer Spule,
wobei die Stromfu¨hrung letztlich durch auf der Drahtoberfla¨che auftretende Fla¨chenladungen
gewa¨hrleistet wird.
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spezifiziert sind. Beide Raumbereiche sollen jeweils zwei Anschlu¨sse besitzen,
u¨ber welche elektrische Ladungen zu- bzw. abfließen ko¨nnen. Diese Anschlu¨sse
sollen so weit von der Probe entfernt liegen, dass eine Beeinflussung der Probe
durch die in den Anschlu¨ssen fließenden Stro¨me vernachla¨ssigt werden kann. Auf-
grund der angenommenen Quasistationarita¨t (∇ j = 0), wodurch eine Anha¨ufung
von Raumladungen ausgeschlossen wird, ist ein Stromzufluss der Gro¨ße I in ei-
nem der beiden Anschlu¨sse mit einem betragsma¨ßig gleich großen Abfluss −I im
anderen Anschluss korreliert. Zwischen den Anschlu¨ssen liege eine ebenfalls zeit-
lich alternierende elektrische Spannung, die als treibende Kraft fu¨r den Stromfluss
wirken soll.
In unmittelbarer Na¨he zu den Stromverteilungen befinde sich eine elektrisch lei-
tende Probe, in der aufgrund der entstehenden Felder Wirbelstro¨me induziert
werden. Hinsichtlich der Probenform sollen vorerst keine weiter gehenden An-
nahmen gemacht werden.
Zur genauen Bezeichnung der auftretenden Gro¨ßen siehe Abbildung 6.2. Alle
durch eine hochgestellte Null gekennzeichneten Gro¨ßen sind komplexe Amplitu-
den. Von den tiefgestellten Indizes dient der erste zur Unterscheidung zwischen
den Raumbereichen B1 und B2; der zweite dient der Unterscheidung zwischen
den Anschlussnummern (1 bzw. 2).
Nach (4.14) gilt der Zusammenhang:
1
σ1
j01 (x) + iωA
0 (x) = −∇Φ01(x) , (6.2)
1
σ2
j02 (x) + iωA
0 (x) = −∇Φ02(x) . (6.3)
Multiplikation von (6.2) mit j0
∗
1 (x) und Integration u¨ber B1 ergibt:
1
σ1
∫
 
1
∣∣j01 (x)∣∣2 d3x+ iω ∫
 
1
j01
∗
(x) ·A0 (x)d3x
= −
∫
 
1
j01
∗
(x) · ∇Φ0(x)d3x . (6.4)
Mit
j0
∗ · ∇Φ = ∇ (j0∗Φ0)− Φ ∇ j0∗︸ ︷︷ ︸
=0
= ∇ (j0∗Φ0) (6.5)
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wird die rechte Seite von (6.4) zu
−
∫
 
1
∇
(
j0
∗
1 (x)Φ
0
1(x)
)
d3x = −
∫
S(
 
1 )
Φ01(x)
(
j0
∗
1 (x) · n (x)
)
df =
− (Φ01,1I01,1∗ + Φ01,2I01,2∗) = U01 I01 ∗ . (6.6)
S(B1) ist der Rand von B1
In (6.5) wurde die Quellfreiheit des Stromdichtefeldes ausgenu¨tzt und in (6.6)
der gaußsche Satz angewendet. U 01 bezeichnet die Potenzialdifferenz zwischen
den Anschlu¨ssen (1) und (2) des Raumbereiches B1, I
0
1 die Stromsta¨rke in den
Anschlu¨ssen von B1, die sich nur durch das Vorzeichen unterscheiden:
U01 := Φ
0
1,2 − Φ01,1 , (6.7)
I01 := I
0
1,1 = −I01,2 . (6.8)
Nach Division durch I01
∗
ergibt sich somit:
1
σ1
1
|I01 |2
∫
 
1
∣∣j01 (x)∣∣2 d3x I01 + iω 1|I01 |2
∫
 
1
j01
∗
(x) ·A0 (x)d3x I01 = U01 (6.9)
bzw. in analoger Weise aus (6.3)
1
σ2
1
|I01 |2
∫
 
2
∣∣j02 (x)∣∣2 d3x I02 + iω 1|I02 |2
∫
 
2
j02
∗
(x) ·A0 (x)d3x I02 = U02 . (6.10)
wobei I02 und U
0
2 entsprechend definiert sind.
Nach (4.17) und (4.36) hat das Vektorpotenzial die allgemeine Form:
A0 (x) = AE0 (x) +AI0 (x) , (6.11)
mit
AE0 (x) =
2∑
ν=1
µ0
4pi
∫
j0ν(x
′)
|x− x′| d
3x′ (6.12)
und
AI0 (x) =
2∑
ν=1
∞∑
l=1
l∑
m=−l
A
I(ν)
lm
(
r
rK
)−(l+1)
Y ml (u, ϕ) . (6.13)
Die durch den Index E gekennzeichneten Gro¨ßen haben ihre Ursache in den
Stro¨men der Raumbereiche Bν, wa¨hrend die durch I gekennzeichneten Gro¨ßen
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ihre Ursache in den Wirbelstro¨men des Probenbereichs V haben. Setzt man
(6.11) in (6.9) und (6.10) ein, so erha¨lt man:
U01 = R1 I
0
1 + iωL1 I
0
1 + iωM12 I
0
2 ,
(6.14)
U02 = R2 I
0
2 + iωL2 I
0
2 + iωM21 I
0
1 ,
(6.15)
mit
Rν =
1
σν
1
|I0ν |2
∫
 
ν
∣∣j0ν (x)∣∣2 d3x ; (6.16)
Lν = LBν + LV ν , (6.17)
LBν =
µ0
4pi
1
|I0ν |2
∫
 
ν
∫
 
ν
j0ν
∗
(x) · j0ν(x′)
|x− x′| d
3x d3x′ , (6.18)
LV ν = rK
1
|I0ν |2
∞∑
l=1
l∑
m=−l
I
E(ν)∗
lm ·AI(ν)lm ; (6.19)
M12 = MB12 + MV 12 = M21 , (6.20)
MB12 =
µ0
4pi
1
I0
∗
1 I
0
2
∫
 
2
∫
 
1
j01
∗
(x) · j02(x′)
|x− x′| d
3x d3x′ =
=
µ0
4pi
1
I0
∗
2 I
0
1
∫
 
1
∫
 
2
j02
∗
(x) · j01(x′)
|x− x′| d
3x d3x′ = MB21 , (6.21)
MV 12 = rK
1
I0
∗
1 I
0
2
∞∑
l=1
l∑
m=−l
I
E(1)∗
lm ·AI(2)lm =
rK
1
I0
∗
2 I
0
1
∞∑
l=1
l∑
m=−l
I
E(2)∗
lm ·AI(1)lm = MV 21 . (6.22)
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Die Gleichungen (6.14) und (6.15) beschreiben die U¨bertragungsfunktion eines
realen (verlustbehafteten) Transformators, dessen Prima¨r- und Sekunda¨rwicklung
durch die Bereiche B1 und B2 repra¨sentiert werden. Rν ist der ohmsche Wider-
stand, Lν die Induktivita¨t der Wicklung Bν . Letztere setzt sich aus zwei Anteilen
zusammen:
1. der Eigeninduktivita¨t LBν des Raumbereiches Bν (bei Abwesenheit der Pro-
be),
2. der Probeninduktivita¨t LV ν, einem additiven Zusatzanteil, dessen Ursprung
die in der Probe induzierten Wirbelstro¨me sind.
M12 bzw. M21 (im Folgenden mit M bezeichnet) beschreiben die wechselseitige
Induktivita¨t2 zwischen den Wicklungen B1 und B2. Sie besteht ebenfalls aus zwei
Anteilen:
1. der wechselseitigen Induktivita¨t MB der Raumbereiche B1 und B2 (bei Ab-
wesenheit der Probe),
2. der wechselseitigen Probeninduktivita¨t MV , einem additiven Zusatzanteil,
dessen Ursprung die in der Probe induzierten Wirbelstro¨me sind.
LBν und MB sind entsprechend ihrer Definition (6.18) bzw. (6.21) reelle Gro¨ßen,
LV ν und MV dagegen, aufgrund der in der Probe auftretenden Verluste, im All-
gemeinen komplex.
Die Feldkoeffizienten AIlm, fu¨r die im nachfolgenden Kapitel eine explizite Dar-
stellung im Falle azimutalsymmetrischer Bedingungen angegeben wird, lauten
nach (4.37):
A
I(ν)
lm = µ0
∞∑
l′=0
l′∑
m′=−l′
⌈
F l
′m′
lm
⌋
I
E(ν)
l′m′ . (6.23)
Fu¨r die Induktivita¨tsa¨nderung LV ν erha¨lt man somit nach (6.19):
LV ν = µ0 rK
1
|I0|2
∞∑
l=1
l∑
m=−l
∞∑
l′=0
l′∑
m′=−l′
I
E(ν)†
lm
⌈
F l
′m′
lm
⌋
I
E(ν)
l′m′ . (6.24)
2Die Gleichheit vonM12 undM21 (siehe z. B. [99]), die sich nach (6.20) und (6.21) in direkter
Weise auf MV 12 und MV 21 u¨bertra¨gt, la¨sst sich allgemein beweisen und soll hier nicht na¨her
begru¨ndet werden.
90 THEORIE DES MESSVERFAHRENS
Die mit dem hochgestellten Index † gekennzeichnete Vektoren oder Matrizen sind
adjungiert. Fu¨r die wechselseitige Induktivita¨tsa¨nderung MV nach (6.22) erha¨lt
man:
MV = µ0 rK
1
I0
∗
1 I
0
2
∞∑
l=1
l∑
m=−l
∞∑
l′=0
l′∑
m′=−l′
I
E(1)†
lm
⌈
F l
′m′
lm
⌋
I
E(2)
l′m′
= µ0 rK
1
I0
∗
2 I
0
1
∞∑
l=1
l∑
m=−l
∞∑
l′=0
l′∑
m′=−l′
I
E(2)†
lm
⌈
F l
′m′
lm
⌋
I
E(1)
l′m′ . (6.25)
Die in (6.25) ausgedru¨ckte Gleichheit, die fu¨r beliebige Koeffizienten I
E(1)
lm und
I
E(2)
lm gelten muss, kann ausgenu¨tzt werden, um eine Beziehung zwischen den Ma-
trizen
⌈
F l
′m′
lm
⌋
abzuleiten.
Der Koeffizient IE00 tra¨gt keine physikalisch relevante Information, da er in der
Entwicklung (4.32) einen konstanten Term repra¨sentiert, aus dem kein Magnet-
feld resultiert. Es folgt deshalb:
⌈
F 0,0lm
⌋
= 0 ∀(l, m) | l ≥ 1,−l ≥ m ≥ l . (6.26)
Gleichung (6.26) muss gelten, da sonst in der Entwicklung (4.37) IE00-proportionale
Terme enthalten sind, denen ein nicht verschwindender Magnetfeldanteil ent-
spricht. In (6.24) bzw. in (6.25) beginnt deshalb die Summation u¨ber l′ ebenfalls
mit dem Wert Eins. Im Folgenden soll davon ausgegangen werden, dass die Ver-
teilungen j0ν durch Stromfa¨den gegeben seinen. Fu¨r die Stromkoeffizienten gilt
dann mit Definitionsgleichung (4.33):
[
I
E(ν)
lm
I0ν
]∗
= rl0
∫∫

3\
 
∫ (
j0ν(r, u, ϕ)
I0ν
)∗
︸ ︷︷ ︸
=j0ν/I
0
ν
r−l+1 Y ml (u, ϕ)︸ ︷︷ ︸
=(−1)mY −m
∗
l
dϕ du dr
= (−1)m I
E(ν)
l,−m
I0ν
. (6.27)
6.1 LEITFA¨HIGKEIT - SPULENINDUKTIVITA¨T 91
Dabei wurde ausgenutzt, dass j0ν und I
0
ν in Phase sind, sodass deren Quotient
eine reelle Zahl ist. Es folgt somit:
∑
lm
∑
l′m′
I
E(2)†
lm
I0
∗
2
⌈
F l
′m′
lm
⌋ IE(1)l′m′
I01
(6.25)
=
∑
lm
∑
l′m′
I
E(1)†
lm
I0
∗
1
⌈
F l
′m′
lm
⌋ IE(2)l′m′
I02
=
∑
lm
∑
l′m′
[
I
E(1)†
lm
I0
∗
1
⌈
F l
′m′
lm
⌋ IE(2)l′m′
I02
]T
=
∑
lm
∑
l′m′
I
E(2)T
l′m′
I02
⌈
F l
′m′
lm
⌋T IE(1)∗lm
I0
∗
1
(6.27)
=
∑
lm
∑
l′m′
(−1)m+m′ I
E(2)†
l′,−m′
I0
∗
2
⌈
F l
′m′
lm
⌋T IE(1)l,−m
I01
=
∑
lm
∑
l′m′
(−1)m+m′ I
E(2)†
l′m′
I0
∗
2
⌈
F l
′,−m′
l,−m
⌋T IE(1)lm
I01
=
∑
lm
∑
l′m′
(−1)m+m′ I
E(2)†
lm
I0
∗
2
⌈
F l,−ml′,−m′
⌋T IE(1)l′m′
I01
. (6.28)
Beim U¨bergang in die zweite Zeile wurde ausgenutzt, dass sich eine skalare Gro¨ße
durch Transponieren nicht a¨ndert. In der dritten Zeile wurde m durch −m bzw.
m′ durch −m′ ersetzt und in der vierten Zeile die Indizes umbenannt (Austausch
(l, m) ↔ (l′m′)). Da (6.28) fu¨r beliebige Sa¨tze von Koeffizienten gilt, folgt die
Bedingung:
⌈
F l
′,m′
l,m
⌋T
= (−1)m+m′
⌈
F l,−ml′,−m′
⌋
∀(l, m, l′m′) . (6.29)
Die Gleichung (6.29) ist komponentenweise zu interpretieren. Da die Matrix⌈
F l
′,m′
l,m
⌋
lediglich Informationen u¨ber die Probe und nicht u¨ber die a¨ußeren Fel-
der entha¨lt, ist (6.29) eine allgemeine Eigenschaft, die auch fu¨r nichtfadenfo¨rmige
Stromverteilungen ihre Gu¨ltigkeit beha¨lt.
Ein Nachteil der bisherigen Darstellung besteht darin, dass die Koeffizienten AElm
bzw. IElm und damit auch A
I
lm in einem im Probenzentrum fixierten Koordina-
tensystem definiert sind. Bei Bewegung der Probe relativ zur a¨ußeren Stromver-
teilung erfordert dies eine neue Berechnung der Koeffizienten, entsprechend der
momentanen Lage. Aus diesem Grund soll im Folgenden eine alternative Darstel-
lung gewa¨hlt werden, in der die ortsabha¨ngigen Koeffizienten IElm als Funktion der
Koeffizienten IˆElm ausgedru¨ckt werden, die in einem relativ zur Stromverteilung
unbewegten Koordinatensystem definiert sind [55]:
IElm =
∞∑
λ=0
λ∑
µ=−λ
4pi
2λ+ 1
(
rˆc
rK
)λ
Y µλ (uˆc, ϕˆc)
bl+λ,m+µ
bl,mbλ,µ
IˆEl+λ,m+µ , (6.30)
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mit
blm := (−1)l+m
√
4pi
2l + 1
(l +m)!(l −m)! . (6.31)
Die Koeffizienten IˆElm berechnen sich entsprechend Gleichung (4.33)
IˆElm = r
l
K
∫∫

3\
 
∫
jE(rˆ, uˆ, ϕˆ)rˆ−l+1Y m
∗
l (uˆ, ϕˆ) dϕˆ duˆ drˆ (6.32)
relativ zum Koordinatenursprung Oˆ. Die Koeffizienten IElm sind wie bisher in
einem relativ zum Probenzentrum fixierten Koordinatensystem mit Ursprung
O definiert. Die beiden (kartesischen) Koordinatensysteme seien nicht zuein-
ander gedreht, sodass die Angabe des Ursprungs zur Kennzeichnung ausreicht.
xˆc(rˆc, uˆc, ϕˆc) ist der Ortsvektor des Punktes O im Koordinatensystem Oˆ. (Zur
Definition der Koordinatensysteme siehe auch Abb. 6.3.) Ersetzen der Koeffi-
zienten IElm in Gleichung (6.24) bzw. (6.25) entsprechend (6.30) fu¨hrt zu einer
Darstellung von LV bzw. MV als Funktion der Probenlage xc. Verdrehungen
der Probe ko¨nnen als Formvera¨nderungen interpretiert werden und somit durch
Neuberechnung von dF c beru¨cksichtigt werden. (Dies ist hinsichtlich des hier
angestrebten Zieles keine Einschra¨nkung, da flu¨ssige Proben ohnehin ihre Form
kontinuierlich a¨ndern.)
Aus praktischer Sicht stellt sich an dieser Stelle die Frage, unter welchen Bedin-
gungen die Induktivita¨t LV ν bzw. die wechselseitige Induktivita¨t MV mo¨glichst
unabha¨ngig von der Probenlage sind. Aus (6.24) bzw. (6.25) erkennt man, dass
das aufgrund der Probenformabha¨ngigkeit von dF c genau dann der Fall sein wird,
wenn die Koeffizienten I
E(ν)
lm mit ν = 1, 2 fu¨r l ≥ 1, −m ≤ l ≤ m von der Proben-
lage unabha¨ngig sind. Nach (6.30) gilt dies, wenn alle λ-Terme bis auf die nullte
Ordnung verschwinden. Da blm fu¨r alle (l, m) ungleich Null ist, folgt aufgrund
der Orthogonalita¨t der Kugelfla¨chenfunktionen:
Iˆ
E(ν)
l+λ,m+µ = 0 ∀(l, m, λ, µ, ν)
∣∣ l ≥ 1,−l ≤ m ≤ l, λ ≥ 1,−λ ≤ µ ≤ λ, ν = 1, 2
⇐⇒
Iˆ
E(ν)
l,m = 0 ∀(l, m, ν)
∣∣ l ≥ 2,−l ≤ m ≤ l, ν = 1, 2 . (6.33)
Es verbleibt somit in (6.24) bzw. (6.25) lediglich der (l = 1)-Term. Es folgt mit
λ = 0 aus (6.30):
I
E(ν)
1m = Iˆ
E(ν)
1m . (6.34)
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Da die Stromkoeffizienten I
E(ν)
lm nach (4.33) bis auf einen unwesentlichen Vorfak-
tor den Feldkoeffizienten A
E(ν)
lm entsprechen, heißt (6.33) jedoch nichts Anderes,
als dass die Multipolentwicklung des a¨ußeren Vektorpotenzials fu¨r jede Strom-
verteilung Bν nur die Terme
AE1,1 , A
E
1,0 , A
E
1,−1 (6.35)
enthalten darf. Diese entsprechen jedoch gerade einem homogenen Magnetfeld.
Ist dieses Magnetfeld zusa¨tzlich in z-Richtung orientiert, so verschwindet auch
der Koeffizient AE1,0.
Bei der Stromdichteverteilung der Raumbereiche B1 und B2 wird es sich um die
Windungen zweier Spulen handeln, in deren Innerem sich das zu untersuchen-
de Material befindet. Die Bestimmung des induzierten Vektorpotenzial AI0 als
Funktion des in der Prima¨rspule fließenden Wechselstroms dient dem Ziel, die
Ru¨ckwirkung der in der Probe induzierten Wirbelstro¨me, die ihrerseits von der
Leitfa¨higkeit des Probenmaterials abha¨ngen, auf die Sekunda¨rspule zu berechnen.
Diese Ru¨ckwirkung ist die eigentliche Messgro¨ße, die sich als A¨nderung der wech-
selseitigen Spuleninduktivita¨t (im Vergleich zur leeren Spule) bemerkbar macht.
Dabei interessiert man sich weniger fu¨r Auswirkungen der geometrischen Eigen-
heiten des Messfeldes oder der Probe, als vielmehr fu¨r innerhalb der Probe als
isotrop angenommene Materialeigenschaften, wie in diesem Falle die elektrischen
Leitfa¨higkeit. Diese muss nachtra¨glich aus den Messwerten ermittelt werden, was
einen strukturell einfachen und nicht mit zu vielen Parametern u¨berfrachteten
theoretischen Zusammenhang erforderlich macht.
Neben der Unabha¨ngigkeit der gemessenen Induktivita¨tsa¨nderung von
der Probenlage ist deshalb die einfache Auswertbarkeit der Messdaten
einer der Hauptgru¨nde fu¨r die Wahl von homogenen Messfeldern.
6.1.2 Anwendung auf Stromringe
Im Folgenden seien die Stromverteilungen j01 und j
0
2 jeweils durch einen Satz
von (fadenfo¨rmigen) Stromringen repra¨sentiert, deren Zentren auf der z-Achse
des Koordinatensystems Oˆ liegen sollen (siehe Abb. 6.3). Fu¨r einen einzelnen
Stromring folgt nach Gleichung (4.55):
I
E(ν)
lj = I
0
ν
√
2l + 1
l(l + 1)
√
pi ζ
(ν)
j
(
rK
r
(ν)
j
)l
sin θ
(ν)
j P
1
l (cos θ
(ν)
j ) =: I
0
νC
(ν)
l,j . (6.36)
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Abbildung 6.3: Stromringe und deren Parameter. Dargestellt sind zwei Sa¨tze von
Ringen (entsprechend den Stromverteilungen j01 und j
0
2), die in dem ortsfesten Koor-
dinatensystem Oˆ definiert sind. Jeder Ring ist durch Angabe von r
(ν)
j , θ
(ν)
j und ζ
(ν)
j
parametrisiert, wobei u¨ber den Index j die Ringe des Ringsatzes (ν) durchnummeriert
sind. Das probenfeste Koordinatensystem O ist ebenfalls eingezeichnet.
Der Index ν dient der Unterscheidung zwischen den Stromringsa¨tzen. U¨ber den
Index j werden die Ringe eines Satzes durchnummeriert. ζ
(ν)
j ist eine ganze Zahl,
u¨ber die die Windungszahl und der Wicklungssinn eines Ringes beschrieben wer-
den. Damit ergibt sich fu¨r die Stromkoeffizienten Iˆ
E(ν)
lm nach (4.48):
Iˆ
E(ν)
lm
I0ν
= −i 1√
2
[
δm,1e
∗
η + δm,−1eη
] nν∑
j=1
C
(ν)
l,j ν = 1, 2 . (6.37)
nν bezeichnet die Anzahl Stromringe des Satzes ν.
Die Bedingung nach Lageunabha¨ngigkeit der zu berechnenden Induktivita¨ten ist
folglich nach (6.33) gleichbedeutend mit:
nν∑
j=1
C
(ν)
l,j = 0 ∀ l > 1, ν = 1, 2 . (6.38)
Dies ist ein nichtlineares Gleichungssystem fu¨r die Lage der Stromringe. Da die
Anzahl der Stromringe nν immer endlich sein wird, wird die Anzahl der auf diese
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Weise zu eliminierenden Feldkoeffizienten ebenfalls begrenzt sein. Im Folgenden
soll jedoch angenommen werden, dass die so erzeugte Feldverteilung nur noch
den (l = 1)–Term entha¨lt (ideal homogenes Feld). Dann folgt nach (6.25) mit
(6.34) und (6.37) fu¨r die wechselseitige Probeninduktivita¨t MV :
MV =
4
3
pir30 µ0
C(1)C(2)
r2K
1∑
m=−1
1∑
m′=−1[
δm,1e
∗
η + δm,−1eη
]σ ⌈
F 1m
′
1m (r0)
⌋ [
δm′,1e
∗
η + δm′,−1eη
]
, (6.39)
mit den Geometriefaktoren der Stromringsa¨tze:
C(ν) :=
√
3
8pi
nν∑
j=1
C
(ν)
1,j =
3
4
nν∑
j=1
ζ
(ν)
j
rK
r
(ν)
j
sin θ
(ν)
j P
1
1 (cos θ
(ν)
j ) . (6.40)
Hier wurde die Bezugsgro¨ße rK in der Matrix
⌈
F 1m
′
1m
⌋
durch den Probenradius r0
ersetzt: ⌈
F 1m
′
1m (rK)
⌋
=
⌈
F 1m
′
1m (r0)
⌋( r0
rK
)3
. (6.41)
Die Gleichung (6.39) gilt in dieser Darstellung noch fu¨r beliebige Probenformen.
Fu¨r azimutalsymmetrische Proben hat die Matrix
⌈
F l
′m′
lm
⌋
nach Gleichung (6.55)
diagonale Form3:⌈
F l
′m′
lm
⌋
= F l
′m′
lm dIc = F l
′m′
lm
(| eη 〉〈 e∗η |+ | e∗η 〉〈 eη |+ | ez 〉〈 ez |) . (6.42)
F l
′m′
lm ist ein Skalar (was hier durch Weglassen des Klammerpaares zum Ausdruck
kommt.) Mit (6.42) und der aus (6.29) folgenden Beziehung F 1,11,1 = F
1−1
1−1 erha¨lt
man fu¨r die Gegeninduktivita¨tsa¨nderung schließlich:
MV = 2 V¯ µ0
C(1)C(2)
r2K
F 1111 (r0) , (6.43)
wobei die Abku¨rzung
V¯ :=
4
3
pir30 (6.44)
eingefu¨hrt wurde.
3Die
”
bra“- und
”
ket“-Schreibweise fu¨r die Basisvektoren eη, e
∗
η, ez wird verwendet, um
eine Mehrdeutigkeit in den auftretenden Skalarprodukten zu vermeiden (| 〉-Vektoren wirken
auf den links stehenden Vektor, 〈 |-Vektoren auf den rechts stehenden).
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Die Induktivita¨tsa¨nderung LV ν ergibt sich in analoger Weise, indem C
(1)C(2)
durch C(ν)
2
ersetzt wird:
LV ν = 2 V¯ µ0
C(ν)
2
r2K
F 1111 (r0) . (6.45)
Gleichung (6.43) beschreibt die A¨nderung der Gegeninduktivita¨t MV zweier Spu-
len, Gleichung (6.45) die A¨nderung der Eigeninduktivita¨t LV ν einer Einzelspule
aufgrund der Anwesenheit einer leitenden Probe.
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6.2 Magnetische Feldverteilung unter azimutal-
symmetrischen Bedingungen
Um MV nach Gleichung (6.43) bzw. LV nach (6.45) hinsichtlich der Leitfa¨higkeit
auswerten zu ko¨nnen, ist die Kenntnis der Funktion F 1111 no¨tig. Im Folgenden
soll deshalb die Feldverteilung des induzierten Vektorpotenzials AI0, die nach
Gleichung (4.37) mit den Matrizen
⌈
F l
′m′
lm
⌋
verknu¨pft ist, fu¨r eine vorgegebene
externe Stromverteilung jE0 explizit berechnet werden.
Fu¨r die weiteren U¨berlegungen sollen die folgenden Annahmen Gu¨ltigkeit besit-
zen:
1. Der untersuchte Probenko¨rper ist rotationssymmetrisch.
2. Er ist anna¨hernd spha¨risch (kugelfo¨rmig).
3. Die externe Stromdichteverteilung ist rotationssymmetrisch und hat keine
radial zum Ursprung gerichteten Komponenten:
jE0(r, u, ϕ) = j(r, u)eϕ(ϕ) . (6.46)
Sie ist nur außerhalb von V von Null verschieden.
Das Koordinatensystem ist so gewa¨hlt, dass die z-Achse mit der Symmetrieachse
des Systems u¨bereinstimmt.
Als Folge der angenommenen Rotationssymmetrie und der Coulomb-Eichung be-
sitzt das Vektorpotenzial A keine Komponenten senkrecht zur Probenoberfla¨che.
Nach Gleichung (4.15) verschwindet ∇Φ⊥ auf der Oberfla¨che S(V) und damit im
ganzen Raum. (Dies folgt aus der Eindeutigkeit der Neumann-Randbedingungen
∇Φ ·n|S(   ) = 0 (n Normalenvektor auf S) und limx→∞∇Φ(x) = 0. Es bleibt also
lediglich das Vektorpotenzial zu bestimmen.
Das Differenzialgleichungssystem (4.23), (4.24) vereinfacht sich zu:
4AI0 (x)− iωµ0σVAI0 (x) = iωµ0σVAE0 (x) x ∈ V , (6.47)
4AI0 (x) = 0 x ∈ R3\V . (6.48)
In der dazu a¨quivalenten Integralgleichung (4.26) verschwindet der ∇Φ-Term:
AI0 (x) = AI0v (x) +A
I0
h (x) , (6.49)
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mit
AI0v (x) = −iωµ0σV
∫
 
AE0(x′)G(x− x′) d3x′ (6.50)
und
AI0h (x) = iωµ0σV
∫

3\
 
AI0(x′)G(x− x′) d3x′ . (6.51)
Um diese Integralgleichung zu lo¨sen, wird fu¨r das induzierte Vektorpotenzial AI0
ein Ansatz entsprechend Gleichung (4.36) gewa¨hlt. Diese Reihenentwicklung gilt
exakt nur im Außenbereich der Probe BAP , der entsprechend Definition 4.4 (sie-
he Seite 51) bestimmt ist. Dieser Raumbereich ist nach Abbildung 6.4 durch
die Kugeloberfla¨che S(K2) begrenzt. Zwischen der Oberfla¨che von K2 und der
Oberfla¨che der Probe existiert ein Bereich (in Abb. 6.4 schraffiert gezeichnet),
in dem die Entwicklung (4.36) keine Gu¨ltigkeit besitzt. (Dies folgt unmittelbar
aus (4.17) mit (4.31) und der Tatsache, dass jI(r, u, ϕ) fu¨r r < r2 nicht fu¨r alle
(u, ϕ) mit −1 < u < 1, 0 < ϕ < 2pi verschwindet). Dieser schraffierte Bereich
entspricht nach Definition (4.6) dem a¨ußeren Zwischenbereich BZA.
Es la¨sst sich zeigen, dass AI auf der Oberfla¨che von K2 zweifach stetig differen-
zierbar an BZA anschließt:
lim
x→x′
x′∈S(
 
2)
x′ /∈S(
 
)
∂2
∂r2
AI0 (x)− lim
x→x′
x′∈S(
 
2)
x′ /∈S(
 
)
∂2
∂r2
AI0 (x) = 0 . (6.52)
Eine Ausnahme bilden solche Punkte, die gleichzeitig auch Punkte der Proben-
oberfla¨che sind und in denen lediglich die Bedingungen (4.19) und (4.20) Gu¨ltig-
keit besitzen. Diese Stetigkeitsbedingungen rechtfertigen es, wie in den folgen-
den Berechnungen geschehen, in den schraffierten Bereichen ebenfalls den Ansatz
(4.36) fu¨r AI0 zu verwenden, wobei der radiale Anteil (r/rK)
−(l+1) der Summen-
glieder um einen Wert r = r0 mit r1 < r0 < r2 (siehe Abb. 6.4) entwickelt
wird: (
r
r0
)−(l+1)
=
(
1 +
r − r0
r0
)−(l+1)
(6.53)
≈ 1− (l + 1)
(
r − r0
r0
)
+ (l + 1)(l + 2)
(
r − r0
r0
)2
. (6.54)
Die im Prinzip willku¨rliche Bezugsgro¨ße rK wurde hier ebenfalls gleich r0 gesetzt.
Der Wert von r0, um den die Entwicklung erfolgt, ist im Prinzip willku¨rlich.
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Symmetrieachse
O
r1
r2
z
Probe mit
Rotations-
symmetrie
r0
R(u)q
2
0
1
Abbildung 6.4: Definition der Probenradien: R0(u) beschreibt den Rand der Probe.
Es gilt r1 := min
−1<u<1
R0(u) und r2 := max
−1<u<1
R0(u). Der Radius r0, um den die Ent-
wicklung erfolgt, ist nicht festgelegt. Er sollte zweckma¨ßigerweise zwischen r1 und r2
gewa¨hlt werden. K0, K1 und K2 sind um den Ursprung zentrierte Kugeln mit Radius
r0, r1 und r2.
Fu¨r eine gute Approximation sollte r0 jedoch von der Randfunktion R(u) (siehe
Abb. 6.4) nicht zu weit abweichen. Auf die Wahl des Parameters r0 wird an
spa¨terer Stelle noch eingegangen werden.
Um die Entwicklungskoeffizienten AIlm zu bestimmen, wird die greensche Funk-
tion G nach Kugelfla¨chenfunktionen entwickelt (siehe A.12), in Gleichung (6.49)
eingesetzt, diese Gleichung mit Y m
∗
l multipliziert und u¨ber den vollen Raum-
winkel Ω = 4pi integriert. Alle auftreten Integranden werden um den Radius r0
entwickelt und nach Potenzen von (r − r0)/r0 geordnet. Auf eine genaue Dar-
stellung der Umformungen soll an dieser Stelle verzichtet werden. Eine explizite
Berechnung der ersten Ordnung findet sich in Anhang (A.2).
Man erha¨lt als Ergebnis (siehe A.3):
⌈
F l
′m′
lm (r0)
⌋
=
[
(0)
F
l′m′
lm ((i− 1)qˆ)+
(1)
F
l′m′
lm ((i− 1)qˆ)+
(2)
F
l′m′
lm ((i− 1)qˆ)
]
dIc .
(6.55)
dIc bezeichnet die Einheitsmatrix des R3.
(0)
F ,
(1)
F und
(2)
F stehen fu¨r die
nullte, erste und zweite Ordnung in der Entwicklung.
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Es gilt:
(0)
F
l′m′
lm =
1
2l + 1
Jl+1((i− 1)qˆ)
Jl−1((i− 1)qˆ) δll′ δmm′ , (6.56)
(1)
F
l′m′
lm =
Jl((i− 1)qˆ)
Jl−1((i− 1)qˆ)
Jl′((i− 1)qˆ)
Jl′−1((i− 1)qˆ) αll
′ δmm′ , (6.57)
(2)
F
l′m′
lm =
∞∑
l′′=0
{
((i− 1)qˆ) Jl((i− 1)qˆ)
Jl−1((i− 1)qˆ)
Jl′((i− 1)qˆ)
Jl′−1((i− 1)qˆ)
Jl′′((i− 1)qˆ)
Jl′′−1((i− 1)qˆ) +
((i− 1)qˆ)
2
[
Jl((i− 1)qˆ)
Jl−1((i− 1)qˆ) +
Jl′((i− 1)qˆ)
Jl′−1((i− 1)qˆ)
]
−
(l + l′)
2
Jl((i− 1)qˆ)
Jl−1((i− 1)qˆ)
Jl′((i− 1)qˆ)
Jl′−1((i− 1)qˆ)
}
αll′′αl′′l′ δmm′ . (6.58)
Die Information u¨ber die Gestalt der deformierten Probe ist in den reellen Geo-
metrieparametern
αll′ =
1
2
√
(2l + 1)(2l′ + 1)
l(l + 1) l′(l′ + 1)
1∫
−1
(
R0(u)− r0
r0
)
P 1l (u)P
1
l′ (u)du (6.59)
enthalten.
R ist der raumwinkelabha¨ngige Probenradius. Der tiefgestellte Index
”
0“
kennzeichnet den rotationssymmetrischen Zustand.
Die Darstellung der Matrix
⌈
F l
′m′
lm
⌋
nach Gleichungen (6.55)–(6.58) gilt nur fu¨r
Umrechnungen zwischen den Koeffizienten AIlm und A
E
lm, die fu¨r die Bezugsgro¨ße
r0 definiert sind. Fu¨r eine allgemeine Bezugsgro¨ße rK gilt:
⌈
F l
′m′
lm (rK)
⌋
=
(
r0
rK
)2l+1 ⌈
F l
′m′
lm (r0)
⌋
. (6.60)
Die nullte Na¨herung
(0)
F entspricht der exakten Lo¨sung fu¨r kugelfo¨rmige Proben,
wenn r0 gleich dem Probenradius gewa¨hlt wird.
(1)
F und
(2)
F sind Korrekturen
fu¨r Proben, die von der kugelfo¨rmigen Gestalt abweichen. Die Darstellung von⌈
F l
′m′
lm
⌋
nach (6.55)–(6.58) fu¨r azimutalsymmetrische Bedingungen ist ein Spezial-
fall von (4.37). Die 3× 3-Matrizen sind hier auf skalare Gro¨ßen reduziert.
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Man beachte, dass die Geometrieparameter αll′ den Symmetrierelationen
αll′ = αl′l (6.61)
gehorchen, was sich in direkter Weise auf die Matrizen
⌈
F l
′m′
lm
⌋
u¨bertra¨gt:⌈
F l
′m′
lm
⌋
=
⌈
F lm
′
l′m
⌋
. (6.62)
Eine explizite Abha¨ngigkeit von den Indizes m und m′ existiert nur insoweit, als
beide identisch sein mu¨ssen. Aus dieser Tatsache und aus (6.62) folgt, dass die
Bedingungen (6.26) und (6.29) erfu¨llt sind. Mit den Definitionen
G
(0)
l (qˆ) :=
1
2l + 1
Jl+1((i− 1)qˆ)
Jl−1((i− 1)qˆ) , (6.63)
G
(1)
l (qˆ) :=
[
Jl((i− 1)qˆ)
Jl−1((i− 1)qˆ)
]2
, (6.64)
G
(2)
l,l′ (qˆ) := (i− 1)qˆ
([
Jl((i− 1)qˆ)
Jl−1((i− 1)qˆ)
]2
Jl′((i− 1)qˆ)
Jl′−1((i− 1)qˆ) +
Jl((i− 1)qˆ)
Jl−1((i− 1)qˆ)
)
−
[
Jl((i− 1)qˆ)
Jl−1((i− 1)qˆ)
]2
(6.65)
gilt:
F 1111 ≈ G(0)1 (qˆ) + α11G(1)1 (qˆ) +
∞∑
l′=1
α21l′G
(2)
1l′ (qˆ) . (6.66)
6.3 Kurvenanpassung
Setzt man die Na¨herung (6.66) fu¨r F 1111 ein, so wird Gleichung (6.43) zu:
MV (qˆ) = 2 V¯ µ0
C(1)C(2)
r2K
{
G
(0)
1 (qˆ) + α11G
(1)
1 (qˆ) +
∞∑
l=1
α21lG
(2)
1l (qˆ)
}
(6.67)
bzw. Gleichung (6.45) zu
LV (qˆ) = 2 V¯ µ0
C2
r2K
{
G
(0)
1 (qˆ) + α11G
(1)
1 (qˆ) +
∞∑
l=1
α21lG
(2)
1l (qˆ)
}
. (6.68)
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Die Abha¨ngigkeit von der Frequenz ω und der Leitfa¨higkeit des Probenmaterials
σV ist lediglich im Parameter qˆ enthalten, fu¨r den nach Gleichung (4.30) und
(4.43) gilt:
qˆ = r0
√
ωµ0σV
2
. (6.69)
Fu¨r geringfu¨gig deformierte Proben werden die Funktionen MV bzw. LV relativ
gut durch die nullte Na¨herung beschrieben.
Abbildung 6.5 zeigt den Verlauf von −G(0)1 (qˆ).
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Abbildung 6.5: Verlauf der Funktion G(0)1 in Abha¨ngigkeit von qˆ.
Misst man deshalb MV bzw. LV als Funktion der Frequenz ω, so erha¨lt man
fu¨r verschiedene Materialien qualitativ a¨hnliche Kurven, die sich bei verschie-
dener Probenleitfa¨higkeit σV durch eine Dehnung oder Stauchung der Abszisse
unterscheiden. Der Streckungsfaktor ist nach Gleichung (6.69) lediglich von σV
abha¨ngig. Der Realteil der Funktion G
(0)
1 (qˆ) beschreibt den innerhalb der Probe
induzierten Wirbelstromanteil, der in Phase mit dem felderzeugenden Spulen-
strom liegt, wa¨hrend der Imagina¨rteil die 90◦ außer Phase liegenden Proben-
stro¨me widerspiegelt. Wa¨hrend bei niedrigen qˆ-Werten keine Wirbelstro¨me in-
duziert werden, nehmen die in Phase liegenden Wirbelstro¨me (Re(G
(0)
1 (qˆ))) mit
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ansteigenden qˆ-Werten monoton zu: −Re(G(0)1 (qˆ)) na¨hert sich dem asymptoti-
schen Grenzwert 1/3. Die 90◦ außer Phase liegenden Stromanteile (Im(G
(0)
1 (qˆ)))
nehmen dagegen, nachdem sie bei mittleren qˆ-Werten ein Maximum durchlaufen
haben, fu¨r große qˆ-Werte wieder ab; das Maximum der Funktion −Im(G(0)1 (qˆ))
liegt bei
qˆm0 := 2.409 . (6.70)
Die Funktionen der ersten und zweiten Ordnung G
(1)
1 (qˆ) und G
(2)
1l (qˆ) zeigen im
Prinzip dasselbe Verhalten wie die Funktion G
(0)
1 (qˆ)
(siehe Abbildungen 6.6 und 6.7).
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-G 
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(q) ^
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Abbildung 6.6: Verlauf der Funktion G(1)1 in Abha¨ngigkeit von qˆ.
Der Hauptunterschied besteht in einer von (6.70) abweichenden Lage des Maxi-
mum qˆm, sowie einer unterschiedlichen Asymptotik fu¨r qˆ →∞. Es gilt:
lim
qˆ→∞
Re(G
(1)
1 (qˆ)) = −1 , (6.71)
lim
qˆ→∞
Re(G
(2)
1l (qˆ)) = −l . (6.72)
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Abbildung 6.7: Verlauf der Funktionen G(2)1l in Abha¨ngigkeit von qˆ fu¨r l = 1, . . . , 5.
Real- und Imagina¨rteil sind getrennt dargestellt.
Tabelle 6.3 entha¨lt die Lage der Maxima qˆm sowie das Verha¨ltnis
Im(G(qˆm))/ lim
qˆ→∞
Re(G(qˆ)) fu¨r die Funktionen G
(0)
1 (qˆ), G
(1)
1 (qˆ), G
(2)
11 (qˆ), . . . ,
G
(2)
15 (qˆ). Wie in Kapitel (6.4) noch na¨her beschrieben, wird die Leitfa¨higkeit σV
des Probenmaterials ermittelt, indem MV bzw. LV fu¨r verschiedene Frequenzen
gemessen werden und an die erhaltenen Messdaten der theoretische Ansatz (6.67)
bzw. (6.68) bezu¨glich der Probenformparameter α1l und der Probenleitfa¨higkeit
qˆm Im(G(qˆm))/ lim
qˆ→∞
Re(G(qˆ))
G
(0)
1 2, 409 0, 3551
G
(1)
1 1, 865 0, 4067
G
(2)
11 1, 440 0, 5354
G
(2)
12 1, 865 0, 4067
G
(2)
13 2, 349 0, 3617
G
(2)
14 2, 971 0, 3407
G
(2)
15 3, 602 0, 3299
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σV angepasst wird. Dabei hat es sich als zweckma¨ßig erwiesen, den Bereich der
gemessenen qˆ-Werte so zu wa¨hlen, dass der Wert qˆm0 innerhalb des Messintervalls
enthalten ist, da gerade die Lage des Maximums relevante Information hinsicht-
lich der Leitfa¨higkeit des Probenmaterials entha¨lt. Schließt man den Bereich des
Maximums von der Messwerterfassung aus und misst ausschließlich bei niedrigen
oder hohen qˆ-Werten, so ergibt sich eine erho¨hte Streuung der gefitteten Daten,
da eine Verschiebung des Maximums aufgrund unterschiedlicher Leitfa¨higkeiten
in den Außenbereichen durch einen vera¨nderten Skalierungsfaktor der Ordinate
kompensiert werden kann. Als grobe Richtschnur fu¨r die Wahl des Frequenzbe-
reichs kann deshalb die Bedingung
0 < qˆ < 2qˆm0 (6.73)
angesehen werden.
An diesem Punkt stellt sich die Frage, inwieweit sich durch Beru¨cksichtigung der
Entwicklungsterme erster und zweiter Ordnung im Fitansatz eine Verbesserung
in der Genauigkeit der ermittelten Leitfa¨higkeitswerte erzielen la¨sst. U¨ber die
Funktionen G
(1)
1 und G
(2)
1l werden zusa¨tzliche Freiheitsgrade eingefu¨hrt, u¨ber die
sich systematische Fehler, die aus Abweichungen der Probenform von der Ku-
gelgestalt resultieren, korrigieren lassen. Ein Nachteil einer ho¨heren Anzahl von
Fitparametern kann allerdings darin bestehen, dass die Korrektur der systemati-
schen Fehler durch eine signifikant zunehmende Streuung in den Leitfa¨higkeits-
werten erkauft wird. Die Einfu¨hrung zusa¨tzlicher Entwicklungsterme wird des-
halb nur dann sinnvoll sein, wenn die zusa¨tzlichen Freiheitsgrade tatsa¨chlich von
dem durch die Leitfa¨higkeit repra¨sentierten Freiheitsgrad unabha¨ngig sind, d. h.
eine A¨nderung in der Probenform nicht durch eine entsprechende A¨nderung in
der Leitfa¨higkeit kompensiert werden kann.
Um diese Frage zu untersuchen, wurden durch Neuskalierung der Ordinate und
der Abszisse die Funktionen G
(2)
1l definiert, die sich durch
G
(2)
1l (qˆ) :=
Im(G
(2)
1l (qˆm2l))
l Im(G
(0)
1l (qˆm0))
G
(2)
1l
(
qˆm2l
qˆm0
qˆ
)
(6.74)
aus den entsprechenden Funktionen G
(2)
1l der zweiten Ordnung ableiten
4. qˆm2l
kennzeichnet das Maximum der zugeho¨rigen Funktion G
(2)
1l . Die Funktionen G
(2)
1l
4Fu¨r die Funktion G
(1)
1 ist eine entsprechende Definition nicht erforderlich, da diese bis auf
einen Maßstabsfaktor der Ordinate mit der Funktion G
(2)
12 identisch ist.
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Abbildung 6.8: Verlauf der Funktionen G(2)1l in Abha¨ngigkeit von qˆ fu¨r l = 1, · · · , 5.
Real- und Imagina¨rteil sind getrennt dargestellt. Zum Vergleich ist die Funktion G
(0)
1 (qˆ)
ebenfalls eingezeichnet.
sind so definiert, dass das Maximum ihres Imagina¨rteiles mit dem entsprechenden
Maximum der Funktion G
(0)
1 sowohl in Abszisse als auch Ordinate u¨bereinstimmt.
Abbildung 6.8 zeigt den Verlauf der Funktionen G
(2)
1l . Hier wird deutlich, dass
insbesondere G
(2)
13 (qˆ) fast identisch mit G
(0)
1 (qˆ) verla¨uft, und zwar gilt dies sowohl
fu¨r den Realteil, als auch fu¨r den Imagina¨rteil. Da die zugeho¨rige Funktion G
(2)
13
bei einer Kurvenanpassung sowohl in Richtung der Ordinate u¨ber den Parameter
α13, als auch in Richtung der Abszisse u¨ber die Leitfa¨higkeit σV umskaliert wer-
den kann, heißt dies jedoch nichts anderes, als dass G
(0)
1 in dem sich ergebenden
Fit durch G
(2)
13 ersetzt werden kann, was eine entsprechend verfa¨lschte resultieren-
de Leitfa¨higkeit zur Folge ha¨tte. Es ergibt folglich wenig Sinn, die Funktion G
(2)
13
in den Fitansatz aufzunehmen, da der entsprechende zusa¨tzliche Freiheitsgrad
nicht wirklich unabha¨ngig ist.
Auch die Beru¨cksichtigung der Funktionen G
(2)
1l mit l ≥ 4, die sich ebenfalls nur
wenig von G
(0)
1 unterscheiden, haben eine deutliche Verschlechterung in der Re-
produzierbarkeit der erhaltenen Leitfa¨higkeitsdaten zur Folge. Fu¨r praktische
Belange ist es deshalb sinnvoll, in zweiter Ordnung lediglich Terme mit l ≤ 2 zu
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verwenden, wobei der Term mit l = 2 aufgrund der Identita¨t der Funktionen G
(2)
12
und G
(1)
1 schon u¨ber die erste Ordnung beru¨cksichtigt ist.
Bei Kenntnis der ungefa¨hren Probenform ist es allerdings mo¨glich, die Parameter
α1l zu berechnen, sodass die entsprechenden Funktionen G
(2)
1l mit festen Vorfak-
toren in den Fitansatz aufgenommen werden ko¨nnen. Auf diese Weise ist eine
Vorabkorrektur formbedingter systematischer Fehler erreichbar, wobei allerdings
geringfu¨gige A¨nderungen der Oberfla¨chenspannung aufgrund von Temperatur-
schwankungen und damit einhergehende Formvera¨nderungen sich weiterhin in
Abweichungen der Leitfa¨higkeit niederschlagen und auch nachtra¨glich von rea-
len Leitfa¨higkeitsa¨nderungen nicht zu trennen sind. (Dies betrifft insbesondere
Formvera¨nderungen die zu einer A¨nderung des Parameters α13 fu¨hren.)
In diesem Zusammenhang ist auch die Frage, wie man den Radius r0 festzulegen
hat, von Bedeutung, dessen Wahl, wie schon erwa¨hnt, keinen grundsa¨tzlichen
Einschra¨nkungen unterliegt. Setzt man r0 = rV mit
rV :=
{
1
2
∫ 1
−1
R0(u)
3du
}1/3
(6.75)
(dies ist gerade der Radius einer Kugel mit demselben Volumen wie die Probe),
so entspricht die nullte Ordnung der Entwicklung der exakten Lo¨sung fu¨r das
Magnetfeld im Falle einer kugelfo¨rmigen Probe, wa¨hrend die ho¨heren Ordnungen
sich als Korrekturen des Feldes bei Deformation der Probe ansehen lassen. Diese
Wahl ist insbesondere dann sinnvoll, wenn der Radius r0 nicht als Fitparameter
in die Ansatzfunktion eingeht, sondern von vornherein festgelegt wird, da sich
r0 aus dem Gewicht der Probe und deren Dichte (am Schmelzpunkt) bestimmen
la¨sst. Es sind im Prinzip jedoch auch andere Werte fu¨r r0 mo¨glich; z. B. la¨sst
sich durch die Festlegung r0 = r
α
11 mit
rα11 :=
3
4
∫ 1
−1
R0(u)
[
P 11 (u)
]2
du (6.76)
der Parameter α11 zum Verschwinden bringen. Es ist deshalb durchaus denkbar,
auf die α11-abha¨ngigen Terme im Fitansatz zu verzichten und r0 als Fitparameter
zu verwenden. In diesem Fall ist zu erwarten, dass sich r0 ungefa¨hr auf den Wert
rα11 einstellt. Dies sollte zu a¨hnlich guten Ergebnissen fu¨hren, wie die Verwendung
von α11 als Fitparameter bei Festlegung von r0 = rV .
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Um die Gesamtzahl der verwendeten Fitparameter mo¨glichst gering zu halten,
bieten sich die nachstehend aufgefu¨hrten Vorgehensweisen an:
1. Fitparameter ist nur die Leitfa¨higkeit, die Terme der ersten und zweiten
Ordnung werden nicht beru¨cksichtigt, der Radius ist vorgegeben.
2. Fitparameter ist neben der Leitfa¨higkeit der Probenradius r0. Die Terme
der ersten und zweiten Ordnung werden nicht beru¨cksichtigt.
3. Fitparameter sind neben der Leitfa¨higkeit die α11-abha¨ngigen Terme der er-
sten und (gegebenenfalls) zweiten Ordnung. Alle ho¨heren Terme der zwei-
ten Ordnung werden nicht beru¨cksichtigt.
4. Fitparameter sind neben der Leitfa¨higkeit der Probenradius r0 bzw. die
α11-abha¨ngigen Terme der ersten und (gegebenenfalls) zweiten Ordnung.
Die ho¨heren Terme der zweiten Ordnung werden bis zu einem Grenzwert l0
vorgegeben.
Das Verfahren (4) wird dann zur Anwendung kommen, wenn eine Information
bezu¨glich der Probenform vorliegt. Ist dies nicht der Fall, wird man auf die
Verfahren (2) und (3) zuru¨ckgreifen. Die Anzahl der verwendeten Fitparameter
ha¨ngt letztendlich von der Anzahl und der Streuung der Messpunkte ab: Je ge-
ringer die Punktanzahl bzw. je sta¨rker die Streuung, desto weniger Fitparameter
sollten verwendet werden.
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6.4 Prinzipieller Messablauf und Auswertungs-
verfahren
Grundsa¨tzlich lassen sich zwei verschiedene Messverfahren unterscheiden:
1. Messung der A¨nderung der Eigeninduktion LV an einer Einzelspule
2. Messung der A¨nderung der wechselseitigen Induktion MV an einem Trans-
formator (hier realisiert)
Betrachtet man den ersten Fall, so ergibt sich nach Gleichung (6.14) mit (6.17)
und (I02 = 0):
U0 = [ R + iωLB + iωLV ] I
0 . (6.77)
(Der Index
”
1“ an U01 und I
0
1 wurde, da er hier ohne Bedeutung ist, weggelassen.)
Dem Term iωLV I
0 ist der betragsma¨ßig wesentlich gro¨ßere Anteil (R + iωLB)I
0
u¨berlagert. Um die Gro¨ße LV zu ermitteln, misst man den Strom I
0 und die
Spannung U0 sowohl mit Probe als auch ohne Probe. Es ergibt sich dann aus
(6.77):
LV =
1
iω
([
U0
I0
]
mit Probe
−
[
U0
I0
]
ohne Probe
)
. (6.78)
Die kleine Gro¨ße LV berechnet sich folglich als Differenz zweier betragsma¨ßig
wesentlich gro¨ßerer Messgro¨ßen; die relative Genauigkeit, mit der LV bestimmt
wird, liegt deshalb deutlich unter der relativen Genauigkeit, die bei der Messung
des Verha¨ltnisses U0/I0 erreicht werden kann.
Dieser Nachteil kann vermieden werden, wenn man die Gegeninduktivita¨tsa¨nde-
rung MV als Messgro¨ße heranzieht. Unter der Annahme einer stromlosen Span-
nungsmessung (I02 = 0) folgt aus (6.15) mit (6.20):
U02 = [iωMB + iωMV ] I
0
1 . (6.79)
Dem Term iωMV I
0
1 ist der (betragsma¨ßig ebenfalls wesentlich gro¨ßere) Anteil
iωMBI
0
1 u¨berlagert. Dieser la¨sst sich jedoch durch eine zusa¨tzliche versuchstech-
nische Maßnahme (Kompensationstransformator) ausschalten (siehe Abb. 6.9):
Zu der Messspannung U 02 wird eine zusa¨tzlich erzeugte, in der Phase um 180
◦
verschobene Spannung
U0T2 = −iωMB I01 (6.80)
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Abbildung 6.9: Kompensation der wechselseitigen Induktion MB . In Reihe mit
dem Messtransformator ist ein Kompensationstransformator (TK) geschaltet, der eine
identische Kopie des Messtransformators darstellt, in dem jedoch keine Probe enthalten
ist. Infolge des Prima¨rstromes I01 werden sekunda¨rseitig die Spannung U
0
2 am Mess-
transformator und U 0T2 am Kompensationstransformator induziert. Messgro¨ßen sind
die Summationsspannung U 0G2 und die Prima¨rspannung U
0
T1 des Transformators TK .
addiert, die den Anteil iωMBI
0
1 gerade kompensiert :
U0G2 := U
0
2 + U
0
T2 = iωMV I
0
1 . (6.81)
Die gesuchte Gro¨ße MV ergibt sich damit aus:
MV =
1
iω
[
U0G2
I01
]
Mit Probe
, (6.82)
wobei sich die in der Messung des Verha¨ltnisses U0G2/I
0
1 erreichte relative Genau-
igkeit in direkter Weise auf MV u¨bertra¨gt. Statt des Stromes I
0
1 ist es gu¨nstiger,
die Prima¨rspannung
U0T1 = −iωLT1I01 (6.83)
des Kompensationstransformators zu messen, die zu I01 proportional ist. (siehe
Abb. 6.9). Der Vorteil besteht darin, dass U 0T1 dieselbe Frequenzabha¨ngigkeit
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aufweist wie U0G2. Bei Messungen u¨ber einen weiten Frequenzbereich ko¨nnen
deshalb beide Signale in derselben Gro¨ßenordnung gehalten werden. Es gilt:
MV (ω) = −LT1 U
0
G2(ω)
U0T1(ω)
. (6.84)
LT1 ist die Induktivita¨t der Prima¨rspule des Transformators TK .
Bevor die Spannungen U 0G2 und U
0
T1 von einer Messkarte digitalisiert werden,
mu¨ssen diese erst versta¨rkt und elektronisch gefiltert werden. Fu¨r die letztendlich
in digitaler Form vorliegenden Signale U 02 |Dig und U01 |Dig gilt:
U02 |Dig(ω) = p2(ω) U0G2(ω) ,
U01 |Dig(ω) = p1(ω) U0T1(ω) . (6.85)
p1(ω) und p2(ω) sind komplexe U¨bertragungsfunktionen, die den frequenzabha¨n-
gigen Einfluss der dazwischen liegenden elektronischen Schaltungen wiedergeben.
Das als Digitalwert vorliegende (komplexe) Spannungsverha¨ltnis υ¯ berechnet sich
folglich aus der Induktivita¨tsa¨nderung MV zu:
υ¯(ω) :=
U02 |Dig(ω)
U01 |Dig(ω)
=
p2(ω)
p1(ω)
U0G2(ω)
U0T1(ω)
=
1
LT1
P¯(ω)MV (ω) , (6.86)
mit
P¯(ω) := −p2(ω)
p1(ω)
. (6.87)
P¯(ω) ist im Allgemeinen zeitlich nicht konstant, sondern unterliegt einer ge-
ringfu¨gigen zeitlichen Drift. Durch zusa¨tzliche Referenzmessungen kann jedoch
erreicht werden, dass sich diese Drift auf die Genauigkeit der gemessenen Daten
nicht auswirkt (siehe Kap. 6.4.5). Im Folgenden soll deshalb die Zeitabha¨ngigkeit
von P¯(ω) vorerst außer Acht gelassen werden.
Da die Kompensation des probenunabha¨ngigen Anteils MB durch den Transfor-
mator TK nach Gleichung (6.80) nicht vollsta¨ndig mo¨glich ist
5, wird Gleichung
(6.86) durch einen weiteren Term zu erga¨nzen sein:
υ¯(ω) :=
1
LT1
P¯(ω) [MV (σ, ω) +MR(ω, t)] . (6.88)
5Die Ursache dafu¨r liegt in nicht zu vermeidenden ohmschen Verlusten und Wicklungskapa-
zita¨ten.
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Die verbleibende
”
Restinduktivita¨t“ MR la¨sst sich in einen zeitunabha¨ngigen An-
teil M
(0)
R und einen zeitabha¨ngigen Anteil M
(1)
R aufteilen:
MR(ω, t) = M
(0)
R (ω) +M
(1)
R (ω, t) . (6.89)
Die Ursache fu¨r den zeitabha¨ngigen Anteil M
(1)
R (ω, t) liegt in thermischen Aus-
dehnungen aufgrund der Spulenerwa¨rmung. Er wird im Allgemeinen jedoch we-
sentlich kleiner sein als der zeitlich konstante Anteil. Es gelte der Ansatz:
M
(1)
R (ω, t) =
nR−1∑
j=0
c¯j(t)
(
i
ω
ωK
)j
. (6.90)
nR ist die Anzahl der auf diese Weise zu beru¨cksichtigenden Terme. Die
Zeitabha¨ngigkeit ist in den Koeffizienten c¯j enthalten. ωK ist eine kon-
stante Bezugsgro¨ße.
Die Induktivita¨tsa¨nderung MV la¨sst sich nach Gleichung (6.67) als Summe von
qˆ-abha¨ngigen Funktionen f˜j mit qˆ-unabha¨ngigen Vorfaktoren c˜j schreiben:
MV = −MK
nV∑
j=1
c˜j f˜j(qˆ) , (6.91)
mit
MK :=
8
3
pirKµ0 C
(1)C(2) , (6.92)
c˜1 c˜2 c˜3 c˜4 c˜5 · · ·(
r0
rK
)3 (
r0
rK
)3
α11
(
r0
rK
)3
α211
(
r0
rK
)3
α212
(
r0
rK
)3
α213 · · ·
f˜1(qˆ) f˜2(qˆ) f˜3(qˆ) f˜4(qˆ) f˜5(qˆ) · · ·
G
(0)
1 (qˆ) G
(1)
1 (qˆ) G
(2)
11 (qˆ) G
(2)
12 (qˆ) G
(2)
13 (qˆ) · · ·
. (6.93)
nV ist die Anzahl der beru¨cksichtigten Entwicklungsglieder. Hier kann
auch eine eingeschra¨nkte Auswahl getroffen werden (siehe Aufza¨hlung auf
Seite 108).
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Weiterhin gilt mit der Definition
c0 := r0
(µ0σV
2
)1/2
ωK
1/2 (6.94)
fu¨r qˆ:
qˆ = c0
(
ω
ωK
)1/2
. (6.95)
Aus (6.88) wird folglich mit (6.89)–(6.95):
υ¯(ω) = P(ω)
{
nG∑
i=1
ci fˆi(c0,
ω
ωK
)− M
(0)
R (ω)
MK
}
. (6.96)
wobei die folgenden Definitionen gelten:
ci :=
{
c˜i : 1 ≤ i ≤ nV
−c¯i−nV −1/MK : nV + 1 ≤ i ≤ nG
, (6.97)
fˆi :=

 f˜i : 1 ≤ i ≤ nV(i ω
ωK
)i−nV −1
: nV + 1 ≤ i ≤ nG
, (6.98)
(nG := nV + nR ist die Gesamtzahl an Termen)
P(ω) := −MK
LT1
P¯(ω) . (6.99)
Bisher wurde nicht weiter darauf eingegangen, wie die komplexen Spannungs-
verha¨ltnisse υ¯(ω) aus den zugeho¨rigen Wechselspannungen ermittelt werden. Dies
soll im Folgenden nachgeholt werden.
6.4.1 Prima¨rdaten-Bearbeitung
Die von der Messkarte eingelesenen Prima¨rdaten bestehen aus den in a¨quidis-
tanten Zeitpunkten tj simultan eingelesenen Spannungswerten U
0
2 |Dig(tj) bzw.
U01 |Dig(tj). Diese liegen lediglich fu¨r eine Dauer von jeweils 1 ms in kontinuier-
licher Abfolge vor, da eine Datenaufnahme nur wa¨hrend der Pausen des Levita-
tionszyklusses durchgefu¨hrt werden kann (siehe auch Kapitel 5.5).
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An der Messpunktfolge mit dem geringeren Rauschanteil (im Allgemeinen U 01 |Dig)
werden nacheinander die folgenden Bearbeitungsschritte durchgefu¨hrt:
• Der Mittelwert wird bestimmt und dieser von allen Messpunkten abgezogen,
um einen eventuell vorhandenen DC-Spannungsanteil herauszufiltern.
• Die Anzahl der innerhalb des Datenblocks vollsta¨ndig vorhandenen Peri-
oden (beginnend mit einer Nullstelle) wird bestimmt. Die angebrochenen
Perioden an den a¨ußeren Enden des Datenblocks werden abgeschnitten,
sodass sich ein Datenblock aus vollsta¨ndigen Perioden ergibt.
Der zweite Datensatz (im Allgemeinen U 02 |Dig) wird auf dasselbe Punktintervall
zugeschnitten. Aus diesen reduzierten Datensa¨tzen wird υ¯ nach
υ¯ =
n∑
j=0
U02 |Dig(tj) [cos (2pijp/n)− i sin (2pijp/n)]
n∑
j=0
U01 |Dig(tj) [cos (2pijp/n)− i sin (2pijp/n)]
(6.100)
berechnet. n + 1 ist die Gesamtzahl der Punkte der reduzierten Datensa¨tze,
p die Anzahl Perioden.
Da hier zur Auswertung ein Satz aus vollsta¨ndigen Perioden verwendet wird, wer-
den Abschneidefehler, wie sie bei einer Fourier-Transformation an einem zufa¨llig
ausgewa¨hlten Datenintervall begrenzter La¨nge auftreten, vermieden. Es ko¨nnen
deshalb noch relativ niedrige Frequenzen in der Gro¨ßenordnung 10 kHz (was einer
Anzahl von 10 Perioden entspricht) mit hoher Genauigkeit ausgewertet werden.
Bisher wurden Auswirkungen von Oberfla¨chenoszillationen6 der Probe nicht wei-
ter betrachtet. Ihr Einfluss auf die Messergebnisse kann jedoch im Allgemeinen
nicht vernachla¨ssigt werden. Es kann davon ausgegangen werden, dass wa¨hrend
der Zeit, in der ein Block eingelesen wird (ca. 1 ms), nur geringe A¨nderungen der
Probengestalt7 auftreten, sodass jeder Messwert
υ¯j = υ¯(R(u, ϕ, tj))
6Translative Oszillationen der Probe wirken sich aufgrund der Homogenita¨t der Messfelder
nicht aus.
7Die Eigenfrequenz der Fundamentalmoden von Oberfla¨chenoszillationen ist kleiner als
50 Hz (entsprechend einer Periode von mehr als 20 ms).
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die momentane Probenform wiedergibt. Diese wird normalerweise nicht die von
der Messtheorie vorausgesetzte Rotationssymmetrie aufweisen. Die Probenform
R la¨sst sich beschreiben durch:
R(u, ϕ, t) = R0(u) + ∆R(u, ϕ, t) , (6.101)
mit der zeitunabha¨ngigen mittleren Radialfunktion
R0(u) := rp
(
1 +
∞∑
l=1
τlPl(u)
)
(6.102)
und der zeitabha¨ngigen A¨nderung
∆R(u, ϕ, t) :=
∞∑
l=1
l∑
m=−l
τlm(t)Y
m
l (u, ϕ) . (6.103)
Pl(u) sind gewo¨hnliche Legendre-Polynome (Ordnung l), rp, τl bzw. τlm
sind Entwicklungsparameter.
Es la¨sst sich zeigen, dass Probendeformationen, die die Azimutalsymmetrie bre-
chen, (Entwicklungsterme mit m 6= 0 in 6.103) in erster Ordnung Sto¨rungstheorie
keinen Einfluss auf die gemessenen Werte von MV (bzw. υ¯) besitzen. Aus Sym-
metriegru¨nden gilt dies in homogenen Messfeldern auch fu¨r alle (m = 0)-Ent-
wicklungsterme mit ungeradzahligem l. Es verbleiben lediglich die (m = 0)-
Oszillationen mit geradem l, fu¨r die sich zeigen la¨sst, dass der Mittelwert
< ∆υ¯ >= lim
T→∞
1
T
∫
T
[υ¯(R0)− υ¯(R0 +∆R)]dt (6.104)
in erster Ordnung verschwindet (siehe hierzu auch S. 168). Es ist deshalb sinn-
voll, mehrere Datenblo¨cke aufzunehmen, diese nach dem beschriebenen Verfahren
auszuwerten, und das Mittel aus den Ergebnissen zu bilden. Fu¨r schwache Ober-
fla¨chenoszillationen gilt deshalb in erster Na¨herung:
〈 υ¯ 〉 = 1
nD
nD∑
j=1
υ¯j = υ¯(R0(u)) . (6.105)
nD bezeichnet die Anzahl der Datenblo¨cke, u¨ber die gemittelt wird.
116 THEORIE DES MESSVERFAHRENS
Oszillationen du¨rfen nur so gering sein, dass Effekte zweiter Ordnung vernach-
la¨ssigt werden ko¨nnen. Dies gilt allerdings nicht fu¨r die statische Deformation der
Probe (beschrieben durch R0), fu¨r die eine theoretische Beschreibung in zweiter
Ordnung nach Gleichung (6.58) mo¨glich ist.
Alle folgenden Messungen sind in diesem Sinne als Mittelwerte zu sehen. Es gilt
die Nomenklatur:
υ¯OE: Messung von 〈 υ¯ 〉, ohne dass sich eine leitende Probe innerhalb der Mess-
spulenanordnung befindet (Levitationsanlage abgeschaltet),
υ¯ME: Messung von 〈 υ¯ 〉 mit einer festen kugelfo¨rmigen Probe (bekannter Radius
r0E und bekannte Leitfa¨higkeit σV E) innerhalb der Messspulenanordnung
(Levitationsanlage abgeschaltet),
υ¯O: Messung von 〈 υ¯ 〉, ohne dass sich eine leitende Probe innerhalb der Mess-
spulenanordnung befindet (Levitationsanlage in Betrieb),
υ¯M: Messung von 〈 υ¯ 〉 mit der flu¨ssigen, levitierten Probe unbekannter Leit-
fa¨higkeit (mit σV bezeichnet) innerhalb der Messspulenanordnung (Levita-
tionsanlage in Betrieb).
6.4.2 Eichung
Die Eichung dient zur Bestimmung der U¨bertragungsfunktion P. Hierzu werden
die folgenden Schritte ausgefu¨hrt:
1. Messung von υ¯OE(ωj) fu¨r alle Frequenzen ωj ∈ Ω,
2. Messung von υ¯ME(ωj) fu¨r alle Frequenzen ωj ∈ Ω.
Ω ist die Menge der Frequenzen, die auch innerhalb der eigentlichen Versuchsmes-
sungen verwendet werden. Im Allgemeinen wird es sich dabei um innerhalb eines
Intervalls a¨quidistant verteilte Werte handeln. nω sei die Anzahl der verwende-
ten Frequenzen. Da wa¨hrend der Eichung der Generator abgeschaltet ist und
keine thermischen Belastungen auftreten, verschwindet in Gleichung (6.88) der
6.4 MESSABLAUF UND AUSWERTUNGSVERFAHREN 117
zeitabha¨ngige Anteil der Restinduktion M
(1)
R (Koeffizienten cnV +1 = · · · = cn = 0
in 6.96). Da außerdem die Probe kugelfo¨rmig ist, verschwinden alle Koeffizienten
c2, . . . , cnV . Es verbleibt nur der Koeffizient c1. Man erha¨lt fu¨r υ¯ME:
υ¯ME(ωj) = P(ωj)
{
c1 fˆ1(c0,
ωj
ωK
)− M
(0)
R (ωj)
MK
}
. (6.106)
Bei der Messung von υ¯OE verbleibt nur die Restinduktivita¨t:
υ¯OE(ωj) = −P(ωj)M
(0)
R (ωj)
MK
. (6.107)
Durch Differenzbildung der beiden Messungen erha¨lt man:
υ¯ME(ωj)− υ¯OE(ωj) = P(ωj) c1 fˆ1(c0, ωj
ωK
) . (6.108)
Der zeitunabha¨ngige Anteil der Restinduktion verschwindet folglich.
Da Radius r0E und Leitfa¨higkeit σV E der Probe bekannt sind, lassen sich c0 nach
(6.94) und c1 nach (6.93) berechnen. Es folgt:
P(ωj) =
(
c1(r0E) fˆ1(c0(r0E, σV E),
ωj
ωK
)
)−1
(υ¯ME(ωj)− υ¯OE(ωj)) . (6.109)
Die U¨bertragungsfunktion P ist damit fu¨r alle in der Messung auftretenden Fre-
quenzen ωj ∈ Ω bekannt.
6.4.3 Messung
Die Messung besteht aus zwei Schritten:
1. Messung von υ¯O(ωj) fu¨r alle Frequenzen ωj ∈ Ω,
2. Messung von υ¯M(ωj) fu¨r alle Frequenzen ωj ∈ Ω.
Punkt (2) wird im Allgemeinen fu¨r unterschiedliche Probentemperaturen wie-
derholt werden; jeder Temperatur entspricht eine Messsequenz. Punkt (1) wird
lediglich zu Beginn einmal durchgefu¨hrt. Es gelte die Definition
∆υ¯(ωj) :=
1
P(ωj)
(υ¯M(ωj)− υ¯O(ωj)) . (6.110)
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∆υ¯(ωj) ist nach Durchfu¨hrung der Eichung und der Messung fu¨r jede Frequenz
ωj ∈ Ω bekannt. Nach Gleichung (6.96) gilt:
∆υ¯(ωj) =
nG∑
i=1
ci fˆi(c0,
ωj
ωK
) . (6.111)
Man beachte, dass auch hier aufgrund der Differenzbildung der zeitunabha¨ngige
Anteil der Restinduktion M
(0)
R (ωj)/MK nicht mehr auftritt.
Die Messung von υ¯O (ohne Probe, bei eingeschaltetem Generator) mag auf den er-
sten Blick u¨berflu¨ssig erscheinen, da wa¨hrend der Eichung die Messwerte υ¯OE (oh-
ne Probe, bei ausgeschaltetem Generator) gemessen wurden. Die Restinduktion
a¨ndert sich jedoch bei eingeschaltetem Generator aufgrund von Ku¨hlwasserbewe-
gung und von Deformationen der Zuleitungen (hohe Magnetfeldkra¨fte), sodass
sich M
(0)
R in Gleichung (6.111) nur weghebt, wenn die Leer-Messung (ohne Pro-
be) unter denselben Bedingungen (Generator eingeschaltet) durchgefu¨hrt wird
wie die Messung an der levitierten Probe.
6.4.4 Auswertung nach der Leitfa¨higkeit
Zur Auswertung der Daten hinsichtlich der Probenleitfa¨higkeit σV , die nach (6.94)
in dem Parameter c0 enthalten ist, wird eine Anpassung der Messwerte (linke Seite
von Gl. 6.111) an den theoretischen Verlauf (rechte Seite von 6.111) hinsichtlich
der Parameter ci (i = 0, . . . , nG) durchgefu¨hrt. Fu¨r die zeitabha¨ngigen Parameter
ci(t), i = nV +1, . . . , nG wird angenommen, dass sie sich wa¨hrend des Zeitraumes
von der La¨nge einer Messsequenz nicht wesentlich a¨ndern. Nur in diesem Fall ist
der in (6.90) gewa¨hlte Ansatz sinnvoll.
Zur Durchfu¨hrung der Kurvenanpassung wird die Fehlerquadratsumme
ΣFQS =
nω∑
j=1
∣∣∣∣∣
nG∑
i=1
ci fˆi(c0,
ωj
ωK
)−∆υ(ωj)
∣∣∣∣∣
2
(6.112)
nach den (reellen) Parametern ci abgeleitet.
Fu¨r k = 1, . . . , nG gilt:
∂ΣFQS
∂ck
= 2
nω∑
j=1
Re
{
fˆk(c0,
ωj
ωK
)
[
nG∑
i=1
cifˆi(c0,
ωj
ωK
)−∆υ¯(ωj)
]∗}
. (6.113)
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Fu¨r k = 0 gilt:
∂ΣFQS
∂c0
= 2
nω∑
j=1
Re
{[
nG∑
i=1
ci
∂
∂c0
fˆi(c0,
ωj
ωK
)
]
×
[
nG∑
i=1
cifˆi(c0,
ωj
ωK
)−∆υ¯(ωj)
]∗}
. (6.114)
Diese partiellen Ableitungen mu¨ssen im Falle eines lokalen Extremums verschwin-
den, also auch fu¨r den Satz Parameter, fu¨r den die Fehlerquadratsumme ihr Mi-
nimum annimmt. Aus (6.113) folgt:
nG∑
i=1
Akici = bk , (6.115)
mit
Aki(c0) :=
nω∑
j=1
Re
{
fˆk(c0,
ωj
ωK
)fˆ ∗i (c0,
ωj
ωK
)
}
(6.116)
und
bk(c0) :=
nω∑
j=1
Re
{
fˆk(c0,
ωj
ωK
)∆υ¯∗(ωj)
}
. (6.117)
Die Lo¨sung des Gleichungssystems (6.115) c1, . . . , cnG ist eine Funktion des Pa-
rameters c0. Mit der Definition
g(c0) :=
nω∑
j=1
Re
{[
nG∑
i=1
ci(c0)
∂fˆi(c0,
ωj
ωK
)
∂c0
∣∣∣∣
ci=c0
]
×
[
nG∑
i=1
ci(c0)fˆi(c0,
ωj
ωK
)−∆υ¯(ωj)
]∗}
(6.118)
lassen sich nach (6.114) alle lokalen Extrema der Fehlerquadratsumme als Null-
stellen der Funktion g(c0) beschreiben. Um das absolute Minimum zu bestimmen,
ist ein Intervall von Leitfa¨higkeiten
[σ(0), σ(1)] (6.119)
festzulegen, innerhalb dessen die Probenleitfa¨higkeit erwartet wird. Aus diesem
la¨sst sich mit einem Scha¨tzwert des Probenradius nach Gleichung (6.94) der zu-
geho¨rige Bereich [c
(0)
0 , c
(1)
0 ] des Parameters c0 berechnen. Dieser wird systematisch
nach allen Nullstellen cex0i der Funktion g durchsucht. Aus den zugeho¨rigen Funk-
tionswerten der Fehlerquadratsumme ΣFQS(c
ex
0i ) wird der niedrigste ausgewa¨hlt,
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dessen zugeho¨riger Parameterwert c0min dem absoluten Minimum entspricht.
Aus diesem berechnet sich die Probenleitfa¨higkeit zu:
σV =
2
µ0ωKr
2
K
c20min
(c1(c0min))
2/3
. (6.120)
Fu¨r die Berechnung der elektrischen Leitfa¨higkeit ist also im Prinzip nur die
Kenntnis der Parameter c0 (Definition 6.94) und c1 (Definition 6.97 und 6.93)
erforderlich. Alle weiteren Parameter sind Fitparameter, die nach Durchfu¨hrung
der Kurvenanpassung zwar bekannt sind, die aber fu¨r die Berechnung der Leit-
fa¨higkeit nicht mehr beno¨tigt werden.
Zu bemerken bleibt hier, dass die explizite Abha¨ngigkeit der Leitfa¨higkeit σV
in (6.120) von den konstanten Skalierungsgro¨ßen ωK und rK lediglich formaler
Natur ist, die u¨ber die implizite Abha¨ngigkeit der Parameter c0 und c1 von diesen
Gro¨ßen wieder kompensiert wird.
6.4.5 Referenzmessungen
Die Funktion P¯(ω) nach Gleichung (6.87) beschreibt den frequenzabha¨ngigen
U¨bertragungsfaktor der Messelektronik, der im Allgemeinen einer zeitlichen Drift
unterliegt. Da zwischen der Eichung, bei der die Funktion P bestimmt wird, und
einzelnen Messungen oftmals mehrere Stunden liegen, kann durch diesen Effekt
eine signifikante Verfa¨lschung der Messergebnisse bewirkt werden. Um den mo-
mentanen Zustand der Messelektronik zu spezifizieren, werden deshalb sowohl
wa¨hrend der Eichung, als auch wa¨hrend der Messungen in zeitlich kurzem Ab-
stand (wenige ms) zusa¨tzliche Referenzdaten aufgenommen. Hierzu werden statt
der Signale U0G2 bzw. U
0
T1 zeitlich konstante Referenzsignale U
0
Ref2 bzw. U
0
Ref1 in
die Versta¨rkerkette eingekoppelt und von der Messkarte aufgezeichnet.
Es gilt:
υRef :=
p2(ω)
p1(ω)
U0Ref2
U0Ref1
= −P¯(ω)U
0
Ref2
U0Ref1
. (6.121)
Aus der Vera¨nderung dieser Signale lassen sich Schwankungen der U¨bertragungs-
funktion P¯(ω) erkennen, und bei der Auswertung der Eich- bzw. Messdaten
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beru¨cksichtigen: Statt des komplexen Spannungsverha¨ltnisses υ¯ nach Gleichung
(6.86) wird das Verha¨ltnis
υˆ :=
υ¯
υRef
=
U0G2
U0T1
/
U0Ref2
U0Ref1
(6.122)
ausgewertet, in dem der Einfluss der Elektronik eliminiert ist. Alle Beziehungen
der vorangegangenen Kapitel bleiben gu¨ltig, wenn man die U¨bertragungsfunktion
P¯(ω) durch
Pˆ(ω) := −U
0
Ref1
U0Ref2
(6.123)
ersetzt. Die Zeitunabha¨ngigkeit der Referenzspannungen U 0Ref1 und U
0
Ref2 u¨ber-
tra¨gt sich in direkter Weise auf die Funktion Pˆ(ω), d. h. die Spannungsverha¨ltnisse
υˆ enthalten lediglich die zeitlichen A¨nderungen der Messsignale U 0G2 und U
0
T1.
6.5 Zusammenfassung
Das in Kapitel 6.1 beschriebene Messverfahren, die Leitfa¨higkeit einer Metallpro-
be aus der Gegeninduktivita¨tsa¨nderung eines Messtransformators zu bestimmen,
wurde in Kapitel 6.2 und 6.3 fu¨r die Situation levitierter flu¨ssiger Metalltropfen
spezifiziert. Der grundsa¨tzliche Unterschied zu herko¨mmlichen Messverfahren,
die an festen oder flu¨ssigen, jedoch nicht unterku¨hlten Proben durchgefu¨hrt wer-
den, besteht zum einen in der Probenform (die von der Zylinderform abweicht und
zudem zeitlichen Schwankungen unterliegt), zum anderen in einer im Verha¨ltnis
zur Messspulengro¨ße deutlich verringerten Probengro¨ße, was zu geringeren und
sta¨rker verrauschten Messsignalen fu¨hrt.
Die in (6.43) abgeleitete Form der Gegeninduktivita¨tsa¨nderung, die fu¨r Mess-
transformatoren allgemeine Gu¨ltigkeit besitzt, die in ihrem Inneren rotations-
symmetrische Feldverteilungen erzeugen (wobei die Probengeometrie in den nicht
explizit angegeben Matrizen
⌈
F l
′m′
lm
⌋
enthalten ist), wurde als Ausgangspunkt
gewa¨hlt, um in Kapitel 6.2 durch Berechnung der Matrizen
⌈
F l
′m′
lm
⌋
eine fu¨r
geringfu¨gig aspha¨rische, jedoch azimutalsymmetrische Proben gu¨ltige Form der
Gegeninduktivita¨tsa¨nderung anzugeben (Gl. 6.67). Diese dient als Grundlage
fu¨r das im Kapitel 6.4 beschriebene Messverfahren, wobei insbesondere auf ei-
ne Darstellung der praktischen Umsetzung Wert gelegt wurde. Die gegenu¨ber
122 THEORIE DES MESSVERFAHRENS
herko¨mmlichen Verfahren verringerte Messsignalsta¨rke macht es erforderlich, die
Messapparatur pra¨zise auf die experimentellen Bedingungen abzustimmen, und
so mo¨glichst jede Form von systematischen Fehlerquellen auszuschließen. In die-
sem Sinne sind folgende Grundzu¨ge des Messverfahrens noch einmal hervorzuhe-
ben:
• Die Verwendung eines Kompensationstransformators. Dieser dient dazu,
den an der Sekunda¨rspule des Messtransformators auftretenden Spannungs-
anteil, der von der unmittelbaren wechselseitigen Induktion zwischen den
Transformatorspulen herru¨hrt (und damit keine Information u¨ber die Pro-
be entha¨lt), zu eliminieren, sodass nur der von der Anwesenheit der Probe
abha¨ngige Anteil verbleibt.
• Die elektronische Versta¨rkung und Filterung des Messsignals mittels derer
u¨berlagerte Oberwellen und Breitbandrauschen unterdru¨ckt werden.
• Das Eichverfahren, das es ermo¨glicht, die Einflussnahme der elektronischen
Schaltungen, sowie der (nie exakt bekannten) Spulengeometrieparameter
durch Messung an kugelfo¨rmigen Eichproben bekannter Leitfa¨higkeit zu
bestimmen.
• Die Referenzmessungen, die im zeitlichen Wechsel mit den Eichmessungen
und den eigentlichen Messungen durchgefu¨hrt werden. Diese Messungen
dienen dazu, jede zeitliche A¨nderung der Elektronik zu erfassen, sodass die
eigentlichen Messdaten hinsichtlich dieser A¨nderungen korrigiert werden
ko¨nnen.
• Die Mittelung u¨ber mehrere Einzelmessungen (wobei jede Einzelmessung
der jeweiligen momentanen Probenform entspricht). Auf diese Weise wer-
den Auswirkungen von Oberfla¨chenschwingungen in erster Ordnung
(R− r0)/r0 unterdru¨ckt.
• Die Messung u¨ber einen weiten Frequenzbereich. Dies ermo¨glicht, stati-
sche Abweichungen von der Kugelform, die nach Mittelung u¨ber alle Ober-
fla¨chenschwingungen verbleiben, von realen Leitfa¨higkeitsa¨nderungen zu
unterscheiden, was bei der Messung an einer Einzelfrequenz nicht mo¨glich
ist.
Kapitel 7
Spulendesign
7.1 Berechnungsgrundlagen
Sowohl die von den Messspulen wie auch die von der Levitationsspule erzeugten
Feldverteilungen mu¨ssen bestimmten Anforderungen entsprechen:
• Die Levitationsspulen sollten aufgrund ihrer Feldgeometrie eine eini-
germaßen spha¨rische Form der levitierten Probe gewa¨hrleisten; dies ist
na¨herungsweise erfu¨llt, falls die normierten Feldkoeffizienten durch
aKF1 = 2.16 , a
KF
2 = −0.926 (7.1)
gegeben sind. In Anwendungen, die geringe Heizleistungen erforderlich ma-
chen, sind die Feldkoeffizienten
aPmin1 = 1.06 , a
Pmin
2 = −1.89 (7.2)
zu wa¨hlen. Diese Feldkonfigurationen sind in jedem Falle stabil, da sie ledig-
lich Entwicklungsterme bis zur Ordnung l = 2 enthalten: die Bedingungen
(5.61) und (5.62) sind fu¨r diese Felder immer erfu¨llt.
• Die Spulen des Messtransformators mu¨ssen nach (6.33) ein homoge-
nes Magnetfeld erzeugen. Die Multipolentwicklung der von diesen Spu-
len erzeugten Felder darf nur den (l = 1)-Term enthalten (Probenlage-
unabha¨ngigkeit, vereinfachte Auswertbarkeit von MV ):
AE1 6= 0 , AE2 = AE3 = · · · = 0 . (7.3)
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Die Feldkoeffizienten (7.1) bzw. (7.2) und (7.3) sind fu¨r dasselbe Koordinaten-
system definiert, in deren Ursprung Oˆ die Probe sich im Ruhezustand befindet.
Die nachfolgenden U¨berlegungen basieren auf dem Konzept mehrerer kreisfo¨rmi-
ger koaxial angeordneter Stromringe, wobei die endliche Querschnittsfla¨che der
Stromringe vorerst vernachla¨ssigt werden soll.
Der Feldkoeffizient AEl einer derartigen Stromverteilung lautet nach (4.55):
AEl =
µ0 I
0
((2l + 1)l(l + 1))1/2
√
pi
n∑
i=1
ζi
(
rK
ri
)l
sin θiP
1
l (cos θi) . (7.4)
ζi ist eine ganze Zahl, deren Vorzeichen den Wicklungssinn und deren
Betrag die Anzahl Wicklungen des Ringes i beschreibt. n ist die Gesamtzahl
der Ringe.
Feldgeometrie des Messtransformators
Im Allgemeinen lassen sich mit n Stromringen Multipolterme bis zur Ordnung
n+1 zum Verschwinden bringen. Die Bedingung (7.3) fu¨r homogene Felder lautet
mit (7.4) folglich:
n∑
i=1
ζi
(
rK
ri
)l
sin θi P
1
l (cos θi) = 0 fu¨r l = 2, . . . , n+ 1. (7.5)
Dies ist ein nichtlineares System aus n Gleichungen fu¨r die Lage der Stromringe,
beschrieben durch die Parameter ri θi und ζi. Ein praktisch gangbarer Weg, dieses
zu lo¨sen, besteht darin, die Polarwinkel θi der Ringe und die Windungszahlen ζi
auf geeignete Weise festzulegen, z. B. durch die Bedingung
P 1n+1(cos θi) = 0 ,
ζi = 1 i = 1, . . . , n (7.6)
und die verbleibenden Unbekannten ri/rK zu bestimmen.
Im Fall von zwei Stromringen (n = 2) fu¨hrt die Lo¨sung von (7.5) mit den Bedin-
gungen (7.6) auf die Geometrie einer Helmholtz-Spule (Windungsabstand gleich
halbem Windungsdurchmesser, gleicher Wicklungssinn). Fu¨r mehr als vier Ringe
la¨sst sich das Gleichungssystem nicht mehr analytisch lo¨sen, man ist auf numeri-
sche Lo¨sungen (Newton-Verfahren) angewiesen.
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Feldgeometrie der Levitationsspule
Zur Berechnung der Levitationsspulengeometrie setzt man AEl nach (7.4) der
Darstellung (5.19) gleich. Man erha¨lt, wenn man A nach Gleichung (5.20) wa¨hlt:
n∑
i=1
ζi
(
rK
ri
)l
sin θi P
1
l (cos θi) =
(
2m˜(qˆ)g
piµ0
)1/2
1
I0L
al , (7.7)
l = 1, . . . , n.
I0L ist der Levitationsstrom.
Mit den Definitionen
C¯0li(ζi, θi) := ζi sin θi P
1
l (cos θi) (7.8)
und
αs :=
(
2m˜(qˆ)g
piµ0
)1/2
1
I0L
(7.9)
la¨sst sich (7.8) in die einfache Form bringen:
n∑
i=1
C¯0li
(
rK
ri
)l
= αs al l = 1, . . . , n. (7.10)
Das Gleichungssystem ha¨ngt u¨ber die Matrix C¯0li(ζi, θi) von den Windungszahlen
ζi und den Polarwinkeln θi ab, die zur Lo¨sung des Gleichungssystems festgelegt
werden mu¨ssen. Daneben existiert als einziger Freiheitsgrad der Spulenparameter
αs, dessen Bedeutung aus der Definition (7.9) unmittelbar offenbar wird. Es gilt:
1
α2s
∝ I
0 2
L
m˜(qˆ)
. (7.11)
αs ist damit ein Maß fu¨r die Stromsta¨rke, die zur Levitation einer Probe der
Masse m und Leitfa¨higkeit σ bei der Frequenz ω aufgebracht werden muss. In
der Na¨herung zweier Feldkoeffizienten1 fu¨r m˜(qˆ) gilt:
I0L =
(
2mg
−3Re(G(0)1 (qˆ))piµ0
)1/2
1
αs
. (7.12)
1Siehe hierzu Kapitel 5.1.2.
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Der Parameter αs muss vor der Lo¨sung des Gleichungssystems (7.10) festgelegt
werden. Die dimensionslose Gro¨ße ist ein Maß fu¨r den Abstand der Windungen
von der Probe und bestimmt damit die Ausdehnung der Spule. Großen Werten
von αs entsprechen kleine Spulendurchmesser. Der Wert von αs wird in prakti-
schen Anwendungsfa¨llen so hoch wie mo¨glich gewa¨hlt werden, um die Feldenergie
mo¨glichst gering zu halten.
Das Gleichungssystem (7.10) mit den Matrizen nach (7.8) gilt exakt nur fu¨r einen
Satz kreisfo¨rmiger Linienstro¨me, d. h. die endliche Dicke realer Windungen wird
vernachla¨ssigt. Fu¨r Ringe mit ausgedehnter Querschnittsfla¨che la¨sst sich (7.10)
dahingehend modifizieren, dass die Matrizen C¯0li durch
C¯dli(ζi, ri, θi) :=
ζi
Fi
rK
∫∫
Fi
(
r
rK
)−l+1
P 1l (u)dudr (7.13)
ersetzt werden. Die Integration erfolgt u¨ber die Querschnittsfla¨che Fi des i-ten
Ringes. ri, und θi kennzeichnen die Lage des Fla¨chenschwerpunktes. Gleichung
(7.13) gilt unter der Annahme, dass die Stromdichte ji u¨ber Fi konstant und
durch
ji =
ζi
Fi
I0L (7.14)
gegeben ist. Diese Bedingung ist bei Verwendung von verdrillter HF-Litze meist
relativ gut erfu¨llt2.
Die Matrizen C¯dli ha¨ngen nach (7.13) zusa¨tzlich von den geometrischen Abmessun-
gen der Fla¨chen Fi und den Radialabsta¨nden ri ab. Eine Lo¨sung des Gleichungs-
systems (7.10) erfolgt deshalb durch zwei verschachtelte Iterationsprozesse: Die
erste Berechnung erfolgt nach Festlegung der Windungszahlen ζi und Polarwin-
kel θi unter Vernachla¨ssigung der Ausdehnung der Querschnittsfla¨chen Fi durch
Verwendung der Matrizen C¯0li nach (7.8). Die resultierende Na¨herungslo¨sung
der Radialabsta¨nde ri kann nun mit den Parametern der Fla¨che Fi zur Bestim-
mung der Matrixelemente C¯dli nach (7.13) herangezogen werden. Durch erneute
Lo¨sung des Gleichungssystems (7.10) nun unter Verwendung der Matrixelemente
C¯dli la¨sst sich eine verbesserte Lo¨sung fu¨r die Radialabsta¨nde ri berechnen. Die-
ses Verfahren wird so lange fortgesetzt, bis die gewu¨nschte Genauigkeit erreicht
ist. Jede Lo¨sung des Gleichungssystems (7.10) erfolgt dabei selbst durch einen
Iterationsprozess (z. B. u¨ber das Newton-Verfahren), wobei auch die Auswertung
der Integrale in (7.13) numerisch erfolgen muss.
2Siehe auch Erla¨uterungen zu Beginn des Kapitels 5.
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7.2 Praktische Realisierung
Hinsichtlich der Abmessungen der Spulen gelten die zum Teil gegensa¨tzlichen
Anforderungen:
• Die Windungen der Messspulen sollten mo¨glichst eng um die Probe an-
geordnet werden, um ein gu¨nstiges Verha¨ltnis MV /MB zu gewa¨hrleisten.
Nach (6.43) und (6.44) gilt die Beziehung:
MV
MB
∝
(
r0
rK
)3
. (7.15)
rK ist eine bezu¨glich der Messspulen fest gewa¨hlte Skalierungsgro¨ße.
• Die Probe beno¨tigt genu¨gend Spielraum fu¨r Schwingungen. (Beru¨hrung der
Wa¨nde fu¨hrt zu sofortiger Erstarrung der Probe aufgrund von heterogener
Keimbildung.)
• Die Windungen der Levitationsspulen sollten mo¨glichst eng um die Probe
angeordnet werden, um die Feldenergie gering zu halten.
• Je weiter die Windungen der Levitationsspule von der Probe entfernt sind,
desto schwa¨cher wirken sich Sto¨rungen der Azimutalsymmetrie aufgrund
von Stromu¨berga¨ngen zwischen Ringen am Ort der Probe aus.
Zudem sind praktische Gesichtspunkte zu beru¨cksichtigen:
• Die Spulen werden zur Fixierung auf keramische Tra¨ger aufgebracht, die
ebenfalls Raum beno¨tigen.
• Die Messspulen, wie auch insbesondere die Levitationsspulen, werden durch
außen umlaufendes Wasser geku¨hlt. Fu¨r dieses mu¨ssen entsprechende Frei-
ra¨ume vorhanden sein, um eine ausreichende Zirkulation zu ermo¨glichen.
• Die Messspulen, die auf einem eigenen Tra¨ger aufgebracht sind, mu¨ssen
nach deren Fertigstellung in die Levitationsspulen eingebaut werden. Die
grundsa¨tzliche Formgebung der Spulen muss dies zulassen.
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• Außer den Messspulen und der Levitationsspule existiert ein weiteres Spu-
lenpaar, mittels dessen eine Bestimmung der vertikalen Probenposition
ermo¨glicht wird. Dieses Spulenpaar ist auf den Tra¨ger der Messspulen auf-
gebracht, wodurch weiterer Spielraum verloren geht.
Diese Erwa¨gungen verdeutlichen, dass eine unabha¨ngige Berechnung der Levita-
tions- und Messspulen nicht zweckma¨ßig ist. Um die erforderlichen numerischen
Berechnungen durchzufu¨hren, wurde ein Borland C++ Programm mit Windows-
Benutzeroberfla¨che erstellt. Mit diesem Programm ist es mo¨glich, die verbleiben-
den Freiheitsgrade (ζi, θi) in den Gleichungssystemen (7.5) bzw. (7.10) dahinge-
hend auszunutzen, dass die grundlegende Form der berechneten Spulen in weiten
Bereichen variabel gestaltet werden kann. Eingabeparameter des Programms
sind die Feldkoeffizienten3 al, Angaben zum verwendeten Litzenquerschnitt, im
Falle von Levitationsspulen der Spulenparameter αs und die Levitationsfrequenz
sowie optional die Probeneigenschaften Leitfa¨higkeit, Radius und Dichte. Das
Programm berechnet neben der Anordnung der Windungen eine Abscha¨tzung
der Eigeninduktivita¨ten aller geladenen Spulendateien, die wechselseitige Induk-
tivita¨t zweier ausgewa¨hlter Spulen, sowie im Falle von Levitationsspulen die in
die Probe eingekoppelte Heizleistung, die zur Levitation no¨tige Stromsta¨rke und
die beno¨tigte Feldenergie. Zudem ko¨nnen fu¨r eine gegebene Windungsanordnung
die normierten Feldkoeffizienten al berechnet, die Richtung der Kraftwirkung be-
stimmt und die Stabilita¨t in ρ- und in z-Richtung u¨berpru¨ft werden.
Die nachfolgend dargestellte Spulenanordnung stellt einen mit Hilfe dieses Pro-
grammes erarbeiteten Kompromiss dar, der den erwa¨hnten Anforderungen in
optimaler Weise gerecht wird. Abbildung 7.1 zeigt alle Spulen im Querschnitt,
wobei die Spulenko¨rper, die zur Fixierung der Windungen dienen, nicht einge-
zeichnet sind. Im Inneren der Spulenanordnung befinden sich die Windungen
des Messtransformators (TM ) und des Transformators zur Bestimmung der Pro-
benposition (TP ). TM besteht prima¨rseitig aus sechs bzw. sekunda¨rseitig aus fu¨nf
Einzelringen, deren Lage so berechnet ist, dass sich am vorgegebenen Ort der Pro-
be (Ursprung Oˆ, ebenfalls eingezeichnet) ein anna¨hernd homogenes Feld ergibt.
(In der Prima¨rspule verschwinden die Feldkoeffizienten der Ordnung l = 2, . . . , 6
und in der Sekunda¨rspule die Feldkoeffizienten der Ordnung l = 2, . . . , 5.)
3Die Feldkoeffizienten mu¨ssen nicht normiert sein, sondern lediglich im richtigen Verha¨ltnis
zueinander stehen; die Normierung wird durch das Programm automatisch durchgefu¨hrt.
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Abbildung 7.1: Spulenanordnung: Dargestellt sind die Levitationsspule, die Spulen
des Messtransformators, sowie die Spulen des Transformators zur Bestimmung der
Probenposition. Die Windungszahlen ζi der Stromringe sind durch nebenstehende
Zahlen gekennzeichnet.
Die Anzahl der Windungen pro Ring, die aus einem mehrfach gewickelten, lackier-
ten, du¨nnen Kupferdraht aufgebaut sind, wurde dabei so gewa¨hlt, dass alle Rin-
ge anna¨hernd denselben Durchmesser haben, sodass sie auf einen zylindrischen
Spulentra¨ger aufgebracht werden ko¨nnen, was hinsichtlich eines geringen Platz-
bedarfs und eines modularen Aufbauprinzips von Vorteil ist. Die Windungsanzahl
ζi jedes Rings ist in Abbildung 7.1 durch eine nebenstehende Zahl gekennzeich-
net. Zwischen den Ringen des Messtransformators liegen die Ringe des Trans-
formators TP , der die in Anhang D.1 beschriebenen Symmetrieeigenschaften be-
sitzt. Die Symmetrieebene stimmt dabei mit dem vorgegebenen Ort der Probe,
an dem das Messfeld die gro¨ßte Homogenita¨t zeigt und fu¨r den das Levitati-
onsfeld die berechnete Geometrie aufweist, u¨berein. Da fu¨r die Spulen von TP
Lu¨cken zwischen den Messringen ausgenu¨tzt werden mussten, konnte eine wei-
tergehende Optimierung der Spulengeometrie (z. B. hinsichtlich eines linearen
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Abbildung 7.2: Praktische Realisierung der Spulenanordnung. Die Darstellung gibt
anna¨hernd die richtigen Gro¨ßenverha¨ltnisse wieder.
Signal-Positions-Zusammenhangs) nicht durchgefu¨hrt werden. Im Außenbereich
der Messspulen befinden sich die Ringe der Levitationsspule, die aus mehrfach
gewickelten, verdrillten Bu¨ndeln lackierter Kupferdra¨hte (HF-Litze) aufgebaut
sind. Um einen Wa¨rmestau in den Ringen zu vermeiden, befinden sich nicht
mehr als jeweils zwei Lagen u¨bereinander. Die normierten Feldkoeffizienten des
Levitationsfeldes wurden
a1 = 1.84 und a2 = −1.09 (7.16)
gewa¨hlt4, der Spulenparameter αs betra¨gt 0.35. Die erwu¨nschte Feldform wurde
durch sechs Einzelringe realisiert, von denen die beiden oberen Ringe entgegen-
4Diese Koeffizienten liegen in der Na¨he der Werte (7.1), wobei hier Zugesta¨ndnisse hinsicht-
lich der Feldenergie (siehe Kap. 5.2) gemacht wurden.
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gesetzten Wicklungssinn besitzen. Abbildung 7.2 zeigt die gesamte Spulenanord-
nung, wie sie letztlich realisiert wurde. Die Levitationsspule SL und die Trans-
formatoren (TM und TP ) befinden sich jeweils auf einem eigenen Spulentra¨ger
(bestehend aus Macor), wobei der Tra¨ger der Levitationsspule zusa¨tzlich durch
viele radiale Bohrungen perforiert ist, um eine optimale Ku¨hlwasserzirkulation
zu gewa¨hrleisten. Um eine Vera¨nderung der Induktivita¨ten wa¨hrend des Be-
triebs zu vermeiden, sind alle Wicklungen mit Sekundenkleber fixiert. Eines der
Hauptprobleme des hier dargestellten geschlossenen Spulenprinzips, wie es in der
Regel nicht zur Anwendung kommt (siehe Kap. 5.5, S. 79), besteht in thermi-
schen Belastungen, die aufgrund von Wa¨rmestrahlung der heißen Metallprobe in
den Wa¨nden des inneren Spulenzylinders auftreten. Die der Probe zugewandten
Oberfla¨chen ko¨nnen mehrere hundert Grad erreichen, wa¨hrend die a¨ußere Ober-
fla¨che in direktem Kontakt mit dem Ku¨hlwasser steht, dessen Temperatur un-
gefa¨hr 20 ◦C betra¨gt. Dies fu¨hrt zu betra¨chtlichen Temperaturspannungen, in
deren Folge ha¨ufig aufgrund von Rissbildung Ku¨hlwasser in den Innenraum ein-
dringt, wo es verdampft und die sofortige Erstarrung der unterku¨hlten Probe
auslo¨st. Um dieses Problem in den Griff zu bekommen, wurde der nachste-
hend beschriebene, aus mehreren Schichten bestehende Wandaufbau entwickelt
(siehe Abb. 7.3). Die innerste Schicht besteht aus einem du¨nnwandigen Ein-
satz aus hochreinem Bornitrid (Qualita¨t HDBN der Firma Henze), der in den
eigentlichen Innenzylinder eingesteckt wird und der keine Funktion als Dicht-
material besitzt. Er dient dazu, die unmittelbare Wa¨rmestrahlung der Probe
aufzunehmen und den Innenzylinder vor direkter Beru¨hrung durch die Probe zu
schu¨tzen. Der BN-Einsatz ist so konstruiert, dass er den Innenzylinder nur in we-
nigen Auflagepunkten beru¨hrt, wobei durch in den Zwischenra¨umen stro¨mendes
Ku¨hlgas die thermische Belastung auf die Zylinderwand zusa¨tzlich reduziert wird.
Der Innenzylinder selbst besteht aus Al2Si4O10 ·(OH)2 (Keramik 9020 der Firma
Kager), einem poro¨sen Material, das hervorragende Resistenz gegenu¨ber thermi-
schen Spannungen aufweist. Da dieses Material wasserdurchla¨ssig ist, erfolgt die
eigentliche Dichtung durch einen Silikonlacku¨berzug auf der probenabgewandten
Seite. Dieser Lack besitzt neben seiner thermischen Stabilita¨t (bis 300 ◦C) gute
elastische Eigenschaften; eine Ausdehnung des Innenzylinders als Ganzes hat des-
halb keine Verletzung der Lackschicht zur Folge. Der eigentliche Spulenko¨rper,
auf den die Wicklungen aufgebracht sind, bildet die a¨ußerste Schicht. Er ist mit
entsprechendem Spiel gefertigt, sodass ihn thermische Ausdehnungen des Innen-
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Abbildung 7.3: Aufbau der inneren Spulenwand.
zylinders nicht in Mitleidenschaft ziehen. Die auf den Spulenko¨rper aufgebrach-
ten Windungen stehen in direktem Kontakt mit dem Ku¨hlwasser und sind von
der thermischen Abstrahlung der Probe weitgehend unbeeinflusst. Thermische
Vera¨nderungen der Spulen stammen in erster Linie von der lokalen Erwa¨rmung
des Ku¨hlwassers und betragen im Allgemeinen nur wenige Grad. Sie sind im Ver-
gleich zu den Wandtemperaturen relativ gering, mu¨ssen allerdings als sto¨render
Effekt bei den Messungen beru¨cksichtigt werden.
Kapitel 8
Versuchsaufbau
Der nachstehend beschriebene Versuchsaufbau dient dazu
• eine Metallprobe, unter Kontrolle der Temperatur, im flu¨ssigen und ggf.
unterku¨hlten Zustand zu levitieren,
• die elektrische Leitfa¨higkeit dieser Probe zu bestimmen.
8.1 U¨berblick
Der Versuchsaufbau la¨sst sich in die folgenden funktionalen Einheiten aufteilen:
1. Den Levitationsgenerator mit angeschlossenem Ku¨hlsystem
(Umlaufku¨hler);
2. Die Vakuumkammer mit Pumpen und Druckmessgera¨ten;
3. Das Gassystem, u¨ber das die Zusammensetzung und die Anblasgeschwin-
digkeit des Ku¨hlgases geregelt wird;
4. Das Pyrometer zur Messung der Probentemperatur;
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5. Die Spulenanordnung bestehend aus
• der Levitationsspule SL,
• den Spulen des Messtransformators TM
(Prima¨rspule SM1, Sekunda¨rspule SM2),
• einem weiteren Transformator (TP ) zur Bestimmung der vertikalen
Probenposition
(Prima¨rspule SP1, Sekunda¨rspule SP2).
Diese Spulen sind koaxial zentriert um die Probe angeordnet und geho¨ren
zur inneren Spulenanordnung.
Davon ra¨umlich getrennt
• die Spulen des Kompensationstransformators TK
(Prima¨rspule SK1, Sekunda¨rspule SK2)
• weitere Transformatoren, die dazu dienen, die von der Levitationsspule
in die Messspulen SM1, SM2 und die Probenpositionsspulen SP1, SP2
induzierten Spannungen zu kompensieren (TKM1, TKM2, TKP1, TKP2).
Diese Spulen geho¨ren zur a¨ußeren Spulenanordnung.
6. Die an diese Spulen angeschlossenen elektronischen Schaltungen. Diese
lassen sich einteilen in
• die prima¨rseitige Elektronik, (Speiseelektronik der inneren Spulen-
Anordnung bestehend aus Funktionsgenerator, Versta¨rker und
MOSFET-Schaltern)
• die sekunda¨rseitige Elektronik, (Auswertungs- und Filterungselektro-
nik der Signale der inneren Spulenanordnung)
7. Weitere elektronische Schaltungen, die den Betrieb der Anlage gewa¨hr-
leisten:
• Regler fu¨r
– die Temperatur der Probe,
– die Position der Probe,
– den Druck der Vakuumkammer,
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• Elektronik zur Da¨mpfung der Probenschwingungen (durch aktive Lei-
stungsregelung des Levitationsgenerators)
• Sicherungsschaltungen (Ku¨hlwasser-Durchflussu¨berwachung, Begren-
zung des mittleren Levitationsstroms)
8. Das Datenerfassungs- und Steuerungssystem bestehend aus
• dem Rechner,
• den Mess- und Steuerungskarten,
• der Steuerungselektronik (Logik),
• dem Steuerungsprogramm.
Hinzu kommen mehrere Programme zur Datenauswertung
• Sichtung und Kontrolle der Messdaten,
• Auswertung der Temperaturaufzeichnungen,
• Auswertung der Messdaten hinsichtlich der Leitfa¨higkeit.
Abbildung 8.1 zeigt eine schematische Darstellung des Versuchsaufbaus. Die in-
nere Spulenanordnung mit der Levitationsspule und der darin prozessierten Pro-
be befindet sich innerhalb eines mit Edelgas gefu¨llten Vakuumrezipienten. An
diesem sind Vakuumdurchfu¨hrungen angeflanscht, u¨ber die alle elektrischen Zu-
leitungen sowie die Ku¨hlwasserzufu¨hrung in die Kammer gefu¨hrt sind.
Die fu¨r die Levitation der Probe notwendigen Spulenstro¨me werden von einem
getasteten Levitationsgenerator erzeugt, dessen Ausgangsleistung u¨ber das Tast-
verha¨ltnis zwischen ein- und ausgeschaltetem Zustand vera¨ndert werden kann
(siehe Kap. 5.5). Um die Temperatur der Probe zu bestimmen, ist ein zwei-
geteiltes Pyrometer an den Vakuumrezipienten angeschlossen, dessen Optik auf
die Oberfla¨che der Probe fokussiert ist. U¨ber eine unabha¨ngige Videokamera,
die in den Strahlengang des Pyrometers integriert ist, wird das Verhalten der
Probe wa¨hrend des Experimentes protokolliert. Die Einstellung der Probentem-
peratur erfolgt u¨ber ein Edelgasgemisch variabler Zusammensetzung, das durch
den Innenbereich des Spulenzylinders geleitet wird. Mittels eines Reglers, der
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Abbildung 8.1: Schematische Darstellung des Versuchsaufbaus.
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das Pyrometersignal auswertet, wird die Geschwindigkeit des Gasstroms so ein-
gestellt, dass eine gleichbleibende Probentemperatur gewa¨hrleistet ist. Um hier-
bei einen unkontrollierten Druckanstieg innerhalb der Kammer zu verhindern,
wird das Ku¨hlgas von einer Drehschieberpumpe u¨ber ein zwischengeschaltetes,
elektronisch steuerbares Dosierventil wieder abgepumpt. Ein Regler, der den
Kammerdruck u¨berpru¨ft, o¨ffnet das Ventil so weit, dass ein vorgewa¨hlter Druck
kontinuierlich aufrechterhalten wird (Down-Stream-Regelung).
U¨ber ein in den Messspulenzylinder integriertes zusa¨tzliches Spulenpaar (SP1,
SP2) und eine angeschlossene Peripherelektronik (siehe Anhang (D.1)), wird ein
Gleichspannungssignal UPP erzeugt, das eine Information u¨ber die vertikale Lage
der Probe liefert. Dies ist insofern erforderlich, da aufgrund der abgeschlossenen
Form des Spulensystems eine visuelle Kontrolle der Probenposition nicht mo¨glich
ist und die berechneten Feldgeometrien aus Sicht der Probe von der vertikalen
Lage jeweils abha¨ngig sind. U¨ber das Spannungssignal UPP und einen daran
angeschlossenen Regler wird die vom Levitationsgenerator abgegebene mittlere
Leistung so eingestellt, dass die Position des Metalltropfens unabha¨ngig von der
momentanen Gasgeschwindigkeit und der Leitfa¨higkeit, die sich nach Abb. 5.2
auf die Tragkraft Fz auswirkt, auf einem gleichbleibenden Wert gehalten wird.
Schwingungen der Probe um ihre Gleichgewichtslage, die aufgrund von Energie-
einkoppelung aus inneren Freiheitsgraden (Oberfla¨chenoszillationen) entstehen,
werden durch einen Da¨mpfungsschaltkreis (siehe Anhang D.2) reduziert.
Die Steuerung des Versuchsablaufs erfolgt durch einen Rechner, der mehrere Kar-
ten zur Datenaufnahme und zur Kontrolle peripherer Gera¨te entha¨lt:
• Eine schnelle Messkarte (max. Samplefrequenz 60 MHz) mit zwei Kana¨len,
die der Aufnahme der Eich- bzw. Messdaten und der Referenzdaten dient.
• Eine Multifunktionskarte mit analogen Messeinga¨ngen und digitalen Ein-
gangs- und Ausgangskana¨len. U¨ber diese Karte werden das Pyrometer-
signal und die Probenposition aufgezeichnet. Außerdem erfolgt die Kom-
munikation mit der Steuerungselektronik u¨ber diese Karte.
• Eine IEEE-Schnittstellenkarte zur Steuerung des Funktionsgenerators.
Die Operationen, die u¨ber diese Karten ausgefu¨hrt werden, werden u¨ber ein
rechnerinternes Steuerungsprogramm koordiniert. Alle Aktionen des Experi-
ments werden in den Pausen des Levitationszyklusses durchgefu¨hrt, da hier eine
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Einflussnahme durch die Restspannungen nicht zu befu¨rchten ist. Diese Aktionen
sind:
1. Die Messung der Probenposition;
2. Die Aufnahme der Eich- bzw. Messdaten;
3. Die Aufnahme von Referenzdaten.
Der Zeitrahmen, innerhalb dessen diese Aktionen erfolgen, ist durch den Levi-
tationszyklus (Periode TL) bestimmt. Der Levitationsgenerator zeigt durch ein
TTL-Taktsignal an, in welchem Zustand er sich befindet (siehe auch Seite 81). Die
Koordination der einzelnen Aktionen wird durch eine TTL-Logik durchgefu¨hrt,
die das Taktsignal des Levitationsgenerators verarbeitet. Messungen der Pro-
benposition erfolgen unabha¨ngig von der Programmsteuerung in jedem zehnten
Taktintervall TL (ca. 24 mal pro Sekunde). Die Aufzeichnung der Eich- bzw.
Messdaten oder der Referenzdaten wird durch die Programmsteuerung initiiert,
die u¨ber die Multifunktionskarte der TTL-Logik die jeweils durchzufu¨hrenden Ak-
tionen anzeigt. Nachdem die Messkarte fu¨r die Messdatenaufnahme vorbereitet
ist, wird ein entsprechendes Steuersignal ausgesandt. Die TTL-Logik ermittelt
das zeitlich na¨chstliegende Zeitintervall, in dem keine Probenpositionsmessung
ansteht, und lo¨st den Vorgang der Datenaufnahme durch ein Signal, das an den
externen Triggereingang der Messkarte angelegt wird, aus. Die Messkarte entha¨lt
einen 12Bit-AD-Wandler, der die anliegenden Spannungssignale digitalisiert und
in einem internen Kartenspeicher ablegt. Dieser Speicher ist in Blo¨cken organi-
siert, wobei nach jedem ankommenden Triggersignal ein weiterer Block beschrie-
ben wird. Sind alle Blo¨cke belegt, werden die Daten vom Rechner ausgelesen
und auf der Festplatte abgespeichert, wo sie einer anschließenden Auswertung
zur Verfu¨gung stehen.
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8.2 Beschreibung einzelner Komponenten
8.2.1 Stromkreis der Levitation
Da an den Spulen der inneren Spulenanordnung (Transformatoren TM und TP )
bei eingeschaltetem Levitationsgenerator hohe Induktionspannungen auftreten,
(mehrere Hundert Volt) mu¨ssen die mit diesem verbundenen elektronischen Schal-
tungen durch zusa¨tzliche Maßnahmen gesichert werden. Hierzu dienen die wasser-
geku¨hlten Kompensationstransformatoren TKM1, TKM2, TKP1, TKP1. Das Prin-
zip ihrer Wirkungsweise ist aus Abbildung 8.2 ersichtlich. Die Prima¨rspulen der
Transformatoren sind in Reihe mit der Levitationsspule geschaltet. Die zwischen
den Anschlu¨ssen A und E anliegende sto¨rende Induktionsspannung U0 wird durch
Addition der mit dem Kompensationstransformator erzeugten, in der Phase um
180◦ verschobenen Spannung −U0 im Wesentlichen ausgelo¨scht; die zwischen den
Levitations-
strom
unkompensierte
Spannung
kompensierte
Spannung
U0 UR
UKX = -U0
Kompensations-
transformator TKX
A
E
A'
Levitations-
spule
Spule SX
Abbildung 8.2: Prinzip der Kompensation: Dargestellt sind die Levitationsspule, die
Spule SX , die exemplarisch fu¨r eine der inneren Spulen SM1, SM2, SP1, SP2 steht, und
der zugeho¨rige Kompensationstransformator TKX , dessen Prima¨rspule mit der Levi-
tationsspule und deren Sekunda¨rspule mit SX in Reihe geschaltet ist. Die aufgrund
des Levitationsstromes in der Spule SX induzierte Spannung U0 wird durch die be-
tragsma¨ßig gleich große, aber in der Phase um 180◦ verschobene Spannung −U0 gerade
ausgelo¨scht.
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Anschlu¨ssen A′ und E verbleibende Restspannung UR ist im Allgemeinen klein
gegenu¨ber der Spannung U0. Um eine mo¨glichst vollsta¨ndige Kompensation zu
erreichen, ist die zwischen den Transformatorspulen wirkende wechselseitige In-
duktion einstellbar. Die nach der Kompensation verbleibenden Restspannungen
UR (. 10 V) ko¨nnen durch zusa¨tzliche elektronische Maßnahmen (Schutzdioden,
MOSFET-Schalter) in ihrer Wirkung entscha¨rft werden. Die im abgeschalteten
Zustand des Generators zwischen den Punkten A und E anliegenden Signal-
spannungen werden durch diese Maßnahme nicht beeintra¨chtigt.
Ein weiterer funktioneller Aspekt der Kompensationstransformatoren besteht
darin, dass umgekehrt die aus dem Messkreis in den Levitationskreis induzier-
ten Spannungen ebenfalls deutlich reduziert sind, sodass wa¨hrend der Messphase
u¨ber die Levitationsspulen fließende, sto¨rende Ausgleichsstro¨me, die zu einer
Vera¨nderung der von der Probe wahrgenommenen effektiven Prima¨rfeldgeometrie
fu¨hren, verhindert werden.
Da zusa¨tzliche in Serie mit der Levitationsspule liegende Induktivita¨ten die
Schwingfrequenz des Levitationsgenerators herabsetzen und die maximal erreich-
Levitations-
strom
}
TKP1
TKM1
TKP2
TKM2
}
Levitationsspule
UKM1 UKP1
UKM2 UKP2
Levitationsgenerator
Abbildung 8.3: Stromkreis der Levitation. Die Prima¨rspulen der Kompensations-
transformatoren TKM1 und TKP1 bzw. TKM2 und TKP2 sind jeweils zusammengefasst.
Die Spannungen UKM1, UKP1, UKM2 und UKP2 entsprechen der Spannung UKX in
Abbildung 8.2.
8.2 BESCHREIBUNG EINZELNER KOMPONENTEN 141
bare Stromsta¨rke reduzieren, ist es sinnvoll, fu¨r jeweils zwei der vier erforderlichen
Transformatoren dieselben Prima¨rspulen zu verwenden (siehe Abb. 8.3). Diese
Induktivita¨ten lassen sich weiter senken, indem man spezielle induktivita¨tsarme
Verbindungsleitungen verwendet. Abbildung 8.4 zeigt den Aufbau der Leitungen:
Leitungsabschnitt
Kupfer
Teflon
destilliertes 
Wasser
inneres
Leitungsrohr
äußeres
Leitungsrohr
Teflon-
Mantel
IL
IL
Abbildung 8.4: Aufbau der Hochstromleitung. Die Richtung des Levitationsstroms
IL in Außen- und Innenleiter ist zu jedem Zeitpunkt entgegengesetzt orientiert.
Sie bestehen aus einem a¨ußeren Kupferrohr, in das ein weiteres mit einer Tef-
lonschicht ummanteltes Rohr geringeren Durchmessers gesteckt ist. Die Rohre
dienen als Hin- und Ru¨ckleiter fu¨r den Stromfluss, sodass die momentane Strom-
richtung im Außenleiter der Stromrichtung im Innenleiter entgegengesetzt ist.
Sind die Rohre exakt zentriert, so existiert lediglich zwischen den Leitern ein
Magnetfeld, der Innenraum des inneren Rohres und der Außenraum des a¨ußeren
Rohres bleiben feldfrei. Die Induktivita¨t dieser Leitung ist um so geringer, je
kleiner der zwischen den Rohren verbleibende Zwischenraum gewa¨hlt ist. Die
Ku¨hlung der Leiter erfolgt u¨ber das in diesem Spalt bzw. im Innenrohr fließende
Wasser. Da Wasser eine relativ hohe Dielektrizita¨tskonstante (εr ≈ 81) besitzt,
und ein enger Zwischenraum eine hohe Leitungskapazita¨t bedeuten wu¨rde, ist
ein zusa¨tzlicher Mantel aus Teflon (εr ≈ 2) in den Zwischenraum eingefu¨gt. Ne-
ben der geringen Induktivita¨t besitzt dieses Leitungsprinzip den weiteren Vor-
teil, dass die Durchfu¨hrung einer derartigen Leitung durch einen metallischen
Vakuumflansch mit relativ geringem Abstand zum umgebenden Material erfol-
gen kann, ohne dass eine Erwa¨rmung der Umgebung aufgrund von induzierten
Wirbelstro¨men zu befu¨rchten ist.
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8.2.2 Signalweg
Abbildung 8.5 zeigt den Verlauf des Signalweges:
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Abbildung 8.5: Schematische Darstellung des Signalweges.
Die an der Prima¨rspule SM1 des Messtransformators anliegende sinusfo¨rmige
Wechselspannung (Frequenzbereich 10 kHz – 1 MHz) wird von einem Funkti-
onsgenerator erzeugt, wobei Ausgangsamplitude und Frequenz u¨ber die IEEE-
Schnittstelle des Gera¨tes eingestellt werden ko¨nnen. Da der Innenwiderstand des
Funktionsgenerators (50 Ω) zu groß ist, um diesen direkt mit dem Spulensystem
zu verbinden, wird ein HF-Leistungsversta¨rker mit niedrigem Ausgangswider-
stand (Bandbreite 10 MHz, Spannungsversta¨rkung 1) nachgeschaltet, der durch
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MOSFET-Schalter abgesichert ist. Diese Schalter werden u¨ber entsprechende
Steuerleitungen von der TTL-Logik wa¨hrend der Levitationsphase ZE geo¨ffnet,
um eine Zersto¨rung der Versta¨rker durch die Restspannungen UR zu verhindern.
In den Pausen des Levitationszyklusses ZA sind die Schalter geschlossen, so-
dass das niederohmige Ausgangssignal des Versta¨rkers den nachfolgenden Trenn-
transformator erreicht. Dieser ermo¨glicht eine galvanische Entkopplung der auf
Erdpotenzial bezogenen Versta¨rkerspannung, sodass durch den mittig zwischen
Mess- und Kompensationstransformator angebrachten Erdkontakt eine gegenpo-
lig symmetrische Spannungsversorgung der Prima¨rspulen SM1 und SK1 erzielt
wird. Es kommt zur Anregung eines Wechselstroms I01 innerhalb des durch die
Sekunda¨rspule des Trenntransformators und die Spulen SM1 und SK1 gebilde-
ten Prima¨rkreises, in dessen Folge in der Spule SM2 die Spannung U
0
2 bzw. in
SK2 die Spannung U
0
T2 induziert werden. Der Transformator TK stellt eine ex-
akte Kopie des Messtransformators dar (identische Spulengeometrie), sodass die
wechselseitige Induktivita¨t MK zwischen den Transformatorspulen SK1 und SK2
der Gegeninduktivita¨t MB des leeren Messtransformators entspricht. Das in der
Sekunda¨rspule SM2 des Messtransformators induzierte Spannungssignal
U02 = iω(MB +MV ) I
0
1 (8.1)
wird durch den als Addierer beschalteten Operationsversta¨rker OP1 mit dem in
der Sekunda¨rspule SK2 induzierten Spannungssignal
U0T2 = −iωMB I01 (8.2)
u¨berlagert, wobei der in beiden Spannungen (in entgegengesetzter Phasenlage)
enthaltene Anteil iωMBI
0
1 aus dem resultierenden Signal verschwindet. Die Wi-
dersta¨nde R1, u¨ber die U
0
2 und U
0
T2 belastet werden, sind so hoch gewa¨hlt (10 kΩ),
dass eine Ru¨ckwirkung auf den Prima¨rkreis aufgrund des fließenden Stroms I02
vernachla¨ssigt werden kann. Der Faktor, mit dem die Spannungen U 02 und U
0
T2 bei
der Addition gewichtet sind, kann u¨ber das Potentiometer P1 pra¨zise abgestimmt
werden. Das am Ausgang des Addierers verbleibende Signal
U0G2 = iωMV I
0
1 (8.3)
ebenso wie die Spannung
U0T1 = −iωLT1I01 , (8.4)
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die u¨ber den als Impedanzwandler beschalteten Operationsversta¨rker OP2 abge-
nommen wird, wird durch die nachgeschaltete Aufbereitungselektronik versta¨rkt,
gefiltert und anschließend von der Messkarte aufgezeichnet.
Aufgrund der hier gewa¨hlten Schaltungsauslegung wurde erreicht, dass der Kom-
pensationstransformator TK symmetrisch zum Messtransformator TM angeordnet
ist. Dies ist insofern von Bedeutung, da zwischen den Wicklungen der Messspulen
unvermeidbare parasita¨re Kapazita¨ten vorhanden sind, die zur Folge haben, dass
die an der Sekunda¨rspule des leeren Messtransformators gemessene Spannung U 02
bei ho¨heren Frequenzen von der erwarteten Beziehung (8.1) abweicht. Um des-
halb fu¨r einen weiten Frequenzbereich eine Kompensation durch die Spannung
U0T2 zu erreichen, sollte diese dieselbe Frequenzabha¨ngigkeit aufweisen wie die
Spannung U02 . Neben der identischen Spulengeometrie ist deshalb eine schal-
tungstechnisch identische Umgebung beider Spulenpaare erforderlich. Hierbei ist
zu beru¨cksichtigen, dass Wicklungskapazita¨ten nicht nur in den Transformato-
ren TM und TK, sondern auch in den Transformatoren TKM1 und TKM2 auftre-
ten. Um letztere funktional wirksam in die Schaltungsauslegung integrieren zu
ko¨nnen und gleichzeitig einen Bruch der angestrebten Symmetrie zu vermeiden,
wurde zur prima¨rseitigen Kompensation der an SM1 auftretenden Induktions-
spannungen die Sekunda¨rwicklung des Trenntransformators geteilt, und die Se-
kunda¨rspule des Transformators TKM1 zwischen diese Teilwicklungen eingefu¨gt.
Die sekunda¨rseitige Kompensation (Induktionsspannung an SM2) erfolgt mit Hil-
fe des Transformator TKM2, dessen (abgleichbare) Ausgangsspannung zu U
0
2 und
U0T2 addiert wird. Da der invertierende Eingang des Operationsverta¨rkers OP1
(Schaltungsknoten A) bei der hier gewa¨hlten Beschaltung einen virtuellen Mas-
sepunkt darstellt, fließt u¨ber die Sekunda¨rspule von TKM2 wa¨hrend des Betriebs-
zustandes ZA kein Strom: Die Anwesenheit des Transformators TKM2 wirkt sich
folglich wa¨hrend Messungen auf die Funktionsweise der Schaltung nicht aus.
Ein Nachteil der hier realisierten sekunda¨rseitigen Kompensation besteht darin,
dass bei eingeschaltetem Generator (Zustand ZE) in den Widersta¨nden R1 re-
lativ hohe Verluste1 auftreten. Dies kann zu unerwu¨nschter Erhitzung dieser
Widersta¨nde und daraus resultierenden Vera¨nderungen des Widerstandswertes
fu¨hren. Um eine Drift der Widersta¨nde R1 mo¨glichst gering zu halten, werden des-
halb fu¨r wesentlich ho¨here Verluste ausgelegte Du¨nnschicht-Leistungswidersta¨nde
1Bei Maximalleistung des Generators betragen die Leistungsverluste ca. 12 W entsprechend
einer Induktionsspannung von ca. 500 V .
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verwendet, die zudem alle auf demselben, wassergeku¨hlten Tra¨ger montiert sind.
Auf diese Weise ist sichergestellt, dass auch der an die Sekunda¨rspule des Trans-
formators TK angeschlossene Widerstand, der wa¨hrend der Levitation unbelastet
bleibt, thermisch an die beiden anderen Widersta¨nde gekoppelt ist.
In Abbildung 8.5 sind die Anschlusspunkte der Referenzspannungen U 0Ref1 und
U0Ref2 eingezeichnet, die direkt in die Operationsversta¨rker OP1 und OP2 ein-
gekoppelt werden. Wa¨hrend der Aufnahme von Eich- oder Messdaten sind die
Referenzspannungen abgeschaltet, um eine Beeinflussung der Messungen zu ver-
meiden. U¨ber den Umschalter St1 wird das Funktionsgeneratorsignal auch zur
Erzeugung der Referenzspannungen verwendet. Wa¨hrend der Referenzdaten-
aufnahme ist der Signalfluss u¨ber den Prima¨rkreis unterbrochen, sodass lediglich
die Spannungen U0Ref1 und U
0
Ref2 aufgezeichnet werden. Alle Schaltungselemen-
te ab den Einkopplungspunkten A und B beeinflussen die Referenzspannungen
in gleicher Weise wie die Messsignale. Eine allma¨hliche Drift dieser Schaltungs-
elemente kann deshalb durch kontinuierliche Aufnahme von Referenzdaten, die
im Wechsel mit der Aufnahme von Messdaten durchgefu¨hrt wird, bei der an-
schließenden Auswertung beru¨cksichtigt werden (siehe Kap. 6.4.5). Korrigiert
werden kann das Verhalten der Operationsversta¨rker OP1 und OP2, sowie aller
nachfolgenden elektronischen Schaltungen, einschließlich der Eingangsversta¨rker,
Multiplexer und AD-Wandler der Messkarte. Lediglich Vera¨nderungen der Trans-
formatoren TM und TK sowie thermische Driften der Widersta¨nde R1 ko¨nnen
auf diese Weise nicht beru¨cksichtigt werden. Die davor liegenden Bauteile un-
terliegen zwar ebenfalls zeitlichen Schwankungen, fu¨hren jedoch effektiv nur zu
Vera¨nderungen des Prima¨rstroms I01 ; sie beeinflussen damit in gleicher Weise die
Spannungen U02 und U
0
T1 (die beide proportional zu I
0
1 sind), sodass sich dieser
Effekt auf die Messgro¨ße υ¯, die dem Verha¨ltnis dieser Gro¨ßen entspricht, nicht
auswirkt.
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8.2.3 Pyrometrie
Das Prinzip der Pyrometrie besteht darin, die von einem Ko¨rper abgestrahlte
elektromagnetische Wa¨rmestrahlung zu registrieren, die in einem direkten Zu-
sammenhang zur Temperatur T des untersuchten Ko¨rpers steht. U¨ber ein opti-
sches Linsensystem wird ein Fla¨chenelement dAp der Oberfla¨che des Ko¨rpers auf
einen photoempfindlichen Detektor (Empfa¨ngerfla¨che dAe) fokussiert. Von der
in alle Raumrichtungen emittierten Strahlungsleistung wird lediglich der Anteil
dΩ/4pi beru¨cksichtigt, wobei dΩ den Raumwinkel bezeichnet, den die Pyrome-
terlinse im Abstand r gegenu¨ber dem Fla¨chenelement dAp einnimmt (siehe Abb.
8.6).
dAE dAP
Linse
Probe
Detektor
dW
r
Signal-
umwandlung
Pyrometer
UTmp
Temperatur T
Emissionsgrad e(T)-
Abbildung 8.6: Funktionsprinzip des Pyrometers.
Die auf die Detektorfla¨che pro Frequenzintervall dν auftreffende Strahlungslei-
stung Pν lautet:
dPν = ε¯(ν, T )Bν(T ) dΩ dAp dν , (8.5)
Bν(T ) ist die Kirchhoff-Planck-Funktion.
In der wienschen Na¨herung (hν/kBT  1) gilt:
Bν(T ) ≈ 2hν
3
c2
exp
(
hν
kBT
)
. (8.6)
h ist die plancksche Konstante, c die Vakuumlichtgeschwindigkeit.
Die Strahlungsleistung Pν ist nach (8.5) außer von der universellen Funktion
Bν vom Emissionsgrad ε¯ (Emissivita¨t) der Probenoberfla¨che abha¨ngig. ε¯ ist eine
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materialspezifische Kenngro¨ße, die zudem eine Funktion der Frequenz ν, der Tem-
peratur T und der Oberfla¨chenbeschaffenheit des untersuchten Ko¨rpers ist. Da
die Empfindlichkeit gebra¨uchlicher Pyrometer meist auf einen engen Frequenzbe-
reich (Breite dν) begrenzt ist, ist in Gleichung (8.5) bzw. (8.6) die Mittelfrequenz
νM der Empfindlichkeitsfunktion einzusetzen.
Das vom Pyrometer abgegebene Spannungssignal UTmp kann fu¨r einen schwarzen
Strahler (ε¯ = 1) bei vorgegebenem Abstand r durch Anwendung eines alternati-
ven Temperaturmessverfahrens (z. B. Thermoelemente) geeicht werden, wodurch
die Temperaturfunktion TS(UTmp, νM) definiert ist. Misst man UTmp nun fu¨r
einen
”
nicht-schwarzen“ Strahler (ε¯ < 1) so ist die u¨ber TS(UTmp, νM) zugeordne-
te Temperatur, die man auch schwarze Temperatur bei der Frequenz νM nennt,
geringer als die tatsa¨chliche Temperatur T des Ko¨rpers. Bei Kenntnis des Emis-
sionsgrades ε¯ berechnet sich T nach (8.6) zu:
1
T
=
1
TS
+
kB
h νM
ln ε¯(νM , T ) . (8.7)
Ist die Abha¨ngigkeit der Emissivita¨t ε¯ von der Temperatur nur geringfu¨gig, so
kann bei Messungen u¨ber ein Temperaturintervall begrenzter Ausdehnung von
einer konstanten Emissivita¨t ausgegangen werden.
Fu¨r die Bestimmung der realen Temperatur ist oftmals die explizite Kenntnis
des Emissionsgrades nicht erforderlich (insofern dieser u¨ber das Messintervall als
konstant angenommen werden kann), wenn die schwarze Temperatur TS als Mess-
gro¨ße bekannt ist, und mindestens einem Temperaturwert T ?S der zugeho¨rige reale
Temperaturwert T (T ?S) zugeordnet werden kann. In diesem Fall berechnet sich
T nach Gleichung (8.7) zu:
T =
[
1
TS
+
(
1
T (T ?S)
− 1
T ?S
)]−1
. (8.8)
Fu¨r T (T ?S) bietet sich bei reinen Metallen die Schmelztemperatur TSmp (bei Legie-
rungen die Liquidustemperatur TLq) an, wenn diese aus anderen Quellen bekannt
ist, da der Prozess des Aufschmelzens einer levitierten Probe aus dem Verlauf
von TS als Funktion der Zeit eindeutig identifiziert werden kann (siehe Abb. 8.7).
Die durchgezogene Linie kennzeichnet den Aufschmelzvorgang eines reinen Ma-
terials: Zu Beginn der Darstellung (t < t1) befindet sich die Probe in festem Zu-
stand (Bereich (1)). Ihre Temperatur steigt aufgrund der anna¨hernd konstanten
148 VERSUCHSAUFBAU
TS
t
T(TS) = TSmp
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Abbildung 8.7: Schematischer Verlauf der schwarzen Temperatur wa¨hrend des Auf-
schmelzvorgangs fu¨r ein reines Metall (durchgezogene Linie) und fu¨r eine Legierung
(gestrichelte Linie).
Wa¨rmezufuhr kontinuierlich an, bis sie zum Zeitpunkt t = t1 den Schmelzpunkt
erreicht. Zwischen t1 und t3 erfolgt der Phasenu¨bergang: es wird kontinuierlich
Material vom festen in den flu¨ssigen Zustand umgesetzt (Bereich (2)); die Tempe-
ratur a¨ndert sich dabei nicht. Das Aufschmelzen der Probe beginnt normalerweise
auf der Unterseite der Probe, da aufgrund der ho¨heren Magnetfeldsta¨rke dort eine
lokal ho¨here Wa¨rmeeinkopplung erfolgt. Folglich ist das Pyrometer, wenn es von
oben auf die Probe gerichtet ist, zu Beginn des Aufschmelzens auf festes Material
fokussiert. Aufgrund der im flu¨ssigen Zustand im Allgemeinen geringeren Dich-
te wird die Probe bei Fortschreiten des Aufschmelzvorgangs allma¨hlich instabil:
sie kippt um 180◦, sodass der aufgeschmolzene Bereich in den Strahlengang des
Pyrometers gelangt (t = t2). Dies fu¨hrt aufgrund der im festen und flu¨ssigen Zu-
stand unterschiedlichen Emissivita¨t zu einem Sprung in der gemessenen schwar-
zen Temperatur. Zwischen t2 und t3 schmilzt der Rest des verbliebenen festen
Materials, sodass ab t = t3 ein weiterer Anstieg der realen Temperatur mo¨glich
ist (Bereich (3)).
Legierungen unterscheiden sich von reinen Materialien lediglich dadurch, dass die
Temperatur wa¨hrend des Schmelzens ansteigt (gestrichelte Linie in Abb. 8.7).
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Der Beginn des Aufschmelzvorgangs ist durch die Solidustemperatur TSl, das
Ende durch die Liquidustemperatur TLq gegeben.
Nur der Zeitpunkt t3 ist fu¨r den Eichvorgang relevant, da sich hier die dem Pyro-
meter zugewandte Probenoberfla¨che in flu¨ssigem Zustand befindet und zudem die
Temperatur eindeutig festgelegt ist (T = TSmp fu¨r reine Metalle bzw. T = TLq fu¨r
Legierungen). Die zugeho¨rige schwarze Temperatur TS (in Abbildung 8.7 durch
die dicke strich-punktierte Linie gekennzeichnet) ist in (8.8) fu¨r T ?S einzusetzen.
Bei bekannter Schmelztemperatur bzw. Liquidustemperatur (in Gleichung (8.8)
fu¨r T (T ?S) einzusetzen) lassen sich alle Temperaturwerte der Aufzeichnung um-
rechnen.
Anmerkung:
Statt der schwarzen Temperatur TS ko¨nnen nach Gleichung (8.8) auch
Temperaturwerte nachgeeicht werden, die unter der Annahme einer nicht
exakt bekannten Emissivita¨t u¨ber Gleichung (8.7) aus TS berechnet wur-
den. Voraussetzung ist jedoch, dass das Pyrometersignal UTmp fu¨r einen
schwarzen Strahler korrekt geeicht wurde.
Das hier verwendete Pyrometer ist aus zwei Teilpyrometern mit Empfindlichkeits-
funktionen in unterschiedlichen Frequenzbereichen aufgebaut (Typ 270A bzw. B
der Firma Kleiber). Die Mittelfrequenzen νM liegen bei ca. 1 µm und 1.7 µm, die
Messbereiche erstrecken sich von 300 ◦C bis 1400 ◦C bzw. von 800 ◦C bis 2300 ◦C.
Beide Pyrometer sind u¨ber Umlenkprismen (zusammen mit der Videokamera) in
denselben Strahlengang geschaltet, sodass eine simultane Aufzeichnung der von
beiden Teilgera¨ten abgegebenen Signalspannung erfolgen kann. Auf diese Weise
sind Messungen innerhalb eines weiten Temperaturbereichs (300 ◦C bis 2300 ◦C)
mo¨glich.
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8.3 Programme
Alle Programme (VI’s) sind in der grafischen Programmiersprache Labview der
Firma National Instruments verfasst. Aufgrund des Umfangs dieser Programme
(ca. 160 Sub-VI’s) kann hier nur auf deren Funktionalita¨t eingegangen werden.
8.3.1 Eich- und Messprogramm
Dieses Programm steuert den Eich- und den Messprozess einschließlich der Auf-
nahme von Referenzdaten. Außerdem werden die Probenposition, die Tempera-
tur und der Fortgang der Datenaufnahme wa¨hrend des Experiments angezeigt
(siehe Abb. 8.8).
Abbildung 8.8: Oberfla¨che des Eich- und Messprogramms.
Eine Aufzeichnung der Temperaturwerte als Funktion der Zeit kann wahlweise
durchgefu¨hrt werden. Neben grundsa¨tzlichen Anzeigeoptionen lassen sich alle
Parameter des Messablaufs konfigurieren:
• das aufzunehmende Frequenzspektrum ∆f ,
• die Anzahl Messwerte υ¯ pro Frequenz,
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• die Anzahl Messdatenblo¨cke pro Referenzdatenblock,
• der momentane Temperatursollwert und der tolerierte Schwankungsbereich,
• Parameter der Datenaufnahme
– die Blockgro¨ße des Kartenspeichers,
– die Samplefrequenz,
– der Versta¨rkungsfaktor der Eingangsversta¨rker,
• Die Pyrometerkonstanten kB/(hνM), sowie ein Scha¨tzwert fu¨r die Proben-
emissivita¨t.
Alle Daten werden innerhalb eines von diesem Programm selbst erzeugten Ver-
zeichnisbaums auf der Festplatte abgelegt. Alle zu einer Frequenz geho¨renden
Datenblo¨cke sind jeweils in einer Datei enthalten. Zur Protokollierung der Mess-
einstellung, und um die nachtra¨gliche Fehlersuche bei nicht erwarteten Mess-
ergebnissen zu erleichtern, entha¨lt jede Datei einen Header, der alle gewa¨hlten
Messparameter entha¨lt. Ein manueller Zugriff auf diese Dateien ist im Allgemei-
nen jedoch nicht erforderlich, da die Verwaltung automatisch erfolgt. Einzige zu
Beginn des Programmstarts erforderliche Eingabe ist der Name des zu erzeugen-
den Stammverzeichnisses.
8.3.2 Auswertungsprogramme
Zur Auswertung der Daten stehen zwei Programme zur Verfu¨gung:
1. Das Programm zur Auswertung der Eich- und Messdaten
2. Ein Programm zur Auswertung der Temperaturaufzeichnung
Das erste Programm dient zur Bearbeitung der Prima¨rdaten nach Kapitel 6.4.1,
zur Bestimmung der Eichfunktion P (ω) (siehe Definition 6.99 bzw. Kap. 6.4.2)
und zur Durchfu¨hrung der Kurvenanpassung (siehe Kapitel 6.4.4).
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Eingabeparameter sind:
• Radius und Leitfa¨higkeit der verwendeten (kugelfo¨rmigen) Eichprobe,
• eine Auswahloption fu¨r den Messkartenkanal, an dem die Begrenzung des
reduzierten Datensatzes auf vollsta¨ndige Schwingungsperioden ermittelt
wird (siehe Kap. 6.4.1),
• Vorgabeparameter fu¨r das Auswertungswertungsverfahren: Die Ordnung
nR des komplexen Polynoms (6.90), die Auswahl der Fitparameter c˜i (De-
finition 6.93),
• die Grenzen des Leitfa¨higkeitsintervalls [σ0, σ1], innerhalb dessen die zu
bestimmende Leitfa¨higkeit erwartet wird (siehe 6.119).
Abbildung 8.9: Oberfla¨che des Programms zur Datenauswertung.
Außerdem kann der bei der Messdatenaufnahme gewa¨hlte Frequenzbereich fu¨r die
Auswertung nachtra¨glich reduziert werden. (Es hat sich herausgestellt, dass die
Beru¨cksichtigung von Frequenzen ω mit qˆ(ω, σV ) & 4 hinsichtlich der Genauig-
keit, mit der σV bestimmt werden kann, keine Verbesserung darstellt.) Ausge-
geben werden die ermittelten Leitfa¨higkeiten, die Fehlerquadratsumme der Kur-
venanpassung sowie grafische Darstellungen der Induktivita¨tsa¨nderung MV als
Funktion der Frequenz und (bei mehreren Messungen) der Leitfa¨higkeiten als
Funktion der Temperatur.
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Das zweite Programm dient zur Auswertung der aufgenommenen Temperatur-
daten. Die Schmelzplateaus ko¨nnen aus dem Verlauf der Probentemperatur als
Funktion der Zeit identifiziert werden (siehe Kapitel 8.7), wodurch eine nachtra¨g-
liche Eichung der Temperaturwerte mo¨glich wird.
Abbildung 8.10: Oberfla¨che des Programms zur Auswertung der Temperatur-
aufzeichnung.
Eingabeparameter des Programms sind:
• die Schmelztemperatur TSmp des Probenmaterials,
• die Daten der beiden Teilpyrometer,
• die Ordnung und die Grenzfrequenz fu¨r den Software-Tiefpass mit Bessel-
Charakteristik, u¨ber den die aufgenommenen Daten gegla¨ttet werden
ko¨nnen.
Nach Bestimmung der (eventuell nicht mit TSmp u¨bereinstimmenden) gemessenen
Schmelzplateaus ko¨nnen die Pyrometerdaten bzw. frequenzabha¨ngigen Emissi-
vita¨ten des untersuchten Materials angepasst werden. Wahlweise kann eine Kor-
rektur
• der den ermittelten Leitfa¨higkeiten zugeordneten Temperaturen,
• der gesamten Temperaturaufzeichnung
durchgefu¨hrt werden.
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Innerhalb der grafischen Darstellung der Temperaturdaten sind Zeitintervalle,
in denen Messungen durchgefu¨hrt wurden, besonders gekennzeichnet. Auf diese
Weise sind Kontrollen der Temperaturstabilita¨t der Probe wa¨hrend der Daten-
aufnahme mo¨glich.
Ein Unterprogramm ermo¨glicht das Abspielen der Temperaturaufzeichnung in
Echtzeit. Durch Vergleich mit dem Protokollvideo ko¨nnen anormale Ereignisse
im Temperaturschrieb (ungewo¨hnliche Schwankungen der Probe, vorzeitige Er-
starrung des Materials unter Emission von Rekaleszenz-Leuchten) identifiziert
werden. Ein weiteres Programm zur grafischen Darstellung der Prima¨rdaten und
zur Anzeige aller wa¨hrend der Aufzeichnung eines Datenblockes gewa¨hlten Ein-
stellungen unterstu¨tzt die Suche nach Fehlern.
Alle Auswertungsprogramme greifen intern auf den durch das Messprogramm er-
zeugten Verzeichnisbaum zu und erga¨nzen diesen um weitere Unterverzeichnisse.
Die meisten der in diesen Programmen zu spezifizierenden Parameter besitzen
Standardwerte, die in vielen Fa¨llen unvera¨ndert u¨bernommen werden ko¨nnen.
Alle vier Programme arbeiten z. T. auf der Grundlage derselben Sub-VI’s bzw.
nutzen dieselben Daten als Basis der durchgefu¨hrten unterschiedlichen Opera-
tionen. Sie stellen deshalb ein in sich geschlossenes, aufeinander abgestimmtes
Programmpaket dar.
Alle Ergebnisse ko¨nnen als ASCII-Dateien exportiert werden.
Kapitel 9
Referenzmessungen
Um die Verla¨sslichkeit der mit diesem Verfahren bestimmten Daten zu u¨ber-
pru¨fen, wurden zuerst Referenzmessungen an Materialien mit bekannter Leit-
fa¨higkeit durchgefu¨hrt. Aufgrund der definierten Form erfolgten diese Versuche
an festen Proben. Die erhaltenen Ergebnisse sind vom Radius r0E und von der
Leitfa¨higkeit σV E der Eichprobe, die als Vorgabe bekannt sein muss, abha¨ngig
(siehe Kap. 6.4.2). Als Eichmaterial bietet sich Kupfer an, das aufgrund seiner
Kristallstruktur (fcc) eine richtungsunabha¨ngige Leitfa¨higkeit besitzt und we-
gen seines geringen spezifischen Widerstandes u¨ber den gesamten zur Verfu¨gung
stehenden Messbereich (10 kHz – 1 MHz) eine Induktivita¨tsa¨nderung MV von
anna¨hernd gleichbleibender Gro¨ßenordnung liefert. Aufgrund der großen tech-
nischen Bedeutung von Kupfer ist dessen Leitfa¨higkeit zudem mit relativ hoher
Genauigkeit bekannt. In allen hier dargestellten Messungen wurde eine Kupfer-
probe (Durchmesser dp = 6 mm) zur Eichung verwendet.
9.1 Kugelfo¨rmige Proben
Da die dem Messverfahren zu Grunde liegende Theorie exakt nur fu¨r spha¨rische
Proben gu¨ltig ist, wurden zuerst Messungen an Kugeln durchgefu¨hrt. Diese
wurden auf einer rechnergesteuerten Drehbank in der gewu¨nschten Gro¨ße her-
gestellt. Die dabei aufgetretenen Fehler in der Oberfla¨chenfunktion R liegen in
der Gro¨ßenordnung ∆R . 0.05 mm. Die folgenden Abbildungen (9.1–9.3) zeigen
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die Messwerte der elektrischen Leitfa¨higkeit, die in zehn unmittelbar aufeinander
folgenden Messungen erhalten wurden, jeweils fu¨r die Materialien Aluminium,
Zink, Zirkon und Titan. Tabelle 9.1 entha¨lt zum Vergleich Literaturwerte der
entsprechenden Materialien aus unterschiedlichen Quellen. Die Raumtemperatur
zum Zeitpunkt der Messungen betrug 23 ± 1 ◦C. Die Auswertung basiert auf
Material σ/(106 Ω−1m−1) Quelle Beschreibung
Kupfer 59.03 [13]
(sauerstofffrei) 59.59 [54]
58.89 [72]
σ isotrop,
59.38 [40]
Struktur: fcc
59.77 [*]
Aluminium 37.45 [13]
37.74 [54] σ isotrop,
36.63 [40] Struktur: fcc
37.76 [*]
Zink 16.78 [13]
16.95 [54] σ anisotrop,
16.92 [40] Struktur: hcp
16.90 [*]
Titan 1.852 [13]
2.291 [74]
2.381 [28]
σ anisotrop
2.381 [52]
Struktur: hcp
2.146 [37]
Zirkon 2.273 [13]
2.375 [54]
σ anisotrop
2.286 [1]
Struktur: hcp
Tabelle 9.1: Zusammenstellung von Literaturwerten. Bei anisotroper elektrischer
Leitfa¨higkeit sind Mittelwerte angegeben. Die mit [*] gekennzeichneten Werte ent-
stammen Aufstellungen ohne Herkunftsangabe.
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Material fu/kHz fo/kHz ∆f/kHz
Aluminium 10.0 48.0 2.0
Zink 10.0 48.0 2.0
Zirkon 10.0 162.0 8.0
Titan 10.0 162.0 8.0
Tabelle 9.2: Bereich der Messfrequenzen.
einer angenommenen Leitfa¨higkeit von Kupfer:
σV E = 58.5 · 106 Ω−1m−1. (9.1)
Dieser Wert wurde durch Mittelung aus verschiedenen Literaturwerten gewonnen
(siehe Tabelle 9.1), wobei die erho¨hte Raumtemperatur beru¨cksichtigt wurde. Fu¨r
die Auswertung wurde neben der Leitfa¨higkeit σV nur der Probenradius (u¨ber den
Parameter c1) als Fitparameter an die aufgenommenen Messpunkte angepasst.
Da wa¨hrend der Messungen an festen Proben der Levitationsgenerator nicht in
Betrieb ist, sodass keine thermischen Belastungen auftreten, wurden alle weite-
ren Koeffizienten gleich Null gesetzt (c2 = · · · = cnG = 0 in 6.96). Hinsichtlich
der Wahl des Frequenzbereichs wurde das empirische Kriterium (6.73) verwen-
det, insoweit es aufgrund des zur Verfu¨gung stehenden Gesamtfrequenzbereichs
(10 kHz – 1 MHz) mo¨glich war. Tabelle 9.2 entha¨lt fu¨r alle Materialien den
tatsa¨chlich gewa¨hlten Frequenzbereich [fu, fo] sowie den Frequenzabstand ∆f .
Fu¨r alle Proben wurden jeweils Materialien hoher Reinheit verwendet (Verun-
reinigungen nach Herstellerangabe < 0.003%). Den Abbildungen 9.1–9.3 ist zu
entnehmen, dass in allen Messungen eine sehr gute Reproduzierbarkeit erreicht
wurde. Die Schwankungen der etwas besser leitenden Materialien (Aluminium,
Zink), fu¨r die die Frequenzbedingung (6.73) nicht erfu¨llt werden konnte, liegen
etwas ho¨her (. 0.3%) als bei den schlechter leitenden Materialien (Titan und Zir-
kon), fu¨r die (6.73) erfu¨llt wurde. Hier liegen die relativen Schwankungen sogar
unter 0.1%. Besonders bei den gut leitenden Materialien fa¨llt auf, dass die ersten
Messungen niedriger ausgefallen sind als die darauf folgenden Messungen, die
sich auf einem konstanten Niveau einpendeln. Der Grund hierfu¨r ist vermutlich
darin zu sehen, dass diese Proben unmittelbar vor der Messung durch Handkon-
takt erwa¨rmt wurden, was zu einer kurzzeitig erniedrigten Leitfa¨higkeit fu¨hrte.
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Abbildung 9.1: Leitfa¨higkeit σV einer Aluminiumprobe (Durchmesser dp = 5.5 mm)
gegen die Nummer n der Messung.
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Abbildung 9.2: Leitfa¨higkeit σV einer Zinkprobe (Durchmesser dp = 5.5 mm) gegen
die Nummer n der Messung.
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Abbildung 9.3: Leitfa¨higkeit σV einer Zirkonprobe (Durchmesser dp = 6.0 mm) gegen
die Nummer n der Messung.
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Abbildung 9.4: Leitfa¨higkeit σV einer Titanprobe (Durchmesser dp = 6.0 mm) gegen
die Nummer n der Messung.
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Bei den Materialien Titan und Zirkon waren die Proben an den Enden von Pla-
stiksta¨bchen aufgeklebt, sodass ein manueller Kontakt vermieden werden konnte.
Im Vergleich mit den Literaturwerten (siehe Tab. 9.1) stimmen fast alle der hier
gemessenen Werte innerhalb der Fehlergrenzen der Literaturwerte mit diesen
u¨berein. Eine Ausnahme bildet die Zirkonprobe, bei der sich Abweichungen zu
niedrigeren Leitfa¨higkeiten in der Gro¨ßenordnung von 20% ergeben. Dieser Unter-
schied ist mit hoher Wahrscheinlichkeit nicht eine Folge systematischer Messfeh-
ler, insbesondere da die anderen Materialien relativ gute U¨bereinstimmung zeigen
(Abweichungen in der Gro¨ßenordnung von 1%) sondern auf Verunreinigungen der
untersuchten Probe zuru¨ckzufu¨hren. Hierfu¨r spricht die Tatsache, dass Zirkon ei-
ne sehr reaktive Substanz ist, und die verwendete Zirkonkugel nach deren Herstel-
lung u¨ber einen Zeitraum von mehreren Jahren an Luft gelagert wurde. Zudem
ist die elektrische Leitfa¨higkeit dieser Substanz in hohem Maße vom Herstellungs-
prozess und (damit in Zusammenhang stehend) von der Zusammensetzung der
verbliebenen Verunreinigungen abha¨ngig (siehe auch [1]).
Insgesamt lassen sich alle aufgenommenen Frequenzspektren MV (ω) sehr gut
durch die angepassten Fitfunktionen beschreiben. Abbildung 9.5 zeigt fu¨r die
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Abbildung 9.5: Messpunkte von MV (getrennt nach Real- und Imagina¨rteil) in
willku¨rlichen Einheiten als Funktion der Frequenz fu¨r eine feste kugelfo¨rmige Titan-
probe. Die an diesen Datensatz angepasste Kurve ist ebenfalls eingezeichnet.
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Titanprobe die gemessenen MV -Werte als Funktion der Frequenz. Zum Ver-
gleich ist die letztlich ermittelte Fitkurve ebenfalls eingezeichnet. Nennenswerte
Abweichungen der Messpunkte von der Fitkurve sind trotz der geringen Anzahl
Fitparameter (r0 und σV ) u¨ber den ganzen Frequenzbereich nicht zu erkennen.
Dies verdeutlicht, dass das hier gewa¨hlte Verfahren neben einer geringen Streuung
der Messwerte systematische Fehler im Falle kugelfo¨rmiger Proben weitgehend
vermeidet.
9.2 Unterschiedliche Probengro¨ße
Um zu untersuchen, inwieweit eine Variation der Probengro¨ße einen Einfluss auf
die erhaltenen Messergebnisse hat, wurden vier kugelfo¨rmige Proben mit Durch-
messer dp = 5.0, 5.5, 6.0 und 6.5 mm aus Titan hergestellt, deren Leitfa¨higkeiten
nach dem im vergangenen Abschnitt beschriebenen Verfahren ermittelt wurden.
Um eine weitere Verringerung der Streuung zu erzielen, wurden jeweils mehre-
re Messungen durchgefu¨hrt, aus denen der Mittelwert berechnet wurde (siehe
Abb. 9.6). Im Vergleich mit den Messergebnissen des Kapitels 9.1 liegen die
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Abbildung 9.6: Messergebnisse fu¨r Titanproben unterschiedlicher Probengro¨ße.
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hier erhaltenen Werte deutlich niedriger, was in erster Linie auf die Tatsache
zuru¨ckzufu¨hren ist, dass Material geringerer Reinheit (99.6%) verwendet wurde.
Eine systematische Abha¨ngigkeit von der Probengro¨ße ist nicht zu erkennen. Die
Probe mit dem kleinsten Durchmesser zeigt die sta¨rkste Abweichung, da hier
die Messwerte ∆υ¯ am niedrigsten liegen (Signalsta¨rke ∝ r30, siehe 7.15), sodass
ho¨here Streuungen auftreten. Außerdem sind Kugeln mit geringerem Durchmes-
ser schwieriger herzustellen, was sich in erho¨hten Fertigungsfehlern niederschla¨gt.
Abgesehen von der ∅5.0 mm-Probe zeigen die Messergebnisse jedoch nur geringe
Schwankungen. Dies zeigt, dass A¨nderungen der Probengro¨ße u¨ber den Fitpara-
meter r0 ausgeglichen werden und nicht in systematischen Abweichungen
der (ebenfalls gefitteten) Leitfa¨higkeit zu Buche schlagen.
9.3 Deformierte Proben
Um zu ermitteln, inwieweit eine Deformation der untersuchten Proben einen Ein-
fluss auf die Messergebnisse hat, wurden mehrere feste Proben unterschiedlicher
Form aus Titan (99.6% Reinheit) hergestellt. Fu¨r den Radialabstand R0(u) der
Probenoberfla¨che wurde hierzu ein Ansatz entsprechend (6.102) gewa¨hlt:
R0(u) = rp
(
1 +
l0∑
l=1
τlPl(u)
)
. (9.2)
Durch den hier gewa¨hlten Ansatz ist gewa¨hrleistet, dass die beschriebenen Proben
in allen Punkten der Oberfla¨che entsprechende Glattheitseigenschaften aufwei-
sen1, wie es bei einer realen flu¨ssigen Probe aufgrund ihrer Oberfla¨chenspannung
der Fall ist. Aus der Orthogonalita¨t der Legendre-Polynome folgt weiterhin2:
rp =
1
2
∫ 1
−1
R0(u)P0(u)du =
1
2
∫ 1
−1
R0(u)du . (9.3)
1Entwicklung nach zugeordneten Legendre-Polynomen (m 6= 0) fu¨hrt im Allgemeinen zu
Radialfunktionen R0(cos θ) mit
∂R0(cos θ)/∂θ 6= 0 bei θ = 0, pi .
Die zugeho¨rigen Oberfla¨chen weisen scharfe Einkerbungen an Probenober- bzw. Unterseite auf.
Deshalb sind diese Funktionensysteme fu¨r die Darstellung von Probenoberfla¨chen ungeeignet.
2Aufgrund von (9.3) kann rp als der u¨ber alle u-Werte gemittelte Radius angesehen werden.
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Nummer τ2 τ3 rp/mm
1 −1.5 · 10−1 0 2.9868
2 −1.0 · 10−1 0 2.9941
3 −0.5 · 10−1 0 2.9985
4 0 0 3.0
5 0.5 · 10−1 0 2.9985
6 1.0 · 10−1 0 2.9940
7 1.5 · 10−1 0 2.9864
8 0 −1.5 · 10−1 2.9904
9 0 −1.0 · 10−1 2.9957
10 0 −0.5 · 10−1 2.9989
11 1.0 · 10−1 −0.5 · 10−1 2.9929
Tabelle 9.3: U¨bersicht u¨ber die Formparameter (τ2, τ3 und rp) der hergestellten
Proben.
U¨ber die Entwicklungskoeffizienten τl ist die Form der Probenoberfla¨che festge-
legt. Der Radius rp wurde jeweils so angepasst, dass sich fu¨r jede Form dasselbe
Volumen ergibt:
rp = rV

1
2
∫ 1
−1
(
1 +
l0∑
l=1
τlPl(u)
)3
du

−1/3 . (9.4)
Tabelle 9.3 entha¨lt die Werte der Koeffizienten τl und die zugeho¨rigen Radien
rp fu¨r alle untersuchten Probenformen. Der Koeffizient τ1, der sich in erster
Na¨herung lediglich in einer Verschiebung der Probe als Ganzes auswirkt, ebenso
wie alle Koeffizienten mit l ≥ 4 wurden gleich Null gesetzt. Der Radius rp wurde
jeweils so gewa¨hlt, dass alle Proben das Volumen einer Kugel mit 6 mm Durch-
messer (rV = 3 mm) besitzen.
In Tabelle 9.3 sind nur Proben mit negativem Koeffizienten τ3 enthalten. Die
entsprechenden Proben mit betragsma¨ßig gleich großen positiven Koeffizienten
ergeben sich durch Spiegelung an der (z = 0)-Ebene. Dies entspricht einer ent-
gegengesetzten Ausrichtung der Proben la¨ngs der Spulenachse. Aufgrund der
Homogenita¨t der Messfelder fu¨hrt dies jedoch zu denselben Werten der Induk-
tionsa¨nderung MV .
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Nummer α11 · 100 α12 · 100 α13 · 100 α14 · 100
1 3.00 0 −4.81 0
2 2.00 0 −3.21 0
3 1.00 0 −1.60 0
4 0 0 0 0
5 −1.00 0 1.60 0
6 −2.00 0 3.21 0
7 −3.00 0 4.81 0
8 0 2.87 0 −3.91
9 0 1.92 0 −2.61
10 0 0.958 0 −1.30
11 −2.00 0.958 3.21 −1.30
Tabelle 9.4: U¨bersicht u¨ber die Formparameter α11, . . . , α14 der hergestellten Proben.
Der Zusammenhang zwischen den Koeffizienten τl und den Deformationsparame-
tern α1l ergibt sich aus (9.2) und der Definition (6.59) zu:
α1l =
(
3
2
)1/2 (
l(l + 1)
2l + 1
)1/2 [
1
2l − 1 τl−1 −
1
2l + 3
τl+1
]
l ≥ 1 , (9.5)
mit
τ0 := 0 . (9.6)
Dabei wurde implizit die Festlegung r0 = rp getroffen.
Damit lassen sich fu¨r die betrachteten Proben aus (9.3) die zugeho¨rigen Para-
meter α11, . . . , α14 angeben (siehe Tabelle 9.4). Abbildung 9.7 entha¨lt ein Polar-
diagramm der symmetrisch deformierten Proben Nr. 1–7, sowie der asymmetrisch
deformierten Proben Nr. 8–10. Abbildung 9.8 zeigt die Probe Nr. 11, die eine fu¨r
flu¨ssige, levitierte Metalltropfen typische Kontur aufweist. Fu¨r alle diese Proben
wurde die Messgro¨ße ∆υ¯ jeweils innerhalb desselben Frequenzbereichs Ω (siehe
S. 116ff) ermittelt und anschließend eine Kurvenanpassung mit verschiedenen
Parametersa¨tzen durchgefu¨hrt (siehe Kap. 6.4.4).
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Abbildung 9.7: Polardarstellung der Proben Nr. 1–7 (linker Teil) und der Proben
Nr. 8–10 (rechter Teil).
Im Folgenden sollen die aus diesen Auswertungsverfahren resultierenden Messer-
gebnisse miteinander verglichen werden.
Im Einzelnen wurden neben der Leitfa¨higkeit als Fitparameter gewa¨hlt:
Verfahren 1: Keine weiteren Fitparameter, der Radius r0 wurde
vorgegeben.
Verfahren 2: Der Probenradius r0.
Verfahren 3: Der Form-Parameter α11 in erster und zweiter Ord-
nung, bei vorgegebenem Probenradius r0.
Verfahren 4: Der Radius r0 oder α11, die verbleibenden Parameter
α12, . . . , α14 werden vorgegeben.
Der gewa¨hlte Frequenzbereich Ω entspricht dem der kugelfo¨rmigen Titanprobe
aus Tabelle 9.2. Alle Messungen wurden unmittelbar hintereinander ausgefu¨hrt,
um eine Beeinflussung aufgrund von Raumtemperaturschwankungen zu vermei-
den. Ein manueller Kontakt mit den Proben wurde vermieden.
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Abbildung 9.8: Polardarstellung der Probe Nr. 11. Das Diagramm zeigt außerdem
die zugeordneten Radien rV bzw. r
α
11 (siehe (6.75) bzw. (6.76)).
Verfahren 1
Im ersten untersuchten Verfahren wurde nur die Leitfa¨higkeit als Fitparameter
verwendet. Der Parameter c1 = (r0/rK)
3 wurde vorgegeben, die restlichen Para-
meter gleich Null gesetzt (c2 = · · · = cnG = 0). Fu¨r r0 wurde der Volumenradius
rV (ca. 3 mm) eingesetzt. Um Volumenunterschiede aufgrund von Fertigungs-
fehlern zu beru¨cksichtigen, wurde das Gewicht jeder Probe ermittelt und daraus
u¨ber die Materialdichte der tatsa¨chliche Wert von rV ermittelt. Abbildung 9.9
zeigt die erhaltenen Werte der elektrischen Leitfa¨higkeit fu¨r die Proben 1–7, Ab-
bildung 9.10 die Werte fu¨r die Proben 8–10. Folgende Merkmale lassen sich
erkennen:
• Die Daten zeigen eine systematische Abha¨ngigkeit von der Form, wobei die-
se fu¨r die symmetrischen Proben wesentlich deutlicher ausfa¨llt (bei gleichem
Deformationsgrad) als fu¨r die asymmetrischen Proben. Die Ursache hierfu¨r
ist aus Tabelle 9.4 ersichtlich: Fu¨r die Messungen 8–10 verschwindet der
Parameter α11 und damit der Entwicklungsterm 1. Ordnung; es verbleiben
neben der nullten Ordnung lediglich die Korrekturterme 2. Ordnung. Folg-
lich lassen sich die gemessenen Induktionsa¨nderungen MV dieser Proben
durch die Na¨herung in nullter Ordnung besser beschreiben als im Falle der
symmetrisch deformierten Proben 1–7, fu¨r die der Entwicklungsterm erster
Ordnung nicht verschwindet.
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Abbildung 9.9: Gemessene Leitfa¨higkeitsdaten fu¨r die Proben 1–7; Fitparameter ist
lediglich die Leitfa¨higkeit σV .
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Abbildung 9.10: Gemessene Leitfa¨higkeitsdaten fu¨r die Proben 8–10; Fitparameter
ist nur die Leitfa¨higkeit σV .
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• Fu¨r die Messungen 1–7 sind die Ergebnisse in beide Richtungen um den
tatsa¨chlichen Leitwert (ca. 2.0 · 106 Ω−1m−1) verschoben, wa¨hrend im Falle
der Messungen 8–10 Abweichungen nur in Richtung ho¨herer Werte auftre-
ten. Messfehler aufgrund von symmetrischer Deformation (zumindest bis
zu der hier betrachteten Ordnung) mitteln sich fu¨r symmetrische Verteilung
der Probenformen heraus, wa¨hrend im Falle asymmetrischer Deformation
immer eine systematische Abweichung verbleibt.
Fu¨r eine Einzelmessung liegt im Falle der Proben 1–7 der Fehler in der Gro¨ßen-
ordnung von ±20%, wa¨hrend fu¨r die Proben 8–10 der Fehler maximal 3% betra¨gt.
Fu¨r Messungen an levitierten flu¨ssigen Metalltropfen nicht genau bekannter Ge-
stalt eignet sich dieses Verfahren folglich weniger, da eine relativ große Proben-
formabha¨ngigkeit der Messergebnisse besteht.
Verfahren 2
Das zweite Verfahren beru¨cksichtigt zusa¨tzlich den Probenradius r0 (entspre-
chend c1) als Fitparameter. Die Parameter c2, . . . , cnG werden Null gesetzt.
Abbildung 9.11 zeigt die Ergebnisse.
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Abbildung 9.11: Gemessene Leitfa¨higkeitsdaten fu¨r die Proben 1–11; Fitparameter
ist neben der Leitfa¨higkeit σV der Radius r0.
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• Es zeigt sich wieder eine systematische Abha¨ngigkeit von der Form, wo-
bei der Fehler fu¨r die symmetrisch wie fu¨r die asymmetrisch deformierten
Proben in der gleichen Gro¨ßenordnung liegt. Die Messwerte an den defor-
mierten Proben liegen einheitlich niedriger als fu¨r den kugelfo¨rmigen Fall
(Probe 4), fu¨r den der ho¨chste Messwert ermittelt wurde.
• Die Fehler im Falle symmetrischer Deformation sind wesentlich geringer als
im Verfahren 1. Sie liegen ebenso wie fu¨r die asymmetrischen Proben in
der Gro¨ßenordnung von maximal 2%. Die Abweichung des Messwertes an
Probe 11, die in der Form einer flu¨ssigen Metallprobe nachempfunden ist,
betra¨gt ca. 1.4%.
Insgesamt ergeben sich wesentlich geringere Streuungen, als im Verfahren 1.
Verfahren 3
Im dritten Verfahren ist der Radius wie im ersten Verfahren auf den Wert rV
festgelegt, wobei als zusa¨tzlicher Fitparameter der Deformationsparameter α11
Verwendung findet. Beru¨cksichtigt werden die α11-abha¨ngigen Terme in erster
und zweiter Ordnung (Parameter c2 = (r0/rK)
3 · α11 und c3 = (r0/rK)3 · α211),
wobei durch eine geringfu¨gige numerische Weiterentwicklung des in Kapitel 6.4.4
beschriebenen Regressionsverfahrens eine entsprechende Kopplung zwischen c2
und c3 hergestellt wurde. Abbildung 9.12 zeigt die Ergebnisse.
Ein Vergleich mit Abbildung 9.11 zeigt, dass die nach Verfahren 3 erhalte-
nen Daten bis auf geringfu¨gige Abweichungen mit den Auswertungsergebnissen
des Verfahren 2 u¨bereinstimmen. Dies offenbart, dass der Freiheitsgrad des
Parameters r0, zumindest bei der hier betrachteten Gro¨ßenordnung von Defor-
mation, mit dem Freiheitsgrad des Parameters α11 bei Festlegung von r0 = rV
identisch ist. Wa¨hlt man fu¨r r0 von rV abweichende Werte, so ergeben sich in
zunehmendem Maße Unterschiede in den erhaltenen Daten. Fu¨r r0 = r
α
11 sind
beide Beschreibungen identisch, da hier der Parameter α11 verschwindet (siehe
Seite 107). Bei den in levitierten Metalltropfen auftretenden Deformationen
wird es deshalb im Allgemeinen nicht no¨tig sein, r0 und α11 gleichzeitig als Fit-
parameter zu wa¨hlen.
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Abbildung 9.12: Gemessene Leitfa¨higkeitsdaten fu¨r die Proben 1–11; Fitparameter
ist neben der Leitfa¨higkeit σV der Parameter α11.
Verfahren 4
Dieses Verfahren hat sich hinsichtlich der Messgenauigkeit als das beste Verfah-
ren herausgestellt. Es werden lediglich der Radius r0 oder α11 als Regressions-
parameter verwendet, alle verbleibenden Parameter bis zu α14 werden vorgegeben
(entsprechend Tabelle 9.4). Da die Wahl von r0 oder α11 als Fitparameter letzt-
lich keine Auswirkung auf die Qualita¨t der Auswertung hat, sind nachfolgend
nur die Ergebnisse fu¨r α11 als Fitparameter dargestellt. Der Radius r0 wurde fu¨r
jede Probe gleich rp gesetzt, da die Parameter α1l aus Tabelle 9.4 fu¨r r0 = rp
definiert sind. Die Abha¨ngigkeit der Ergebnisse von der Wahl von r0 ist aller-
dings so schwach, dass r0 auch gleich dem (wesentlich einfacher zu bestimmen-
dem) Volumenradius rV gesetzt werden kann. A¨nderungen von rV aufgrund von
temperaturabha¨ngiger Ausdehnung der Probe im Falle flu¨ssiger Proben wirken
sich aufgrund der geringen Gro¨ßenordnung bei diesem Verfahren nicht aus (siehe
hierzu auch Kapitel 9.2).
Abbildung 9.13 zeigt die Ergebnisse, die mit diesem Verfahren erhalten wur-
den. Formbedingte systematische Abweichungen der Messwerte sind nun wei-
testgehend korrigiert. Es verbleibt eine einheitliche Verschiebung zu niedrigeren
Werten, wobei der maximale Fehler unter einem Prozent liegt. Die Abweichung
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Abbildung 9.13: Gemessene Leitfa¨higkeitsdaten fu¨r die Proben 1–11; Fitparameter
ist neben der Leitfa¨higkeit σV der Parameter α11. Der Radius r0, ebenso wie die
Parameter α12, α13 und α14 sind vorgegeben.
von Probe 11 liegt bei ca. 0.65%. Die verbleibenden Unterschiede sind auf
Effekte dritter Ordnung zuru¨ckzufu¨hren, wobei nicht exakt mit der Spulenachse
kollinear ausgerichtete Proben (Abweichungen von der Zylindersymmetrie), sowie
Herstellungstoleranzen eine weitere mo¨gliche Fehlerquelle darstellen.
Wa¨hlt man r0 statt α11 als Fitparameter, so ergeben sich fast identische Messwer-
te. In diesem Fall muss der Parameter α11 vorgegeben werden, wobei die Abha¨n-
gigkeit der Ergebnisse von α11 als Vorgabewert noch wesentlich geringer ist als
im anderen Fall die Abha¨ngigkeit von r0. Allerdings wird α11 auch nicht mit
derselben Genauigkeit zu bestimmen sein wie r0.
Um die vorgegebenen Parameter α11, . . . , α14 zu erhalten, wird man zweckma¨ßi-
gerweise die Koeffizienten τ2 und τ3 aus der Form einer erstarrten Probe scha¨tzen
und daraus u¨ber (9.5) die Parameter α1l berechnen.
Letztendlich dient hier die Beru¨cksichtigung von Formparametern zweiter Ord-
nung nur dem Zweck, systematische Abweichungen a priori zu korrigieren. Bei
den im na¨chsten Kapitel vorgestellten Messwerten an flu¨ssigen levitierten Me-
talltropfen hat diese Vorgehensweise das Ziel, den Einfluss der zeitlich gemittel-
ten Probenform (entsprechend 6.102) zu beru¨cksichtigen. Bei Messungen u¨ber
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einen begrenzten Temperaturbereich (maximal 400 ◦K) sind Forma¨nderungen
aufgrund der nur geringfu¨gig temperaturabha¨ngigen Oberfla¨chenspannung der
Probe (. 10% auf 400 ◦K, siehe z. B. [38, 82]) sehr schwach, sodass damit zusam-
menha¨ngende temperaturabha¨ngige Messfehler, gegenu¨ber den eigentlichen tem-
peraturabha¨ngigen A¨nderungen der Leitfa¨higkeit vernachla¨ssigt werden ko¨nnen.3
Temperaturabha¨ngige Ausdehnungen der Probe werden bei den nachfolgend zur
Anwendung kommenden Verfahren u¨ber die gewa¨hlten Fitparameter (r0 bzw.
α11) kompensiert.
3Die Abweichung von Probe 11 (die einem realistischen Scha¨tzwert der Probenform ent-
spricht) in Verfahren 2 bzw. 3 betra¨gt etwa 1.3%, wobei temperaturabha¨ngige Forma¨nderungen
als klein demgegenu¨ber anzusehen sind.
Kapitel 10
Messungen an flu¨ssigen Metallen
Die im vorangegangenen Kapitel beschriebenen Referenzmessungen an festen Ma-
terialien zeigen, dass das hier entwickelte Verfahren eine hohe Empfindlichkeit
aufweist, wobei gleichzeitig eine gute Reproduzierbarkeit der gemessenen Da-
ten gewa¨hrleistet ist. Bei der Durchfu¨hrung von Messungen an flu¨ssigen levi-
tierten Metalltropfen sind die Bedingungen insofern ungu¨nstiger, da das Mess-
spulensystem unter thermischer Belastung steht (Wa¨rmeabstrahlung der Probe,
Wirbelstromverluste aufgrund des Levitationsfeldes) und zudem die Form und
Lage der Probe zeitlichen Schwankungen unterliegt. Die nachfolgend dargestell-
ten Messergebnisse dienen deshalb nicht zuletzt dem Ziel, durch Vergleich mit
Literaturdaten eine Referenz fu¨r die erreichte absolute Messgenauigkeit unter
realen Betriebsbedingungen zu liefern. Alle Messergebnisse erstrecken sich von
Temperaturen oberhalb des Schmelzpunktes, fu¨r die ein Vergleich mit Literatur-
daten mo¨glich ist, bis in den Bereich der unterku¨hlten Metallschmelze, in dem die
elektrische Leitfa¨higkeit als Funktion der Temperatur fu¨r die hier untersuchten
Materialien erstmalig angegeben werden kann.
10.1 Reine Materialien
Untersucht wurden die Metalle Kupfer und Nickel, wobei fu¨r Kupfer eine Vielzahl
von Vergleichsmessungen oberhalb des Schmelzpunktes existiert, sodass es als
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Referenzmaterial pra¨destiniert ist, wa¨hrend Nickel ausgewa¨hlt wurde, weil es re-
lativ gute Unterku¨hlungseigenschaften aufweist. Beide Materialien lagen in Form
von ∅5 mm-Stangen vor (Reinheit: 99.999% fu¨r Kupfer, 99.997% fu¨r Nickel), von
denen Stu¨cke der entsprechenden Gro¨ße abgetrennt wurden. Durch Abschleifen
auf einer SiC-Scheibe und anschließendes Ultraschallbad wurden eventuell vor-
handene Oberfla¨chenverunreinigungen (Oxide) entfernt. Bei der Prozessierung
der Probe wurde eine Gasatmospha¨re aus Helium-Wasserstoff (Anteil H2: 5%)
verwendet, wobei durch Anreichern mit Argon die Ku¨hlwirkung des Gemisches
in kontrollierter Weise herabgesetzt werden konnte, was insbesondere zum Auf-
schmelzen der Proben ausgenutzt wurde. Um mo¨glichst tiefe Unterku¨hlungen
zu erzielen, wurden die flu¨ssigen Proben meist fu¨r kurze Zeit etwa 100–200 ◦K
oberhalb des Schmelzpunktes gehalten, wobei hier die reduzierende Wirkung des
Wasserstoffs ausgenutzt wurde, um auf der Oberfla¨che der flu¨ssigen Probe an-
haftende Oxide zu beseitigen. Danach wurde die Temperatur der Probe durch
versta¨rktes Anblasen bis zum Einsetzen der Erstarrung abgeku¨hlt, wodurch die
erreichbare Unterku¨hlungsgrenze abgescha¨tzt werden konnte.
5720 5740 5760 5780 5800 5820 5840 5860 
1100 
1200 
1300 
1400 
1500 
1600 
T [°C] 
t [s] 
D T
{Schmelzplateau
Dt
Rekaleszenzpeak
TSmp 
Abbildung 10.1: Temperaturverlauf wa¨hrend des Aufschmelzens und Erstarrens einer
Nickelprobe. Eingezeichnet sind das Schmelzplateau und die Unterku¨hlung ∆T . Man
beachte, dass das Pyrometer nur innerhalb des Zeitintervalls ∆t, wa¨hrend dessen es
auf flu¨ssiges Material gerichtet ist, korrekte Temperaturwerte liefert (vergleiche auch
Kapitel 8.2.3).
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Dieser Vorgang wurde gegebenenfalls mehrmals wiederholt, bis sich Unterku¨h-
lungen in der gewu¨nschten Gro¨ßenordnung ergaben. Abbildung 10.1 zeigt den
Temperaturverlauf wa¨hrend des Aufschmelzvorgangs am Beispiel einer Nickel-
probe. Der U¨bergang aus dem unterku¨hlten in den festen Zustand ist durch
das Eintreten der Rekaleszenz gekennzeichnet, bei der die Temperatur der Probe
wieder bis auf den Schmelzpunkt ansteigt. Die in Abbildung 10.1 erreichte Un-
terku¨hlung ∆T betrug ungefa¨hr 290 ◦K.
Fu¨r die eigentliche Messwerterfassung wurde die Probentemperatur meist von
Werten in der Na¨he des Schmelzpunktes (in Stufen von 10 oder 20 ◦K) schrittwei-
se abgesenkt, wobei jeweils abgewartet wurde, bis sich die Temperatur auf einen
konstanten Wert eingeregelt hatte, bevor mit der Datenaufnahme begonnen wur-
de. Abbildung 10.2 zeigt das Temperaturprofil einer Levitationssitzung, in der
die in Abbildung 10.3 dargestellten Messwerte (Messreihe 2) an einer Nickelprobe
aufgenommen wurden. Die Probe befand sich hierbei ca. 80 min im unterku¨hlten
Zustand, bevor die Erstarrung eintrat.
Die Auswertung der Messdaten erfolgte entsprechend dem in Kapitel 9.3 beschrie-
benen Verfahren 4, Vera¨nderungen der
”
Restinduktivita¨t“ M
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Abbildung 10.2: Temperaturprofil wa¨hrend einer Messsitzung. Jede Stufe entspricht
einem Messpunkt. Die Messreihe wurde durch das Eintreten der Rekaleszenz (nach ca.
5700 s) beendet.
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unter Verwendung von einem zusa¨tzlichen Fitparameter beru¨cksichtigt (nR = 1
in 6.90). Die Deformationsparameter τl, die fu¨r die Berechnung der Parameter α1l
nach Gleichung (9.5) notwendig sind, wurden aus levitierten Proben, nachdem
sie wieder erstarrt waren, abgescha¨tzt. Die so bestimmten Parameter α1l sind in
Tabelle 10.1 angegeben.
Material α11 · 100 α12 · 100 α13 · 100 α14 · 100
Kupfer −2.17 0.93 3.19 −1.05
Nickel −1.7 0.76 2.46 −0.94
Tabelle 10.1: Zeitlich gemittelte Formparameter α11, . . . , α14 fu¨r flu¨ssige, levitierte
Kupfer- bzw. Nickelproben.
Im Falle von Kupfer wurden fu¨r jeden Datenpunkt 19 a¨quidistant verteilte Mess-
frequenzen zwischen 10 und 100 kHz aufgenommen, fu¨r Nickel 20 Messfrequenzen
zwischen 10 und 200 kHz. Die Eichung des Pyrometers basiert auf den in Ta-
belle 10.2 angegebenen Schmelztemperaturen, was sich auch auf die Abszissen
Material TSmp [
◦C]
Kupfer 1084
Nickel 1455
Tabelle 10.2: Schmelztemperaturen der reinen Metalle Kupfer und Nickel.
der Messpunkte u¨bertra¨gt (siehe Kapitel 8.2.3). Angegeben sind in allen nach-
folgenden Darstellungen jeweils spezifische Widersta¨nde.1 Abbildung 10.3 zeigt
die erhaltenen Messwerte fu¨r Nickel, die in zwei unabha¨ngigen Messreihen auf-
genommen wurden. Die tiefste Unterku¨hlung, bei der ein Messwert an Nickel
vorliegt, betra¨gt 277 ◦K. Die Abbildung zeigt zudem einen Literaturwert fu¨r den
spezifischen Widerstand von Nickel am Schmelzpunkt, sowie Regressionsgeraden
durch beide Messreihen.
Die u¨ber beide Messreihen gemittelte Ausgleichsgerade lautet:
ρ(Ni)(T )[Ωm] = 5.232 · 10−7 + 2.401 · 10−10 T [◦C] . (10.1)
1Die Angabe von spezifischen Widersta¨nden entspricht der Konvention, was den Vergleich
mit Literaturdaten erleichtert.
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Abbildung 10.3: Gemessene Werte des spezifischen Widerstandes von flu¨ssigem
Nickel. Dargestellt sind zwei unabha¨ngige Messreihen, sowie die zugeho¨rigen Regressi-
onsgeraden und ein unabha¨ngiger Literaturwert. Die zeitliche Abfolge der Messpunkte
ist durch die nebenstehenden Zahlen gekennzeichnet.
Die Messungen wurden an zwei verschiedenen Proben (Materialien verschiede-
ner Hersteller bei gleicher Reinheit) von a¨hnlichem Gewicht (Probe 1: 1.25 g,
Probe 2: 1.18 g) durchgefu¨hrt. Zwischen den Versuchsreihen war die Anlage ab-
geschaltet; alle Messpunkte einer Versuchsreihe wurden unmittelbar hintereinan-
der durchgefu¨hrt. Die Messungen zeigen Unterschiede, die in der Gro¨ßenordnung
von 1% liegen. Auffa¨llig ist, dass eine sehr gute Korrelation benachbarter Punkte
besteht, was den Schluss zula¨sst, dass die beobachteten Schwankungen, durch
(unter Umsta¨nden thermisch bedingte) la¨ngerfristige Vera¨nderungen der Mess-
anlage verursacht sind, die sich erst auf Zeitskalen auswirken, die als groß im
Vergleich zur Messzeit eines Datenpunktes anzusehen sind. Dafu¨r spricht unter
anderem auch die Tatsache, dass die Koinzidenz von Messpunkten bei allen bis-
her durchgefu¨hrten Messreihen im unterku¨hlten Bereich2 meist wesentlich besser
war, als bei Temperaturen weit u¨ber dem Schmelzpunkt. Dass in diesem Tempe-
raturbereich das gemessene Temperaturverhalten des spezifischen Widerstandes
2Um die Probe zu unterku¨hlen, sind meist deutlich erho¨hte Gasgeschwindigkeiten notwendig,
wodurch sich einerseits die zur Levitation der Probe notwendige Generatorleistung verringert
und woraus andererseits eine sta¨rkere direkte Ku¨hlung des Spulenzylinders resultiert.
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real ist und nicht als Artefakt aus Driften der Messanlage resultiert, ist hier auch
dadurch untermauert, dass eine Vera¨nderung des Temperaturintervalls zwischen
Messpunkten keine Vera¨nderung in der zugeho¨rigen Steigung nach sich zieht (sie-
he Messpunktpaare (10, 11) bzw. (11, 12) in Messreihe 2). Insgesamt gilt fu¨r den
gesamten betrachteten Temperaturbereich, dass signifikante Abweichungen vom
linearen Verhalten innerhalb der Messgenauigkeit nicht nachzuweisen sind. Dies
gilt auch fu¨r die durchgefu¨hrten Messungen an flu¨ssigem Kupfer, wobei hier die
erreichten Unterku¨hlungen materialbedingt deutlich geringer ausgefallen sind als
bei den Nickel-Messungen. Abbildung 10.4 zeigt Messwerte fu¨r Kupfer im Ver-
gleich mit Literaturdaten unterschiedlicher Quellen.
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Abbildung 10.4: Gemessene Werte des spezifischen Widerstandes von flu¨ssigem Kup-
fer. Die Messwerte liegen im Temperaturbereich zwischen 1020 ◦C und 1100 ◦C. Die
erreichte maximale Unterku¨hlung betra¨gt 64 ◦C. Zum Vergleich sind verschiedene
Referenzwerte angegeben.
Durch alle Werte ist eine Regressionsgerade gelegt, die ebenfalls eingezeichnet ist:
ρ(Cu)(T )[Ωm] = 1.093 · 10−7 + 9.449 · 10−11 T [◦C] . (10.2)
Es zeigt sich, dass der am Schmelzpunkt gemessene Wert
(ρ(Cu)(TSmp) = 21.17 µΩ cm) relativ gut mit den angegebenen Literaturwerten
u¨bereinstimmt, die u¨ber einen Bereich von etwa 7% streuen. A¨hnliche Streu-
ungen zeigen Messdaten an anderen flu¨ssigen Metallen, fu¨r die Messwerte aus
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verschiedenen Quellen existieren. Vor diesem Hintergrund stimmt auch der hier
an flu¨ssigem Nickel gemessene Schmelzpunktwert ρ(Ni)(TSmp) = 87.26 µΩ cm bei
realistischer Einscha¨tzung der erreichbaren absoluten Genauigkeit mit dem Ver-
gleichswert u¨berein.
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10.2 Kupfer-Nickel-Legierungen
In diesem Kapitel werden Leitfa¨higkeitsmessungen an dem Legierungssystem
Kupfer-Nickel vorgestellt, die bei den Nickel-Konzentrationen 20%, 40%, 60%
und 80% gemessen wurden. Tabelle 10.3 entha¨lt die Liquidus- und Solidus-
temperaturen fu¨r die untersuchten Zusammensetzungen, die dem Phasendia-
gramm von Massalski [62] entnommen sind.
At% Ni 20 40 60 80
TSl[
◦C] 1159 1238 1310 1383
TLq[
◦C] 1187 1277 1347 1410
Tabelle 10.3: Solidus- und Liquidustemperaturen.
Die Temperatureichung der Pyrometersignalaufzeichnung basiert auf den
Liquidustemperaturen, die in Tabelle 10.3 angegeben sind. Die fu¨r die Legierun-
gen verwendeten Ausgangsmaterialien (Reinheit: Kupfer 99.999%, Nickel
99.997%) wurden, nachdem ihre Oberfla¨chen abgeschliffen worden waren, auf ei-
ner Pra¨zisionswaage im richtigen Verha¨ltnis abgewogen und anschließend in einem
Lichtbogenofen unter Argon-Atmospha¨re zusammengeschmolzen. Die Zusam-
mensetzungsfehler der so erstellten Proben lagen vor der Levitation unter 0.1%.
Da sich die Konzentration der Legierung im aufgeschmolzenen Zustand aufgrund
unterschiedlicher Abdampfraten der Komponenten mit der Zeit a¨ndert, gilt die-
se Fehlerabscha¨tzung nicht mehr fu¨r alle aufgenommenen Messpunkte wa¨hrend
einer Levitationssitzung. Es ist deshalb erforderlich, Messfehler, die sich insbe-
sondere nach langen Experimentierzeiten ergeben, nachtra¨glich durch Bestim-
mung der Konzentrationsa¨nderung zu korrigieren. Der Fehler bei einer Messung
des spezifischen Widerstandes, die zum Zeitpunkt t ausgefu¨hrt wird, la¨sst sich
approximieren durch
∆ρ(t) =
∂ρ
∂X
∆X(t) =: z(t)
∂ρ
∂X
∆m(te)
m
. (10.3)
te beschreibt den Zeitpunkt des Endes der Levitationssitzung, wenn der An-
fang der Sitzung durch t = 0 bestimmt ist. ∆m(te) ist die Massena¨nderung
der Probe zum Zeitpunkt te, m die Gesamtmasse zum Zeitpunkt t = 0.
X = XNi=NNi/(NCu +NNi) ist der Nickelanteil.
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Mit
∆X(t) ≈ ∆NNi(t)
N
− NNi(∆NCu(t) + ∆NNi(t))
N2
=
1
N
[∆NNi(t)(1−X)−∆NCu(t)X] (10.4)
und
m = N((1−X)m(Cu)A +Xm(Ni)A ) =: NmA , (10.5)
∆m(t) = m
(Cu)
A ∆NCu(t) +m
(Ni)
A ∆NNi(t) (10.6)
folgt fu¨r z(t) nach Definition (10.3):
z(t) = ∆XNi(t)
m
∆m(te)
=
∆NNi(t)(1−X)−∆NCu(t)X
m
(Cu)
A
mA
∆NCu(te) +
m
(Ni)
A
mA
∆NNi(te)
. (10.7)
m
(Cu)
A bzw. m
(Ni)
A sind die Atommassen von Kupfer bzw. Nickel, mA nach
Definition (10.5) die mittlere Atommasse.
Die A¨nderung der Anzahl Kupfer- bzw. Nickelteilchen berechnet sich zu
∆NCu(t) = Ap
∫ t
0
[1−X Π(T (t′))] N˙ (A)Cu (T (t′))dt′ , (10.8)
bzw.
∆NNi(t) = Ap
∫ t
0
X Π(T (t′)) N˙
(A)
Ni (T (t
′))dt′ . (10.9)
Ap ist die Probenoberfla¨che, Π(T ) das Verha¨ltnis von Oberfla¨chen- zu
Volumenkonzentration und N˙
(A)
Cu (T ) bzw. N˙
(A)
Ni (T ) die entsprechenden Ab-
dampfraten pro Fla¨cheneinheit.
Fu¨r Π wurde im Folgenden die Na¨herung fu¨r ideale Lo¨sungen verwendet [38]:
Π(T ) =
1
X + (1−X) exp
[
1.09v
2/3
A (γ
(Ni) − γ(Cu))/(kBT )
] . (10.10)
vA ist das fu¨r beide Komponenten als identisch angenommene Atomvolu-
men. γ(Cu) bzw. γ(Ni) sind die Oberfla¨chenspannungen von reinem Kupfer
bzw. Nickel, fu¨r die im Folgenden Werte aus [38] verwendet werden.
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Unter der Annahme, dass die Kupfer- bzw. Nickel-Abdampfraten des Legierungs-
systems na¨herungsweise durch die entsprechenden Abdampfraten der reinen
Komponenten ersetzt werden ko¨nnen, die in tabellierter Form vorliegen3, und
unter der Voraussetzung, dass der Zeitpunkt ti jeder Einzelmessung i bekannt ist,
la¨sst sich der Teilchenverlust ∆NCu(ti) bzw. ∆NNi(ti) fu¨r jeden Messpunkt durch
(numerische) Integration der Temperaturaufzeichnungen entsprechend (10.8) und
(10.9) berechnen. Die Vera¨nderung des spezifischen Widerstandes mit der Kon-
zentration ∂ρ
∂X
la¨sst sich abscha¨tzen, wenn mehrere vorla¨ufige Messpunkte bei
unterschiedlichen Konzentrationen existieren, indem durch diese Werte eine Poly-
nom-Funktion gelegt wird, und diese bei den interessierenden Zusammensetzun-
gen nach X abgeleitet wird. Einsetzen der Werte fu¨r ∂ρ
∂X
, z(ti) und der relativen
Massena¨nderung der Probe ∆m(te)/m (die sich durch Wiegen vor und nach dem
Experiment leicht bestimmen la¨sst) in Gleichung (10.3) liefert die gewu¨nschten
Korrekturwerte −∆ρ(ti). Da die Teilchenzahla¨nderungen immer negative Werte
besitzen, folgt aus (10.3) und (10.7) fu¨r ∆ρ(te) die Abscha¨tzung:
∆ρ(te) ≤ X ∂ρ
∂X
|∆m(te)|
m
mA
m
(Cu)
A
. (10.11)
Unabha¨ngig wie fehlerhaft die Annahmen sind, die in die Teilchenzahla¨nderun-
gen eingehen: der Grenzwert der Widerstandsa¨nderung wa¨hrend des gesamten
Experiments ist nach (10.11) durch die relative Massena¨nderung bestimmt, eine
Gro¨ße, die pra¨zise gemessen werden kann. Berechnet man die Konzentrations-
a¨nderung unter der Annahme, dass lediglich Kupferteilchen abgedampft werden
(eine Na¨herung, die aufgrund des wesentlich gro¨ßeren Partialdrucks von Kup-
fer realistisch ist), so erha¨lt man exakt gerade den durch (10.11) gegebenen
Wert. Fehler, die in die Berechnung von ∆NCu(t) bzw. ∆NNi(t) eingehen, wirken
sich deshalb im Wesentlichen darauf aus, wie die Gesamtkonzentrationsa¨nderung
∆X(te) auf die Messzeit verteilt ist.
4
Die Auswertung basiert wie bei den reinen Materialien auf Verfahren 4, die
Probenformparameter wurden entsprechend der Zusammensetzung zwischen den
in Tabelle 10.1 angegebenen Werten interpoliert. Pro Datenpunkt wurden 20
Messfrequenzen aufgenommen, im Bereich zwischen 10 und 200 kHz.
3Fu¨r die Abdampfraten wurden Werte aus [93, 2] verwendet.
4Dies ist der Grund, warum ∆X in (10.3) unter Beru¨cksichtigung von (10.4) nicht direkt
berechnet wurde, da hier Fehler bei der Integration der Teilchenzahla¨nderungen kumulieren
und langfristig zu unbegrenzten Abweichungen fu¨hren ko¨nnen.
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Abbildung 10.5: Messdaten des spezifischen Widerstandes von flu¨ssigem Cu80Ni20.
Eingezeichnet sind sowohl die urspru¨nglichenMesswerte, als auch die korrigierten Werte
und ein Polynom-Fit zweiter Ordnung.
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Abbildung 10.6: Messdaten des spezifischen Widerstandes von flu¨ssigem Cu60Ni40.
Eingezeichnet sind sowohl die urspru¨nglichenMesswerte, als auch die korrigierten Werte
und ein Polynom-Fit zweiter Ordnung.
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Abbildung 10.7: Messdaten des spezifischen Widerstandes von flu¨ssigem Cu40Ni60.
Eingezeichnet sind sowohl die urspru¨nglichenMesswerte, als auch die korrigierten Werte
und eine Regressionsgerade.
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Abbildung 10.8: Messdaten des spezifischen Widerstandes von flu¨ssigem Cu20Ni80.
Eingezeichnet sind nur die urspru¨nglichen Messwerte und eine Regressionsgerade.
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In den Diagrammen 10.5–10.8 sind sowohl die urspru¨nglichen Messdaten, als auch
(falls erforderlich) die nach Gleichung (10.3) korrigierten Werte eingezeichnet.
Die erreichten Unterku¨hlungen ∆T nehmen mit dem Nickelgehalt zu; wa¨hrend
in der Cu80Ni20-Zusammensetzung lediglich eine Unterku¨hlung von 68
◦K er-
reicht wurde, betrug die Unterku¨hlung der Cu20Ni80-Probe ca. 260
◦K. Es zeigt
sich, dass die Messwerte des spezifischen Widerstandes bei den Konzentratio-
nen X = 20% und X = 40% Abweichungen vom linearen Temperaturverhalten
aufweisen. Wa¨hrend diese Abweichungen im Falle der Cu80Ni20-Legierung inner-
halb der Streuungen auch als Zufallsereignis gewertet werden ko¨nnen, scheint die
beobachtete Kru¨mmung bei der Cu60Ni40-Legierung innerhalb der Messgenauig-
keit signifikant zu sein. Zu bedenken ist hierbei allerdings, dass versta¨rktes Ab-
dampfen von Kupfer in diesem Zusammensetzungsbereich insbesondere bei hohen
Temperaturen zu Abweichungen in Richtung ho¨herer Widersta¨nde fu¨hrt, sodass
beobachtete Kru¨mmungen eine indirekte Folge von Konzentrationsa¨nderungen
sind. Es zeigt sich jedoch, dass auch unter quantitativer Beru¨cksichtigung der-
artiger Effekte bei großzu¨giger Bewertung der eingehenden Fehler ein derartiges
Verhalten nicht erkla¨rt werden kann (siehe korrigierte Daten in Abb. 10.6). Die
Konzentrationen X = 60 und X = 80 zeigen auf den gesamten untersuchten
Temperaturbereich (ca. 400 ◦K) gesehen keine Abweichungen vom linearen Ver-
halten. Es fa¨llt jedoch auf, dass auf kleineren Temperaturskalen (ca. 50 ◦K bis 150
◦K) Schwankungen zu beobachten sind, wobei nebeneinanderliegende Messpunk-
te jeweils eine gute Korrelation zueinander aufweisen. In diesem Zusammenhang
sind insbesondere die Messwerte als zuverla¨ssig anzusehen, die nebeneinander lie-
gen und unmittelbar hintereinander aufgenommen wurden (Punkte 5–11 in Abb.
10.7 und 3–10 in Abb. 10.8). Der Punkt 12 in Abbildung 10.8 stimmt relativ
gut mit dem bei derselben Temperatur gemessenen Wert 3 u¨berein, wobei die
zeitlich darauf folgenden Punkte 13–16 eine logische Fortsetzung der Punktreihe
11 bis 3 zu sein scheinen. Die Zusammensetzung Cu20Ni80 besitzt zudem die
besondere Eigenschaft, dass ∂ρ
∂X
≈ 0, sodass sto¨rende Konzentrationsa¨nderungen
als Fehlerquelle vernachla¨ssigt werden ko¨nnen5. Vergleicht man den Verlauf des
spezifischen Widerstandes der Cu-Ni-Legierungen (Abbildungen 10.5–10.8) mit
dem der reinen Komponenten, aus denen es zusammengesetzt ist (Abb. 10.3 und
Abb. 10.4), so fa¨llt auf, dass die Messwerte an den Legierungssystemen deut-
lich sta¨rkere Schwankungen aufweisen als die Messwerte an den reinen Metal-
5Aus diesem Grund wurde auf die Angabe von Korrekturwerten verzichtet.
186 MESSUNGEN AN FLU¨SSIGEN METALLEN
len. Wenngleich dies insbesondere bei den Zusammensetzungen Cu80Ni20 und
Cu40Ni60 eine Folge der Tatsache ist, dass zwischen einzelnen Messpunkten die
Anlage ha¨ufig abgeschaltet war (was die Streuung der Punkte erho¨ht), so scheint
sich doch bei den ho¨heren Konzentrationen eine fein strukturierte systematische
Abweichung vom linearen Verlauf abzuzeichnen. Um jedoch verla¨ssliche Aussa-
gen diesbezu¨glich treffen zu ko¨nnen, ist es sicherlich erforderlich, weitere Refe-
renzmessungen durchzufu¨hren, um Messartefakte ausschließen zu ko¨nnen.
In die korrigierten Messwerte wurde fu¨r alle Zusammensetzungen eine Regres-
sionsgerade gelegt.
Cu80Ni20:
ρ(T )[Ωm] = 2.513 · 10−7 + 1.827 · 10−10 T [◦C] , (10.12)
Cu60Ni40:
ρ(T )[Ωm] = 5.066 · 10−7 + 1.312 · 10−10 T [◦C] , (10.13)
Cu40Ni60:
ρ(T )[Ωm] = 6.680 · 10−7 + 1.037 · 10−10 T [◦C] , (10.14)
Cu20Ni80:
ρ(T )[Ωm] = 6.488 · 10−7 + 1.592 · 10−10 T [◦C] . (10.15)
Fu¨r die Zusammensetzungen Cu80Ni20 und Cu60Ni40 wurde zusa¨tzlich ein Poly-
nom-Fit zweiter Ordnung durchgefu¨hrt.
Cu80Ni20:
ρ(T )[Ωm] = 1.131 · 10−6 − 1.286 · 10−9 T [◦C] + 6.114 · 10−13 (T [◦C])2 , (10.16)
Cu60Ni40:
ρ(T )[Ωm] = 1.179 · 10−6− 9.607 · 10−10 T [◦C] + 4.404 · 10−13 (T [◦C])2 . (10.17)
Abbildung 10.9 zeigt den Verlauf des spezifischen Widerstandes und Abbildung
10.9 den zugeho¨rigen Temperaturkoeffizienten als Funktion der Zusammenset-
zung X fu¨r eine Temperatur von 1270 ◦C.
Kupfer-Nickel-Legierungen geho¨ren zur Ni-Au-Gruppe (siehe S. 11); ihr spezifi-
scher Widerstand sollte deshalb in erster Na¨herung parabolisches Verhalten zei-
gen. Wie Abbildung 10.9 zu entnehmen, wird ρ(X) bei T = 1270 ◦C sehr gut
durch das nachstehende angepasste Polynom zweiter Ordnung beschrieben:
ρ[Ωm] = 2.279 · 10−7 + 1.458 · 10−8X[At%]− 8.523 · 10−11(X[At%])2 (10.18)
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Abbildung 10.9: Konzentrationsabha¨ngigkeit des spezifischen Widerstandes. Einge-
zeichnet sind Messwerte und ein Polynom-Fit zweiter Ordnung bei T = 1270 ◦C, sowie
angepasste Polynome fu¨r die Temperaturen T = 1080 ◦C und T = 1460 ◦C.
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Abbildung 10.10: Konzentrationsabha¨ngigkeit des Temperaturkoeffizienten des spe-
zifischen Widerstandes. Eingezeichnet ist neben den Messwerten ein Polynom-Fit vier-
ter Ordnung.
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Diese U¨bereinstimmung entspricht dem von Gleichung (2.69) vorhergesagten Ver-
halten, wenn davon ausgegangen werden kann, dass die Grenze des Transport-
integrals, die u¨ber die effektive Anzahl Ladungstra¨ger (2.60) bestimmt ist, ebenso
wie die partiellen Strukturfaktoren Sˆαβ u¨ber den Zusammensetzungsbereich nur
unwesentlich variieren.
Der Temperaturkoeffizient ∂ρ/∂T zeigt als Funktion der Zusammensetzung keine
einheitliche Tendenz. Ausgehend von reinem Kupfer nimmt er zu, fa¨llt dann bei
mittleren Konzentrationen wieder ab, um bei nickelreichen Zusammensetzungen
wieder anzusteigen:
∂ρ
∂T
[
Ωm
◦K
]
= 9.44 · 10−11 + 1.21 · 10−11 X[At%]− 5.14 · 10−13 (X[At%])2
+7.00 · 10−15 (X[At%])3 − 2.93 · 10−17(X[At%])4 . (10.19)
Die hier gewa¨hlte Fitfunktion, ein Polynom vierten Grades hat keinen physikali-
schen Hintergrund. Die interpolierten Werte zwischen den untersuchten Konzen-
trationen sind deshalb nur unter Vorbehalt zu verwenden. Der Mittelwert u¨ber
alle Konzentrationen betra¨gt:
1.512 · 10−10 Ωm/◦K . (10.20)
10.3 Thermische Leitfa¨higkeit
Aus allen hier angegebenen Werten des spezifischen Widerstandes kann u¨ber
das Wiedemann-Franz-Gesetz (Gl. 3.14) die thermische Leitfa¨higkeit Γ berechnet
werden. Es gelte
Γ(T )
[
W
m ◦K
]
= (b0/T [
◦C]) + b1)
−1 , (10.21)
entsprechend einem linearen Temperaturverhalten des spezifischen Widerstan-
des. Tabelle 10.4 entha¨lt die aus den Regressionsgeraden (10.1), (10.2), (10.12),
(10.13), (10.14) und (10.15) berechneten Werte der Koeffizienten b0 und b1.
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Material b0 · 108 b1 · 1011
Cu 4.47 3.87
Cu80Ni20 10.3 7.48
Cu60Ni40 20.7 5.37
Cu40Ni60 27.3 4.24
Cu80Ni80 26.6 6.52
Ni 21.4 9.83
Tabelle 10.4: Werte der Koeffizienten b0 und b1.
10.4 Diskussion der Ergebnisse
Es wurden Messdaten an reinem Kupfer und reinem Nickel sowie an Kupfer-
Nickel-Legierungen aufgenommen. Die reinen Materialien zeigen folgende Merk-
male:
• Lineare Abha¨ngigkeit des spezifischen Widerstandes von der Temperatur
auch im unterku¨hlten Zustand.
• Positive Temperaturkoeffizienten (∂ρ/∂T > 0).
Die Legierungen unterscheiden sich hiervon in den Punkten:
• Konkave Abha¨ngigkeit des spezifischen Widerstandes (∂2ρ/∂T 2 > 0) bei der
Konzentration X = 40% eventuell auch bei X = 20%. Dieses Verhalten
scheint (insoweit dies hinsichtlich des hier untersuchten Temperaturbereichs
beurteilt werden kann) zumindest bei der Konzentration X = 20% nicht
auf den unterku¨hlten Bereich beschra¨nkt.
• Abweichungen von der mittleren Tendenz (lineares Verhalten, positive Tem-
peraturkoeffizienten) auf kleinen Temperaturskalen (50–150 ◦K). Dies be-
trifft insbesondere die Zusammensetzungen X = 60% und X = 80%.
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Hinsichtlich der in Legierungen beobachteten Temperaturabha¨ngigkeit stellt sich
in erster Linie die Frage, inwieweit die beobachteten Anomalien innerhalb der
Messgenauigkeit als signifikant angesehen werden ko¨nnen, insbesondere da lang-
fristige Driften der Messanlage Abweichungen in a¨hnlichen Gro¨ßenordnungen be-
wirken ko¨nnen. Eine Kla¨rung dieser Fragestellung ko¨nnen nur Referenzmessun-
gen liefern, die allerdings nur dann sinnvoll sind, wenn eventuelle Messfehler nicht
systematischer Natur sind. Als Beispiel wa¨ren hier mit der thermischen Belastung
der Sekunda¨relektronik in Zusammenhang stehende Fehler in der Messung der
Probenposition zu nennen, fu¨r die keine alternative Kontrollmo¨glichkeit besteht
oder bei bestimmten Temperaturen versta¨rkt auftretende Oszillationen der Pro-
be, wobei ein derartiger Effekt durch Variation der Probenmasse enttarnt werden
ko¨nnte.
Eine physikalische Erkla¨rung fu¨r die beobachtete positive Kru¨mmung des spe-
zifischen Widerstandes ko¨nnte in Konzentrationsfluktuationen (siehe Gleichung
(2.82) bestehen, die insbesondere bei tiefen Temperaturen zu einer Vera¨nderung
der Temperaturabha¨ngigkeit fu¨hren mu¨sste. Da es sich um ein regula¨res System
mit positiver Mischungsenthalpie handelt [93]
WCu,Ni = 17320 J/mol bei 1475
◦C , (10.22)
sollten derartige Fluktuationen einen Anstieg des Widerstandes bei niedrigen
Temperaturen zur Folge haben (∂2ρ/∂T 2 > 0), was auch tatsa¨chlich beobachtet
wird. Aus Gleichung (2.87) la¨sst sich mit (10.22) die Temperatur Tm berechnen,
bei der fu¨r die Konzentrationen X = 20 und X = 40 die Entmischung einsetzen
wu¨rde:
Tm = 393
◦C fu¨r X = 20% ,
Tm = 727
◦C fu¨r X = 40% . (10.23)
Aus (2.85) berechnet sich die Kru¨mmung:
∂2ρ
∂T 2
=
e2m2vA
24pi3~3ε20
(Z1 − Z2)2
Z¯2Leg
X1X2
2TmΨ(y)
(T − Tm)3 . (10.24)
In diese Gleichung geht der Valenzunterschied Z1 − Z2 ein, eine Gro¨ße, die ins-
besondere bei Beteiligung von U¨bergangsmetallen nur schwer quantitativ ab-
zuscha¨tzen ist. Die Tatsache, dass sich der spezifische Widerstand dieses Legie-
rungssystems als Funktion der Konzentration sehr gut durch eine Parabel be-
schreiben la¨sst, legt den Schluss nahe, dass eine Zusammensetzungsabha¨ngigkeit
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der effektiven Anzahl Ladungstra¨ger Z¯Leg. (siehe 2.60), die sich auf die Grenzen
der in (2.69) eingehenden Transportintegrale auswirkt, im Vergleich zur explizit
enthaltenen X-Abha¨ngigkeit zu vernachla¨ssigen ist. Der Valenzunterschied ist
deshalb vermutlich als eher klein gegenu¨ber Eins abzuscha¨tzen.
Wa¨hlt man fu¨r die Abschirmla¨nge 1/κ (siehe Gl. 2.80) einen Wert von etwa 0.55A˚
[49], setzt fu¨r ZCu = 1, ZNi = 1.5, wa¨hlt die Teilchendichte zu 1/vA = 8·1028 m−3
[38], so erha¨lt man fu¨r die Konzentration X = 40 einen Wert
∂2ρ
∂T 2
= 1 · 10−12Ωm/(◦K)2 , (10.25)
der dem aus dem Polynom-Fit (10.17) abgeleiteten Wert
∂2ρ/∂T 2 = 8.8 · 10−13 Ωm/(◦K)2 gerade entspricht. Auch wenn die U¨bereinstim-
mung in dieser Gu¨te als Zufall zu werten ist, zeigt es jedoch, dass der beobachtete
Effekt in der richtigen Gro¨ßenordnung liegt. Aus Gleichung (2.85) geht her-
vor, dass der Anteil ρc(X) sich spiegelsymmetrisch zur Konzentration X = 50%
verhalten mu¨sste, was allerdings im Widerspruch zu der Tatsache steht, dass
bei ho¨heren Konzentrationen eine derartige Kru¨mmung nicht beobachtet wurde.
Hierfu¨r bieten sich zwei Erkla¨rungen an:
• Der Widerstandsanteil ρc, wie er u¨ber (2.85) repra¨sentiert wird, resul-
tiert aus Teilchenkorrelationen im Grenzfall großer Absta¨nde zwischen den
Teilchen. Er hat seine Ursache in der Streuung der Leitungselektronen
an großra¨umigen Potenzialschwankungen, die u¨ber den Valenzunterschied
Z1 − Z2 mit den Konzentrationsschwankungen in Zusammenhang stehen.
Der gro¨ßte Teil der in den (temperaturabha¨ngigen) partiellen Strukturfak-
toren Sˆ11(q), Sˆ12(q) und Sˆ22(q) (insbesondere bei gro¨ßeren q-Werten) enthal-
tenen Information, ebenso wie die unterschiedlichen Streueigenschaften der
Kupfer- und Nickelatome, wie sie u¨ber die entsprechenden Streumatrizen
t¯Cu bzw. t¯Ni (siehe 2.67) beschrieben werden, wird vernachla¨ssigt.
• Bei ho¨heren Konzentrationen steigt der Wert des spezifischen Widerstan-
des stark an, was gleichbedeutend mit der Abnahme der mittleren freien
Wegla¨nge l ist (bei ρ = 80 µΩcm betra¨gt sie lediglich noch das Zwei- bis
Dreifache des mittleren Atomabstands d¯). Strukturabha¨ngige Interferenz-
effekte, wie sie in dem einfachen Wellenbild der Ziman-Formel nur fu¨r l  d
zu erwarten sind, werden immer unwahrscheinlicher.
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Eine tiefergehende Diskussion der beobachteten Temperaturabha¨ngigkeit des spe-
zifischen Widerstandes ist auf der Grundlage der wenigen bisher durchgefu¨hrten
Messungen nicht sinnvoll. Insbesondere sollten Spekulationen hinsichtlich des
physikalischen Ursprungs der beobachteten Schwankungen im spezifischen Wi-
derstand erst nach eindeutiger Kla¨rung der Signifikanz dieses Effektes angestellt
werden.
Kapitel 11
Zusammenfassung und Ausblick
In der vorliegenden Dissertation wurde ein Messverfahren zur Bestimmung der
elektrischen Leitfa¨higkeit an unterku¨hlten Metallschmelzen entwickelt und dieses
Verfahren zur Untersuchung des Legierungssystems Kupfer-Nickel angewendet.
Entsprechend la¨sst sich die Thematik dieser Arbeit in einen methodischen und
einen ergebnisorientierten Teil untergliedern.
Der erste Teil dieser Arbeit befasst sich mit den Grundlagen des Messverfah-
rens sowie der praktischen Umsetzung. Es kommen ausschließlich kontaktlose
Verfahren zur Anwendung:
• Die elektromagnetische Levitationstechnik zur Prozessierung der Probe un-
ter Schwerefeldbedingungen.
• Ein induktives Messprinzip zur Bestimmung der elektrischen Leitfa¨higkeit
und zur Kontrolle der vertikalen Probenposition. Prima¨re Messgro¨ße ist
hierbei immer die wechselseitige Induktivita¨t eines Spulenpaares, die auf-
grund der Anwesenheit der leitenden Probe vera¨ndert ist.
• Ein pyrometrisches Verfahren zur Messung der Probentemperatur.
Eine sto¨rende gegenseitige Einflussnahme dieser Techniken muss vermieden wer-
den, was eine von Standardverfahren abweichende praktische Implementierung
erforderlich macht:
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1. Als Levitationsspulen werden auf keramische Tra¨ger aufgebrachte HF-Lit-
zen verwendet, wobei die Abfuhr der in den Wicklungen auftretenden Ver-
lustleistung u¨ber außen zirkulierendes destilliertes Wasser erfolgt. Fu¨r die
Ku¨hlung der im Inneren liegenden Messwicklungen ist somit kein zusa¨tz-
licher Ku¨hlkreislauf erforderlich. Vorteile dieses Spulenprinzips sind unter
anderem die hohe Rotationssymmetrie, die eine platzsparende Integration
des Messtransformators ermo¨glicht, sowie eine definierte und zudem repro-
duzierbare Spulengeometrie. Dies ist eine Voraussetzung fu¨r die Umsetzung
berechneter Feldgeometrien, sodass die Eigenschaften der zum Einsatz kom-
menden Levitationsspulen vor deren Herstellung festgelegt werden ko¨nnen.
2. Da aufgrund der starken Levitationsfelder hohe Spannungen in den Mess-
spulen induziert werden, mu¨ssen zusa¨tzliche Maßnahmen getroffen werden:
• Mit den Messspulen in Reihe geschaltete Kompensationstransforma-
toren reduzieren die Induktionsspannungen, sodass empfindliche Ein-
gangsversta¨rker angeschlossen werden ko¨nnen, ohne dass diese zersto¨rt
werden. Die Induktion von Ausgleichsstro¨men im Levitationskreis, die
zu einer Verzerrung der Messfeldgeometrie fu¨hren, wird dadurch eben-
falls weitgehend unterdru¨ckt.
• Es wird ein Levitationsgenerator im Tastbetrieb verwendet, wobei
Messungen lediglich wa¨hrend der Abschaltphase des Generatorzyklus-
ses durchgefu¨hrt werden.
3. Da aufgrund von Punkt (2) Messungen lediglich wa¨hrend genau festgeleg-
ter relativ kurzer Zeitspannen erfolgen mu¨ssen, werden die an den Spulen
des Messtransformators auftretenden Wechselspannungen u¨ber eine Mess-
karte in Form von separat vorliegenden Datenblo¨cken in digitaler Form
aufgezeichnet und daraus spa¨ter die entsprechenden Gegeninduktivita¨ts-
a¨nderungen ermittelt.
4. Um Einflu¨sse der Probenform und -gro¨ße von realen Leitfa¨higkeitsa¨nde-
rungen besser trennen zu ko¨nnen, werden Messungen u¨ber einen weiten
Frequenzbereich durchgefu¨hrt. Durch Aufnahme mehrerer Datenblo¨cke
und anschließende Mittelung werden Schwankungen aufgrund von Proben-
oszillationen reduziert.
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5. Um eine mo¨glichst hohe Genauigkeit zu erzielen, wird eine frequenzabha¨n-
gige Eichung der Messelektronik und des Spulensystems durchgefu¨hrt, wo-
bei Vera¨nderungen in der Elektronik durch ha¨ufig wiederkehrende automa-
tisch durchgefu¨hrte Referenzmessungen detektiert werden.
6. Alle Spulen sind hinsichtlich bestimmter Kriterien numerisch berechnet:
• Bei den Levitationsspulengeometrien wurde ein Kompromiss zwischen
der Spha¨rizita¨t der levitierten Probe und der zur Levitation der Probe
notwendigen Feldenergie getroffen.
• Die Spulen des Messtransformators wurden hinsichtlich der Homoge-
nita¨t des Messfeldes optimiert. Auf diese Weise wurde eine weitge-
hende Unabha¨ngigkeit der gemessenen Induktionsa¨nderungen von der
Probenlage erreicht.
Als Grundlage des hier vorgestellten induktiven Messverfahrens zur Bestimmung
der elektrischen Leitfa¨higkeit wurde der theoretische Zusammenhang zwischen
den Probeneigenschaften und der Induktivita¨tsa¨nderung, der fu¨r kugelfo¨rmige
Ko¨rper bekannt ist, fu¨r den Fall geringfu¨gig aspha¨rischer Proben erweitert. Das
Ergebnis ist eine Entwicklung, die sich nach Potenzen in der Abweichung des
Probenradius von der Kugelform ordnen la¨sst. Es zeigt sich, dass bei der Be-
stimmung der elektrischen Leitfa¨higkeit unter Beru¨cksichtigung von Termen bis
zu erster Ordnung lediglich systematische Fehler in der Gro¨ßenordnung von 1 bis
2% verbleiben, wobei eine Kenntnis der Probenform nicht erforderlich ist. Die-
se lassen sich unter Zuhilfenahme einer groben Scha¨tzung der Probenform bei
Beru¨cksichtigung von Termen in zweiter Ordnung auf Werte unter 1% reduzie-
ren. Referenzmessungen an festen kugelfo¨rmigen Proben aus unterschiedlichen
Materialien zeigen gute U¨bereinstimmung mit Literaturwerten. Wa¨hrend die Re-
produzierbarkeit von Messergebnissen an festen Materialien sehr gut ist (Unter-
schiede liegen in der Gro¨ßenordnung von 0.1%) zeigen Wiederholungsmessungen
an flu¨ssigen Proben Abweichungen in der Gro¨ßenordnung von 1%. Diese sind
vermutlich auf thermische Vera¨nderungen des Spulensystems bei eingeschalte-
tem Levitationsgenerator zuru¨ckzufu¨hren. Auf Zeitskalen von kurz hintereinan-
der ausgefu¨hrten Messungen sind diese Driften meist jedoch relativ klein, sodass
insbesondere zusammenha¨ngende Messpunktreihen eine relativ gute Korrelation
der Einzelpunkte untereinander aufweisen.
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Im zweiten Teil wurden Messungen an den reinen Metallen Kupfer und Nickel,
sowie an Kupfer-Nickel-Legierungen durchgefu¨hrt. Wa¨hrend die reinen Materia-
lien regula¨res Verhalten zeigen (lineare Temperaturabha¨ngigkeit des spezifischen
Widerstandes, positive Temperaturkoeffizienten), weisen die Messungen an den
Legierungen einige Besonderheiten auf. Bei geringem Nickelanteil zeigen sich
positive Kru¨mmungen des spezifischen Widerstandes (∂2ρ/∂T 2 > 0), die vermut-
lich auf Konzentrationsfluktuationen zuru¨ckzufu¨hren sind. Aufgrund der positi-
ven Mischungsenthalpie besteht die Tendenz gleichartiger Atome sich zusammen-
zuballen (Cluster zu bilden), wobei die thermische Bewegung dieser Ordnungs-
tendenz entgegenwirkt. Diese Cluster, die sich vermehrt bei tiefen Temperaturen
bilden, fu¨hren vermutlich zu der beobachteten Erho¨hung des spezifischen Wider-
standes in Bezug auf das durch lineare Extrapolation zu erwartende Verhalten.
Wa¨hrend eine a¨hnliche Kru¨mmung bei ho¨heren Nickelkonzentrationen nicht mehr
beobachtet wird, zeigen sich dort schwache periodische Abweichungen vom linea-
ren Verhalten, die an der Auflo¨sungsgrenze der Anlage liegen. Hier sind weitere
Vergleichsmessungen erforderlich, um Messartefakte ausschließen zu ko¨nnen.
Wie im Rahmen der vorliegenden Arbeit demonstriert wurde, ermo¨glicht die auf-
gebaute Messanlage, pra¨zise Werte der elektrischen Leitfa¨higkeit an flu¨ssigen Me-
tallen unter Schwerefeldbedingungen zu erhalten. Neben Systemen wie Kupfer-
Eisen oder Kupfer-Kobalt, die Mischungslu¨cken im unterku¨hlten Zustand aufwei-
sen, bieten sich auch mehrkomponentige Legierungen und metallische Glasbildner
als weitere Untersuchungsobjekte an. Da bisher kaum Messwerte an Legierungen
im unterku¨hlten Zustand existieren, ero¨ffnet sich hier fu¨r die Zukunft ein weites
Forschungsgebiet, fu¨r das die hier vorgestellten Ergebnisse lediglich einen Einstieg
bedeuten.
Anhang A
Magnetische Feldverteilung bei
Azimutalsymmetrie
Die folgenden Kapitel sind als Nachtrag zu den in Abschnitt 4 durchgefu¨hrten
Berechnungen gedacht. Dort wurde auf tiefergehende mathematische Detailfra-
gen nicht eingegangen, um den Gedankenfluss nicht zu weit von der eigentlichen
Thematik wegzufu¨hren.
A.1 Die greensche Funktion
Die greensche Funktion muss nach (4.25) die Differenzialgleichung
4G(x− x′)− iωµ0σVG(x− x′) = −δ(x− x′) (A.1)
erfu¨llen. Mit der Fourier-Transformierten G(k) von G gilt:
G(x− x′) = 1
(2pi)3/2
∫
d3k G(k)eik(x−x
′) , (A.2)
δ(x− x′) = 1
(2pi)3
∫
d3k eik(x−x
′) . (A.3)
Eingesetzt in (A.1) und aufgelo¨st nach G(k) ergibt:
G(k) =
1
(2pi)3/2
1
k2 + iωµ0σV
. (A.4)
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Einsetzen von (A.4) in (A.2) ergibt:
G(x− x′) = 1
(2pi)2
∫ ∞
0
dk
∫ 1
−1
du
k2
k2 + iωµ0σV
eikru (A.5)
=
1
(2pi)2
1
ir
∫ ∞
−∞
dk
k
k2 + iωµ0σV
eikr . (A.6)
mit r = |x− x′|. Der Integrand von (A.6) besitzt zwei Polstellen erster Ordnung:
k± = ± 1√
2
(1− i)√ωµ0σV = ±(1− i)/δ . (A.7)
Dies ermo¨glicht es, das Integral mittels des Residuensatzes zu lo¨sen; es ergibt sich
schließlich:
G(x− x′) = 1
4pi
1
|x− x′|e
−(1 + i) |x−x′|
δ . (A.8)
Zu (A.8) kann im Prinzip noch jede Lo¨sung GH der homogenen Gleichung
4GH(x− x′)− iωµ0σVGH(x− x′) = 0 . (A.9)
addiert werden. Die allgemeine Form von GH lautet (siehe z. B. [67]):
GH =
∫
|n|=1
a+(n) exp
(
+
(1− i)
δ
n · (x− x′)
)
d3n +
∫
|n|=1
a−(n) exp
(
−(1− i)
δ
n · (x− x′)
)
d3n . (A.10)
Es zeigt sich nach Einsetzen dieser Lo¨sung in Gleichung (4.26), dass die Randbe-
dingungen (4.10) und (4.21) sich nur fu¨r
a+(n) = 0 , a−(n) = 0 (A.11)
erfu¨llen lassen. Gleichung (A.8) stellt somit schon die eindeutig bestimmte Lo¨-
sung des Problems dar. Nach [3] la¨sst sich (A.8) nach Kugelfla¨chenfunktionen
entwickeln:
G(x− x′) = −1 + i
δ
∞∑
l=0
l∑
m=−l
Y ml (u, ϕ)Y
m∗
l (u
′, ϕ′)× (A.12)
{
Jl
(
(i− 1) r
δ
)
H
(1)
l
(
(i− 1) r′
δ
)
fu¨r r < r′
H
(1)
l
(
(i− 1) r
δ
)
Jl
(
(i− 1) r′
δ
)
fu¨r r > r′
.
Jl sind spha¨rische Besselfunktionen, H
(1)
l spha¨rische Hankelfunktionen er-
ster Art. r, u = cos(θ) und ϕ sind Kugelkoordinaten.
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A.2 Erste Ordnung Sto¨rungstheorie
Das folgende Kapitel entha¨lt eine vollsta¨ndige Herleitung des induzierten Vek-
torpotenzials in erster Ordnung Sto¨rungstheorie fu¨r eine geringfu¨gig aspha¨rische
rotationssymmetrische Probe. Fu¨r das externe Vektorpotenzial gilt dabei die
einschra¨nkende Annahme, dass auf der Oberfla¨che der Probe die Normalkom-
ponente verschwindet. Dies gilt insbesondere fu¨r azimutalsymmetrische externe
Magnetfelder. Ausgangspunkt ist die Integralgleichung (6.49) mit den Erga¨nzun-
gen (6.50) und (6.51). Entsprechend der zweigeteilten Definition der greenschen
Funktion (A.12) mu¨ssen die Integrationen in Gleichung (6.49) in Bereiche mit
r′ < r und in Bereiche mit r′ > r aufgeteilt werden.
Mit der Definition kˆ := (i− 1)/δ und δ nach Gleichung (4.30) gilt:
kˆ2 = −iωµ0σV . (A.13)
Der erste Term der Integralgleichung (4.27) wird damit zu:
AI0v (x) = kˆ
2
∫
 
AE0(x′)G(x− x′) d3x′ =
=
2pi∫
0
1∫
−1

 r∫
0
+
min[r,R(u′)]∫
r
+
max[r,R(u′)]∫
r

AE0(x′)G(x− x′) dr′ du′ dϕ′ . (A.14)
Die Ortsvektoren x = x(r, u, ϕ) und x′(r′, u′, ϕ′) sind durch Kugelkoordina-
ten ausgedru¨ckt. R(u) ist der polarwinkelabha¨ngige Probenradius
(u = cos θ). Eine Abha¨ngigkeit vom Azimutwinkel besteht aufgrund der
Rotationssymmetrie der Probe nicht.
Analog erha¨lt man fu¨r den zweiten Term (4.28):
AI0h (x) = −kˆ2
∫

3\
 
AI0(x′)G(x− x′) d3x′ =
=
2pi∫
0
1∫
−1

 ∞∫
r
+
r∫
max[r,R(u′)]
+
r∫
min[r,R(u′)]

AI0(x′)G(x− x′) dr′ du′ dϕ′ . (A.15)
Der Ortsvektor x liege zwischen den Kugelschalen S(K1) und S(K2)
(siehe Abb. 6.4):
min
−1<u<1
R(u) =: r1 < r < r2 := max
−1<u<1
R(u) . (A.16)
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Fu¨r das erste und zweite Integral in der eckigen Klammer von (A.14) und fu¨r das
dritte Integral von (A.15) gilt r′ < r, fu¨r alle anderen r′ > r.
Durch Einsetzen von (A.12) in (A.14) erha¨lt man:
AI0v = ik
3
∞∑
l=0
l∑
m=−l
Y ml (u, ϕ)×
{
H
(1)
l (kˆr)
[ 2pi∫
0
1∫
−1
r∫
0
AE0(x′)Jl(kˆr
′)Y m
∗
l (u
′, ϕ′)r′
2
dr′ du′ dϕ′
︸ ︷︷ ︸
=: T lmV 1
+ (A.17)
2pi∫
0
1∫
−1
min[r,R(u′)]∫
r
AE0(x′)Jl(kˆr
′)Y m
∗
l (u
′, ϕ′)r′
2
dr′ du′ dϕ′
︸ ︷︷ ︸
=: T lmV 2
]
+ (A.18)
Jl(kˆr)
2pi∫
0
1∫
−1
max[r,R(u′)]∫
r
AE0(x′)H
(1)
l (kˆr
′)Y m
∗
l (u
′, ϕ′)r′
2
dr′ du′ dϕ′
︸ ︷︷ ︸
=: T lmV 3
}
(A.19)
und analog fu¨r (A.15):
AI0h = −ik3
∞∑
l=0
l∑
m=−l
Y ml (u, ϕ)×
{
Jl(kˆr)
[ 2pi∫
0
1∫
−1
∞∫
r
AI0(x′)H
(1)
l (kˆr
′)Y m
∗
l (u
′, ϕ′)r′
2
dr′ du′ dϕ′
︸ ︷︷ ︸
=: T lmH1
+ (A.20)
2pi∫
0
1∫
−1
r∫
max[r,R(u′)]
AI0(x′)H
(1)
l (kˆr
′)Y m
∗
l (u
′, ϕ′)r′
2
dr′ du′ dϕ′
︸ ︷︷ ︸
=: T lmH2
]
+ (A.21)
H
(1)
l (kˆr)
2pi∫
0
1∫
−1
r∫
min[r,R(u′)]
AI0(x′)Jl(kˆr
′)Y m
∗
l (u
′, ϕ′)r′
2
dr′ du′ dϕ′
︸ ︷︷ ︸
=: T lmH3
}
. (A.22)
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Einsetzen der Entwicklung (4.32) und Ausfu¨hren der Raumwinkelintegration er-
gibt fu¨r (A.17):
T lmV 1(r) = A
E
lm r
2
0
∫ r
0
(
r′
r0
)l+2
Jl(kˆr
′) dr′ = AElm r
2
0
1
kˆ
(
r
r0
)l+2
Jl+1(kˆr) . (A.23)
Dabei wurde die Beziehung [3]
d
dy
[
yl+2Jl+1(y)
]
= yl+2Jl(y) (A.24)
ausgenu¨tzt.
Entsprechendes erha¨lt man fu¨r (A.20):
T lmH1(r) = A
I
lm r
2
0
∫ ∞
r
(
r′
r0
)−(l−1)
H
(1)
l (kˆr
′) dr′ = AIlm r
2
0
1
kˆ
(
r
r0
)−(l−1)
H
(1)
l−1(kˆr) .
(A.25)
Dabei wurde die Beziehung [3]
d
dy
[
y−(l−1)H
(1)
l−1(y)
]
= −y−(l−1)H(1)l (y) (A.26)
und lim
qˆ→∞
H
(1)
l ((i− 1)qˆ) = 0 ausgenu¨tzt.
Die r′-Integration in (A.23) und (A.25) la¨sst sich durchfu¨hren, indem fu¨r
die Integranden reelle Argumente verwendet werden, und eine entsprechen-
de Stammfunktion bestimmt wird (A.24 bzw. A.26). Da die Integranden
innerhalb ihrer jeweiligen Integrationsbereiche analytische Funktionen sind,
sind auch ihre Stammfunktionen analytisch. Die analytische Fortsetzung
einer derartigen Funktion ist deshalb auch Stammfunktion im Komplexen.
In den Ausdru¨cken T lmV 2 und T
lm
V 3 bzw. T
lm
H2 und T
lm
H3 la¨sst sich die Winkelintegration
nicht unmittelbar ausfu¨hren, da die Integrationsgrenzen der r′-Integration von u′
abha¨ngen.
Es verbleibt fu¨r (A.18)
T lmV 2(r) =
r20
∑
l′,m′
AEl′m′
2pi∫
0
1∫
−1
min[r,R(u′)]∫
r
(
r′
r0
)l′+2
Jl(kˆr
′)dr′ Y m
′
l′ (u
′ϕ′)Y m
∗
l (u
′ϕ′) du′ dϕ′ (A.27)
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und fu¨r (A.19)
T lmV 3(r) =
r20
∑
l′,m′
AEl′m′
2pi∫
0
1∫
−1
max[r,R(u′)]∫
r
(
r′
r0
)l′+2
H
(1)
l (kˆr
′)dr′ Y m
′
l′ (u
′ϕ′)Y m
∗
l (u
′ϕ′) du′ dϕ′ , (A.28)
bzw. fu¨r (A.21)
T lmH2(r) =
r20
∑
l′,m′
AIl′m′
2pi∫
0
1∫
−1
r∫
max[r,R(u′)]
(
r′
r0
)−(l′−1)
H
(1)
l (kˆr
′)dr′ Y m
′
l′ (u
′ϕ′)Y m
∗
l (u
′ϕ′) du′ dϕ′ (A.29)
und fu¨r (A.22)
T lmH3(r) =
r20
∑
l′,m′
AIl′m′
2pi∫
0
1∫
−1
r∫
min[r,R(u′)]
(
r′
r0
)−(l′−1)
Jl(kˆr
′)dr′ Y m
′
l′ (u
′ϕ′)Y m
∗
l (u
′ϕ′) du′ dϕ′ . (A.30)
Um diese Ausdru¨cke auszuwerten, wird die Integralgleichung (4.26), deren linke
und rechte Seite bisher eine Funktion des nicht na¨her spezifizierten Ortsvektors
x(r, u) war, auf Punkten der Probenoberfla¨che ausgewertet (x = x(R(u), u)), mit
Y r
∗
n multipliziert und u¨ber den vollen Raumwinkel Ω = 4pi integriert.
Mit den zusa¨tzlichen Definitionen
T˜ nrV 1 := ikˆ
3
∞∑
l=0
l∑
m=−l
2pi∫
0
1∫
−1
H
(1)
l (kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)T
lm
V 1(R(u))du dϕ , (A.31)
T˜ nrV 2 := ikˆ
3
∞∑
l=0
l∑
m=−l
2pi∫
0
1∫
−1
H
(1)
l (kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)T
lm
V 2(R(u))du dϕ , (A.32)
T˜ nrV 3 := ikˆ
3
∞∑
l=0
l∑
m=−l
2pi∫
0
1∫
−1
Jl(kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)T
lm
V 3(R(u))du dϕ , (A.33)
A.2 ERSTE ORDNUNG STO¨RUNGSTHEORIE 203
bzw.
T˜ nrH1 := ikˆ
3
∞∑
l=0
l∑
m=−l
2pi∫
0
1∫
−1
Jl(kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)T
lm
H1(R(u))du dϕ , (A.34)
T˜ nrH2 := ikˆ
3
∞∑
l=0
l∑
m=−l
2pi∫
0
1∫
−1
Jl(kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)T
lm
H2(R(u))du dϕ , (A.35)
T˜ nrH3 := ikˆ
3
∞∑
l=0
l∑
m=−l
2pi∫
0
1∫
−1
H
(1)
l (kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)T
lm
H3(R(u))du dϕ (A.36)
und
T˜ nrG :=
∞∑
l=0
l∑
m=−l
AIlm
2pi∫
0
1∫
−1
(
R(u)
r0
)−(l+1)
Y ml (u, ϕ)Y
r∗
n (u, ϕ)du dϕ (A.37)
wird aus (4.26):
T˜ nrG =
3∑
i=1
(
T˜ nrV i − T˜ nrHi
)
. (A.38)
Mit den Entwicklungen1
fl(kˆr) ≈ fl(kˆr0) + (kˆr0)f ′l (kr0)
(
r − r0
r0
)
(A.39)
und (
r
r0
)(l+2)
≈ 1 + (l + 2)
(
r − r0
r0
)
, (A.40)
die unter den Annahmen max
−1<u<1
∣∣∣kˆ(R(u)− r0)∣∣∣  2pi und max
−1<u<1
∣∣∣R(u)−r0r0 ∣∣∣  1
gelten, folgt:
T˜ nrV 1 = i(kˆr0)
2
∞∑
l=0
l∑
m=−l
AElm ×
2pi∫
0
1∫
−1
(
R(u)
r0
)l+2
H
(1)
l (kˆR(u))Jl+1(kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)du dϕ (A.41)
= i(kˆr0)
2
∞∑
l=0
l∑
m=−l
AElm
{[(
H
(1)
l
′
(kˆr0)Jl+1(kˆr0) +H
(1)
l (kˆr0)J
′
l+1(kˆr0)
)
(kˆr0) +
(l + 2)H
(1)
l (kˆr0)Jl+1(kˆr0)
]
αlmnr + δnlδrm H
(1)
n (kˆr0)Jn+1(kˆr0)
}
. (A.42)
1fl steht fu¨r Jl oder H
(1)
l , f
′
l (y) ist die Ableitung nach dem vollsta¨ndigen Argument y.
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Im Integranden wurden alle R(u)-abha¨ngigen Terme entsprechend (A.39) und
(A.40) entwickelt und alle aufgrund der Produktbildung auftretenden ho¨heren
Terme als O((r − r0)/r0) vernachla¨ssigt. Die Parameter αlmnr sind durch
αlmnr :=
∫ 2pi
0
∫ 1
−1
(
R(u)− r0
r0
)
Y ml (u, ϕ)Y
r∗
n (u, ϕ) du dϕ (A.43)
definiert.
Mit derselben Vorgehensweise erha¨lt man fu¨r T˜ nrV 2 und T˜
nr
V 3:
T˜ nrV 2 = ikˆ
3r20
∑
l,m
∑
l′,m′
AEl′m′
2pi∫
0
1∫
−1
H
(1)
l (kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)×
2pi∫
0
1∫
−1
min[R(u),R(u′)]∫
R(u)
(
r′
r0
)l′+2
Jl(kˆr
′)dr′
︸ ︷︷ ︸
Jl(kˆr0)(min[R(u),R(u′)])−R(u))
Y m
′
l′ (u
′, ϕ′)Y m
∗
l (u
′, ϕ′)du′dϕ′ dudϕ , (A.44)
T˜ nrV 3 = ikˆ
3r20
∑
l,m
∑
l′,m′
AEl′m′
2pi∫
0
1∫
−1
Jl(kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)×
2pi∫
0
1∫
−1
max[R(u),R(u′)]∫
R(u)
(
r′
r0
)l′+2
H
(1)
l (kˆr
′)dr′
︸ ︷︷ ︸
H
(1)
l (kˆr0)(max[R(u),R(u
′)])−R(u))
Y m
′
l′ (u
′, ϕ′)Y m
∗
l (u
′, ϕ′)du′dϕ′ dudϕ . (A.45)
In (A.44) und (A.45) wurden im r′-Integranden nur die Terme Nullter Ord-
nung beru¨cksichtigt. Man erkennt, dass beide Ausdru¨cke bis auf die Faktoren
(min[R(u), r′(u′)]−R(u)) bzw. (max[R(u), r′(u′)]− R(u)) identisch sind.
Es gilt:
(min[R(u), R(u′)]−R(u))+ (max[R(u), R(u′)]−R(u)) = R(u′)−R(u) , (A.46)
da immer einer und nur einer der beiden Terme auf der linken Seite von Null
verschieden ist und dann gerade demWert auf der rechten Seite entspricht. Durch
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Summation der Terme T˜ nrV 2 und T˜
nr
V 3 erha¨lt man folglich:
T˜ nrV 2 + T˜
nr
V 3 = i(kˆr0)
3
∑
l,m
∑
l′,m′
AEl′m′Jl(kˆr0)H
(1)
l (kˆr0)×
2pi∫
0
1∫
−1
2pi∫
0
1∫
−1
(
R(u′)− r0
r0
)
−
(
R(u)− r0
r0
) (u′,ϕ′)︷ ︸︸ ︷
Y m
′
l′ Y
m∗
l
(u,ϕ)︷ ︸︸ ︷
Y ml Y
r∗
n du
′dϕ′ dudϕ
︸ ︷︷ ︸
αl
′,m′
l,m δnlδrm−α
l,m
n,r δll′δmm′
(A.47)
= i(kˆr0)
3
∞∑
l=0
l∑
m=−l
(
Jn(kˆr0)H
(1)
n (kˆr0)− Jl(kˆr0)H(1)l (kˆr0)
)
αlmnrA
E
lm . (A.48)
Die Umformungen fu¨r die Terme T˜ nrH1 bis T˜
nr
H3 verlaufen analog:
T˜ nrH1 = i(kˆr0)
2
∞∑
l=0
l∑
m=−l
AIlm ×
2pi∫
0
1∫
−1
(
R(u)
r0
)−(l−1)
Jl(kˆR(u))H
(1)
l−1(kˆR(u))Y
m
l (u, ϕ)Y
r∗
n (u, ϕ)du dϕ (A.49)
= i(kˆr0)
2
∞∑
l=0
l∑
m=−l
AIlm
{[(
J ′l(kˆr0)H
(1)
l−1(kˆr0) + Jl(kˆr0)H
(1)
l−1
′
)
(kˆr0)−
(l − 1)Jl(kˆr0)H(1)l−1(kˆr0)
]
αlmnr + δnlδrm Jn(kˆr0)H
(1)
n−1(kˆr0)
}
, (A.50)
T˜ nrH2 + T˜
nr
H3 =
−i(kr0)3
∞∑
l=0
l∑
m=−l
(
Jn(kr0)H
(1)
n (kˆr0)− Jl(kˆr0)H(1)l (kr0)
)
αlmnrA
I
lm . (A.51)
Fu¨r T˜ nrG erha¨lt man:
T˜ nrG = A
I
nr −
∞∑
l=0
l∑
m=−l
(l + 1)αlmnrA
I
lm . (A.52)
Mit den Beziehungen [14]:
kˆr0fl+1
′ = −(l + 2)fl+1(kˆr0) + kˆr0fl(kˆr0) (A.53)
und
kˆr0fl−1
′ = (l − 1)fl−1(kˆr0)− kˆr0fl(kˆr0) (A.54)
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(fl gleich Jl oder H
(1)
l ) lassen sich weitere Vereinfachungen durchfu¨hren.
Es folgt:
3∑
i=1
T˜ nrV i = i(kˆr0)
2
{[ ∞∑
l=0
l∑
m=−l
×
(
H
(1)
l
′
(kˆr0)Jl+1(kˆr0) + Jn(kˆr0)H
(1)
n (kˆr0)
)
kˆr0 α
lm
nrA
E
lm
]
+
H(1)n (kˆr0)Jn+1(kˆr0)A
E
nr
}
(A.55)
und
3∑
i=1
T˜ nrHi = −i(kˆr0)2
{[ ∞∑
l=0
l∑
m=−l
×
(
Jl
′(kˆr0)H
(1)
l−1(kˆr0)− Jn(kˆr0)H(1)n (kˆr0)
)
kˆr0 α
lm
nrA
I
lm
]
−
Jn(kˆr0)H
(1)
n−1(kˆr0)A
I
nr
}
. (A.56)
Um die nullte Na¨herung zu bestimmen (dies ist die exakte Lo¨sung fu¨r undefor-
mierte spha¨rische Ko¨rper) mu¨ssen alle Terme erster Ordnung beiseite gelassen
werden. Dies sind die Terme, die Geometriekoeffizienten αlmnr enthalten. Glei-
chung (A.38) wird dann zu:
AI(0)nr = i(kˆr0)
2
(
H(1)n (kˆr0)Jn+1(kˆr0)A
E
nr − Jn(kˆr0)H(1)n−1(kˆr0)AI(0)nr
)
. (A.57)
Mit der Beziehung
1 + i(kˆr0)
2Jn(kˆr0)H
(1)
n−1(kˆr0) = i(kˆr0)
2Jn−1(kˆr0)H
(1)
n (kˆr0) (A.58)
erha¨lt man schließlich fu¨r A
I(0)
nr :
AI(0)nr =
Jn+1(kˆr0)
Jn−1(kr0)
AEnr . (A.59)
Dies ist die nullte Na¨herung fu¨r die Feldkoeffizienten A
I(0)
nr als Funktion der (be-
kannten) Koeffizienten A
E(0)
nr .
Die erste Na¨herung fu¨r AInr erha¨lt man, in dem man in (A.38) in allen α-
abha¨ngigen Termen die Koeffizienten AInr durch ihre nullte Na¨herung entspre-
chend (A.59) ersetzt, und nach den verbleibenden Koeffizienten auflo¨st.
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Gleichung (A.38) lautet bei Beru¨cksichtigung aller Terme nullter und erster Ord-
nung:
AI(1)nr (1 + i(kˆr0)
2JnH
(1)
n−1) = i(kˆr0)
2
{
H(1)n Jn+1A
E
nr+
∞∑
l=0
l∑
m=−l
[(
H
(1)
l
′
Jl+1 + JnH
(1)
n −
Jl+1
Jl−1
(
Jl
′H
(1)
l−1 − JnH(1)n
))
kˆr0 +
(l + 1)
Jl+1
Jl−1
]
αlmnrA
E
lm
}
. (A.60)
(Das in den Bessel- und Hankelfunktionen auftretende Argument (kˆr0) wurde der
U¨bersicht halber hier nicht ausgeschrieben.)
Durch wiederholtes Anwenden der Beziehungen (A.53), (A.54) und (A.58) la¨sst
sich dieser Ausdruck weiter vereinfachen und man erha¨lt schließlich als
Endergebnis:
AI(1)nr =
Jn+1(kˆr0)
Jn−1(kr0)
AEnr + (A.61)
Jn(kˆr0)
Jn−1(kˆr0)
∞∑
l=0
l∑
m=−l
(2l + 1)
Jl(kˆr0)
Jl−1(kˆr0)
αlmnrA
E
lm . (A.62)
A.3 Zusammenfassung der Ergebnisse
Die im letzten Abschnitt dargestellten Herleitungen lassen sich in a¨hnlicher Wei-
se auch fu¨r die zweite Ordnung durchfu¨hren. Ausgedru¨ckt durch die Matrizen⌈
F l
′m′
lm
⌋
lautet das induzierte Vektorpotenzial bis zur zweiten Ordnung:⌈
F l
′m′
lm
⌋
=
[
(0)
F
l′m′
lm (kˆr0)+
(1)
F
l′m′
lm (kˆr0)+
(2)
F
l′m′
lm (kˆr0)
]
dIc . (A.63)
dIc bezeichnet die Einheitsmatrix des R3.
(0)
F ,
(1)
F und
(2)
F stehen fu¨r die nullte,
erste und zweite Ordnung in der Entwicklung. Es gilt:
(0)
F
l′m′
lm =
1
2l + 1
Jl+1(kˆr0)
Jl−1(kr0)
δll′ δmm′ , (A.64)
(1)
F
l′m′
lm =
Jl(kˆr0)
Jl−1(kˆr0)
Jl′(kˆr0)
Jl′−1(kˆr0)
αl
′m′
lm , (A.65)
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(2)
F
l′m′
lm = (kˆr0)
Jl(kˆr0)
Jl−1(kˆr0)
Jl′(kˆr0)
Jl′−1(kˆr0)
×{
∞∑
l′′=0
l′′∑
m′′=−l′′
Jl′′(kˆr0)
Jl′′−1(kˆr0)
αl
′′m′′
lm α
l′m′
l′′m′′
}
+ (A.66)
{
(kˆr0)
[
Jl(kˆr0)
Jl−1(kˆr0)
+
Jl′(kˆr0)
Jl′−1(kˆr0)
]
− (l + l′) Jl(kˆr0)
Jl−1(kˆr0)
Jl′(kˆr0)
Jl′−1(kˆr0)
}
βl
′m′
lm , (A.67)
mit den reellen Geometrieparametern
αl
′m′
lm =
∫ 2pi
0
∫ 1
−1
(
R(u)− r0
r0
)
Y m
′
l′ (u, ϕ)Y
m∗
l (u, ϕ) du dϕ (A.68)
und
βl
′m′
lm =
1
2
∫ 2pi
0
∫ 1
−1
(
R(u)− r0
r0
)2
Y m
′
l′ (u, ϕ)Y
m∗
l (u, ϕ) du dϕ (A.69)
Man erkennt unmittelbar:
αl
′m′
lm = α
l′m
lm δmm′ = α
l′−m
l−m δmm′ , (A.70)
βl
′m′
lm = β
l′m
lm δmm′ = β
l′−m
l−m δmm′ (A.71)
und
αl
′,m
l,m = α
l,m
l′,m , (A.72)
βl
′,m
l,m = β
l,m
l′,m . (A.73)
Es lassen sich weitere Vereinfachungen durchfu¨hren, wenn man annimmt, dass
die externe Stromdichte nur eine Komponente in Richtung des Azimutalvektors
eϕ besitzt.
Nach (4.51) und (4.52) existieren dann lediglich Feldkoeffizienten mit
l ≥ 1 und m = ±1 . (A.74)
Dies fu¨hrt dazu, dass mit (A.70) bis (A.73) nur die unabha¨ngigen Parameter
αll′ := α
l′,1
l,1 = α
l,1
l′,1 = α
l′,−1
l,−1 = α
l,−1
l′,−1 , (A.75)
βll′ := β
l′,1
l,1 = β
l,1
l′,1 = β
l′,−1
l,−1 = β
l,−1
l′,−1 (A.76)
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mit
αll′ =
1
2
√
(2l + 1)(2l′ + 1)
l(l + 1) l′(l′ + 1)
1∫
−1
(
R(u)− r0
r0
)
P 1l (u)P
1
l′ (u)du , (A.77)
βll′ =
1
4
√
(2l + 1)(2l′ + 1)
l(l + 1) l′(l′ + 1)
1∫
−1
(
R(u)− r0
r0
)2
P 1l (u)P
1
l′ (u)du (A.78)
verbleiben.
Es gilt die Beziehung:
∞∑
l′′=0
αll′′αl′′l′ = 2βll′ . (A.79)
Gleichungen (A.65)–(A.67) vereinfachen sich damit zu
(1)
F
l′m′
lm =
Jl(kˆr0)
Jl−1(kˆr0)
Jl′(kˆr0)
Jl′−1(kˆr0)
αll′ δmm′ , (A.80)
(2)
F
l′m′
lm = (kˆr0)
Jl(kˆr0)
Jl−1(kˆr0)
Jl′(kˆr0)
Jl′−1(kˆr0)
×{
∞∑
l′′=0
Jl′′(kˆr0)
Jl′′−1(kˆr0)
αll′′αl′′l′
}
δmm′ + (A.81){
(kˆr0)
[
Jl(kˆr0)
Jl−1(kˆr0)
+
Jl′(kˆr0)
Jl′−1(kˆr0)
]
− (l + l′) Jl(kˆr0)
Jl−1(kˆr0)
Jl′(kˆr0)
Jl′−1(kˆr0)
}
βll′ δmm′ . (A.82)
Die Ergebnisse dieses Abschnitts lassen sich auch fu¨r den Fall, dass keine Proben-
bzw. Feldsymmetrien vorausgesetzt werden, verallgemeinern (siehe B.1, Anmer-
kung auf S. 217).
Anhang B
Stabilita¨t des Levitationsfeldes
Im Folgenden soll die Frage na¨her untersucht werden, wie die Probe auf eine Aus-
lenkung aus ihrer Ruhelage reagiert. Im Prinzip sind zwei Fa¨lle zu unterscheiden:
1. Die Probe kehrt innerhalb eines endlichen Zeitintervalls in die Ausgangspo-
sition zuru¨ck. (In diesem Fall handelt es sich bei der betrachteten Position
um eine stabile Gleichgewichtslage1).
2. Die Probe entfernt sich immer weiter von der Ausgangsposition und kehrt
zu dieser in endlichen Zeiten nicht zuru¨ck. (In diesem Fall handelt es sich
um eine instabile Gleichgewichtslage.)
Wie in Kapitel 5.3 angesprochen, ist Stabilita¨t entsprechend Punkt (1) nicht in
jeder Feldgeometrie gewa¨hrleistet. Wa¨hrend fu¨r Stabilita¨tsbetrachtungen hin-
sichtlich Auslenkungen parallel zur Symmetrieachse die in Kapitel 6.2 berechnete
Feldverteilung gu¨ltig bleibt (die Symmetrievoraussetzung bleibt erhalten), erfor-
dert die Untersuchung der Stabilita¨t bei Auslenkung senkrecht zur Symmetrie-
achse die Kenntnis der Feldverteilung im nichtazimutalsymmetrischen Fall (aus
Sicht der Probe ist die Symmetrievoraussetzung nicht mehr erfu¨llt).
1Eine Gleichgewichtslage ist dadurch definiert, dass alle wirkenden Kra¨fte sich vektoriell zu
Null addieren.
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B.1 Magnetische Feldverteilung ohne Azimutal-
symmetrie
Alle folgenden Berechnungen werden fu¨r eine als kugelfo¨rmig angenommene Pro-
be durchgefu¨hrt. Die Bezugsgro¨ße der Entwicklngskoeffizienten sei durch den
Probenradius gegeben (rK = r0).
In nichtazimutalsymmetrischen Feldern treten im Allgemeinen Komponenten des
Vektorpotenzials senkrecht zur Probenoberfla¨che auf. Dies fu¨hrt nach Kapitel
4.1 zu Oberfla¨chenladungen mit der Folge, dass die innerhalb des Probenko¨rpers
induzierten Wirbelstro¨me durch einen zusa¨tzlichen Feldterm beeinflusst werden.
Nach Gleichung (4.15) bewirken die Oberfla¨chenladungen, dass die Normalkom-
ponente des elektrischen Feldes auf der Oberfla¨che von V verschwindet:[
n (x) · ∇ΦI0(x)]
x∈S(
 
)
= −iω [n (x) ·A0 (x)]
x∈S(
 
)
. (B.1)
Es la¨sst sich zeigen, dass fu¨r kugelfo¨rmige Proben die Radialkomponente des in-
duzierten Vektorpotenzial AI0 im gesamten Raum verschwindet. Folglich tritt
auf der rechten Seite von (B.1) nur die Normalkomponente des externen Vektor-
potenzials AE0 auf, das sich mit (4.17) aus der externen Stromdichte berechnen
la¨sst. Die Normalableitung n (x) · ∇ΦI0(x) ist folglich in allen Punkten x der
Oberfla¨che S(V) bekannt, sodass Φ auch im Inneren von V eindeutig bestimmt
ist (Neumann-Randbedingung). Mit
n(r, θ, ϕ) = sin θ cosϕ ex + sin θ sinϕ ey + cos θ ez , (B.2)
AE0 nach (4.32) und den Beziehungen
1√
2
eiϕ sin θ Y ml = −λ(1)lm Y m+1l+1 + λ(2)lm Y m+1l−1 , (B.3)
1√
2
e−iϕ sin θ Y ml = +λ
(3)
lm Y
m−1
l+1 − λ(4)lm Y m−1l−1 , (B.4)
cos θ Y ml = +λ
(5)
lm Y
m
l+1 + λ
(6)
lm Y
m
l−1 , (B.5)
λ
(1)
lm :=
(
(l +m+ 1)(l +m + 2)
2(2l + 1)(2l + 3)
)1/2
λ
(2)
lm :=
(
(l −m)(l −m− 1)
2(2l − 1)(2l + 1)
)1/2
,
λ
(3)
lm :=
(
(l −m + 1)(l −m + 2)
2(2l + 1)(2l + 3)
)1/2
λ
(4)
lm :=
(
(l +m)(l +m− 1)
2(2l− 1)(2l + 1)
)1/2
,
λ
(5)
lm :=
(
(l −m+ 1)(l +m + 1)
(2l + 1)(2l + 3)
)1/2
λ
(6)
lm :=
(
(l −m)(l +m)
(2l − 1)(2l + 1)
)1/2
(B.6)
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folgt:
[
n (x) ·A0 (x)]
x∈S(
 
)
=
∞∑
l=0
l∑
m=−l
AElm ·[
eη
(
λ
(3)
lmY
m−1
l+1 − λ(4)lmY m−1l−1
)
+
e∗η
(
λ
(2)
lmY
m+1
l−1 − λ(1)lmY m+1l+1
)
+
ez
(
λ
(5)
lmY
m
l+1 + λ
(6)
lmY
m
l−1
) ]
. (B.7)
Dabei wurde fu¨r die Referenzgro¨ße rK der Probenradius r0 gewa¨hlt (zur Definition
von eη siehe 4.47). Gleichung (B.7) muss nach (B.1) der Normalableitung des
Potenzials Φ gleichgesetzt werden.
Mit der Reihendarstellung des Potenzials (4.39) lautet diese:
[
n (x) · ∇ΦI0(x)]
x∈S(
 
)
=
∞∑
l=0
l∑
m=−l
ΦIlm
l
r0
Y ml (u, ϕ) . (B.8)
Mit den Beziehungen
λ
(1)
l−1,m+1 = λ
(2)
l,m , λ
(4)
l+1,m+1 = λ
(1)
l,m , λ
(1)
l−1,m−1 = λ
(4)
l,m ,
λ
(2)
l+1,m−1 = λ
(3)
l,m , λ
(5)
l−1,m = λ
(6)
l,m , λ
(6)
l+1,m = λ
(5)
l,m . (B.9)
erha¨lt man durch Einsetzen in Gleichung (B.1) und Ausnutzen der Orthonorma-
lita¨tsrelationen der Kugelfla¨chenfunktionen die Koeffizienten ΦIlm:
ΦIlm = −iωr0
1
l
[
eη ·
(
AEl−1,m+1λ
(2)
l,m −AEl+1,m+1λ(1)l,m
)
+
e∗η ·
(
AEl+1,m−1λ
(3)
l,m −AEl−1,m−1λ(4)l,m
)
+
ez ·
(
AEl−1,mλ
(6)
l,m +A
E
l+1,mλ
(5)
l,m
) ]
. (B.10)
Die Entwicklung (4.39) gilt nur im Probenbereich BP (siehe Definition 4.1). Fu¨r
kugelfo¨rmige Proben ist BP identisch mit dem Probenbereich V. Die Darstellung
von ΦI0 außerhalb von V ist hier ohne Bedeutung, da nur die Einflussnahme auf
die Stromverteilung jI0 (innerhalb der Probe) interessiert.
Fu¨r x ∈ V gilt:
∇ΦI0(x) =
∞∑
l=1
l∑
m=−l
ΦIlm∇
[(
r
r0
)l
Y ml (u, ϕ)
]
, (B.11)
214 STABILITA¨T DES LEVITATIONSFELDES
mit
∇
[(
r
r0
)l
Y ml (u, ϕ)
]
=
1
r0
(
r
r0
)l−1
×
(
2l + 1
2(2l − 1)(l −m)(l −m− 1)
)1/2
Y m+1l−1 (u, ϕ) e
∗
η −(
2l + 1
2(2l − 1)(l +m)(l +m− 1)
)1/2
Y m−1l−1 (u, ϕ) eη +(
2l + 1
2l − 1(l +m)(l −m)
)1/2
Y ml−1(u, ϕ) ez . (B.12)
Die Summation in (B.11) beginnt bei l = 1, da aufgrund des Gradienten der
(l = 0)-Term verschwindet.
Die Wirkung des ∇ΦI0-Terms u¨berlagert sich dem externen Vektorpotenzial (sie-
he rechte Seite von Gl. 4.23). Im Folgenden soll deshalb ein effektives externes
Vektorpotenzial AE0eff durch
AE0eff := A
E0 +AEΦ0 mit AEΦ0 :=
1
iω
∇ΦI0 (B.13)
eingefu¨hrt werden. Fu¨r AEΦ0 gelte die Entwicklung:
AEΦ0 =
∞∑
l=1
l∑
m=−l
ΦIlm
iω
∇
[(
r
r0
)l
Y ml (u, ϕ)
]
:=
∞∑
l=0
l∑
m=−l
AEΦlm
(
r
r0
)l
Y ml (u, ϕ) .
(B.14)
Gleichung (B.14) gilt nur innerhalb des Probenbereichs BP . Mit (B.11) und
(B.12) und unter Ausnutzung der Orthonormalita¨tsrelationen der Kugelfla¨chen-
funktionen erha¨lt man:
AEΦlm = −
1
iωr0
[ (
2l + 3
2(2l + 1)
(l +m+ 2)(l +m + 1)
)1/2
ΦIl+1,m+1 eη −(
2l + 3
2(2l + 1)
(l −m + 2)(l −m+ 1)
)1/2
ΦIl+1,m−1 e
∗
η −(
2l + 3
(2l + 1)
(l +m + 1)(l −m + 1)
)1/2
ΦIl+1,m ez
]
. (B.15)
Die Koeffizienten AElm die nach (B.10) in den Φ
I
lm enthalten sind, sind nicht alle
unabha¨ngig voneinander, sondern durch die Bedingung ∇AE = 0 miteinander
verknu¨pft.
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Es gilt die Beziehung:(
(l −m + 1)(l −m)
2
)1/2
(AEl,m−1 · e∗η)
−
(
(l +m+ 1)(l +m)
2
)1/2
(AEl,m+1 · eη)
+ ((l +m)(l −m))1/2 (AEl,m · ez) = 0 . (B.16)
Anmerkung:
Aufgrund der Orthonormalita¨tsrelationen
eη · e∗η = 1 ,
eη · eη = e∗η · e∗η = 0 ,
ez · eη = ez · e∗η = 0 (B.17)
bezeichnet (A · eη) die e∗η-Komponente, (A · e∗η) die eη-Komponente, und
(A · ez) die ez-Komponente des Vektors A.
Durch mehrfache Anwendung von Gleichung (B.16) la¨sst sich (B.15) weiter ver-
einfachen und man erha¨lt schließlich fu¨r die einzelnen Komponenten von AEΦlm :
(AEΦlm · e∗η) =
1
l + 1
[
γl,m (A
E
l,m+1 · ez)− (m + 1)(AElm · e∗η)
]
(AEΦlm · eη) = −
1
l + 1
[
γl,−m(A
E
l,m−1 · ez)− (m− 1)(AElm · eη)
]
(AEΦlm · ez) =
1
l + 1
[
γl,−m(A
E
l,m−1 · e∗η)− γl,m(AEl,m+1 · eη)−
(AEl,m · ez)
]
, (B.18)
mit
γlm :=
(
(l −m)(l +m + 1
2
)1/2
. (B.19)
Aus (B.18) ist ersichtlich, dass sich AEΦ und AE in nullter Ordnung gerade
kompensieren:
AEΦ0,0 = −AE0,0 . (B.20)
Die Entwicklung des effektiven Vektorpotenzials beginnt deshalb erst mit dem
(l = 1)-Term:
AE0eff =
∞∑
l=1
l∑
m=−l
A
Ef
lm
(
r
r0
)l
Y ml (u, ϕ) , (B.21)
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mit
A
Ef
lm = A
E
lm +A
EΦ
lm . (B.22)
Das effektive externe Vektorpotenzial AE0eff ersetzt in dem Differenzialgleichungs-
system (4.23),(4.24), das die Grundlage fu¨r die in Kapitel 6.2 durchgefu¨hrten
Feldberechnungen darstellt, die Rolle des externen Vektorpotenzials AE. Folg-
lich ko¨nnen fu¨r den Fall kugelfo¨rmiger Proben die Ergebnisse dieses Abschnitts
direkt u¨bernommen werden, wenn man die Koeffizienten AElm durch A
Ef
lm ersetzt.
Es folgt mit (4.37) und (A.63):
AIlm =
∞∑
l′=1
l′∑
m′=−l′
(2l′ + 1)
(0)
F
l′m′
lm A
Ef
l′m′ , (B.23)
mit
(0)
F l
′m′
lm nach (A.64). Die Koeffizienten A
Ef
l′m′ sind nach (B.22) und (B.18)
selbst wieder eine Funktion der AElm. Gleichung (B.23) la¨sst sich in die Form
AIlm =
∞∑
l′=1
l′∑
m′=−l′
(2l′ + 1)
⌈
F l
′m′
lm
⌋
AEl′m′ (B.24)
bringen. Die Matrizen
⌈
F l
′m′
lm
⌋
lauten dann2:⌈
F l
′m′
lm
⌋
= G
(0)
l (qˆ)
⌈
K l
′m′
lm
⌋
, (B.25)
mit ⌈
K l
′m′
lm
⌋
=
δl′l
l + 1
[
δm′,m+1 γl,m
(| eη 〉〈 ez | − | ez 〉〈 eη |)+
δm′,m−1 γl,−m
(| ez 〉〈 e∗η | − | e∗η 〉〈 ez |)+
δm′,m
(
(l −m)| eη 〉〈 e∗η |+ (l +m)| e∗η 〉〈 eη |+
l| ez 〉〈 ez |
) ]
. (B.26)
mit G
(0)
l (qˆ) nach (4.42). Die Darstellung (B.26) fu¨r die Matrizen
⌈
F l
′m′
lm
⌋
gilt in
beliebigen Feldgeometrien. Ein Test fu¨r die Richtigkeit der durchgefu¨hrten Rech-
nungen sind die Beziehungen (6.29) und (6.26), die (wie man leicht nachrechnet)
fu¨r obiges Ergebnis erfu¨llt sind. Die Berechnungen in Abschnitt (B.3) werden auf
2Die
”
bra“- und
”
ket“-Schreibweise fu¨r die Basisvektoren eη, e
∗
η, ez wird verwendet, um
eine Mehrdeutigkeit in den auftretenden Skalarprodukten zu vermeiden (| 〉-Vektoren wirken
auf den links-stehenden Vektor, 〈 |-Vektoren auf den rechts-stehenden).
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der Grundlage der Gleichungen (B.24)–(B.26) durchgefu¨hrt. Auf einige der dort
abgeleiteten Aussagen wird im Hauptteil unter der abschwa¨chenden Annahme
der Azimutalsymmetrie Bezug genommen. Um den in diesen Ausdru¨cken ent-
haltenen
”
u¨berschu¨ssigen“ Formalismus loszuwerden, ist die Matrix
⌈
K l
′m′
lm
⌋
in
diesen Fa¨llen durch die Einheitsmatrix⌈
K˜ l
′m′
lm
⌋
:= δl′lδm′m
[
| e∗η 〉〈 eη |+ | eη 〉〈 e∗η |+ | ez 〉〈 ez |
]
(B.27)
zu ersetzen.
Anmerkung:
Die Feldverteilung einer deformierten Probe, die in Anhang A fu¨r azimutal-
symmetrische Bedingungen hergeleitet wurde, la¨sst sich in erster Ordnung
auf den Allgemeinfall u¨bertragen (beliebige Deformationen bzw. Feldgeo-
metrien), falls man die Ersetzung
(1)
F l
′m′
lm dIc =⇒
∞∑
l′′=1
l′′∑
m′′=−l′′
2l′′ + 1
2l′ + 1
(1)
F l
′′m′′
lm
⌈
K l
′m′
l′′m′′
⌋
(B.28)
durchfu¨hrt. In den Geometriefaktoren αl
′m′
lm ist hierbei die azimutwinkel-
abha¨ngige Form des Probenradius R(u, ϕ) zu verwenden.
B.2 Hochfrequenz-Na¨herung
Ausgedru¨ckt durch das effektive Vektorpotenzial (B.13) lautet die Integralglei-
chung (4.26) mit (4.27) und (4.28):
AI0 (x) =
(
1 + i
δ
)2{
−
∫
 
AE0eff (x
′)G(x− x′)d3x′+
∫

3\
 
AI0(x′)G(x− x′)d3x′
}
. (B.29)
Die greensche Funktion G hat das asymptotische Verhalten3:
lim
δ→0
{(
1 + i
δ
)2
G(x− x′)
}
=
lim
δ→0
{
1
4pi
(
1 + i
δ
)2
1
|x− x′| exp
(
−1 + i
δ
|x− x′|
)}
= δ(x− x′) . (B.30)
3Siehe hierzu z. B. [34] S. 177, Satz 1.
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In (B.29) tragen nur Punkte x′, die nicht weiter als δ von x entfernt sind, zu den
Integralen bei. Im Grenzfall hoher Frequenzen (δ → 0) folgt mit (B.30):
lim
δ→0
AI0 (x) = −AE0eff (x) . (B.31)
Fu¨r Punkte x ∈ V\S(V) gilt dann:
lim
δ→0
B (x) = ∇×
{
lim
δ→0
(
AI0 (x)
)
︸ ︷︷ ︸
(B.31)
= −AE0
eff
(x)
+ AE0 (x)︸ ︷︷ ︸
(B.13)
= AE0
eff
(x)− 1
iω
∇ΦI0(x)
}
=
− 1
iω
∇× {∇ΦI0(x)} = 0 . (B.32)
Im Grenzfall hoher Frequenzen wird das Magnetfeld folglich aus dem Inneren des
leitenden Bereiches V vollsta¨ndig verdra¨ngt. In Gleichung (B.32) wurde die Dif-
ferentiation und die Grenzwertbildung vertauscht, da sowohl AI0 (x) fu¨r jedes δ
als auch der Grenzwert lim
δ→0
(
AI0 (x)
)
innerhalb von V stetig differenzierbar sind.
Dies gilt jedoch nicht mehr fu¨r Punkte des Randes S(V), da hier im Grenzfall
δ → 0 das Magnetfeld eine Unstetigkeit aufweist.
Bereich 
d
Æ 2dProbe
3\
n
t
x
T(x)
P P
Abbildung B.1: Definition der Halbra¨ume HP und R3\HP . Durch die Tangential-
vektoren t(x) ist die Tangentialebene T (x) definiert. Schraffiert eingezeichnet ist der
Randbereich der Probe mit Dicke δ. Die Kugel K kennzeichnet den Bereich, der auf-
grund der Gewichtung durch die Funktion G letztlich in den Integralen beru¨cksichtigt
wird.
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Um Aussagen u¨ber den Verlauf von B auf dem Rand treffen zu ko¨nnen, ist
es no¨tig, die Normal- und Tangentialableitungen des Vektorpotenzials in den
Rand-Punkten x ∈ S(V) na¨her zu untersuchen. Im Folgenden sei x ein sol-
cher Punkt. Die Tangentialebene T (x) durch den Punkt x teilt den gesamten
Raum in einen
”
probenseitigen“ Halbraum HP und einen von der Probe ”
abge-
wandten“ Halbraum R3\HP auf (siehe Abb. B.1). Zu den Integralen in (B.29)
tragen na¨herungsweise nur die linke bzw. rechte Halbkugel des Bereichs K (siehe
Abb. B.1) bei. Im Grenzfall verschwindender Skintiefen δ la¨sst sich deshalb die
Integration u¨ber den Probenbereich V durch das Integral u¨ber den Halbraum
HP und die Integration u¨ber den Außenraum R
3\V durch das Integral u¨ber den
komplementa¨ren Halbraum R3\HP ersetzen. Die Felder AE0eff und AI0 lassen sich
entwickeln:
AE0eff (x
′) ≈ AE0eff (x) +
⌈∇AE0eff (x)⌋ (x′ − x) , (B.33)
AI0(x′) ≈ AI0(x) + ⌈∇AI0(x)⌋ (x′ − x) . (B.34)
⌈∇AE0eff (x)⌋ bzw. ⌈∇AI0(x)⌋ bezeichnen die Funktionalmatrix von AE0eff bzw. AI0
im Punkte x.
Bemerkung:
AE0eff entha¨lt nach (B.13) den Gradienten des Potenzials Φ, der aufgrund
der Fla¨chenladungsdichte ςI an der Oberfla¨che S(V) einen Stetigkeits-
sprung aufweist. Da AE0eff nur im Innenbereich der Probe ausgewertet
wird, ist fu¨r
⌈∇AE0eff (x)⌋ der ”innenseitige“ Grenzwert limx′→x
x′∈
 
⌈∇AE0eff (x)⌋
zu wa¨hlen.
Fu¨r die Normal- und Tangentialableitungen von AI0 folgt mit (B.29):
(n · ∇)AI0(x) =
(
1 + i
δ
)2
×{
−
∫
 
P
[
AE0eff (x) +
⌈∇AE0eff (x)⌋ (x′ − x)] (n · ∇)G(x− x′)d3x′
∫

3\
 
P
[
AI0(x) +
⌈∇AI0(x)⌋ (x′ − x)] (n · ∇)G(x− x′)d3x′
}
, (B.35)
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(ti · ∇)AI0(x) =
(
1 + i
δ
)2
×{
−
∫
 
P
[
AE0eff (x) +
⌈∇AE0eff (x)⌋ (x′ − x)] (ti · ∇)G(x− x′)d3x′
∫

3\
 
P
[
AI0(x) +
⌈∇AI0(x)⌋ (x′ − x)] (ti · ∇)G(x− x′)d3x′
}
. (B.36)
Hinsichtlich der Orientierung der Tangentialvektoren ti, (i = 1, 2) in der Ebene
T (x) gelte lediglich die Bedingung:
t1 × t2 = +n . (B.37)
Um eine kompaktere Notation zu ermo¨glichen, werde fu¨r das lokale Koordinaten-
system (t1, t2,n) alternativ die Bezeichnung (e1, e2, e3) mit
e1 = t1 , e2 = t2 , e3 = n (B.38)
eingefu¨hrt. Die Funktionalmatrizen
⌈∇AE0eff⌋ und ⌈∇AI0⌋ besitzen somit die
Darstellung: ⌈∇AE0eff (x)⌋ij = (ej · ∇) [AE0eff (x)]i , (B.39)⌈∇AI0(x)⌋
ij
= (ej · ∇)
[
AI0(x)
]
i
. (B.40)
Der Gradient von G berechnet sich zu:
∇G(x− x′) = − 1
4pi
x− x′
|x− x′|3
[
1 +
1 + i
δ
|x− x′|
]
exp
(
−1 + i
δ
|x− x′|
)
=
:= (x′ − x)f(|(x− x′)|) . (B.41)
Die nachfolgenden Berechnungen werden nur fu¨r die Normalableitung von AI0
explizit durchgefu¨hrt (Gl. B.35). Fu¨r die Tangentialableitung verlaufen sie in
a¨hnlicher Weise.
Einsetzen von (B.41), (B.39) (B.40) in (B.35) fu¨hrt zu:
(n · ∇)AI0(x) =
(
1 + i
δ
)2
×{
− I (1)(HP ) AE0eff (x)−
3∑
j=1
I
(2)
j (HP ) (ej · ∇)AE0eff (x){
I(1)(R3\HP ) AI0(x) +
3∑
j=1
I
(2)
j (R
3\HP ) (ej · ∇)AI0(x)
}
, (B.42)
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mit den Integralen
I(1)(B) :=
∫
 
(e3 · (x′ − x))f(|x− x′|)d3x′ (B.43)
und
I
(2)
j (B) :=
∫
 
(ej · (x′ − x)) (e3 · (x′ − x))f(|x− x′|)d3x′ . (B.44)
mit B gleich HP oder R
3\HP und j ∈ {1, 2, 3}.
Da jeweils immer nur u¨ber einen Halbraum integriert wird, verschwinden aus
Symmetriegru¨nden die Integrale I
(2)
1 (B) und I
(2)
2 (B). Es verbleiben die Integrale
I
(2)
3 (B) und I
(1)(B):
I(1)(HP ) =
1
4pi
2pi∫
0
dϕ′
0∫
−1
udu
∞∫
0
[
1 +
1 + i
δ
r′
]
e(−
1+i
δ
r′) = −1
2
δ
1 + i
, (B.45)
I(1)(R3\HP ) = 1
4pi
2pi∫
0
dϕ′
1∫
0
udu
∞∫
0
[
1 +
1 + i
δ
r′
]
e(−
1+i
δ
r′) =
1
2
δ
1 + i
, (B.46)
I
(2)
3 (HP ) =
1
4pi
2pi∫
0
dϕ′
0∫
−1
u2du
∞∫
0
[
r′ +
1 + i
δ
r′2
]
e(−
1+i
δ
r′) =
1
2
(
δ
1 + i
)2
, (B.47)
I
(2)
3 (R
3\HP ) = 1
4pi
2pi∫
0
dϕ′
1∫
0
u2du
∞∫
0
[
r′ +
1 + i
δ
r′2
]
e(−
1+i
δ
r′) =
1
2
(
δ
1 + i
)2
.(B.48)
Einsetzen von (B.45)–(B.48) in (B.42) fu¨hrt schließlich zu:
(n · ∇){AI0(x) +AE0eff (x)} =
(
1 + i
δ
){
AI0(x) +AE0eff (x)
}
+O (δ) . (B.49)
In entsprechender Weise zeigt man fu¨r die Tangentialableitungen:
(ti · ∇)
{
AI0(x) +AE0eff (x)
}
= O (δ) i = 1, 2 . (B.50)
Gleichungen (B.49) und (B.50) gelten nur fu¨r Punkte x ∈ S(V).
Der erste Term auf der rechten Seite von (B.49) ist von der Ordnung O(δ0). Die
Normalableitung von {AI0(x) + AE0eff (x)} verschwindet also im Grenzfall hoher
Frequenzen nicht. Die Tangentialableitung dagegen ist von der Ordnung O(δ1);
sie kann bei hohen Frequenzen gegenu¨ber der Normalableitung vernachla¨ssigt
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werden. Es gilt somit fu¨r das Magnetfeld:
(B0 · t1) ≈ −
(
1 + i
δ
)[
(AI0 (x) +AE0eff (x)) · t2
]
, (B.51)
(B0 · t2) ≈
(
1 + i
δ
)[
(AI0 (x) +AE0eff (x)) · t1
]
, (B.52)
(B0 · n) ≈ 0 . (B.53)
fu¨r Punkte x ∈ S(V).
Die mittlere Kraftwirkung eines magnetischen Wechselfeldes auf einen leitenden
Ko¨rper la¨sst sich bei hohen Frequenzen u¨ber einen an der Oberfla¨che des Ko¨rpers
angreifenden magnetischen Druck
pB(x) =
|B0 (x)|2
4µ0
(B.54)
beschreiben. Fu¨hrt man noch das allgemeine effektive Vektorpotenzial A0eff durch
A0eff (x) := A
I0 (x) +AE0eff (x) (B.55)
ein, so lautet der magnetische Druck, ausgedru¨ckt durch A0eff :
pB(x) =
|A0eff (x)|2
2µ0δ2
. (B.56)
Unter azimutalsymmetrischen Bedingungen ist A0eff (x) durch A
0 (x) zu ersetzen.
A0eff (x) ist eine Funktion der externen Feldkoeffizienten A
E
lm. Auf dem Rand der
Probe (r = r0) gilt mit (4.32) (4.36) und (B.14):
AI0 (x) +AE0eff (x) =
∞∑
l=1
l∑
m=−l
{
AIlm +A
Ef
lm
}
Y ml (u, ϕ) . (B.57)
Mit (B.23) und (B.24) und (4.41) folgt:
A
Ef
lm =
1
G
(0)
l (qˆ)
∑
l′m′
⌈
F l
′m′
lm
⌋
AEl′m′ . (B.58)
Es gilt somit
AIlm +A
Ef
lm =
∑
l′m′
{
(2l′ + 1) +
1
G
(0)
l (qˆ)
}⌈
F l
′m′
lm
⌋
AEl′m′
=
∑
l′m′
{
(2l′ + 1)G
(0)
l (qˆ) + 1
}⌈
K l
′m′
lm
⌋
AEl′m′ . (B.59)
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Die Funktion G
(0)
l (qˆ) besitzt fu¨r große qˆ-Werte das asymptotische Verhalten:
(2l + 1)G
(0)
l (qˆ) ≈
2l + 1
2
i− 1
qˆ
− 1 . (B.60)
Damit lautet (B.57) schließlich:
A0eff (x) =
∑
l,m
∑
l′,m′
2l + 1
2
i− 1
qˆ
⌈
K l
′m′
lm
⌋
AEl′m′Y
m
l (u, ϕ) . (B.61)
B.3 Die Stabilita¨tsbedingungen im
Hochfrequenz-Grenzfall
Die Bedingungen fu¨r Stabilita¨t lauten:
[(ez · ∇xc) (F(xc) · ez)]xc=0 < 0 (B.62)
und
[(eρ · ∇xc) (F(xc) · eρ)]xc=0 < 0 . (B.63)
ez ist der Einheitsvektor in Richtung der Symmetrieachse, eρ ein Einheitsvektor
in senkrechter Richtung dazu (von der Symmetrieachse wegweisend). F(xc) ist die
Kraftwirkung auf die Probe, wenn diese um den Ortsvektor xc aus dem Ursprung
Oˆ ausgelenkt wird (siehe Abb. B.2). Im HF-Grenzfall berechnet sich F zu:
F =
∫
S(
 
)
pB(xc,x
′)(−n(x′))d2x′ , (B.64)
mit dem magnetischen Druck pB nach (B.54). n ist der (a¨ußere) Normalen-
Einheitsvektor auf S(V). Die Richtungsableitung von F als Funktion von xc
ergibt:
[(e · ∇xc)(F(xc) · e)]xc=0 = −
∫
S(
 
)
[(e · ∇xc)pB(xc,x′)]xc=0 (e ·n(x′))d2x′ . (B.65)
Mit e = e(ue, ϕe) und xc = x(rc, ue, ϕe) gilt:
[(e · ∇xc)pB(xc,x′)]xc=0 =
[
∂
∂rc
pB(x(rc, ue, ϕe),x
′)
]
rc=0
. (B.66)
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xc
ezeρ
Ô
OF
Symmetrie-
achse
Abbildung B.2: Definition der Richtungsvektoren eρ und ez. O ist der Ursprung des
probenfesten Koordinatensystems (Zentrum der kugelfo¨rmigen Probe), Oˆ der Ursprung
des Laborsystems. xc ist der Ortsvektor von O relativ zu Oˆ.
pB berechnet sich nach Gleichung (B.56) aus dem Vektorpotenzial A
0
eff :[
∂
∂rc
pB(x(rc, ue, ϕe),x
′)
]
rc=0
=
1
µ0r
2
0
Re
{[
qˆA0
∗
eff (x(rc, ue, ϕe),x
′)
]
rc=0
·
[
∂(qˆA0eff (x(rc, ue, ϕe),x
′))
∂rc
]
rc=0
}
.(B.67)
A0eff ha¨ngt nach Gleichung (B.61) von den Koeffizienten A
E
lm(xc) ab. Diese sind
in dem probenfesten Koordinatensystem (mit Ursprung O) definiert, und von der
Auslenkung xc abha¨ngig. Die Umrechnung aus dem Laborsystem (mit Ursprung
Oˆ) erfolgt nach Gleichung (6.30):
AElm(xc) = 4pi
∞∑
λ=0
λ∑
µ=−λ
2(l + λ) + 1
(2l + 1)(2λ+ 1)
(
rc
r0
)λ
Y µλ (uc, ϕc)
bl+λ,m+µ
bl,mbλ,µ
AˆEl+λ,m+µ ,
(B.68)
mit den Parametern blm nach Gleichung (6.31). Gleichung (B.68) ist eine Rei-
henentwicklung nach Potenzen (rc/r0)
λ. Es gilt:
AElm =
∞∑
λ=0
A
E(λ)
lm
(
rc
r0
)λ
. (B.69)
Die durch den zusa¨tzliche Index λ gekennzeichneten Gro¨ßen beschreiben die
Entwicklungsterme der Ordnung O(rc/r0)
λ. In der niedrigsten Ordnung (rc/r0)
0
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stimmen die Koeffizienten AElm des probenfesten Koordinatensystems mit den
Koeffizienten AˆElm des ortsfesten Koordinatensystems (4.48) u¨berein:
A
E(0)
lm = Aˆ
E
lm = −iAEl
1√
2
(
δm,1e
∗
η + δm,−1eη
)
. (B.70)
In erster Ordnung erha¨lt man:
A
E(1)
lm = −
i√
2
4pi
3
2l + 3
2l + 1
AEl+1 ×{[
bl+1,1
bl,mb1,1−m
Y 1−m1 (uc, ϕc)
1∑
µ=−1
δm,1−µ
]
e∗η +[
bl+1,−1
bl,mb1,−(1+m)
Y
−(1+m)
1 (uc, ϕc)
1∑
µ=−1
δm,−(1+µ)
]
eη
}
. (B.71)
Mit (B.61) folgt:
[
qˆA0
∗
eff (x(rc, ue, ϕe),x
′)
]
rc=0
=
(i− 1)
∑
l,m
2l + 1
2
Y ml (u
′, ϕ′)
∑
l′,m′
⌈
K l
′m′
lm
⌋
A
E(0)∗
l′m′ (ue, ϕe) , (B.72)
[
∂(qˆA0eff (x(rc, ue, ϕe),x
′))
∂rc
]
rc=0
=
(i− 1)
r0
∑
l,m
2l + 1
2
Y ml (u
′, ϕ′)
∑
l′,m′
⌈
K l
′m′
lm
⌋
A
E(1)
l′m′ (ue, ϕe) . (B.73)
Mit (B.66), (B.67), (B.70) und (B.71) wird (B.65) zu:
[(e · ∇xc)(F(xc) · e)]xc=0 =
−1
2µ0r0
∑
l,m
∑
l¯,m¯
(2l + 1)(2l¯ + 1) D l¯,m¯l,m(ue, ϕe)×
∑
l′,m′
∑
l¯′,m¯′
A
E(0)†
l′,m′ (ue, ϕe)
[ ⌈
K l
′,m′
l,m
⌋† ⌈
K l¯
′,m¯′
l¯,m¯
⌋ ]
A
E(1)
l¯′,m¯′
(ue, ϕe) , (B.74)
Dl¯,m¯l,m(ue, ϕe) :=
2pi∫
0
1∫
−1
Y m
∗
l (u
′, ϕ′)Y m¯l¯ (u
′, ϕ′)(n(u′, ϕ′) · e(ue, ϕe))du′dϕ′ . (B.75)
⌈
K l
′,m′
l,m
⌋†
bezeichnet die zu
⌈
K l
′,m′
l,m
⌋
adjungierte Matrix.
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Mit (B.26) lautet das Matrixprodukt[ ⌈
K l
′,m′
l,m
⌋† ⌈
K l¯
′,m¯′
l¯,m¯
⌋ ]
=
δl′,lδ l¯′,l¯
(l + 1)(l¯ + 1)
×[
γl¯,−m¯δm¯′,m¯−1
(
γl,−mδm′,m−1| eη 〉〈 e∗η | − γl,mδm′,m+1| e∗η 〉〈 e∗η |︸ ︷︷ ︸
(1)
)
+
γl¯,m¯δm¯′,m¯+1
(
γl,mδm′,m+1| e∗η 〉〈 eη | − γl,−mδm′,m−1| eη 〉〈 eη |︸ ︷︷ ︸
(2)
)
+
δm′,mδm¯′,m¯
(
(l −m)(l¯ − m¯)| eη 〉〈 e∗η |+ (l +m)(l¯ + m¯)| e∗η 〉〈 eη |︸ ︷︷ ︸
(3)
)
+
T (ez)
]
. (B.76)
T (ez) bezeichnet die Summe aller dyadischen Vektorprodukte, die den Vektor ez
enthalten. Da die Koeffizienten A
E(0)†
l′,m′ und A
E(1)
l¯′,m¯′
lediglich eη- und e
∗
η-Komponen-
ten enthalten, verschwindet dieser Beitrag bei der Auswertung in (B.74).
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B.4 Stabilita¨t in z-Richtung
Betrachtet man Auslenkungen in z-Richtung, so ist in (B.74) und (B.75) der
Vektor e = ez zu setzen. Die Matrizen
⌈
K l
′m′
l,m
⌋
ko¨nnen nach (B.27) durch
⌈
K˜ l
′m′
lm
⌋
ersetzt werden (was der vereinfachten Lo¨sung im azimutalsymmetrischen Fall
entspricht). Mit
(n(u′, ϕ′) · ez) = u′ (B.77)
wird Dl¯,m¯l,m zu:
Dl¯,m¯l,m(1, 0) =
2pi∫
0
1∫
−1
Y m
∗
l (u
′, ϕ′)Y m¯l¯ (u
′, ϕ′)u′du′dϕ′ =
λ
(6)
l,mδ l¯,l−1δm¯,m + λ
(5)
l,mδ l¯,l+1δm¯,m . (B.78)
mit λ
(5)
l,m, λ
(6)
l,m nach (B.6). Durch Einsetzen von (B.70), (B.71), (B.27) und (B.78)
und Auswerten der blm nach (6.31) wird aus (B.74):
[(ez · ∇xc)(F(xc) · ez)]xc=0 =
−1
2µ0r0
∑
l,m
∑
l¯,m¯
(2l + 1)(2l¯ + 1) ×
(λ
(6)
l,mδl¯,l−1δm¯,m + λ
(5)
l,mδ l¯,l+1δm¯,m)
(
A
E(0)∗
l,m (1, 0) ·AE(1)l¯,m¯ (1, 0)
)
=
−1
2µ0r0
∞∑
l=1
{
(2l + 3)l(l + 2)
∣∣AEl+1∣∣2
+
[
(2l + 3)(2l − 1)(l − 1)l(l + 1)(l + 2)]1/2 Re(AEl+1AE∗l−1)
}
. (B.79)
Die Stabilita¨tsbedingung (B.62) wird damit zu:
∞∑
l=1
{
(2l + 3)l(l + 2)
∣∣AEl+1(r0)∣∣2+
[
(2l + 3)(2l− 1)(l − 1)l(l + 1)(l + 2)]1/2 Re(AEl+1(r0)AE∗l−1(r0))
}
> 0 . (B.80)
Um zu betonen, dass (B.80) in dieser Form nur gilt, falls die Feldkoeffizienten
fu¨r den Probenradius als Skalierungsgro¨ße definiert sind, wurde der Probenradius
in Klammern hinzugefu¨gt. Ausgedru¨ckt u¨ber die normierten Feldkoeffizienten al
nach Definitionsgleichung (5.15) erha¨lt die Stabilita¨tsbedingung in z-Richtung
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die einfache Form:
∞∑
l=1
{(
l
l + 1
)
a2l + al+1al−1
}
> 0 . (B.81)
B.5 Stabilita¨t in ρ-Richtung
Bei Auslenkungen senkrecht zur Symmetrieachse ist fu¨r e = eρ zu setzen.
O.b.d.A. sei eρ = ex gewa¨hlt. Mit
(n(u′, ϕ′) · ex) = (1− u′2)1/2 (B.82)
wird Dl¯,m¯l,m zu:
Dl¯,m¯l,m(0, 0) =
2pi∫
0
1∫
−1
Y m
∗
l (u
′, ϕ′)Y m¯l¯ (u
′, ϕ′)(1− u′2)1/2du′dϕ′ =
−λ(1)l,mδ l¯,l+1δm¯,m+1 + λ(2)l,mδ l¯,l−1δm¯,m+1 + λ(3)l,mδ l¯,l+1δm¯,m−1 − λ(4)l,mδ l¯,l−1δm¯,m−1 . (B.83)
In (B.74) wird das Matrix-Produkt (B.76) linksseitig mit A
E(0)†
l′,m′ multipliziert.
Diese Koeffizienten existieren nur fu¨r m′ = 1 und m′ = −1 (siehe B.70), und
zwar hat A
E(0)†
l′,1 lediglich eine eη-Komponente, wa¨hrend A
E(0)†
l′,−1 nur eine e
∗
η-
Komponente besitzt. Dies fu¨hrt bei der Summation u¨ber m dazu, dass in dem
geklammerten Ausdruck (1) sowohl im ersten, als auch im zweiten Teil nur der
(m = 0)-Term von Null verschieden ist. Fu¨r m = 0 sind jedoch beide Antei-
le betragsma¨ßig identisch, wie man durch Einsetzen von (B.70) erkennt, sodass
sich beide Teile zu Null addieren. Entsprechendes gilt fu¨r den geklammerten
Ausdruck (2). Es verbleibt schließlich nur der Klammerausdruck (3):
[(eρ · ∇xc)(F(xc) · eρ)]xc=0 =
−1
2µ0r0
∑
l,m
∑
l¯,m¯
(2l + 1)(2l¯ + 1) ×
(
− λ(1)l,mδ l¯,l+1δm¯,m+1 + λ(2)l,mδ l¯,l−1δm¯,m+1 + λ(3)l,mδl¯,l+1δm¯,m−1 − λ(4)l,mδ l¯,l−1δm¯,m−1
)
[
(l −m)(l¯ − m¯)
(l + 1)(l¯ + 1)
(
A
E(0)∗
l,m (0, 0) · eη
)(
A
E(1)
l¯,m¯
(0, 0) · e∗η
)
+
(l +m)(l¯ + m¯)
(l + 1)(l¯ + 1)
(
A
E(0)∗
l,m (0, 0) · e∗η
)(
A
E(1)
l¯,m¯
(0, 0) · eη
) ]
. (B.84)
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Durch Einsetzen von (B.70), (B.71) und Auswerten der blm nach (6.31) wird
daraus:
[(eρ · ∇xc)(F(xc) · eρ)]xc=0 =
−1
2µ0r0
∞∑
l=1
{
(2l + 3)l2
(l + 2)
(l + 1)
∣∣AEl+1∣∣2
−[(2l + 3)(2l− 1)(l − 1)l(l + 1)(l + 2)]1/2 Re(AEl+1AE∗l−1)
}
. (B.85)
Die Stabilita¨tsbedingung (B.63) wird damit zu:
∞∑
l=1
{
(2l + 3)l2
(l + 2)
(l + 1)
∣∣AEl+1(r0)∣∣2−
[
(2l + 3)(2l− 1)(l − 1)l(l + 1)(l + 2)]1/2 Re(AEl+1(r0)AE∗l−1(r0))
}
> 0 . (B.86)
Ausgedru¨ckt u¨ber die normierten Feldkoeffizienten al nach Definitionsgleichung
(5.15) erha¨lt die Stabilita¨tsbedingung in ρ-Richtung die Form:
∞∑
l=1
{(
l
l + 1
)2
a2l − al+1al−1
}
> 0 . (B.87)
Man beachte, dass in (B.87) der Faktor (l/(l+ 1)) quadratisch auftritt, wa¨hrend
er in (B.81) lediglich einfach auftritt.
Damit in einem durch die Feldkoeffizienten al beschriebenen Levitationsfeld stabi-
le Levitation mo¨glich ist, mu¨ssen die Bedingungen (B.80) und (B.86) gleichzeitig
erfu¨llt sein. Zusa¨tzlich muss bei in negativer z-Richtung orientiertem Schwerefeld,
die Bedingung
∞∑
l=1
AEl (r0)A
E
l+1(r0) [(2l + 3)(2l + 1)l(l + 2)]
1/2 < 0 (B.88)
erfu¨llt sein. Nur dann ist die im Gleichgewichtspunkt vom Magnetfeld aus-
geu¨bte Kraft in positive z-Richtung weisend, und eine Normierung nach (5.15)
erst mo¨glich.
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B.6 Alternative: Zwei-Frequenz-Levitation
In herko¨mmlichen Levitationsanlagen werden zur Felderzeugung einzelne Spu-
len verwendet, die mit einem Wechselstrom fester Frequenz gespeist werden. Der
Nachteil dieser Levitationstechnik besteht darin, dass eine Optimierung der Feld-
geometrie hinsichtlich der Spha¨rizita¨t der levitierten Probe zwangsla¨ufig zum
Verlust der radialen Stabilita¨t fu¨hrt (siehe Kap. 5.3). Der Grundgedanke der
hier vorgestellten Zwei-Frequenz-Levitation besteht darin, mit zwei Wechselfel-
dern unterschiedlicher Geometrie zu arbeiten, die jeweils fu¨r sich allein die Stabi-
lita¨tsbedingungen erfu¨llen. Da die Frequenzen beider Felder unterschiedlich sind,
kommt es zu einer additiven U¨berlagerung der zeitlich gemittelten Kraftwirkung,
sodass auch das Gesamtfeld die Stabilita¨tsbedingung erfu¨llt. Wie im Folgenden
gezeigt wird, ist es auf diese Weise mo¨glich, den Verlauf des magnetischen Druckes
auf der Probenoberfla¨che dem erwu¨nschten linearen Verhalten beliebig genau an-
zuna¨hern, ohne dass dabei ein Verlust an radialer Stabilita¨t in Kauf genommen
werden muss.
Gegeben sei ein Magnetfeld B = B1 +B2 mit
B1 = B
0 (x)1 cos(ω1t) ,
B2 = B
0 (x)2 cos(ω2t+ φ) . (B.89)
Der magnetische Druck lautet:
pB =
lim
T→∞
1
T
∫
T
B(t)2dt
2µ0
. (B.90)
Fall 1: ω1 6= ω2
pB =
1
4µ0
(B0
2
1 +B
02
2) , (B.91)
Fall 2: ω1 = ω2
pB =
1
4µ0
(B0
2
1 +B
02
2 + 2B
0
1 ·B02 cosφ) . (B.92)
Additive U¨berlagerung der Kraftwirkung beider Felder erha¨lt man also, wenn die
Frequenzen verschieden sind, oder bei Gleichheit der Frequenzen, wenn die Pha-
senverschiebung zwischen den Feldanteilen 90◦ betra¨gt.
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Die Felder B01 und B
0
2 seien u¨ber die Feldkoeffizienten A
E(1)
l und A
E(2)
l beschrie-
ben. Es gelten die folgenden Aufbauprinzipien:
1. B01 enthalte nur die Feldanteile:
A
E(1)
1 , A
E(1)
2 , A
E(1)
5 , A
E(1)
6 , A
E(1)
9 , A
E(1)
10 , . . .
(A
E(1)
3 = A
E(1)
4 = A
E(1)
7 = A
E(1)
8 = A
E(1)
11 = A
E(1)
12 = · · · = 0) .
2. B02 enthalte nur die Feldanteile:
A
E(2)
3 , A
E(2)
4 , A
E(2)
7 , A
E(2)
8 , A
E(2)
11 , A
E(2)
12 , . . .
(A
E(2)
1 = A
E(2)
2 = A
E(2)
5 = A
E(2)
6 = A
E(2)
9 = A
E(2)
10 = · · · = 0) .
In Gleichung (B.80) und (B.86) fallen folglich die gemischten Terme weg, die
Stabilita¨tsbedingungen sind zwangsla¨ufig erfu¨llt. Es kann jede beliebige Feldkoef-
fizientenkombination gewa¨hlt werden, die mit diesem Aufbauprinzip vereinbar
ist, ohne dass ein Verlust der Stabilita¨t zu befu¨rchten ist. Es werde die folgende
Normierung eingefu¨hrt:
a
(i)
l :=
((2l + 1)l(l + 1))1/2 A
E(i)
l (r0){
(−1)
∞∑
l′=1
2∑
j=1
A
E(j)
l′ (r0)A
E(j)
l′+1 (r0) [(2l
′ + 3)(2l′ + 1)l′(l′ + 2)]1/2
}1/2 .
(B.93)
Der hochgestellte Index i = 1, 2 unterscheidet zwischen den beiden Feldern B01
und B02.
Die Koeffizienten a
(i)
l erfu¨llen die Normierungsbedingung:
∞∑
l=1
{
a
(1)
l a
(1)
l+1 + a
(2)
l a
(2)
l+1
l + 1
}
= −1 . (B.94)
Die Koeffizienten A
E(i)
l lassen sich ihrerseits durch a
(i)
l ausdru¨cken:
A
E(i)
l =
A
((2l + 1)l(l + 1))1/2
(
rK
r0
)l
a
(i)
l . (B.95)
Um eine Masse m zu levitieren ist, die Feldsta¨rke
A := (2µ0m˜(qˆ)g)
1/2 (B.96)
zu wa¨hlen. Die reduzierte Masse m˜ lautet in diesem Fall:
m˜(qˆ) :=
m
∞∑
l=1
{
2l+1
l+1
Re(G
(0)
l (qˆ)) (a
(1)
l a
(1)
l+1 + a
(2)
l a
(2)
l+1)
} . (B.97)
232 STABILITA¨T DES LEVITATIONSFELDES
Die hinsichtlich der Spha¨rizita¨t der levitierten Probe optimale Feldgeometrie kann
nur numerisch berechnet werden und ergibt sich durch Minimierung der u¨ber
die Kugeloberfla¨che integrierten, quadratischen Abweichung des magnetischen
Druckes vom idealen Verlauf (siehe Gl. 5.47). Die Bedingung lautet:
1∫
−1
{[
l0∑
l=1
(2l + 1)
l(l + 1)
aˆ
(1)2
l P
12
l (u)
]2
+
[
l0∑
l=1
(2l + 1)
l(l + 1)
aˆ
(2)2
l P
12
l (u)
]2
− (1− u)
}2
du
!
= min . (B.98)
l0 ist die Ordnung, bis zu der Koeffizienten beru¨cksichtigt werden.
Mit Hilfe eines innerhalb dieser Arbeit verfassten Pascal-Programms4 ist es mo¨g-
lich, die optimalen Feldkoeffizienten bis zu beliebiger Ordnung l0 numerisch zu
ermitteln.
Die Koeffizienten aˆ
(i)
l , die Bedingung (B.98) erfu¨llen, sind noch nicht normiert.
Dies kann durch die Zuweisung
a
(i)
l :=
aˆ
(i)
l{
l0∑
l′=1
aˆ
(1)
l′
aˆ
(1)
l′+1
+aˆ
(2)
l′
aˆ
(2)
l′+1
l′+1
}1/2 (B.99)
nachgeholt werden.
Fu¨r l0 = 4 lauten die Feldkoeffizienten:
Ordnung l Feld-Nr 1 Feld-Nr 2
1 1.574 0
2 -0.7342 0
3 0 1.343
4 0 -1.257
Abbildung B.3 zeigt den magnetischen Druck fu¨r diese Feldkonfiguration. Im
Prinzip kann die Form der auf diese Weise levitierten Probe durch Beru¨cksichti-
gung von Feldkoeffizienten in immer ho¨herer Ordnung l0 beliebig genau an die
4Auf die genauen Einzelheiten der programmtechnischen Implementierung kann hier nicht
eingegangen werden.
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Abbildung B.3: Verlauf des magnetischen Druckes auf der Oberfla¨che der Probe
(parametrisiert durch u = cos θ) fu¨r ein Zwei-Frequenz-Feld.
Kugelgestalt angepasst werden. Bei der praktischen Realisierung erfordert dies
jedoch immer mehr Stromringe (na¨mlich 2l0) und entsprechende Tra¨ger, um diese
zu halten, sodass die maximale Ordnung der realisierbaren Felder aufgrund von
Platzmangel nach oben begrenzt sein wird.
Anhang C
Feldenergie einer kugelfo¨rmigen
Stromverteilung
Die Feldenergie WF eines magnetischen Wechselfeldes ist im zeitlichen Mittel
durch
WF =
1
4
∫

3
Re
[
j0 (x) ·A0∗ (x)
]
d3x (C.1)
gegeben. Die Stromdichte j0 setzt sich zusammen aus der induzierten Stromdichte
jI0 innerhalb der Probe und der externen Stromdichte jE0, die auf die Oberfla¨che
einer Kugel mit Radius rS begrenzt ist. Der induzierte Anteil
jI0 (x) = −iωσA0 (x) (C.2)
ist in der Phase zum Vektorpotenzial um 90◦ verschoben; der zugeho¨rige Beitrag
verschwindet deshalb in Gleichung (C.1). Fu¨r die externe Stromdichte gilt:
jE0 (x) = jE0F δ(r − rS) . (C.3)
Diese ist u¨ber die Grenzfla¨chenbedingung
lim
r→rS
r<rS
[
(n · ∇)AE0(r, u, ϕ)]− lim
r→rS
r>rS
[
(n · ∇)AE0(r, u, ϕ)] = µ0 jE0F (rS, u, ϕ) (C.4)
mit der Normalableitung des Vektorpotenzials verknu¨pft. Gleichung (C.4) folgt
aus (4.2) und Auswerten des Stokesschen Satzes an der stromfu¨hrenden Grenz-
fla¨che. Sie gilt in dieser Form nur, wenn das Vektorpotenzial an der Grenzfla¨che
236 FELDENERGIE
in Richtung der Stromdichte orientiert ist.1 Man beachte, dass die stetige Diffe-
renzierbarkeit des Vektorpotenzials nach Gleichung (4.20) auf Grenzfla¨chen mit
singula¨rer Stromdichte nicht mehr erfu¨llt ist.
Mit A0 = AI0 +AE0 folgt deshalb:
WF = WFV +WFB , (C.5)
mit
WFV =
1
4
∫

3
Re
[
jE0 (x) ·AI0∗ (x)
]
d3x , (C.6)
WFB =
1
4
∫

3
Re
[
jE0 (x) ·AE0∗ (x)
]
d3x . (C.7)
Das externe Vektorpotenzial AE0 sei fu¨r den Innenbereich der Spule (r < rS) als
vorgegeben betrachtet. Es hat nach Gleichung (4.32) die Form:
AE0 (x) =
∞∑
l=1
l∑
m=−l
AElm
(
r
rK
)l
Y ml (u, ϕ) . (C.8)
Aus der Stetigkeit des Vektorpotenzials bei r = rS folgt mit (4.34) fu¨r den Au-
ßenbereich der Spule (r > rS):
AE0 (x) =
∞∑
l=1
l∑
m=−l
AElm
(
rS
rK
)2l+1(
r
rK
)−(l+1)
Y ml (u, ϕ) . (C.9)
Die Richtungsableitungen des Vektorpotenzials lauten somit:
lim
r→rS
r<rS
[
(n · ∇)AE0(r, u, ϕ)] = ∞∑
l=1
l∑
m=−l
AElm l
1
rK
(
rS
rK
)l−1
Y ml (u, ϕ) , (C.10)
lim
r→rS
r>rS
[
(n · ∇)AE0(r, u, ϕ)] = − ∞∑
l=1
l∑
m=−l
AElm (l + 1)
1
rK
(
rS
rK
)l−1
Y ml (u, ϕ) . (C.11)
Da das induzierte Vektorpotenzial AI0 an der Grenzfla¨che (r = rS) stetig diffe-
renzierbar ist, folgt mit Gleichung (C.4) fu¨r die Stromdichte:
jE0(r, u, ϕ) =
1
µ0rK
∞∑
l=1
l∑
m=−l
(2l + 1)AElm
(
rS
rK
)l−1
Y ml (u, ϕ)δ(r − rS) . (C.12)
1Dies ist erfu¨llt, da das Vektorpotenzial und die Stromdichte lediglich Komponenten in
Richtung des azimutalen Einheitsvektors eϕ besitzen.
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Das induzierte Vektorpotenzial lautet nach (4.44)
AI0 =
∞∑
l=1
(2l + 1)G
(0)
l (qˆ)
(
r0
rK
)2l+1
AElm
(
r
rK
)−(l+1)
Y ml (u, ϕ) . (C.13)
Einsetzen von (C.12) und (C.13) in Gleichung (C.6) fu¨hrt nach Ausfu¨hren der
Integration und unter Ausnutzung der Orthonormalita¨tsrelationen der Kugel-
fla¨chenfunktionen unter Beru¨cksichtigung von
l∑
m=−l
∣∣AElm∣∣2 = ∣∣AEl ∣∣2 § (C.14)
zu
WFV =
rK
4µ0
∞∑
l=1
(2l + 1)2Re(G
(0)
l (qˆ))
(
r0
rK
)2l+1 ∣∣AEl ∣∣2 . (C.15)
Entsprechend erha¨lt man durch Einsetzen von (C.8) bzw. (C.9) und (C.12) in
(C.7)
WFB =
rK
4µ0
∞∑
l=1
(2l + 1)
(
rS
rK
)2l+1 ∣∣AEl ∣∣2 . (C.16)
Die gesamte Feldenergie lautet nach (C.5) somit:
WF =
rK
4µ0
∞∑
l=1
{∣∣AEl ∣∣2
[
(2l + 1)2Re(G
(0)
l (qˆ))
(
r0
rK
)2l+1
+
(2l + 1)
(
rS
rK
)2l+1 ]}
. (C.17)
§Dies folgt aufgrund der Azimutalsymmetrie nach Gleichung (4.48) und (4.53).
Anhang D
Elektronische Bestimmung der
Probenposition und Da¨mpfung
von Probenoszillationen
D.1 Messung der Probenposition
Abbildung D.1 verdeutlicht das Prinzip:
~
I1
0
U2
0
Probe(1)
(2)
(1)
Symmetrie-Ebene Exy
U1
0
z
Abbildung D.1: Transformator TP .
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Die beiden oberhalb und unterhalb der Ebene Exy in gleichem Abstand zu die-
ser liegenden Stromringe (durch den Index (1) gekennzeichnet) werden in ent-
gegengesetztem Sinn vom Strom I01 durchflossen; sie bilden die Prima¨rspule des
Transformators TP . Die Sekunda¨rspule wird durch den in der Ebene Exy liegen-
den (durch den Index (2) gekennzeichneten) Stromring verko¨rpert. Ohne Probe
verschwindet die in der Sekunda¨rspule induzierte Spannung, da die Feldbeitra¨ge
beider Teilringe (1) sich in der Ebene Exy gerade aufheben (MB = 0). Dies
gilt aus Symmetriegru¨nden auch bei Anwesenheit der Probe, wenn deren Mit-
telpunkt sich exakt in der Ebene Exy befindet. Wird die Probe aus der Mitte
(Position zP = 0) ausgelenkt, so fu¨hren die Feldanteile aufgrund der induzier-
ten Wirbelstro¨me zu einer Induktionsspannung U 02 an der Sekunda¨rspule, die fu¨r
kleine Auslenkungen anna¨hernd linear mit der Positionskoordinate zP zunehmen
(MV ∝ zP ). Im Grenzfall sehr hoher Frequenzen (d. h. bei Vernachla¨ssigung von
Verlusten im Probenmaterial) ist diese Spannung fu¨r positive zP -Werte in Phase
mit der Prima¨rspannung U01 , wa¨hrend sie fu¨r negative zP -Werte 180
◦ außer Phase
zu U01 liegt.
Grundsa¨tzlich lassen sich fu¨r die Spulen von TP auch andere Geometrien wa¨hlen:
dabei ist es vorteilhaft (aber nicht notwendig), eine der beiden Spulen (bzw. die
von ihr erzeugte Stromverteilung) bezu¨glich der Ebene Exy spiegelsymmetrisch zu
wa¨hlen (j2(x, y, z) = j2(x, y,−z)) und die andere antispiegelsymmetrisch
(j1(x, y, z) = −j1(x, y,−z)), da hierdurch gewa¨hrleistet ist, dass die wechselsei-
tige Induktivita¨t MB des leeren Transformators verschwindet. Die Gegeninduk-
tivita¨tsa¨nderung MV zwischen diesen Spulen enthalten dann nur Entwicklungs-
glieder ∝ zλP in ungerader Ordnung λ. Um nur den Entwicklungsterm erster Ord-
nung zu behalten und mo¨glichst viele Terme ho¨herer Ordnung zum Verschwinden
zu bringen, mu¨ssen die Gleichungssysteme
n(j)∑
i=1
ζ
(j)
i
(
r0
r
(j)
i
)l
sin θ
(j)
i P
1
l (cos θ
(j)
i ) =
{
6= 0 : l = 1
= 0 : l = 2, 3, . . . , n(j) + 1
(D.1)
und
n(k)∑
i=1
ζ
(k)
i
(
r0
r
(k)
i
)l
sin θ
(k)
i P
1
l (cos θ
(k)
i ) =
{
6= 0 : l = 2
= 0 : l = 1, 3, 4, . . . , n(k) + 1
(D.2)
erfu¨llt sein. n(j) und n(k) bezeichnen die Ringanzahl der beiden Spulen (j) und
(k). In Spulen, die nach (D.1) bzw. (D.2) berechnet wurden, ist die in der
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IL0
IL0IL0
Oszillator
1.1 MHz
Leistungs-
verstärker VP
MOSFET-
Schalter StP
SP1 SP2 SL
Analog-
Multiplizierer
U1
0
U2
0
Besseltiefpass
6. Ordnung
fg = 1.0 kHz
Analogspeicher
UPP
TKP2TKP1
UKP2
UKP1
St1
UDC
TP
Abbildung D.2: Funktionsprinzip der Positionsmessschaltung.
Sekunda¨rspule induzierte Spannung u¨ber einen weiten Bereich linear in der Aus-
lenkung zP :
U02 ≈ χP U01 zP . (D.3)
χP ist die fu¨r hohe Frequenzen na¨herungsweise als reell anzunehmende Propor-
tionalita¨tskonstante.
Ein einfaches Verfahren zur Messung der vertikalen Probenposition z besteht
darin, die Amplitude der Spannung U 02 und deren Phasenlage relativ zu U
0
1 zu
messen. Abbildung D.2 zeigt eine vereinfachte Darstellung des Messaufbaus.
Ein Oszillator, der ein na¨herungsweise sinusfo¨rmiges Signal erzeugt, liefert die
Prima¨rspannung U01 . Die Funktion des Versta¨rkers, des MOSFET-Schalters und
der Kompensationstransformatoren TKP1 und TKP2 ist a¨hnlich wie in Kapitel
8.2.1 bzw. 8.2.2 fu¨r den Messkreis beschrieben; auf deren Bedeutung muss im Ein-
zelnen nicht mehr eingegangen werden. Messungen der Probenposition werden
wa¨hrend des Generatorzustandes ZA durchgefu¨hrt, wa¨hrenddessen der
MOSFET-Schalter das niederohmige Versta¨rkerausgangssignal an den Transfor-
mator TP durchschaltet. Der Schalter St1 dient dazu, das Eingangssignal des
Versta¨rkers VP wa¨hrend der Aufnahme von Messdaten auf Masse zu schalten,
um ein kapazitives U¨bersprechen des MOSFET-Schalters StP und damit verbun-
dene Sto¨rungen der Messung zu vermeiden.
242 ELEKTRONISCHE SCHALTUNGEN
Die an der Sekunda¨rspule gemessene Spannung U 02 wird durch eine entspre-
chende integrierte Schaltung mit der Spannung U 01 analog multipliziert und aus
dem resultierenden Signal u¨ber den nachfolgenden Bessel-Tiefpass (Grenzfre-
quenz fg = 1 kHz) der Gleichspannungsanteil UDC herausgefiltert. Fu¨r diesen
gilt:
UDC =
1
2
Re(U01 U
0∗
2 ) . (D.4)
Mit (D.3) folgt:
UDC =
1
2
Re(χP ) zP
∣∣U01 ∣∣2 . (D.5)
Das Spannungssignal UDC ist also proportional zu vertikalen Probenposition zP .
Fu¨r reelles χP kann Re(χP ) durch χP ersetzt werden. Da Messungen nur in je-
der zehnten Periode des Generatorzyklusses erfolgen, mu¨ssen sie fu¨r die restliche
Zeit zwischengespeichert werden. Hierzu dient der Analogspeicher, der aus zwei
hintereinandergeschalteten gegenphasig angesteuerten Abtast-Halte-Gliedern be-
steht. Auf diese Weise erha¨lt man ein kontinuierliches Ausgangssignal UPP , das
bei jeder Positionsmessung (ca. 24 mal pro Sekunde) aktualisiert wird:
UPP =
1
2
χP
∣∣U01 ∣∣2 zP . (D.6)
Dieses wird dazu verwendet, u¨ber einen PID-Regler die mittlere Ausgangsleistung
des Levitationsgenerators so einzustellen, dass eine vorgegebene Sollposition der
Probe gehalten wird.
D.2 Da¨mpfung von Probenschwingungen
Translative Oszillationen der Probe lassen sich da¨mpfen, wenn u¨ber eine akti-
ve Leistungsregelung des Levitationsgenerators Energie aus der Probenbewegung
ausgekoppelt wird. Die u¨ber den Zeitraum ∆t gemittelte, an die Probe abgege-
bene kinetische Energie pro Zeiteinheit PK sollte negative Werte ergeben, wenn
∆t & ∆tP gewa¨hlt wird:
PK(∆t) =
1
∆t
∫
∆t
F(t) · vP (t)dt < 0 . (D.7)
vP ist die Geschwindigkeit des Probenschwerpunktes, ∆tP die Periode der
Probenoszillation. F ist die auf die Probe wirkende Kraft.
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Sie setzt sich aus zwei Anteilen zusammen:
F(t) = F0(xP (t)) + FD(xP (t), t) . (D.8)
F0 ist die aufgrund des zeitlich gemittelten Spulenstroms wirkende Kraft des Levi-
tationsfeldes auf die Probe. Sie besitzt aufgrund des variablen Probenortes xP (t)
lediglich eine implizite Zeitabha¨ngigkeit. FD(t) sei eine explizit zeitabha¨ngige
Da¨mpfungskraft, die der mittleren Kraft der Levitationsspule F0 u¨berlagert ist.
Sie hat ihre Ursache in zeitabha¨ngigen A¨nderungen der Levitationsgenerator-
leistung, die so gesteuert werden soll, dass aus der Probenbewegung Energie
ausgekoppelt wird.1 Das Leistungsintegral u¨ber F0 verschwindet fu¨r ∆t→∞:
lim
∆t→∞
1
∆t
∫
∆t
F0(xP (t)) · vP (t)dt = 0 , (D.9)
da das Kraftfeld einer Levitationsspule konservativ ist: Die Summe aus kineti-
scher und potenzieller Energie bleibt erhalten. Folglich tra¨gt in (D.7) lediglich
der Anteil FD(t) zur Da¨mpfung von Schwingungen bei. Unter der Einschra¨nkung
kleiner Auslenkungen lassen sich Oszillationen la¨ngs der Feldachse (z-Richtung)
und senkrecht dazu (ρ-Richtung) als nahezu unabha¨ngig voneinander betrachten.
Fu¨r sinusfo¨rmige Bewegung
zP = z
0 sin(ωzt) , (D.10)
ρP = ρ
0 |sin(ωρt + Φρz)| (D.11)
zP und ρP beschreiben den Probenort in Zylinderkoordinaten, ωz bzw. ωρ
die Kreisfrequenz der Probenoszillationen in z- bzw. in ρ-Richtung.
und unter der Voraussetzung einer schwachen, sinusfo¨rmigen Da¨mpfungskraft mit
einer Amplitude proportional zur Auslenkung der Probe
FDz(t) = F
0
Dz sin(ωzt+ Φz) ,
FDρ(t) = F
0
Dρ sin(2ωρt+ Φρz + Φρ) , (D.12)
wird das Leistungsintegral (D.7) genau dann maximal negativ, wenn die Phasen-
verschiebung von z˙P zu FDz bzw. ρ˙P zu FDρ genau 180
◦ betra¨gt2, was gleichbe-
deutend mit
Φz = Φρ = −90◦ (D.13)
1Die Richtung von FD ist dabei bis auf das Vorzeichen immer mit der Richtung von F0
identisch.
2Dies gilt, wenn die Amplitudenabnahme wa¨hrend einer Periode in (D.7) vernachla¨ssigt
werden kann.
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ist. In obiger U¨berlegung wurde davon ausgegangen, dass sich FDz und FDρ
unabha¨ngig voneinander wa¨hlen lassen, was hier nicht der Fall ist. Eine Strom-
a¨nderung der Levitationsspule fu¨hrt zu einer Krafta¨nderung sowohl in z- als auch
in ρ-Richtung. Dies ist jedoch unproblematisch, da die Funktion FDz lediglich
die Frequenz ωz und die Funktion FDρ nur die Frequenz 2ωρ entha¨lt und eine
kontinuierliche Energieeinkoppelung in z- oder ρ-Richtung durch einen Kraftterm
bei von der Eigenfrequenz abweichenden Frequenzen nicht mo¨glich ist. Hierbei
muss die Bedingung
ωz 6= 2ωρ , (D.14)
erfu¨llt sein, was im Folgenden vorausgesetzt werden soll.3. Um ein da¨mpfendes
Kraftfeld zu realisieren, ko¨nnen die A¨nderungen der Spuleninduktivita¨t
LV (t) = LV 0 + L˜V (t) (D.15)
aufgrund der Probenoszillationen ausgewertet werden. LV 0 ist der Mittelwert von
LV (t), L˜V (t) die Schwankungen um diesen Mittelwert. Bewegt sich die Probe in
Raumbereiche, in denen die magnetische Feldsta¨rke ho¨her ist, also la¨ngs der Spu-
lenachse in negativer z-Richtung oder senkrecht zur Spulenachse in ρ-Richtung,
so bewirkt dies eine Abnahme der Spuleninduktivita¨t (L˜V negativ). Durch Um-
wandlung von L˜V in ein Spannungssignal und Integration la¨sst sich hieraus ein
Da¨mpfungssignal UGenD mit der richtigen Phasenlage erzeugen. Dieses wird als
Wechselspannungsanteil dem Signal UGen0 u¨berlagert, u¨ber das die abgegeben
Generatorleistung bestimmt ist:
UGen = UGen0 + UGenD . (D.16)
Abbildung D.3 (A) zeigt die Phasenlage der Auslenkung zP (t) relativ zu L˜V und
FDz fu¨r den Fall, dass keine Auslenkung in ρ-Richtung vorliegt. Entsprechend
zeigt der Teil (B) den Sachverhalt fu¨r eine Schwingung in ρ-Richtung, wenn die
Probe in z-Richtung ruht. UGenD ergibt sich in beiden Fa¨llen durch Integration
von LV . Da
FDz ∝ UGenD bzw. FDρ ∝ UGenD , (D.17)
la¨sst sich aus Abbildung D.3 ablesen, dass vz und FDz bzw. vρ und FDρ immer
entgegengesetztes Vorzeichen haben. Der Integrand von PK in der Darstellung
3Fu¨r ein Levitationsfeld, das lediglich einen Dipol- und einen Quadrupol-Term entha¨lt, la¨sst
sich zeigen, dass fu¨r kugelfo¨rmige Proben im Grenzfall hoher Frequenzen gilt: ωz =
√
2 ωρ.
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Abbildung D.3: Relative Phasenlage der Probenkoordinate (ρP , zP ), der resultie-
renden Induktivita¨tsa¨nderung L˜V und dem daraus erzeugten Da¨mpfungssignal UGenD
(schematische Darstellung).
(D.7) und damit PK selbst sind also immer negativ.
Hat man nun eine Oszillation sowohl in z-Richtung als auch in ρ-Richtung, so
entha¨lt das Da¨mpfungssignal UGenD zwei Spannungsanteile bei den Frequenzen
ωz und 2ωρ. Aufgrund von Bedingung (D.14) wirkt sich langfristig auf die Bewe-
gung in z-Richtung nur der Anteil bei der Frequenz ωz aus, der zu einer Energie-
auskopplung in dieser Richtung fu¨hrt, wa¨hrend die Bewegung in ρ-Richtung lang-
fristig lediglich durch den Anteil mit der Frequenz 2ωρ beeinflusst werden kann.
Kommt die Probe schließlich zur Ruhe verschwindet auch das Da¨mpfungssignal.
Abbildung D.4 zeigt den schematischen Aufbau einer Schaltung, in der die Er-
zeugung eines Da¨mpfungssignals UGenD realisiert ist: Durch die Spannungstei-
ler R1, R2 wird das an den Anschlu¨ssen der Levitationsspule anliegende Poten-
zial auf niedrige Werte heruntertransformiert und durch den nachfolgenden Dif-
ferenzversta¨rker voneinander abgezogen. Das Ausgangssignal dieses Differenz-
versta¨rkers U02 ist damit proportional zur Spannung U
0
L an der Levitationsspule
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Abbildung D.4: Blockschaltbild der Da¨mpfungselektronik.
(U02 = c2U
0
L) mit der positiven, reellen Proportionalita¨tskonstante c2. Es gilt:
U0L = iωL (L+ LV 0 + L˜V (t)) I
0
L . (D.18)
ωL ist die Kreisfrequenz des Levitationsgenerators.
Schwankungen der Induktivita¨t L˜V aufgrund von Probenoszillationen wirken sich
in gleichphasigen Schwankungen der Amplitude U 0L
U0L(t) = U¯
0
L +∆U
0
L(t) , ∆U
0
L = iωLcUI
0
LL˜V (t) (D.19)
aus, bzw. in gegenphasigen Schwankungen des Levitationsstroms I0L
I0L(t) = I¯
0
L +∆I
0
L(t) , ∆I
0
L = −cII0LL˜V (t) . (D.20)
U¯0L und I¯
0
L bezeichnen die Mittelwerte von U
0
L und I
0
L, ∆U
0
L(t) und ∆I
0
L(t)
die zeitlichen Schwankungen um diese Mittelwerte.
mit den positiven und reellen Proportionalita¨tskonstanten cU und cI .
4 Misst man
den Strom I0L u¨ber den Transformator TI dessen Gegeninduktivita¨t
MI ≈ c2(L+ LV 0) (D.21)
4Hierbei ha¨ngt es von der Generator-Ausgangsimpedanz ab, welchen Wert die voneinander
abha¨ngigen Konstanten cU und cI annehmen. Gleichungen (D.19) und (D.20) dru¨cken lediglich
aus, dass eine Erho¨hung der Spuleninduktivita¨t eine Zunahme der an der Levitationsspule
anliegenden Wechselspannung und eine Abnahme des fließendes Levitationsstroms zur Folge
haben.
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gewa¨hlt ist, so kompensieren sich bei der Subtraktion der Amplituden U 02 und
U01 na¨herungsweise die zeitunabha¨ngigen Anteile, es verbleibt die Spannung
U03 := U
0
2 − U01 = iωc2 (cu + (L+ LV 0)cI) I0L L˜V (t) , (D.22)
die sich proportional zu L˜V (t) verha¨lt. U¨ber die Amplitudenmessschaltungen
werden aus den Wechselspannungen U 03 und U
0
1 die Spannungen U4 und U5, die
in dem nachgeschalteten Dividierer (Ausgangsspannung U6) durcheinander ge-
teilt werden. Unerwu¨nschte Amplitudenmodulationen im Levitationsstrom I0L
(bei 50 Hz und 300 Hz), die aufgrund der Zeitkonstanten der Amplitudenmess-
schaltungen in den Spannungen U4 und U5 noch enthalten sind, werden auf die-
se Weise herausgefiltert. Da die hier beschriebene Elektronik nur funktioniert,
wenn der Levitationsgenerator in Betrieb ist, mu¨ssen die Spannungswerte U6 in
den nachgeschalteten Abtast-Halte-Gliedern zwischengespeichert werden. Um
eine effektive Da¨mpfung von Probenschwingungen zu erreichen, sollte die Tast-
frequenz des Levitationsgenerators mindestens doppelt so groß wie die Frequenz
der Probenoszillationen sein. Das Da¨mpfungssignal UGenD erha¨lt man, nach-
dem u¨ber einen Hochpass ein verbleibender Gleichspannungsanteil entfernt ist,
als Ausgangsspannung des Integrators, der fu¨r die notwendigen 90 Grad Pha-
senverschiebung sorgt. Hier ko¨nnen je nach gewu¨nschtem Frequenzgang auch
ein invertierender Differenzierer oder ein Tiefpass mit stark u¨berschwingender
Tschebyscheff-Charakteristik gewa¨hlt werden. Das endgu¨ltige Generatorsignal
UGen ergibt sich, indem UGenD und UGen0 addiert werden. Das vorgestellte Ver-
fahren la¨sst sich im Prinzip auch zur Da¨mpfung von Oberschwingungen einset-
zen. Voraussetzung ist, dass das Ansprechverhalten des Levitationsgenerators
ausreicht, um schnell vera¨nderlichen Leistungsvorgaben zu folgen.
Anhang E
Referenz der verwendeten
Bezeichnungen
In nachstehender Tabelle sind alle Bezeichnungen, sowie die Seitenzahl ihrer erst-
maligen Verwendung aufgefu¨hrt. Es gelten die Konventionen:
• Vektorielle Gro¨ßen sind in Fettdruck angegeben.
• Matrizen sind durch das einschließende Klammerpaar d∗c gekennzeichnet.
• Bei zeitlich vera¨nderlichen Gro¨ßen
A(t) = A0eiωt
mit sinusfo¨rmiger Zeitabha¨ngigkeit, wird die komplexe Amplitude A0 durch
eine hochgestellte Null von der vollsta¨ndigen Gro¨ße A unterschieden. In
nachfolgender Aufstellung werden oft nur die komplexen Amplituden ange-
geben, da diese vorrangig Verwendung finden.
• Bei dem Potenzial A bzw. Φ und der Stromdichte j wird zwischen externen
(durch ein hochgestelltes
”
E“ gekennzeichneten) und induzierten (durch ein
hochgestelltes
”
I“ gekennzeichneten) Gro¨ßen unterschieden.
• Wenn nichts anderes angegeben ist, sind alle Feldkoeffizienten innerhalb
eines probenfesten Koordinatensystems (Ursprung O) definiert. Fu¨r homo-
gene Felder (die lediglich Feldkoeffizienten bis einschließlich l = 1 enthalten)
ist diese Unterscheidung irrelevant.
250 REFERENZ DER VERWENDETEN BEZEICHNUNGEN
• Differenzen von Gro¨ßen sind durch ein vorangestelltes ∆ gekennzeichnet.
Die Aufteilung des R3 in die Bereiche BP , BIS, BAP , BAS, BZI und BZA (Defini-
tionen 4.1–4.6) befindet sich auf Seite 50.
Die Beschreibung der Messwerte υ¯OE, υ¯ME, υ¯O und υ¯M , die unter verschiedenen
Versuchsbedingungen entstehen, befindet sich auf Seite 116.
Die folgenden Tabellen geben eine Aufstellung u¨ber alle verwendeten Bezeich-
nungen getrennt nach lateinischen und griechischen Buchstaben.
Gro¨ße Beschreibung Textbezug
A Vektorpotenzial (4.7), S. 46
AE, AE0 Externes Vektorpotenzial S. 48ff.
AElm Entwicklungsk. von A
E0 in BIS
1 (4.33), S. 52
AEl Darst. von A
E
lm (Azimutalsymmetrie)
1 (4.48), S. 55
A¯Elm Entwicklungsk. von A
E0 in BAS
1 (4.35), S. 52
AˆElm Koeffizienten A
E
lm relativ zu Oˆ (B.68), S. 224
AE0eff Effektives externes Vektorpotenzial (B.13), S. 214
A
Ef
lm Entwicklungsk. von A
E0
eff in BP (B.21), S. 215
AEΦ0 ΦI0-abha¨ngiger Anteil von AE0eff (B.13), S. 214
AEΦlm Entwicklungsk. von A
EΦ0 in BP (B.14), S. 214
AI, AI0 Induziertes Vektorpotenzial S. 48ff
AIlm Entwicklungsk. von A
I0 in BAP
1 (4.36), S. 52
AI0h Von A
I0 abh. Anteil der Integralgl. (4.26), S. 49
AI0v Von A
E0 abh. Anteil der Integralgl. (4.26), S. 49
A Feldsta¨rke in normierter Darstellung (5.19), (5.20) S. 64
AK Keimoberfla¨che S. 37
Ap Probenoberfla¨che S. 146
al Normierte Feldkoeffizienten
1 (5.15), S. 63
aKFl Feldkoeff. fu¨r spha¨rische Probenform (5.57), S. 74
aPminl Feldkoeff. fu¨r min. Probenleistung (5.24), S. 65
aWminl Feldkoeff. fu¨r min. Feldenergie (5.40), S. 70
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Gro¨ße Beschreibung Textbezug
B Magnetische Induktion S. 46ff
Bν Kirchhoff-Planck-Funktion (8.5), S. 146
Cl,j Geometriefaktor
1 (fadenf. Stromring) (6.36), S. 93
C¯0lj Geometriefaktor (fadenf. Stromring) (7.8), S. 125
C¯dlj Geometriefaktor (ausged. Stromring) (7.13), S. 126
C Geometriefaktor1 eines Stromringsatzes (6.40), S. 95
c Vakuum-Lichtgeschwindigkeit S. 46
ci Fitparameter (6.96), S. 113
Dk, D Zustandsdichte freier Elektronen
2 (2.15), S. 11
Dˆk, Dˆ Volumenabh. Zustandsd. fr. Elektr.
2 (2.3), S. 6
D˜k, D˜ Zustandsd. wechselwirkender Elektr.
2 S. 26
Dσ Zustandsdichte einer Spinrichtung (2.19), S. 12
d¯ Mittlerer Atomabstand S. 19
d¯S Streuzentrendurchmesser S. 41
dp Probendurchmesser S. 161
E Elektrische Feldsta¨rke S. 46 ff
e Elementarladung (2.12), S. 8
ex, ey, ez Orthonorm. Einheitsvektoren d. R
3 S. 55
er, eθ, eϕ Lokale Einheitsvekt. (Kugelkoord.) S. 55
eρ, eϕ, ez Lokale Einheitsvekt. (Zylinderkoord.) S. 76
eη Komplexer Einheitsvektor (4.47), S. 55
F Levitationskraft (5.59), S. 76
FG Schwerkraft S. 57
Fz z-Komponente der Levitationskraft (5.1), S. 59⌈
F l
′m′
lm
⌋
Beschreibt Kopplung AE0 ⇒ AI0 (4.37), S. 53
(n)
F l
′m′
lm Entwicklungst. von
⌈
F l
′m′
lm
⌋
(Ordn. n) (6.55), S. 99ff
f Frequenz S. 46
fˆi Fitfunktionen (6.96), S. 113
f¯ Elektronenverteilungsfunktion (allg.) (2.13), S. 8
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Gro¨ße Beschreibung Textbezug
f¯0 Fermi-Verteilung (2.6), S. 6
G Greensche Funktion (4.25), S. 49
Gν Molare freie Enthalpie S. 35
GV Volumenbezogene freie Enthalpie (3.1), S. 37
∆G? Enthalpieschwelle (3.4), S. 38
G Reziproker Gittervektor S. 19
G
(n)
l qˆ-abh. Anteil v.
(n)
F l
′m′
lm (n = 0, 1) (6.63)–(6.64), S. 101
G
(2)
ll′ qˆ-abh. Anteil v.
(2)
F l
′m′
lm (6.65), S. 101
g
(2)
0 (r) Paarkorrelationsfunktion (2.47), S. 19
g Erdfeldbeschleunigung S. 60
H Magnetfeld (5.36), S. 69
H Enthalpie (2.84), S. 30⌈
H l
′m′
lm
⌋
Beschreibt Kopplung AE0 ⇒ ΦI0 (4.40), S. 53
H
(1)
l Spha¨rische Hankelfunktionen erster Art (A.12), S. 198
h Plancksche Konstante (8.6), S. 146
~ ~ = h/2pi (2.2), S. 6
I, I0 Stromsta¨rke (6.1), S. 83
I0L Levitationsstrom (7.8), S. 125
I0K Kontinuierlicher Levitationsstrom (5.65), S. 82
I0T Getasteter Levitationsstrom (5.65), S. 82
IElm A
E
lm zugeord. Stromkoeffizienten
1 (4.33), S. 52
IEl Darst. von I
E
lm (Azimutalsymmetrie)
1 (4.49), S. 55
I¯Elm A¯
E
lm zugeord. Stromkoeffizienten
1 (4.35), S. 52
IˆElm Koeffizienten I
E
lm relativ zu Oˆ
1 (6.30), S. 91
i Komplexes Argument (4.22), S. 49
dIc Einheitsmatrix des R3 (4.41), S. 54
j Stromdichte (2.14), S. 11
Jl Spha¨rische Besselfunktionen (4.42), S. 54
K Thermokraft S. 44
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Gro¨ße Beschreibung Textbezug⌈
K l
′m′
lm
⌋
Teil von
⌈
F l
′m′
lm
⌋
(fu¨r runde Proben) (B.25), S. 216
k Wellenzahlvektor (2.1), S. 5
k0 Verschiebungsvektor d. Fermi-Vert. (2.24), S. 13
kˆ Komplexe Wellenzahl (A.13), S. 199
kD Debyesche Wellenzahl (2.75), S. 28
kF Fermi-Wellenzahl (2.7), S. 7
kM Abszisse des Hauptpeaks in S(q) S. 19
kB Boltzmann-Konstante (2.6), S. 6
L Induktivita¨t 3 S. 88ff
LB Spulenanteil von L (ohne Probe)
3 S. 88ff
LV Probenabha¨ngiger Anteil v. L
3 S. 88ff
L0 Lorenz-Zahl (3.13), S. 44
l Mittlere freie Wegla¨nge S. 9
M Gegeninduktivita¨t 4 S. 88ff
MB Spulenanteil von M (ohne Probe)
4 (6.21), S. 88ff
MV Probenabha¨ngiger Anteil v. M
4 (6.22), S. 88ff
MK Konst. Skalierungswert fu¨r M (6.91), S. 112
MR Restwert von M nach Kompensation (6.88), S. 111
M
(0)
R Zeitunabha¨ngiger Anteil von MR (6.89), S. 112
M
(1)
R Zeitabha¨ngiger Anteil von MR (6.89), S. 112
m? Effektive Elektronenmasse (2.2) S. 6
mA Atommasse (2.75), S. 28
mA Mittlere Atommasse (10.5), S. 181
m Reale Masse der Probe S. 64
m˜ Reduzierte Masse der Probe (5.21), S. 64
N Teilchenzahl (2.7), S. 7
N˙ (A) Abdampfrate pro Fla¨cheneinheit (10.8), S. 181
NA Avogadro-Konstante (2.84), S. 30
n A¨ußerer Normalenvektor (4.20), S. 49
nA Ionendichte (2.14), S. 11
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Gro¨ße Beschreibung Textbezug
nC(r) Dichte an Clustern mit Radius r (3.5), S. 38
nR Anzahl Fitfunktionen in MR (6.90), S. 112
nV Anzahl Fitfunktionen in MV (6.91), S. 112
nG Gesamtzahl Fitfunktionen (6.96), S. 113
nD Anzahl Datenblo¨cke (6.105), S. 115
nω Anzahl Messfrequenzen S. 116
O Ursprung v. Laborsystem S. 91ff
Oˆ Ursprung v. probenf. Koordinatensyst. S. 76, 91ff
P Heizleistung d. Probe durch Levitation (5.3), S. 59
p(qˆ) qˆ-Abhgk. der minim. Probenheizl. (5.29), S. 66
P Eichfunktion (6.99), S. 113
P¯ U¨bertragungsfunktion der Elektronik (6.87), S. 111
Pˆ P¯ bei Referenzmessungen (6.123), S. 121
Pl Gewo¨hnliche Legendre-Polynome (6.102), S. 115
Pml Zugeordnete Legendre-Polynome (4.50), S. 55
p Druck S. 73
pB Magnetischer Druck (5.45), S. 72
Q
(0)
l qˆ-Abhgk. der Probenheizl. (5.3), S. 59
q q entspricht |k′ − k| (2.30), S. 14
qˆ Verha¨ltnis r0 zu δ (4.43), S. 54
R Raumwinkelabha¨ngiger Probenradius S. 100
R0 R im Falle von Rotationssymmetrie S. 100
R Ohmscher Widerstand 3 (6.16), S. 88
RG Gaskonstante (2.85), S. 30
r Radialabstand (Kugelkoordinaten) S. 52
r0 Wert von r, um den Feldentw. erfolgt S. 99
rK Skalierungsla¨nge fu¨r Feldentwicklungen (4.32), S. 52ff
rS Radius v. kugelf. Stromverteilung (5.38), S. 70
rp Mittlerer Probenradius (6.102) bzw. (9.3)
rV Volumenradius (6.75), S. 107
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Gro¨ße Beschreibung Textbezug
rα11 α11-Radius (6.76), S. 107
r? Kritischer Keimradius (3.3), S. 38
S(q) Statischer Strukturfaktor (2.43), S. 17
S(q, ω) Dynamischer Strukturfaktor (2.48), S. 20
Sα,β(q) Partieller Strukturfaktor (2.52), S. 21
Sˆα,β(q) Partieller Strukturfaktor (2.54), S. 22
S0 Wert von S bei q = 0 (2.76), S. 29
T Temperatur S. 6
TD Debye-Temperatur S. 20,28
Tm Entmischungstemperatur (2.87), S. 31
TSmp Schmelztemperatur S. 35
TSl Solidustemperatur S. 149
TLq Liquidustemperatur S. 149
TS Schwarze Temperatur S. 147
Tˆ Transfermatrix (entsprechend U(x)) (2.62), S. 25
tˆ Transfermatrix (entsprechend u(x)) (2.63), S. 25
t Tangentialvektor (B.36), S. 220
t Zeit (2.12), S. 8
U , U0 Spannung (6.1), S. 83
U0L Spannung an Levitationsspule (D.18), S. 246
U(x)/e Potenzial der Ionenru¨mpfe (2.40), S. 16
u(x)/e Potenzial eines Rumpfatoms (2.41), S. 17
u(q) Formfaktor (2.44), S. 17
u Entspricht cos θ S. 52
V Volumen S. 6
V¯ Kugelvolumen entsprechend r0 (6.44), S. 95
V Von Probe eingenommener Raumbereich S. 47
VK Keimvolumen (3.1.1), S. 37
v Elektronengeschwindigkeit (2.10), S. 8
vP Probengeschwindigkeit (D.7), S. 242
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Gro¨ße Beschreibung Textbezug
vA Atomvolumen (2.46), S. 17
vF Fermi-Geschwindigkeit (2.39), S. 16
WF Levitationsfeldenergie (5.36), S. 69
W U¨bergangswahrscheinlichkeit (U¨WSK) (2.19), S. 12
W˜ U¨WSK bei Energieerhaltung (2.20), S. 13
W12 Maß fu¨r Mischungsenthalpie (2.84), S. 30
Xα Legierungsanteil der Komponente α (2.51), S. 21
X Bin. Leg. : Anteil d. Komp. 2 S. 10
x Ort (2.1), S. 5
xc Ortsvektor der Probe relativ zu Oˆ S. 76
Y ml Kugelfla¨chenfunktionen S. 52
y Abku¨rzung (2.80), S. 29
Z Anz. Leitungsel. pro Atom (reines Met.) (2.7), S. 7
Z¯Leg. Anz. Leitungsel. pro Atom (Legierung) (2.60), S. 23
zP Position der Probe in z-Richtung S. 240
Tabelle E.1: Zusammenstellung von Bezeichnungen (lateini-
sche Buchstaben).
1Diese Gro¨ßen ko¨nnen mit einem zusa¨tzlichen, in Klammern stehenden Index vorkommen.
Dieser dient der Unterscheidung zwischen mehreren Feldern bzw. Stromringsa¨tzen bzw. Spulen.
2Der tiefgestellte Index k kennzeichnet Zustandsdichten im k-Raum, der Index  Zustands-
dichten pro Energie-Intervall.
3Ein zusa¨tzlich angeha¨ngter tiefgestellter Index dient zur Unterscheidung im Falle mehrerer
Spulen.
4Eventuelle, zusa¨tzlich angeha¨ngte, tiefgestellte Indizes 12 bzw. 21 sind rein formaler Natur
und bedeuten keinen Unterschied.
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Gro¨ße Beschreibung Textbezug
αs Spulenparameter (7.9), S. 125
αll′ Geometrieparameter der Probe (1. Ord.) (6.59), S. 100
αl
′m′
lm Geometrieparameter der Probe (1. Ord.) (A.43), S. 204
βll′ Geometrieparameter der Probe (2. Ord.) (A.78), S. 209
βl
′m′
lm Geometrieparameter der Probe (2. Ord.) (A.69), S. 208
Γ Wa¨rmeleitfa¨higkeit S. 41
ΓEl Elektronenanteil d. Wa¨rmeleitfa¨higkeit (3.12), S. 44
ΓIo Ionenanteil d. Wa¨rmeleitfa¨higkeit S. 41
γ Oberfla¨chenspannung (3.1), S. 37
γlm (l, m)-abha¨ngiger Faktor (B.19), S. 215
δ Diracsche Deltadistrib. bzw. Kronecker-D. S. 49, bzw. S. 17
δ Eindringtiefe (Skintiefe) (4.30), S. 50
δl Streuphasen (2.66), S. 26
(k) Energie-Dispersionsrelation (2.2), S. 6
F Fermi-Energie (2.1), S. 6
ε0 Influenzkonstante S. 29
ε(q) Dielektrizita¨tsfunktion S. 18
εr Dielektrizita¨tszahl S. 141
ε¯ Emissionsgrad (Emissivita¨t) (8.5), S. 146
ζ Windungszahl (6.36), S. 93
θ Polarwinkel (Kugelkoordinaten) S. 52
ϑ Winkel zwischen k′ und k (2.28), S. 14
ϑB Benetzungswinkel (3.6), S. 39
κ Thomas-Fermi-Abschirmla¨nge (1/κ) (2.80), S. 29
λ De Broglie-Wellenla¨nge S. 41
µ Chemisches Potenzial (2.6), S. 6
µ0 Induktionskonstante (4.2), S. 46
ν Frequenz (der Wa¨rmestrahlung) S. 146
νM Messfrequenz des Pyrometers S. 147
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Gro¨ße Beschreibung Textbezug
ξ Streuamplitude (2.65), S. 25
Π Verha¨ltnis Oberfla¨chen- zu Volumenkonz. (10.8), S. 181
ρ Spezifischer Widerstand S. 1
% Dichte S. 60
%ˆ Dichtematrix (2.73), S. 27
σ Elektrische Leitfa¨higkeit S. 1
σV Probenleitfa¨higkeit (4.11), S. 47
ς Oberfla¨chenladungsdichte S. 46
τ Relaxationszeit (2.27), S. 13
τl Entwicklungsparameter von R0(u) (6.102), S. 115
τlm Entwicklungsparameter von R(u, ϕ) (6.103), S. 115
υ¯ Komplexes Spannungsverha¨ltnis (Messgro¨ße) (6.86), S. 111
Φ Elektrostatisches Potenzial (4.8), S. 46
ΦI , ΦI0 Potenzial induzierter Oberfl.-Lad. S. 48ff
ΦIlm Entwicklungsk. von Φ
I0 in BP (4.39), S. 53
ϕ Azimutwinkel (Kugelkoordinaten) S. 52
χT Isotherme Kompressibilita¨t (2.76), S. 29
Ψ Abschirmfunktion (2.79), S. 29
Ω Raumwinkel (6.2),S. 99
Ω Bereich der Messfrequenzen S. 116
ω Kreisfrequenz (4.22), S. 49
ωK Konstante Skalierungsfrequenz (6.90), S. 112
ωρ Eigenfrequenz v. Probe (ρ-Richt.) (D.11), S. 243
ωz Eigenfrequenz v. Probe (z-Richt.) (D.10), S. 243
Tabelle E.2: Zusammenstellung von Bezeichnungen (griechi-
sche Buchstaben).
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