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Abstract
We consider the calculation of the band structure of frequency dependent photonic crys-
tals. The associated eigenvalue problem is nonlinear and it is challenging to develop effective
convergent numerical methods. In this paper, the band structure problem is formulated as the
eigenvalue problem of a holomorphic Fredholm operator function of index zero. Lagrange finite
elements are used to discretize the operator function. Then the convergence of the eigenvalues is
proved using the abstract approximation theory for holomorphic operator functions. A spectral
indicator method is developed to practically compute the eigenvalues. Numerical examples are
presented to validate the theory and show the effectiveness of the proposed method.
1 Introduction
Photonic crystals (PCs) are periodic structures composed of dielectric materials and exhibiting
band gaps. Band gaps contain prohibited frequencies of electromagnetic waves going through such
crystals. This phenomenon has many important applications in optical communications, filters,
lasers, switches and optical transistors, etc. [20, 1, 25, 31, 27, 29]. Effective calculations of the
band structures are essential to identify novel optical phenomena and develop new devices.
For 2D PCs, the Maxwell’s equations are reduced to scalar wave equations. The Floquet-
Bloch theory [18] transforms the band structure problem on the infinite periodic structure to
an eigenvalue problem on the unit cell (see Fig. 1: left). If the permittivity is independent of
the frequency, the eigenvalue problem is linear. There exist many successful numerical methods
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such as the plane wave expansion method [10, 6, 15, 24], the finite-difference time-domain (FDTD)
method [26], and the finite element method [1, 4, 3]. In contrast, frequency dependent permittivities
usually lead to nonlinear eigenvalue problems. Various methods have been developed as well, e.g.,
generalizations of the plane wave expansion method [19, 21, 9], FDTD method [14], the cutting
plane method [33], transfer matrix method [25], and path-following algorithm [31]. Most methods
for solving nonlinear eigenvalue problems are based on the Newton’s iteration [28] or extensions of
the techniques for linear problems [34, 30]. However, Newton type methods often need good initial
estimates of the eigenvalues/eigenvectors and linearization techniques require restrictions on the
nonlinear permittivities [22]. Moreover, the complexity of the spectrum due to the nonlinearity
makes the convergence study much more difficult.
In this paper, considering the permittivity as a general nonlinear function of the frequency, we
propose a new finite element approach for the band structure calculation of frequency dependent
materials. Firstly, the band structure is formulated as the eigenvalue problem of a holomorphic
Fredholm operator function. Secondly, Lagrange finite elements are used for discretization and the
convergence is proved using the abstract approximation theory for the eigenvalue problem of the
holomorphic operator function [16, 17]. Thirdly, a spectral indicator method (SIM) is developed to
practically compute the eigenvalues. This version of SIM is similar to that in [7] for the nonlinear
transmission eigenvalues (see also [35] for Dirichlet eigenvalues). It extends the idea in [11, 12]
for the generalized eigenvalues of non-Hermitian matrices and is particularly effective to compute
eigenvalues of a holomorphic operator function.
The rest of the paper is organized as follows. In Section 2, some preliminaries of holomorphic
Fredholm operator functions and the associated abstract approximation theory are presented. In
Section 3, we introduce the mathematical model of the band structures for 2D photonic crystals
and formulate the problem as the eigenvalue problem of a holomorphic Fredholm operator function
of index zero. In Section 4, Lagrange finite elements are used for discretization and the convergence
is proved using the abstract approximation theory of Karma [16, 17]. Section 5 contains a spectral
indicator method to compute the eigenvalues in a region on the complex plane. Numerical examples
are shown in Section 6. Finally, we draw some conclusions and discuss future work in Section 7.
2 Preliminaries
We present some preliminaries on holomorphic Fredholm operator functions and the abstract ap-
proximation theory for the associated eigenvalue problems (see, e.g., [8, 16, 17, 2]). Let X,Y be
complex Banach spaces and Ω ⊂ C be compact and simply connected. Denote by L(X,Y ) the
space of bounded linear operators from X to Y .
Definition 2.1 An operator A ∈ L(X,Y ) is said to be Fredholm if
1. the range of A, denoted by R(A), is closed in Y ;
2. the null space of A, denoted by N (A), and the quotient space Y/R(A) are finite-dimensional.
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The index of A is the integer defined by
ind(A) = dimN (A)− dim(Y/R(A)).
Definition 2.2 Let E be a Banach space and Ω ⊂ C be an open set. A function f : Ω → E is
called holomorphic if, for each w ∈ Ω,
f ′(w) := lim
z→w
f(z)− f(w)
z − w
exists.
Let T : Ω→ L(X,Y ) be a holomorphic operator function on Ω. Denote by Φ0(Ω,L(X,Y )) the
set of holomorphic Fredholm operator functions of index zero [8]. Assume that T ∈ Φ0(Ω,L(X,Y )),
i.e., for each ω ∈ Ω, T (ω) ∈ L(X,Y ) is a Fredholm operator of index zero. The eigenvalue problem
is to find (ω, u) ∈ Ω×X, u 6= 0, such that
T (ω)u = 0. (2.1)
The resolvent set ρ(T ) and the spectrum σ(T ) of T with respect to Ω are, respectively, defined as
ρ(T ) = {ω ∈ Ω : T (ω)−1 ∈ L(Y,X)} and σ(T ) = Ω\ρ(T ).
Throughout the paper, we assume that ρ(T ) 6= ∅. Then the spectrum σ(T ) has no cluster points
in Ω and every ω ∈ σ(T ) is an eigenvalue [16].
To approximate the eigenvalues of T , we consider operator functions Tn ∈ Φ0(Ω,L(Xn, Yn)),
n ∈ N, such that the following properties hold [16, 2].
(A1) There exist Banach spaces Xn, Yn, n ∈ N, and linear bounded mappings pn ∈ L(X,Xn),
qn ∈ L(Y, Yn) such that
lim
n→∞
‖pnv‖Xn = ‖v‖X , v ∈ X, limn→∞
‖qnv‖Yn = ‖v‖Y , v ∈ Y.
(A2) The sequence {Tn(·)}n∈N satisfies
‖Tn(ω)‖ ≤ ∞ for all ω ∈ Ω, n ∈ N.
(A3) {Tn(ω)}n∈N approximates T (ω) for every ω ∈ Ω, i.e.,
lim
n→∞
‖Tn(ω)pnx− qnT (ω)x‖Yn = 0 for all x ∈ X.
(A4) Let ω ∈ Ω and {xn} ⊂ Xn, n ∈ N be bounded. For any subsequence {xn}, n ∈ N ⊂ N,
lim
N∋n→∞
‖Tn(ω)xn − qny‖Yn = 0
3
for some y ∈ Y , there exists a subsequence N ′ ⊂ N and an element x ∈ X such that
lim
N ′∋n→∞
‖xn − pnx‖Xn = 0.
If the above conditions are satisfied, one has the following abstract approximation result (see
Section 2 of [17] or Theorem 2.10 of [2]).
Theorem 2.3 Assume that (A1)-(A4) hold. For any ω ∈ σ(T ) there exists n0 ∈ N and a sequence
ωn ∈ σ(Tn), n ≥ n0, such that ωn → ω as n → ∞. Furthermore, letting G(ω) be the generalized
eigenspace of ω and r0 be the maximum rank of eigenvectors associated to ω, it holds that
|ωn − ω| ≤ Cε
1/r0
n ,
where
εn = max
|η−ω|≤δ
max
v∈G(ω)
‖Tn(η)pnv − qnT (η)v‖Yn ,
for sufficiently small δ > 0.
3 The Mathematical Model
Photonic band structures are posted as the eigenvalue problems of the Maxwell’s equations [1, 27]


∇×
1
ǫ(x, ω)
∇×H =
(ω
c
)2
H,
∇ ·H = 0,
(3.1)
where H is the magnetic field, ω is the frequency, ǫ(x, ω) is the electric permittivity, and c is the
speed of light in the vacuum. In 2D, the Maxwell’s equations (3.1) can be reduced to the transverse
electric (TE) case or the transverse magnetic (TM) case. In this paper, we consider the TE case
−∆ψ =
(ω
c
)2
ǫ(x, ω)ψ. (3.2)
Assume that the photonic crystal has the unit periodicity on a square lattice. Letting Z =
{0,±1,±2, · · · } and defining the lattice Λ = Z2, one has that
ǫ(x+ n, ω) = ǫ(x, ω) for all x ∈ R2 and n ∈ Λ.
The periodic domain D := R2/Z2 can be identified with the unit square D0 := (0, 1)
2 by imposing
periodic boundary conditions (Fig. 1: left). Introduce the so-called quasimomentum vector k ∈ K
(Fig. 1: right), where
K = {k ∈ R2| − π ≤ kj ≤ π, j = 1, 2}
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is called the Brillouin zone. Using the Floquet transform [18], (3.2) can be written as an eigenvalue
problem parametrized by k on the primitive cell D0 [1]
− (∇ + ik) · (∇+ ik)u(x) =
(ω
c
)2
ǫ(x, ω)u(x) in D0, (3.3)
where u is the Floquet transform of ψ, a periodic function in both x1 and x2.
We assume that, for almost all x ∈ R2, ǫ(x, ω) is holomorphic on Ω and satisfies
0 < C0 ≤ |ǫ(x, ω)| ≤ C1 <∞, x ∈ R
2, ω ∈ Ω. (3.4)
Let Γi, i = 1, · · · , 4, be the four parts of ∂D0 (Fig. 1: left). The eigenvalue problem in the TE
case is to find ω and u such that, for a fixed k ∈ K,


− (∇+ ik) · (∇+ ik)u(x) =
(ω
c
)2
ǫ(x, ω)u(x), x ∈ D0,
u|Γ1 = u|Γ2 , ux1 |Γ1 = ux1 |Γ2 ,
u|Γ3 = u|Γ4 , ux2 |Γ3 = ux2 |Γ4 .
(3.5)
a
b1 2
3
4 M1
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M3 M4 M5
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k1
k2
Figure 1: Left: a square cell D0 with a disc of radius r at its center. Right: Brillouin zone K:
M1 = (π, π),M2 = (
pi
2 ,
pi
2 ),M3 = (0, 0),M4 = (
pi
2 , 0),M5 = (π, 0),M6 = (π,
pi
2 ).
We first formulate (3.5) as the eigenvalue problem of a holomorphic Fredholm operator function
of index zero (see [5]). Let H1(D0) be the Sobolev space of functions in L
2(D0) with square
integrable gradients. Denote by (·, ·)1 and ‖·‖1 the inner product and norm onH
1(D0), respectively.
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Define the subspace of functions in H1(D0) with periodic boundary conditions by
H1p(D0) = {v ∈ H
1(D0)| v|Γ1 = v|Γ2 , v|Γ3 = v|Γ4}. (3.6)
Multiplying (3.3) by a test function v ∈ H1p(D0) and integrating by parts, the weak formulation is
to find (ω, u) ∈ Ω×H1p (D0) such that
∫
D0
(∇ + ik)u · (∇+ ik)vdx =
(ω
c
)2 ∫
D0
ǫ(x, ω)uvdx for all v ∈ H1p (D0). (3.7)
If ǫ(x, ω) depends on ω, (3.7) is a nonlinear eigenvalue problem in general.
Rewrite the sesquilinear form (3.7) as (see [5])
(u, v)1 − b(ω;u, v) = 0, (3.8)
where
b(ω;u, v) =
∫
D0
((ω
c
)2
ǫ+ 1
)
uv − 2iuk · ∇v − |k|2uvdx, ω ∈ Ω. (3.9)
Due to boundedness of ǫ stated in (3.4), b(ω; ·, ·) is bounded. By the Riesz representation
theorem, we define an operator function B : Ω→ L(H1p (D0),H
1
p (D0)) such that
b(ω;u, v) = (B(ω)u, v)1 for all v ∈ H
1
p(D0). (3.10)
Using (3.8), (3.7) can be written as
(u, v)1 − (B(ω)u, v)1 = 0 for all v ∈ H
1
p(D0). (3.11)
Define an operator function T : Ω→ L(H1p(D0),H
1
p (D0)) by
T (ω) := I −B(ω), (3.12)
where I is the identity operator. Since (3.11) holds for all v ∈ H1p(D0), (3.7) is equivalent to finding
(ω, u) ∈ Ω×H1p (D0) such that
T (ω)u = u−B(ω)u = 0. (3.13)
Since ǫ(x, ω) is holomorphic in ω, T (ω) is a holomorphic operator function [8, 5].
The following lemma claims that B(ω) is a compact operator. It is proved in [5] (Lemma 4.2
therein, see also Theorem 3.3.3 in [32] for a similar result), which uses the Cauchy sequence and
the boundedness of the sesquilinear form b.
Lemma 3.1 The operator B(ω) is compact for all ω ∈ Ω.
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4 FEM Discretization and Convergence
In this section, we employ Lagrange elements to discretize the operators and prove the convergence
of eigenvalues using the abstract approximation theory by Karma [16, 17]. For simplicity, we shall
focus on the linear Lagrange element and the results for higher order elements are similar.
Let Th be a regular triangular mesh for D0, where h is the mesh size. Let Vh ⊂ H
1
p (D0) be the
assocoated linear Lagrange finite element space. Let Bh : Ω→ L(Vh, Vh) be given by
(Bh(ω)uh, vh)1 := b(ω;uh, vh) for all vh ∈ Vh.
Define the discrete operator function T h : Ω→ L(Vh, Vh) such that
T h(ω) = Ih −Bh(ω),
where Ih is the identity operator from Vh to Vh.
Define the linear projection operator ph : H
1
p (D0)→ Vh such that
(u, vh)1 = (phu, vh)1 for all vh ∈ Vh. (4.1)
Clearly, ph is bounded and ‖phu − u‖1 → 0 as h → 0 for u ∈ H
1
p(D0) (see, e.g., Sec. 3.2 of [32]).
Furthermore, using the Aubin-Nitsche Lemma (Theorem 3.2.4 of [32]), it holds that
‖u− phu‖L2(D0) ≤ Ch‖u‖H1(D0). (4.2)
Lemma 4.1 There exists h0 > 0 small enough such that, for every compact set Ω ⊂ C,
sup
h<h0
sup
ω∈Ω
‖T h(ω)‖L(Vh,Vh) <∞. (4.3)
Proof. Due to the boundedness of Bh(ω) and compactness of Ω, it holds that
‖T h(ω)vh‖1 = ‖vh −B
h(ω)vh‖1 ≤ ‖vh‖1 + ‖B
h(ω)vh‖1 ≤ C‖vh‖1, vh ∈ Vh.
Lemma 4.2 Let g ∈ H1p(D0) and ω ∈ Ω. Then
‖T h(ω)phg − phT (ω)g‖H1(D0) ≤ Ch‖g‖H1(D0). (4.4)
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Proof. By the approximation property of ph in (4.2) and (3.4), letting vh ∈ Vh, we have that
(
T h(ω)phg − phT (ω)g, vh
)
1
=(phg, vh)1 − (B
hphg, vh)1 − (phg, vh)1 + (phB(ω)g, vh)1
=(B(ω)g, vh)1 − (B
hphg, vh)1
=b(ω; g, vh)− b(ω; phg, vh)
=
((
ω2
c2
ǫ+ 1
)
(g − phg), vh
)
− (2i(g − phg)k,∇vh)−
(
|k|2(g − phg), vh
)
≤C‖g − phg‖L2(D0)‖vh‖H1(D0)
≤Ch‖g‖H1(D0)‖vh‖H1(D0),
which implies (4.4).
Remark. If g ∈ H1p(D0) ∩H
1+σ(D0) for some 0 < σ ≤ 1, then
‖T h(ω)phg − phT (ω)g‖H1(D0) ≤ Ch
1+σ‖g‖H1+σ(D0).
Now we are ready to present the main convergence theorem for the eigenvalues.
Theorem 4.3 Let ω ∈ σ(T ) and h be small enough. Then there exists a sequence {ωh ∈ σ(T
h)}
such that ωh → ω as h→ 0 and
|ωh − ω| ≤ Ch
1
r0 . (4.5)
Furthermore, if G(ω) ⊂ H1p(D0) ∩H
1+σ(D0), 0 < σ ≤ 1, then
|ωh − ω| ≤ Ch
1+σ
r0 . (4.6)
Proof. Let {hn} be a small enough monotonically decreasing sequence of positive numbers such
that hn → 0 as n→∞. Correspondingly, we define sequences of operators Tn(ω) := T
hn(ω), finite
element spaces Vn := Vhn , and the projections pn := phn . Clearly, (A1) in Section 2 holds with
X = Y = H1p (D0), Xn = Yn = Vn, and qn = pn. Conditions (A2) and (A3) hold due to Lemma 4.1
and Lemma 4.2.
Next, we verify (A4). Without loss of generality, assume that vn ∈ Vn, n ∈ N with ‖vn‖1 ≤ 1
and
lim
n→∞
‖Tn(ω)vn − pny‖1 = 0, (4.7)
for some y ∈ H1p (D0). For any subsequence {xn}, n ∈ N ⊂ N, we shall show that there exists a
subsequence N ′ ⊂ N and a v ∈ H1p(D0) such that
lim
N ′∋n→∞
‖vn − pnv‖1 = 0 (4.8)
by considering ω ∈ ρ(T ) and ω ∈ σ(T ) separately.
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If ω ∈ ρ(T ), then T (ω)−1 exists and is bounded. Let v = T (ω)−1y. It holds that
vn − pnv
=T (ω)−1
(
(T (ω)− Tn(ω))(vn − pnv) + Tn(ω)vn − pnT (ω)v + pnT (ω)v − Tn(ω)pnv
)
=T (ω)−1
(
(Bn(ω)−B(ω))(vn − pnv) + Tn(ω)vn − pnT (ω)v + pnT (ω)v − Tn(ω)pnv
)
. (4.9)
By the definitions of B(ω) and Bn(ω), for gn ∈ Vn, we have the following Galerkin orthogonality
(
(Bn(ω)−B(ω))gn, vn
)
1
= 0 for all vn ∈ Vn.
Consequently,
(
(Bn(ω)−B(ω))gn, (Bn(ω)−B(ω))gn
)
1
=
(
(Bn(ω)−B(ω))gn,−B(ω)gn + pnB(ω)gn
)
1
6‖(Bn(ω)−B(ω))gn‖1‖(I − pn)B(ω)gn‖1,
which implies that ‖(Bn(ω) − B(ω))|Vn‖ 6 ‖(I − pn)B(ω)|Vn‖ 6 ‖(I − pn)B(ω)‖. The last term
goes to zero since I − pn converges to zero pointwisely and B(ω) is compact (both are viewed
as operators from H1p (D0) to itself). Hence ‖(Bn(ω) − B(ω))|Vn‖ → 0 and, for n large enough,
‖T (ω)−1(Bn(ω)−B(ω))|Vn‖ 6 1/2. Using (4.7) and Lemma 4.2, one has that
‖vn − pnv‖1 6 C‖Tn(ω)vn − pnT (ω)v‖1 + C‖pnT (ω)v − Tn(ω)pnv‖1 → 0.
If ω ∈ σ(T ), let N (ω) := N (T (ω)) be the finite dimensional eigenspace associated with ω [16].
We denote by PN (ω) the projection fromH
1
p (D0) toN (ω), by T (ω)
−1 the inverse of T (ω)|H1p (D0)/N (ω)
from R(T (ω)) to H1p (D0)/N (ω). Similarly, using (4.7) and the approximation property of pn, we
have that
‖T (ω)vn − y‖1 ≤ ‖T (ω)vn − Tn(ω)vn‖1 + ‖Tn(ω)vn − pny‖1 + ‖pny − y‖1
= ‖(Bn(ω)−B(ω))vn‖1 + ‖Tn(ω)vn − pny‖1 + ‖pny − y‖1 → 0, n→∞.
Because T (ω) is a Fredholm operator, R(T (ω)) is closed and thus y ∈ R(T (ω)).
Let v′ := T (ω)−1y and v′n := (I − pnPN (ω))vn. Similar to (4.9), as n→∞ , we deduce that
v′n−pnv
′ = T (ω)−1
(
(T (ω)−Tn(ω))(v
′
n−pnv
′)+Tn(ω)v
′
n−pnT (ω)v
′+pnT (ω)v
′−Tn(ω)pnv
′
)
→ 0.
On the other hand, since N (ω) is finite dimensional, there is a subsequence N ′ ⊂ N and v′′ ∈ N (ω)
such that ‖PN (ω)vn − v
′′‖1 → 0 as N
′ ∋ n→∞. Therefore, letting v := v′ + v′′, we have that
‖vn − pnv‖1 ≤ ‖v
′
n − pnv
′‖1 + ‖pnPN (ω)vn − pnv
′′‖1 → 0, as N
′ ∋ n→∞
and (A4) is verified.
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The quantity εn is the consistency error defined by
εn = max
|η−ω|≤δ
max
g∈G(ω)
‖Tn(η)png − qnT (η)g‖H1(D0), (4.10)
where δ > 0 is sufficiently small. From the proof of Lemma 4.2, one has that
εn ≤ Ch,
and (4.5) follows Theorem 2.3 directly. Moreover, if G(ω) ⊂ H1p (D0) ∩H
1+σ(D0), then
εn ≤ Ch
1+σ,
and (4.6) follows.
Corollary 4.4 For a simple eigenvalue ω (r0 = 1), according to (4.5) and (4.6),
|ω − ωh| ≤ Ch or |ω − ωh| ≤ Ch
1+σ, (4.11)
respectively.
5 Spectral Indicator Method
To obtain the band gap structures, one needs an effective scheme to approximate the eigenvalues
of a holomorphic operator function. To this end, we develop a spectral indicator method (SIM)
to compute the eigenvalues of T h in a bounded simply connected region Ω ⊂ C. We refer the
readers to [7, 35] for the applications of SIM to the Dirichlet eigenvalue problem and transmission
eigenvalue problem.
Let φi, i = 1, · · · , N , be the basis functions for Vh. For a fixed k ∈ K, let M
h(ω),Mh, Ah, Sh
be the matrices corresponding to the terms
∫
D0
ǫ(ω)uhvhdx,
∫
D0
uhvhdx,
∫
D0
∇uh · ∇vhdx,
∫
D0
uhk · ∇vhdx.
In matrix form, T h(ω) is given by
T
h(ω) := Ah + 2iSh + |k|2Mh −
(ω
c
)2
Mh(ω). (5.1)
Without loss of generality, let Ω ⊂ C be a square and Θ be the circle circumscribing Ω lying in
ρ(Th). Thus Th(ω)−1 exists and is bounded for all ω ∈ Θ. Define an operator Π by
Π =
1
2πi
∫
Θ
T
h(ω)−1dω. (5.2)
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Let gh =
∑N
i=1 giφi ∈ Vh be random and ~gh = (g1, . . . , gN )
T . If Th has no eigenvalue in Ω, Π~gh = 0.
On the other hand, if Th has at least one eigenvalue in Ω, Π~gh 6= 0 almost surely. This fact is used
to decide if Ω contains eigenvalues, which is the key idea of SIM [11, 12, 13].
Let ~xh be the solution of T
h(ω)~xh(ω) = ~gh. Using the trapezoidal rule to approximate Π~gh, we
define an indicator for Ω by
IΩ := |Π~gh| ≈
∣∣∣∣ 12πi
m0∑
j=1
wj~xh(ωj)
∣∣∣∣,
where m0 is the number of quadrature points and wj are the weights. One computes the indicator
IΩ and decides if Ω contains eigenvalue(s) or not. In implementation, let δ0 > 0 be the indicator
threshold. For a square Ωi at level i (Ω1 = Ω), if IΩi ≤ δ0, Ωi is discarded. If IΩi > δ0, one can
uniformly divide Ωi into (four) small squares Ωij, j = 1, 2, 3, 4, and then compute the indicators IΩij
using the circumscribing circle Θij of Ω
i
j. The procedure continues until the size of Ω
i
j are less than
the precision β0. Consequently, eigenvalues are identified with precision β0.
The following algorithm SIM-H (spectral indicator method for holomorphic functions) computes
all the eigenvalues of T h in Ω (see also [7]).
SIM-H:
- Given a domain D0, a square Ω ⊂ C, and k ∈ K.
- Choose the precision β0, the indicator threshold δ0.
1. Generate a triangular mesh for D0 and the matrices M
h, Ah, Sh.
2. Choose a random ~gh.
3. While d(Ωi) > β0, where d(Ω
i) is the diameter of Ωi’s, do
– For each square Ωik at current level i, evaluate the indicator IΩik
as follows.
∗ At each quadrature point ωj, assemble M
h(ωj).
∗ Solve ~xh(ωj) for T
h(ωj)~xh(ωj) = ~gh.
∗ Compute
IΩi
k
:=
∣∣∣∣ 12πi
m0∑
j=1
wj~xh(ωj)
∣∣∣∣.
– If IΩi
k
> δ0, uniformly divide Ω
i
k into smaller squares. Otherwise, discard Ω
i
k.
– Collect all the squares and leave them to the next level i+ 1.
4. Output the eigenvalues (centers of the small squares).
In all numerical examples, we set δ0 = 0.01 and β0 = 10
−4. We note that δ0 is usually problem
dependent and can be chosen by test and error.
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6 Numerical Examples
In this section, we present several examples by showing the dispersion relations ω(k) with k moving
along M1M3, M3M5 and M5M1 (Fig. 1: right) and the convergence orders of the eigenvalues of
(3.7). Consider an infinite array of identical, infinitely long, parallel cylinders, embedded in vacuum,
whose intersection with a perpendicular plane forms a simple square lattice with a disc inside (Fig. 1:
left). In all the examples, ǫa = 1 is the permittivity of the vacuum and ǫb is the permittivity in the
disc. Define the filling fraction f = πr2/a2, where a = 1 is the side length of the unit cell D0, r
is the radius of the disc at the center of D0. The relative error of the computed eigenvalues on a
series of uniformly refined meshes Thi is defined as
ξi+1 =
|ωhi − ωhi+1 |
ωhi+1
,
where hi+1 =
1
2hi. Note that Vh ⊂ H
1
p (D0) is the linear Lagrange element space.
Example 1. We first compute an example from [4] for validation, where r=0.378 (f ≈ 0.448).
The permittivity ǫb = 8.9 is independent of ω. Thus the operator T (ω) is linear. We identify C
with R2 and choose Ω = [0.2, 9.8] × [−4.8, 4.8]. Fig. 2 shows the band structure computed on a
mesh Th with h ≈
1
20 , which reveals the existence of band gaps. The figure is the same as Fig. 2.
of [4] .
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0
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0.2
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0.8
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c)
r=0.378
(a)
Figure 2: Band structure: ǫb = 8.9, ǫa = 1, r = 0.378 (f ≈ 0.448).
In Table 1, we show the relative error and convergence order of the first eigenvalue for k = (π, π)
in (3.7) which corresponds to M1 in Fig. 2. Second order convergence is obtained.
Example 2. We consider an example from [20] for a frequency dependent material. Let
ǫb(ω) = ǫ∞
ω2L − ω
2
ω2T − ω
2
, (6.1)
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h ω/(2πc) ξ order
1/10 0.2539 - -
1/20 0.2490 0.0197 -
1/40 0.2477 0.0055 1.8359
1/80 0.2473 0.0014 1.9496
Table 1: Example 1: The first eigenvalue, relative error, and convergence order (k = (π, π)).
h ω/(2πc) ξ order
1/10 0.3038 - -
1/20 0.2949 0.0301 -
1/40 0.2925 0.0080 1.9074
1/80 0.2919 0.0021 1.9679
Table 2: Example 2: The first eigenvalue, relative error, and convergence order (k = (π, π)).
where ǫ∞ is the optical frequency dielectric constant, ωL and ωT are the frequencies of the lon-
gitudinal and transverse optical vibration modes of infinite wavelength, respectively. In (6.1),
ǫ∞ = 10.9, ωT = 8.12THz, ωL = 8.75THz, and
ωT a
2pic = 1. We choose f = 0.001 (r = 0.0178) and
f = 0.1 (r = 0.1784).
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Figure 3: Band structures of square lattice of GaAs cylinders in vacuum. Left: f = 0.001. Right:
f = 0.1. The result is consistent with Fig. 1 of [20]
Let Ω = [0.1, 13.9] × [−6.9, 6.9]. The band structures shown in Fig. 3, which is consistent with
Fig. 1 in [20]. The first eigenvalues for k = (π, π) and r = 0.1784 are listed in Table 2 and second
order convergence is achieved.
Example 3. We consider both lossless and lossy metallic components characterized by a com-
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plex frequency dependent dielectric function
ǫb(ω) = 1−
ω2p
ω(ω + iγ)
, (6.2)
where ωp is the plasma frequency, γ is an inverse electronic relaxation time [19].
The lossless case (γ = 0). This case corresponds to a frequency-dependent real-valued dielectric
function. Taking
ωpa
2pic = 1 and Ω = [0.2, 11.8] × [−5.8, 5.8], we show the photonic band structures
with f = 0.001 (r = 0.0178) and f = 0.7 (r = 0.4720) in Fig. 4. When the filling fraction is small,
the band structure is not significantly different from the dispersion curves for electromagnetic waves
in vacuum. However, for higher value of filling fraction, the band structure differs substantially
and reveals the existence of band gaps.
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Figure 4: Band structures for the square lattice of lossless metal cylinders in vacuum. Left: f =
0.001. Right: f = 0.7. The result is consistent with Fig. 1 in [19]
This problem was computed previously by the plane wave expansion method in [19]. Fig. 4 is
consistent with Fig. 1 of [19]
The lossy case (γ 6= 0). This case yields complex eigenvalues. We take the real parts of
eigenvalues to produce the band structures as [21]. Let γ = 0.01ωp. Fig. 5 shows the band
structures when f = 0.01 (r = 0.0564) and f = 0.1 (r = 0.1784), which is consistent with Fig. 6
(a) and (b) of [21]. Again, we obtain second order convergence for both lossless and lossy media in
Table 3 and Table 4, respectively.
7 Conclusion
We propose a new finite element approach to compute photonic band structures for dispersive
materials. The problem is first transformed to the eigenvalue problem of a holomorphic Fredholm
operator function of index zero. Lagrange finite elements are employed to discretize the operator
14
M1 M2 M3 M4 M5 M6 M1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
a
/(2
c)
f=0.01
(a)
M1 M2 M3 M4 M5 M6 M1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
a
/(2
c)
f=0.1
(b)
Figure 5: Band structures for the square lattice of lossy metal cylinders in vacuum. Left: f = 0.01.
Right: f = 0.1. The result is the same as Fig. 6 (a) and (b) in [21].
h ω/(2πc) ξ order
1/10 0.8878 - -
1/20 0.8762 0.0133 -
1/40 0.8730 0.0036 1.8745
1/80 0.8722 9.3047e-04 1.9589
Table 3: Example 3 (lossless case): The first eigenvalues, relative errors, and convergence orders
(k = (π, π), f = 0.7).
functions. Using the abstract approximation theory for holomorphic operator functions [16, 17],
we prove the convergence of eigenvalues. Numerical results validate the theory and are consistent
with those in literature.
Solving nonlinear eigenvalue problems is a challenging research topic, even for the finite di-
mensional cases [23]. The standard linearization methods [22] enlarge the matrix dimension, thus
increasing the computation and storage requirements. Methods based on Newton’s iteration often
need a good initial guess. However, in general, little is known about the spectral distribution for
the nonlinear eigenvalue problem. SIM is a practical way to compute eigenvalues of (nonlinear)
holomorphic operator functions and requires no a priori information of the spectrum.
In this paper, we only consider the TE case. The TM case is more delicate and is currently
under our investigation. Another interesting topic is to extend the proposed method to the 3D
case.
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h ω/c ξ order
1/10 1.6322-0.0220i - -
1/20 1.6384-0.0217i 0.0038 -
1/40 1.6398-0.0216i 8.8922e-04 2.0984
1/80 1.6402-0.0216i 2.1601e-04 2.0415
Table 4: Example 3 (lossy case): The first eigenvalues, relative errors, and convergence orders
(k = (0, 0), f = 0.1).
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