In this paper, we study the finite-time blow up of solutions to the following semilinear wave equation with time-dependent damping
Introduction
In this paper, we deal with the following semilinear wave equation with time-dependent damping in multi-dimensions
u(0, x) = εu 0 (x), ∂ t u(0, x) = εu 1 (x), x ∈ R n ,
where n ≥ 2, µ > 0, ε > 0. The initial data (u 0 (x), u 1 (x)) ∈ H 1 (R n ) × L 2 (R n ) and supported in {x ∈ R n ||x| ≤ R}. Through this paper, we denote a generic constant by C which may be different from line to line. H m (R n ) denotes the usual Sobolev space with its norm
We use · to denote · L 2 for convenience. The critical exponent problem of (1.1) for p has been studied by many authors. Here the "critical" means there exists a critical exponent p = p c which satisfies:
If p > p c , the small-data solution of (1.1) will exist globally in time; if 1 < p ≤ p c , the solution will blow up in finite time for data with positive average regardless of the smallness of the data.
We note that for the linear part of (1.1), the damping term
is the borderline between the effective and noneffective dissipation, here effective means that the solution behaves like that of the corresponding parabolic equation and noneffective means that the solution behaves like that of the free wave equation. The asymptotic behavior of the solution relies heavily on the size of µ.
Concretely, for the linear damped wave equation
2) when −1 < β < 1, the asymptotic profile of the solution is given by the solution of the corre- Ma01] , [Nk01] , [Wj02] and references therein. On the other hand, when β > 1, the asymptotic profile of the solution is the solution of the corresponding free wave equation ∂ tt v − ∆v = 0. See [Wj01] .
When β = 1, the author in [Wj03] proved that the solution of (1.2) with data (u,
For the linear equation with space-dependent damping ∂ tt u − ∆u + µ (1+|x|) 1/2 u t = 0, readers can see [ITY01] and reference therein for the asymptotic behavior of the solution.
Next we recall some results on the critical exponent problem to the semilinear wave equation
p , where µ > 0 . When β = 0, Todorova-Yordanov [TY] proved the critical exponent is given by p F = p F (n) := 1 + 2/n. [Zq] showed that the critical case p = p F also belonged to blow up case. [IO] gave upper and lower life-span estimates of the solutions. Lin-Nishihara-Zhai in [LNZ] (see also [Nk02] ) extend their results to the case −1 < β < 1 and proved that p F is still critical. When β = 1, recently Wakasugi [Wy01] proved that the critical exponnet is still p F for sufficiently large µ. D'Abbicco [Dm01] proved the global existence of small-data solutions under the assumption µ ≥ n + 2 and p > p F . D'Abbicco-Lucente-Reissig [DLR01] studied equations with more general effective damping
( 1.3)
See also [FIW] [II] . Ikeda and Wakasugi in [IW02] also considered the semilinear wave equation with time-dependent over damping. There are also many papers concerning about the critical exponent problem of the semilinnear wave equation with space-dependent or space-time dependent damping. See [Wy02] , [Wy03] , [ITY02] , [Lx] , [IW01] , etc.
Here is our main theorem.
, both u 0 and u 1 supported in {x : |x| ≤ R}, and
Then the solution of (1.1) will blow up in finite time for any ε > 0 when 1 < p < p S (n + µ), where p S (ω) is the positive root of the following equation with respect to p
Moreover, the lifespan satisfies the following upperbound estimate
where C is a positive constant independent of ε.
Remark 1.1. Due to the fact p S (n + 2µ) < p S (n + µ) when µ > 0, our result partly improves the result by Lai-Takamura-Wakasa in [LTW] , while their range of blow-up result for nonlinear exponent is 0 < p < p S (n + 2µ). Besides, when n ≤ 4, our result is valid for a larger set of coefficient µ (except for µ = 1), since in [LTW] , their blow up result is for 0 < µ < n 2 +n+2 2(n+2)
. Remark 1.2. Not far from now, Ikeda-Sobajima in [IS] proved a similar blow up result which contained the case p = p S (n + µ), and they also obtained a larger range of µ. However, our method is different from theirs and we achieve a better life-span estimate in the cases we consider.
Remark 1.3. Note that p S (n+µ) is a space shift of the Strauss exponent p S (n) and p S (n+µ) > p F (n) when 0 < µ < 2, n ≥ 2. So Theorem 1.1 implies that our damping is no longer effective. However, we still do not know whether p S (n + µ) is the critical exponent of (1.1).
In [DLR02] , when µ = 2 and n = 2, 3, the authors have proved that the critical exponent is p c = p S (n + 2) which is a 2-dimension space shift of Strauss exponent p S . Also D'AbbiccoLucente [DL] extend their results to any odd dimensions n ≥ 5. However, when 0 < µ < 2, we can not say that p S (n + µ) is the critical exponent of (1.1). But we can make a conjecture as follow which we think is reasonable in some sense.
Conjecture 1.1. When 0 < µ < 2, the critical exponent of (1.1) is p c = p S (n + µ) which is the positive root of the following quadratic equation
However, as far as the authors know, there is not effective way to prove the global existence of the solution when p > p S (n + µ) by now.
The following is an outline of the proof of Theorem 1.1. When µ ∈ [0, 1), we make a time variable change Λ(t) := t ℓ+1 ℓ+1 (we denote t := 1 + t here and below), where ℓ = µ 1−µ and set w(t, x) = u(Λ(t) − 1, x). Then the Cauchy problem (1.1) becomes a Cauchy problem of a semilinear free wave equation whose propagation speed is a polynomial of time
where
When µ ∈ (1, 2], similarly, we make the change of variables Λ(t) :=
and denote w(t, x) := t u Λ(t) − 1, x with ℓ = 2−µ µ−1 , once again the Cauchy problem (1.1) becomes a Cauchy problem of a semilinear free wave equation whose propagation speed is a polynomial of time
where t 0 = (µ − 1) 1−µ − 1. Using a key Lemma in He-Witt-Yin [HWY] and the blow up trick originated from [YZ] , we can prove that when 1 < p < p S (n + µ), the solution of (1.5), (1.6) will blow up in finite time which indicates that the solution of (1.1) will also blow up for 1 < p < p S (n + µ).
Our main theorem will be proved in the following section.
Proof of the main theorem
First we need the following ODE result.
Lemma 2.1. (See [St] and [ZH] ) Let p > 1, a ≥ 1, and 
Proof of Theorem1.1: From the variable change in (1.5) and (1.6), we only prove the case 0 ≤ µ < 1 while the case 1 < µ ≤ 2 will be essentially the same.
In view of supp u i ⊆ {x ∈ R n |x| ≤ R}(i = 0, 1) and the finite propagation property of wave equations, we have for any fixed t > 0, the solution of (1.5) is supported in B(0, R+Λ(t)) where Λ(t) = t ℓ+1 ℓ+1
. We define
Using integration by parts from (1.5) and Hölder inequality, we have
where we have used
Next we introduce two test functions. The first one is the space test function 6) and it is well known that (see [YZ] , section 2)
The second one is a modified Bessel function
which is a solution of the equation
From page 24 of [EMOT] , when α > − 1 2
, we have
We set
where the constant C ℓ is chosen such that λ(t) satisfies
We claim that λ(t) has the following two properties (see Lemma 2.1 of [HL] ): 1. λ(t), −λ ′ (t) are both decreasing and lim
2. There exists a constant C > 1 such that
(2.13)
Now we introduce the test function
(2.14)
We have Lemma 2.2. Let p > 1. ψ is as in (2.14). Then there exists a t 1 > t 0 such that for any t ≥ t 1
Proof. By (2.10) and (2.11), we have
This implies that there exists t 1 > 0 large enough, when t > t 1
(2.17)
As for I 1 , by (2.7), we have
(1 + r)
(2.18)
, and We denote
For the function F 1 (t), we have the following lower bound for w(t, x) in both (1.5) and (1.6).
Lemma 2.3. Under the assumption of Theorem 1.1, there exists a t 2 > t 0 such that
Readers can find the related proof in Lemma 2.3 of [HWY] , and the ε in (2.22) follows from a direct scaling since our initial data are of "ε-size". We omit the details here.
Using integration by parts, (2.22) and Hölder inequality, it follows that, for t > t 2
Using Lemma 2.2, we get, for t > t 3 := max(t 1 , t 2 ),
Integrating (2.24) twice from t 3 to t, and notice that l = µ µ−1 , we get
When 1 < p < p S (n + µ), 0 ≤ µ < 1 and n ≥ 2 it is easy to check that
So F (t) satisfies (2.1) with
In view of (2.5), we see F (t) also satisfies (2.2) with
Now the condition a(p − 1) > q − 2 means 30) which is equivalent to (n + µ − 1)p 2 − (n + µ + 1)p − 2 < 0. Again, when 1 < p < p S (n + µ), 1 < µ ≤ 2 and n ≥ 2, it is easy to check 2µ + 2n − (n + µ − 1)p 2(µ − 1) > 1, (2.34) thus F (t) ≥ Cε p (R + t)
2µ+2n−(n+µ−1)p 2(µ−1)
, ∀t > t 3 . (2.35)
Now the condition a(p − 1) > q − 2 in Lemma 2.1 means 2µ + 2n − (n + µ − 1)p 2(µ − 1) 36) which is equivalent to (n + µ − 1) 2 p − (n + µ + 1)p − 2 < 0. We complete the proof of Theorem1.1.
