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Abstract. In this article, we consider a dual pair (G,G′) in the symplectic group Sp(W) with G
compact and let (G˜, G˜
′
) be the preimages of G and G′ in the metaplectic group S˜p(W). For every
irreducible representationΠ of G˜ appearing in Howe correspondence, we compute explicitly the
restriction of the character ΘΠ′ of the associated representation Π
′ of G˜
′
on the set of regular
points on the compact Cartan subgroup H˜
′
of G˜
′
.
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1. Introduction
One of the first results concerning characters of representations was established byWeyl around
1925. Let G be a compact connected real Lie group and H a maximal torus in G. We denote by
h0 and g0 the Lie algebras of H and G respectively, and by h and g their complexifications. Let
W (g, h) and Φ+(g, h) be respectively the Weyl group and a choice of positive roots of (g, h). We
denote by ε(σ) the signature of σ ∈ W (g, h). Weyl proved that, for an irreducible representation
1
(Π,VΠ) of G, the character ΘΠ is given by
(1) ΘΠ(exp(x)) =
∑
σ∈W (g,h)
ε(σ)
eσ(λ+ρ)∏
α∈Φ+(g,h)
(e
α(x)
2 − e− α(x)2 )
(x ∈ h0),
where λ ∈ h∗ is the highest weight of Π and ρ = 1
2
∑
α∈Φ+(g,h)
α.
He also proved that the character determines the representation up to equivalence, i.e. two
representations are equivalent if and only if their characters are equal.
In the early 1950’s, Harish-Chandra developed the notion of character for a certain class of
representations of a real reductive group G, called quasi-simple [9, Section 1]. The character
ΘΠ of a quasi-simple representation (Π,H ) of G is a distribution on G, i.e. a well defined and
continuous map
(2) ΘΠ : C
∞
c (G) ∋ Ψ 7→ trΠ(Ψ) ∈ C.
He also proved that this distribution was given by a function, also denoted by ΘΠ, on the open
and dense subset of G consisting of the so-called regular elements. More precisely, for all
function Ψ ∈ C∞c (G), we get:
(3) ΘΠ(Ψ) =
∫
G
ΘΠ(g)Ψ(g)dµG(g).
Harish-Chandra also determined a character formula for the discrete series representations. This
formula turns out to be formally very similar to Weyl’s formula (1); see [10] and [11].
Many other mathematicians have been interested in characters formulas. We can for example
mention Kirillov [15], who proposed an integral formula for a general Lie group and Enright
[8], who, using cohomological methods, established a formula for the character of a unitary
highest weight module of a simple Lie group. Let us say some words on Enright’s work. Let
(G,K) be a hermitian symmetric pair with G simple and such that rk(K) = rk(G). Let H be
a maximal torus in K and (Π,HΠ) a representation of G of highest weight λ − ρ. Then, the
character ΘΠ is given by:
(4)
∏
α∈Φ+(g,h)
(e
α(x)
2 − e− α(x)2 )ΘΠ(exp(x)) =
∑
ω∈W kλ
(−1)lλ(ω)Θ(K,Λ(ω, λ))(exp(x)) (x ∈ hreg),
where W kλ is defined in [8, Definition 2.1], and Θ(K,Λ(ω, λ))(exp(x)) is the character of a K-
representation of highest weight Λ(ω, λ), with Λ(ω, λ) as in [8, Corollary 2.3].
In this article, we determine character formulas of unitary highest weight representations of
non-compact reductive Lie groups, by using the theta correspondence. More precisely, we fix
a dual pair (G,G′) in the symplectic group Sp(W) and we assume that G is compact. Let G˜
and G˜
′
be the preimages of G and G′ in the metaplectic group Sp(W) and let Π ↔ Π′ be two
representations appearing in the correspondence. By a result of Przebinda, we know that the
pullback of the character ΘΠ′ via the Cayley transform is given by
(5) c∗−ΘΠ′(ϕ) = T (ΘΠ)(φ) (ϕ ∈ C∞c (g′)),
where T : S˜p(W) → S∗(W) is the embedding of S˜p(W) in S∗(W) given in section 2 and
(6) φ(w) = F (ϕΘ ◦ c˜) ◦ τg′
where F : S(g′) 7→ S(g′∗) is the Fourier transform defined in section 3.
2
In [19], the authors computed precisely the distribution T(ΘΠ) for the three compact dual pairs.
With this distribution, they could compute the wave front set of the representation Π′. Using
these results, we determine in this paper the function ΘΠ′ on G˜
′ reg
, or more precisely on H˜
′ reg
,
where H′ is the compact Cartan subgroup of G′.
This paper is organized as follows. In section 2, we recall the construction of the metaplectic
representation as recently given by Aubert and Przebinda in [1], and quickly review Howe’s
duality theorem. In section 3, we explain how the character of Π′ can be obtained from the one
of Π using [20]. We then recall in section 4 the notion of Fourier transform of a coadjoint orbit,
notion established by Rossmann for a regular parameter [25] and by Duflo and Vergne in the
general case [7]. In section 5, we consider first the case (G = U(n,C),G′ = U(p, q,C)). The
main result of this section is Theorem 5.11. In particular, the character ΘΠ′ is given by:
(7) ΘΠ′(h) =
∑
η∈W (G,h,m)/W (G,h)m
∑
σ∈W (K′,h′)
sgn(η) prm(σh)
−η−1µ′∏
β∈Φ+(g′,h′)
β|
h′(m),0
((σh)
β
2 − (σh)− β2 )
We obtain similar formulas for the pair (G = O(2m,R),G′ = Sp(2n,R)) in section 6, (G =
O(2m + 1,R),G′ = Sp(2n,R)) in section 7 and for (G = U(n,H),G′ = O∗(m,H)) in section 8.
In this paper, we always work under the condition rk(G) ≤ rk(G′). Moreover, we assume that
the character ΘΠ′ is supported in G˜
′
1, where G
′
1
is the Zariski identity component of G′. In
particular, this eliminates some representations of the even orthogonal group.
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2. Weil representation and Howe’s duality theorem
We start this section by recalling some main ideas of the construction of the metaplectic repre-
sentation given in [1] (and by introducing some notation from [24]).
Fix a finite dimensional real vector space W endowed with a symplectic non-degenerate form
〈·, ·〉. We denote by Sp(W) the corresponding symplectic group and by sp(W) the Lie algebra,
respectively defined as
(8) Sp(W) = {g ∈ GL(W), 〈g(w), g(w′)〉 = 〈w,w′〉 ,∀w,w′ ∈ W}
and
(9) sp(W) = {X ∈ End(W), 〈X(w),w′〉 + 〈w, X(w′)〉 = 0,∀w,w′ ∈ W} .
Let J ∈ sp(W) be an endomorphism satisfying J2 = − IdW and such that the symmetric bilinear
form β = 〈J·, ·〉 is positive-definite (such an element is called a compatible positive complex
3
structure on W). For all g ∈ Sp(W), we denote by Jg the automorphism of W given by Jg(w) =
J−1(g − 1). For all u, v ∈ W, we have:
β(Jgu, v) =
〈
J(Jgu), v
〉
= 〈(g − 1)u, v〉 =
〈
u, (g−1 − 1)v
〉
=
〈
u, JJ−1(g−1 − 1)v
〉
= −
〈
Ju, J−1(g−1 − 1)v
〉
=
〈
Ju, J(g−1 − 1)v
〉
= β(u, Jg−1(1 − g)v).
Hence, the adjoint of Jg with respect to the form β is given by J
∗
g = Jg
−1(1 − g). One can easily
show that the restriction of Jg to the space Im(Jg) = Jg(W) is well defined and invertible.
As in [1], let
(10) S˜p(W) =
{
g˜ = (g, ξ) ∈ Sp(W) × C, ξ2 = idimR(g−1)W det(Jg)−1Jg(W)
}
.
The multiplication on S˜p(W) is given by
(11) (g1, ξ1).(g2, ξ2) = (g1g2, ξ1ξ2C(g1, g2)).
where C is a cocycle on Sp(W) defined in [1, Proposition 4.13].
According to [24, equation (3)], the absolute value of C is given by
(12) |C(g1, g2)| =
√∣∣∣∣∣∣∣
det(Jg1)Jg1 (W) det(Jg2)Jg2 (W)
det(Jg1g2)Jg1g2 (W)
∣∣∣∣∣∣∣ (g1, g2 ∈ Sp(W)).
Fix a non trivial unitary character χ of R and let W = X ⊕ Y be a complete polarization of the
symplectic spaceW. We denote by S(X) and S(W) the Schwartz space on X andW respectively
and let S∗(X) and S∗(W) the corresponding spaces of tempered distributions.
For a subset A of End(W), we set Ac = {X ∈ A, det(X − 1) , 0}. The Cayley transform is
well defined on spc(W) and c(spc(W)) = Spc(W). For all g ∈ Sp(W), we define the function
χc(g) : (g − 1)W 7→ C by
(13) χc(g)(u) = χ
(
1
4
〈c(g)u, u〉
)
(u ∈ (g − 1)W),
and let t : Sp(W) 7→ S∗(W), Θ : S˜p(W) 7→ C and T : S˜p(W) 7→ S∗(W) be the maps defined
respectively by:
(14) t(g) = χc(g)µ(g−1)W , Θ(g˜) = ξ, T (g˜) = Θ(g˜)t(g).
where g˜ = (g, ξ) ∈ S˜p(W) and µ(g−1)W ∈ S∗(W) is the Lebesgue measure on the space (g − 1)W
normalized with respect to the form β such that the volume of the associated unit cube is 1.
The Weyl Transform K : S(W) 7→ S(X × X) defined by
(15) K ( f )(x, x′) =
∫
Y
f (x − x′ + y)χ
(
1
2
〈y, x + x′〉
)
dµY(y)
is an isomorphism of linear topological spaces. Its natural extension, also denoted by K , to
the space of tempered distributions is still an isomorphism. Recall the map Op : S(X × X) 7→
Hom(S(X), S(X)) given by
(16) Op(K)v(x) =
∫
X
K(x, x′)v(x′)dµX(x
′).
4
By the Schwartz Kernel Theorem, its extension Op : S∗(X × X) 7→ Hom(S(X), S∗(X)) is an
isomorphism of topological vector spaces.
Finally, we get a map ω : S˜p(W) 7→ Hom(S(X), S∗(X)) defined by
(17) ω(g˜) = Op ◦K ◦ T (g˜).
As explained in [1, Section 4.8], the restriction Op ◦K : L2(W) → H.S(L2(X)), where H.S(L2(X))
is the space of Hilbert Schmidt operators on L2(X) is an isometry and the map
(18) ω : S˜p(W) 7→ U(L2(X))
is a unitary representation of the metaplectic group, often called Weil representation, or meta-
plectic representation ([1, Section 4.8, Theorem 4.27]). Moreover, the function Θ defined as
above coincides with the character of ω; it means that for all Ψ ∈ C ∞c (S˜p(W)), the following
equality holds
(19)
∫
S˜p(W)
Θ(g˜)Ψ(g˜)dµS˜p(W)(g˜) = tr
∫
S˜p(W)
ω(g˜)Ψ(g˜)dµS˜p(W)(g˜).
One can show that the Garding space of this representation is exactly the space of Schwartz
functions on X.
By a reductive dual pair in Sp(W), we mean a pair of subgroups (G,G′) of Sp(W) which act
reductively on the symplectic spaceW and are mutually centralizers in Sp(W). The pair (G,G′)
is said irreducible if there is no orthogonal decomposition W = W1 ⊕ W2 with respect to the
symplectic form 〈·, ·〉 such that W1 and W2 are both G .G′-invariants. A classification of such
pairs was done by Howe. In the next sections of this article, we will be interested in irreducible
reductive dual pairs with one member compact. We recall here the three cases in which we will
be interested in:
• (O(n,R), Sp(2m,R)) ⊆ Sp(2nm,R),
• (U(n,C),U(p, q,C)) ⊆ Sp(2n(p + q),R),
• (U(n,H),O∗(m,H)) ⊆ Sp(4nm,R).
For a reductive dual pair (G,G′) ∈ Sp(W), we denote by G˜ and G˜′ the preimages of G and G′
respectively in S˜p(W).
For any subgroup H˜ of S˜p(W), we denote by R(H˜) the set of infinitesimal equivalence classes
of continuous irreducible admissible representations of H˜ on locally convex topological vector
spaces. Let R(H˜, ω∞) be the subset of R(H˜) of representations which can be realized as a
quotient of S(X) by a closed ω∞(H˜)-invariant subspace (here, ω∞ is the C∞-representation of
(ω, L2(X)) realized on the space S(X)).
According to [13, Theorem 1], for any reductive dual pair (G,G′) ∈ Sp(W), there is a bijective
correspondence between R(G˜, ω∞) and R(G˜
′
, ω∞) having graph R(G˜.G˜
′
, ω∞).
Remark 2.1. Assume that G is compact. Let (Π,VΠ) be an irreducible (unitary) representation
of R(G˜, ω∞). Then, (Π,VΠ) is a subrepresentation of (ω∞, S(X)) and in particular, its isotypic
component V(Π) is a closed subspace of S(X). Let (Π′,VΠ′) be the associated representation in
R(G˜
′
, ω∞). Using Howe’s duality theorem, we get that V(Π) = V(Π′) = V(Π ⊗ Π′) ⊆ S(X),
5
where V(Π′) is the Π′-isotypic component. In particular,
(20) ω∞ =
⊕
Π∈R(G˜,ω∞)
Π ⊗ Π′.
where here the sum is not an algebraic sum but the closure of the algebraic sum with respect to
the topology of S(X).
3. The intertwining distribution
We start this section by recalling the notion of intertwining distribution introduced by Przebinda
in [20].
Let (G,G′) be an irreducible reductive dual pair in Sp(W), Π ∈ R(G˜, ω∞) and Π′ ∈ R(G˜′, ω∞)
such thatΠ⊗Π′ ∈ R(G˜.G˜′, ω∞). There exists a closed ω∞(G˜.G˜′)-invariant subspaceN of S(X)
such that
(21) Π ⊗ Π′ ≈ S(X)/N .
We denote by (Π ⊗ Π′)∗ the contragredient representation of Π ⊗ Π′. We get:
(22) (Π ⊗ Π′)∗ ≈ (S(X)/N )∗ ≈ Ann(N ) = { f ∈ S∗(X), f (v) = 0, (∀v ∈ N )} ⊆ S∗(X).
Choosing Π∗ and Π′∗ instead of Π and Π′, we obtain that the representation Π ⊗ Π′ can be
realized in S∗(X). Let S∗(X)Π⊗Π′ be theΠ⊗Π′-isotypic component. By Howe’s duality theorem,
we get a unique, up to a constant, element ΓΠ⊗Π′ ∈ HomG˜.G˜′(S(X), S∗(X)) such that the following
equation holds
(23) ΓΠ⊗Π′ ◦ ω∞(g˜g˜′) = Π(g˜) ⊗ Π′(g˜′) ◦ ΓΠ⊗Π′ (g˜ ∈ G˜, g˜′ ∈ G˜′).
Using the isomorphisms K and Op defined in the section 2, there exists a distribution fΠ⊗Π′ ∈
S∗(W) verifying ΓΠ⊗Π′ = Op ◦K ( fΠ⊗Π′). The element fΠ⊗Π′ ∈ S∗(W) is called the intertwining
distribution in [20, Section 5].
Remark 3.1. If G is compact, according to remark 2.1, we get that theΠ⊗Π′-isotypic component
is a closed subspace of S(X). We denote by PΠ⊗Π′ the projection onto the isotypic component,
i.e. the map PΠ⊗Π′ : S(X) 7→ S(X)Π⊗Π′ given by:
(24) PΠ⊗Π′ =
1
dim(Π)
∫
G˜
ΘΠ(g˜)ω(g˜)dµG˜(g˜).
Then, ΓΠ⊗Π′ = PΠ⊗Π′ .
For now on, we assume that the group G is compact. Using [20, Lemma 5.4], we get that the
distribution fΠ⊗Π′ is given by the formula
(25) fΠ⊗Π′ =
∫
G˜
ΘΠ(g˜)T (g˜)dµG˜(g˜) = T (ΘΠ),
where the function ΘΠ : G˜ → C is the character of Π. Denote by ΘΠ′ the distribution character
of Π′ and the function defined on the regular points on G˜
′
. This distribution can be expressed
via fΠ⊗Π′ ([20, Theorem 6.7]). To explain this link, we’ll use the notations of [20]. Denote by
F : S(g′) → S(g′∗) the Fourier transform defined as
(26) F (Ψ)(η) =
∫
g′
Ψ(ξ)χ(η(ξ))dξ (Ψ ∈ S(g′), η ∈ g′∗),
6
and let F ∗ : S∗(g′∗) → S∗(g′) be the dual map.
As explained in [20, Section 3], for a fixed element (˜−1) ∈ S˜p(W) in the preimage of (−1) ∈
Sp(W), there exists a unique map c˜ : sp(W) → ˜Spc(W) such that c˜(0) = (˜−1) and c˜ ◦ π = c.
We denote by jsp the function defined of the domain of c˜ which satisfies
(27)
∫
S˜p(W)
Ψ(g˜)dµS˜p(W)(g˜) =
∫
sp(W)
Ψ(c˜(x)) jsp(x)dx.
for all functions Ψ ∈ C∞c (Spc(W)) such that supp(Ψ) ⊆ Im(c˜). Denote by jg and jg′ the associ-
ated maps on g and g′ respectively, and let τg′ : W → g′∗ be the map defined by
(28) τg′(w)(x
′) =
1
4
〈x′(w),w〉 (w ∈ W, x′ ∈ g′∗).
As proved in [20, Lemma 6.1], the pullback of τg′ , from S(g
′∗) onto S(W), given by ψ → ψ◦ τg′ ,
is well defined and continuous. By dualization, we get a map (τg′)∗ : S∗(W) → S∗(g′∗), defined
by
(29) (τg′)∗( f )(ψ) = f (ψ ◦ τg′) ( f ∈ S∗(W), ψ ∈ S(g′∗)).
In [20, Theorem 6.7], Przebinda proved the following result:
(30)
1
Θ ◦ c˜c˜
∗
−ΘΠ′ = KΠF
∗((τ′)∗(T (ΘΠ))),
where c−(x) = c˜(x)c˜(0)−1, c˜∗−ΘΠ′ is the pullback of ΘΠ′ via c˜− and KΠ ∈ C is a constant.
Remark 3.2. Here we explain formally where this formula comes from. For every function
Ψ ∈ C∞c (G˜′), the distribution character is given by the following formula
(31) ΘΠ′(Ψ) = tr(PΠ⊗Π′ω(Ψ)) = tr(ω(d
−1
Π
ΘΠ)ω(Ψ)).
where dΠ = dim(VΠ). As shown in [1, Section 4.8], we have:
(32) ω(ΘΠ) ◦ ω(Ψ) = Op ◦K (T (ΘΠ)♮T (Ψ)),
where ♮ is the twisted convolution of distributions defined in [1, Section 4.5 and Lemma 4.24].
Using [1, Section 4.8], we get:
tr Op ◦K (T (ΘΠ)♮T (Ψ)) = T (ΘΠ)♮T (Ψ)(0) =
∫
W
T (ΘΠ)(−w)T (Ψ)(w)dw
=
∫
W
T (ΘΠ)(w)T (Ψ)(w)dw.
Finally, for all Ψ ∈ C∞c (G˜′), we get:
(33) ΘΠ′(Ψ) = T (ΘΠ)(T (Ψ))
Even though Im(T ) ⊆ S∗(W), T (Ψ) is a Schwartz function onW. In [19], the authors computed
T (ΘΠ)(φ) for all compact dual pairs in Sp(W), where φ is a Schwartz function on W. We will
use their results for a particular function φ ∈ S(W) to get an explicit formula for the function
ΘΠ′ on H˜
′ reg
, where H′ is a compact Cartan subgroup of G′.
7
4. Fourier transform of a co-adjoint orbit
To recall the concept of Fourier transform of a co-adjoint orbit, we use [2, Chapter 7, Section 5].
For a compact group, this result is essentially due to Harish-Chandra and Kirillov. For a general
semi-simple Lie group, Rossmann [25] established a formula for a regular semi-simple element
in g∗. This result had been generalized by M. Duflo and M. Vergne in [7] for every λ ∈ g∗.
For a semi-simple Lie group G with maximal compact subgroup K satisfying rk(K) = rk(G),
denote by Ad : G → GL(g) the adjoint action and by Ad∗ the associated action of G on g∗. For
λ ∈ g∗, we note by Gλ = Ad∗(G)(λ) the G-orbit associated to λ. Let H be a maximal torus in
K (which is a maximal torus in G because of the rank equality), and fix Φ(k, h) and Φ(g, h) the
roots corresponding to (k, h) and (g, h) respectively. Let (·, ·) be a G-invariant symmetric non-
degenerate form on g. More precisely, for each α ∈ h∗, there exists a unique element Hα ∈ h
such that α(h) = (Hα, h) for all h ∈ h.
For λ ∈ h∗, we denote by Pλ the subset of Φ(g, h) defined by
(34) Pλ = {α ∈ Φ(g, h), λ(iHα) > 0} .
We denote by dβλ the Liouville measure on Gλ. According to [6, page 170], this measure is
given by the following formula
(35)
∫
Gλ
φdβλ =
∏
α∈Pλ
λ(iHα)
∫
G /Gλ
φ(gλ)d(gG
λ),
where Gλ is the stabilizer of λ. Here, gλ means Ad
∗(g)(λ). The Fourier transform of Gλ, is the
generalized function on g
(36) FGλ(X) =
∫
Gλ
ei f (X)dβλ( f ) (X ∈ hreg).
Using [2, Theorem 7.29], for all X ∈ hreg, we get:
(37) FGλ(X) = (−1)n(λ)
∑
w∈W (k,h)/W (k,h)λ
eiwλ(X)∏
α∈Pλ
wα(X)
,
where n(λ) is the number of non-compact roots of Pλ, W (k, h) = 〈sα, α ∈ Φ(k, h)〉 is the compact
Weyl group and W (k, h)λ is the stabilizer of the λ under the action of W (k, h):
(38) W (k, h)λ = {σ ∈ W (k, h), σ(λ) = λ}.
Using equations (35) and (37), we get:
(39)
∏
α∈Pλ
λ(iHα)
∫
G /Gλ
eigλ(X)d(gG
λ) = (−1)n(λ)
∑
w∈W (k,h)/W (k,h)λ
eiwλ(X)∏
α∈Pλ
wα(X)
.
The equality (39) is what we call the Rossmann-Duflo-Vergne formula.
Remark 4.1. (1) Assume that G is compact and connected, and let (Π,VΠ) be an irreducible
representation of Harish-Chandra parameter λ ∈ h∗. Then, λ is regular and using equa-
tion (37), we get the classical Weyl character formula.
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(2) We assume that G is semi-simple. In particular, the Killing form on g is non-degenerate,
which allows us to identify g with its dual g∗. We denote by (·, ·) the Killing form on g.
Then, the equation (39) can be written as:
(40)
∏
α∈Pt
iα(t)
∫
G /Gt
ei(gt,s)dg¯ = (−1)n(λ)
∑
w∈W (k,h)/W (k,h)t
e(s,wt)∏
α∈Pt
wα(s)
,
where s ∈ hreg, t ∈ h and Pt = {α ∈ Φ(g, h) | iα(t) > 0}.
5. Character formula for the pair (G = U(n,C),G′ = U(p, q,C)), n ≤ p + q
Let V0 be a complex vector space of dimension n over C endowed with a definite-positive
hermitian form b0. We fix a basis B = {v1, . . . , vn} of V0 such that the matrix of b0 with respect
to B is Mat(b0,B) = Idn, and let U(V0, b0) be the group of isometries of the form b0, i.e.
(41) U(V0, b0) =
{
g ∈ GL(V0), b0(gu, gv) = b0(u, v), (∀u, v ∈ V0)
}
.
We denote by g0 = u(V0, b0) the Lie algebra of U(V0, b0) given by
(42) u(V0, b0) =
{
X ∈ End(V0), b0(Xu, v) + b0(u, Xv) = 0, (∀u, v ∈ V0)
}
.
Writing the endomorphism X in the basis B, the Lie algebra can be realized as:
(43) u(V0, b0) = {X ∈ M(n,C), X∗ + X = 0} .
Let h0 the diagonal subalgebra of u(V0, b0) given by:
(44) h0 =
n⊕
k=1
RiEk,k,
and we denote by h and g their complexifications. The roots of g with respect to h are given by:
(45) Φ(g, h) =
{
±(ei − e j), 1 ≤ i < j ≤ n
}
,
where the linear form ek is given by
(46) ek
 n∑
k=1
ihk Ek,k
 = ihk.
We denote by πg/h the product of all positive roots:
(47) πg/h =
∏
α∈Φ+(g,h)
α.
For all h =
n∑
k=1
ihk Ek,k ∈ h, we get:
(48) πg/h(h) =
∏
1≤i< j≤n
(ei − e j)(h) =
∏
1≤i< j≤n
(ihi − ih j).
Now, we consider a complex vector space V1 endowed with a non-degenerate hermitian form b1
of signature (p, q). Fix a basis B′ = {w1, . . . ,wp+q} of V1 such that Mat(b1,B′) = i Idp,q, where
Idp,q =
(
Idp 0
0 − Idq
)
and we denote by U(V1, b1) the group of isometries of the form b1, i.e.
(49) U(V1, b1) =
{
g ∈ GL(V1), b1(gu, gv) = b1(u, v), (∀u, v ∈ V1)
}
.
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By writing the endomorphisms X in the basis B′, we get the following realization for the Lie
algebra
(50) u(V1, b1) =
{
X ∈ M(p + q,C), Idp,q X + Xt Idp,q = 0
}
.
Again, we consider the diagonal subspace h′0 of u(V1, b1)
(51) h′0 =
p+q⊕
k=1
RiEk,k,
and let Φ(g′, h′) be the set of roots of g′ given by:
(52) Φ(g′, h′) =
{
±(ei − e j), 1 ≤ i < j ≤ p + q
}
.
Let K = U(p,C) × U(q,C) be the maximal compact subgroup of U(p, q,C), k0 the Lie algebra
of K and k its complexification. The set of compact roots of g′ are given by:
(53) Φ(k′, h′) = {±(ei − e j), 1 ≤ i < j ≤ p} ∪ {±(ei − e j), p + 1 ≤ i < j ≤ p + q}.
For all h′ =
p+q∑
k=1
ihk Ek,k ∈ h′, we have
(54) πg′/h′(h
′) =
∏
α∈Φ+(g′,h′)
α(h′) =
∏
1≤i< j≤p+q
(ihi − ih j)
and
(55) πk′/h′(h
′) =
∏
α∈Φ+(k′,h′)
α(h′) =
∏
1≤i< j≤p
(ihi − ih j)
∏
p+1≤i< j≤p+q
(ihi − ih j).
We now use the correspondence between dual pairs and Lie supergroups. Let V = V0 ⊕ V1,
b = b0 ⊕ b1 as defined in appendix A, and let (S, s = s(V, b)) be the associated supergroup.
Lemma 5.1. An element X =
(
0 X1
X2 0
)
is in s(V, b)1 if and only if X2 = −i Idp,q X¯1
t
.
Proof. As explained in appendix A, an element X is in s(V, b)1 if and only if b(X(u), v) −
b(u, sX(v)) = 0 for all u = (u0, u1), v = (v0, v1). We have:
(56) Xu =
(
0 X1
X2 0
) (
u0
u1
)
=
(
X1u1
X2u0
)
sX(v) =
(
1 0
0 −1
) (
0 X1
X2 0
) (
v0
v1
)
=
(
X1v1
−X2v0
)
.
In particular,
0 = b(X(u), v) − b(u, sX(v)) = (v∗0, v∗1)
(
Idn 0
0 i Idp,q
) (
X1u1
X2u0
)
− (v∗1X∗1,−v∗0X∗2)
(
Idn 0
0 i Idp,q
) (
u0
u1
)
= (v∗0, v
∗
1i Idp,q)
(
X1u1
X2u0
)
− (v∗1X∗1 ,−v∗0X∗2i Idp,q)
(
u0
u1
)
= v∗0X1u1 + v
∗
1i Idp,q X2u0 − v∗1X∗1u0 + v∗0X∗2i Idp,q u1
= v∗0(X1 + X
∗
2i Idp,q)u1 + v
∗
1(i Idp,q X2 − X∗1)u0
We get the result by taking v0 = 0 and remarking that Id
−1
p,q = Idp,q.

10
We define V
j
0
= Cu j and V
j
1
= Cw j. Then,
(57) V0 =
n⊕
k=1
Cuk =
n⊕
k=1
Vk
0
V1 =
p+q⊕
k=1
Cwk =
p+q⊕
k=1
Vk
1
,
and V =
(
n⊕
k=1
Vk
0
⊕ Vk
1
)
⊕
p+q⊕
k=n+1
Vk
1
.
Now, we fix an integer m ∈ [|max(n − q, 0),min(p, n)|]. We define the endomorphisms u j ∈
s(V, b)1 by:
(58) u j(vk) = δ j,ke
− iπ
4 wk, u j(wk) = δ j,ke
− iπ
4 vk, (1 ≤ j ≤ m),
(59) u j(vk) = δ j,ke
− iπ
4 wp+q−n+k , u j(wp+q−n+k) = vk, (m + 1 ≤ j ≤ n),
with u j(wm+1) = . . . = u j(wp+q−n+m) = 0. Let h1,m be the subspace of s(V, b)1 given by
(60) h1,m =
n∑
j=1
Ru j.
We define τ : s(V, b)1 7→ g and τ′ : s(V, b)1 7→ g′ by
(61) τ(w) = w2|V
0
, τ′(w) = w2|V
1
(w ∈ s(V, b)1).
For all w =
n∑
k=1
hkuk ∈ h1,m, we have:
(62) τ(w) =
n∑
j=1
−ih2j E j, j, τ′(w) =
m∑
j=1
−ih2j E j, j +
n∑
j=m+1
−ih2j Ep+q−n+ j,p+q−n+ j .
In particular, we get an injection of h into h′, depending on m, given by:
(63) h ∋
n∑
j=1
ih j E j, j 7→
m∑
j=1
ih j E j, j +
n∑
j=m+1
ih j Ep+q−n+ j,p+q−n+ j ∈ h′.
We denote by h′(m) the image of h into h′ via the map (63). Let z′(m) = Cg′h′(m) and
(64) πg′/z′(m) =
∏
α∈Φ+(g′,h′)
α|h′(m),0
α, πz′(m)/h′ =
∏
α∈Φ+(g′,h′)
α|h′(m)=0
α.
We denote by W (G, h) the Weyl group of (g, h). It acts on the elements h =
n∑
k=1
ihk Ek,k ∈ h by
permutations of the components {hk, 1 ≤ i ≤ n}. We will use the same symbol to indicate the
Weyl group element and the corresponding permutation in Sn, i.e.
(65) σ.
 n∑
k=1
ihk Ek,k
 = n∑
k=1
ihσ(k) Ek,k (σ ∈ Sn).
Similarly, for h′ =
p+q∑
k=1
ih′
k Ek,k ∈ h′, theWeyl groupW (G′, h′) of (g′, h′) permutes the components
h′1, . . . , h
′
p+q. Moreover, we let W (K
′, h′) be the compact Weyl group, i.e. the subgroup of
W (G′, h′) which acts on the sets
{
h′i , 1 ≤ i ≤ p
}
and
{
h′i , p + 1 ≤ i ≤ p + q
}
.
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For every m ∈ [|max(n − q, 0),min(p, n)|] and h =
n∑
i=1
ihk Ek,k ∈ h, we denote by W (G, h)m
the subgroup of W (G, h) which acts on the sets {hi, 1 ≤ i ≤ m} and {hi,m + 1 ≤ i ≤ n}, and
by W (K′, h′)m the subgroup of W (K′, h′) which permutes the elements of
{
h′
i
, 1 ≤ i ≤ m
}
and{
h′
p+q+m−n+i, 1 ≤ i ≤ n − m
}
separately.
Finally, for all x, y ∈ g or g′, we denote by B the bilinear form defined by
(66) B(x, y) = Re tr(xy).
Remark 5.2. The form B is G (resp. G′)-invariant and non-degenerate on g (resp. g′). More
precisely, for all x =
n∑
k=1
ixk Ek,k (resp. x
′
=
p+q∑
k=1
ix′
k Ek,k) and y =
n∑
k=1
iyk Ek,k (resp. y
′
=
p+q∑
k=1
iy′
k Ek,k),
the form B is given by
(67) B(x, y) =
n∑
k=1
−πxkyk
resp. B(x′, y′) = p+q∑
k=1
−πx′ky′k
 .
See [19, page 49-50].
5.1. Harish-Chandra’s semisimple orbital integral. As introduced in [19, Section 4, Defini-
tion 10], for every function φ ∈ S(W), we define the function fφ on τ(hreg1,m) by
(68) fφ(τ(w)) := Ch1,mπg′/z′(m)(τ
′(w))
∫
G′ /Z′(m)
φ(g′w)d(g′Z′(m)),
where Ch1,m is the constant of modulus 1 given in [19, Lemma 8, page 17], which, a priori,
depends on m.
Lemma 5.3. The constant Ch1,m does not depend on m.
Proof. As explained in [19], the constantCh1,m satisfies, for all w =
n∑
k=1
wkuk ∈ hreg1,m, the following
equality:
(69) |πg/h(τ(w))πg′/z′(m)(τ′(w))| = Ch1,mπg/h(τ(w))πg′/z′(m)(τ′(w)).
In particular, we have:
(70) τ(w) =
n∑
k=1
−iw2k Ek,k, τ′(w) =
m∑
k=1
−iw2k Ek,k +
p+q∑
k=p+q−n+m+1
−iw2k Ek,k,
and
(71) πg/h(τ(w)) =
∏
1≤i< j≤n
(−iw2i + iw2j) = (−i)
(n−1)n
2 |πg/h(τ(w))|.
Similarly, we have:
πg′/z′(m)(τ
′(w)) =
(72)∏
1≤i< j≤m
(−iw2i +iw2j)
∏
p+q−n+m+1≤i< j≤p+q
(−iw2i +iw2j)
m∏
k=1
(−iw2k)p+q−n
p+q∏
k=p+q−n+m+1
(iw2k)
p+q−n
m∏
i=1
p+q∏
j=p+q−n+m+1
(−iw2i +iw2j).
In particular,
(73) πg′/z′(m)(τ
′(w)) = (−i) n
2−n
2
+n(p+q−n)|πg′/z′(m)(τ′(w))|.
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As we have seen in section 3, the distribution character is defined, up to a constant, by the distri-
bution T (ΘΠ). Before giving a formula for T (ΘΠ)(φ), φ ∈ S(W), we introduce some notations.
Let H be a Cartan subgroup of G and let G♯ be a double cover of G˜ as defined in [19, Section 2].
Let H♯ be the preimage of H in G♯ and let H
♯
0
be the connected identity component of H♯. For
every roots α ∈ Φ(g, h), α
2
is analytic integral on H
♯
0
(see [16, Proposition 4.58]). It means that
there exists a character ξ♯α
2
: H
♯
0
7→ S1 having the linear form α2 as derivative. More generally,
for every µ ∈ h∗ which is analytic integral on G♯, we denote by ξ♯µ : H♯0 7→ S1 the corresponding
character.
Remark 5.4. In particular, ρ = 1
2
∑
α>0
α is analytic integral on H
♯
0
. Then, the Weyl denominator is
well defined on H
♯
0
. More precisely, this function is analytic on H♯.
We denote by c
♯
− : h→ H♯0 the lift of the map c− : h→ H to H♯0. For every analytic integral form
µ ∈ h∗, we note by c−(·)µ the function defined on H♯0 by
(74) c−(x)
µ
= ξ♯µ(c
♯
−(x)) (x ∈ H♯0).
Notation 5.5. For all n ∈ N, we indicate by Ψn the embedding of M(n,C) onto M(2n,R) given
by:
(75) Ψn(A + iB) =
(
A −B
B A
)
(A, B ∈ M(n,R)).
For an endomorphism X = A + iB of M(n,C), we denote by detR(X) the determinant of the
matrix Ψn(X) ∈ M(2n,R).
Proposition 5.6. Fix Π ∈ R(G˜, ω∞) of highest weight ν and let µ = ν + ρ. For every φ ∈ S(W),
the following formula holds:
(76) T (ΘΠ)(φ) =
∫
h
c−(x)
µ′ ch(x)p+q−n−1
∫
h∩τ(W)
eiB(x,y) fφ(y)dydx,
where ch(x) = | detR(x − 1)| 12 and µ′ ∈ h∗ is defined by
(77) µ′j = µn+1− j (1 ≤ j ≤ n).
Proof. The proof can be found in [19, Corollary 38, page 47].

Remark 5.7. (1) By [14] (one can also consult the appendix of [21]), the weights of the
representations of U˜(n,C) which appear in the Howe correspondence are the ν’s of the
form:
(78) ν =
n∑
a=1
q − p
2
ea −
r∑
a=1
λaem+1−a +
s∑
a=1
µaea,
where 0 6 r 6 p, 0 6 s 6 q, r + s 6 n, and where λ1, . . . , λr, µ1, . . . , µs are integers
which satisfy λ1 > . . . > λr > 0 and µ1 > . . . > µs > 0. The weights ν can then be
13
written as follows
(79) ν =
n∑
a=1
q − p2 + νa
 ea
where νi ∈ Z, ν1 ≥ . . . ≥ νn with at most q positives νi and p negatives.
The parameter ρ for U˜(n,C) is given by the following formula:
(80) ρ =
1
2
∑
α∈Φ+(g,h)
α =
n∑
a=1
n − 2a + 1
2
ea =
n∑
a=1
ρaea.
Then,
(81) µ = ν + ρ =
n∑
k=1
(ν + ρ)kek =
n∑
k=1
νk − k + q − p + n + 12
 ek,
and
(82) µ′k = µn+1−k = νn+1−k − (n + 1 − k) +
q − p + n + 1
2
= νn+1−k + k −
q − p − n − 1
2
.
(2) One can easily show that, for every regular element y′ ∈ h′(m) ⊆ h′, we have:
(83) Z
′(m) = {g′ ∈ G′,Ad(g′)y′ = y′}, W (K′, h′)y′ = W (K′, h′)h′(m).
Now we want to simplify the equation (76). We first get the following theorem.
Theorem 5.8. For all regular element y ∈ h′(m)reg (where h′(m) was introduced in (63)) and
y′ ∈ h′ reg, we get:
(84)
πg′/z′(m)(y)
∫
G′ /Z′(m)
eiB(y
′,g′y)d(g′ Z′(m)) = (−i) 12 dim(g′/z′(m))(−1)n(h′(m))
∑
σ∈W (K′,h′)/W (K′,h′)h′(m)
eiB(y
′,σy)
πg′/z′(m)(σ−1y′)
,
where n(h′(m)) is the number of non-compact positive roots which do not vanish on h′(m).
Proof. Let Py = {α ∈ Φ(g′, t′) ; iα(y) > 0} and n(y) the number of non-compact roots in Py.
Using the equation (40), we get
(85)
∏
α∈Py
iα(y)
∫
G′ /Z′(m)
eiB(y
′,g′y)d(g′ Z′(m)) = (−1)n(y′)
∑
σ∈W (K′,h′)/W (K′,h′)h′(m)
eiB(y
′,σy)∏
α∈Py
α(σ−1(y′))
.
For all η ∈ W (G, h), we still denote by η the element of W (G′, h′) obtained by identification of
h with h′(m) ⊆ h′ via the embedding (63). So, the action on the orthogonal complement of h′(m)
in h′ is trivial. We fix η such that
(ηy)1 > . . . > (ηy)n.
Then, we get ∏
α∈Pηy
α(y) = πg′/z′(m)(y).
Now,
Pηy = η Py,
∏
α∈Pηy
α(y) = sgn(η)
∏
α∈Py
α(y),
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and ∏
α∈Py
iα(y) = sgn(η)
∏
α∈Pηy
iα(y) = i
1
2
dim(g′/z′(m))πg′/z′(m)(y).
We have
πg′/z′(m)(y)
∫
G′ /Z′(m)
eiB(y
′,g′y)d(g′ Z′(m)) = (−i) 12 dim(g′/z′(m))(−1)n(y)
∑
σ∈W (K′,h′)/W (K′,h′)h′(m)
eiB(y
′,σy)
πg′/z′(m)(σ−1y′)
.
As y ∈ h′(m)reg, we obtain
{α ∈ Φ(g′, h′) ; α(y) , 0} =
{
α ∈ Φ(g′, h′) ; α|h′(m) , 0
}
.
Similarly, if α is such that α(y) , 0, then −α(y) , 0. Finally,
n(y) = ♯
(
Py ∩
(
Φ(g′, h′) \ Φ(k′, h′))) = 1
2
♯
({α ∈ Φ(g′, h′) ; α(y′) , 0} ∩ (Φ(g′, h′) \ Φ(k′, h′)))
= ♯
(
{α ∈ Φ+(g′, h′) ; α|h′(m) , 0} ∩
(
Φ(g′, h′) \ Φ(k′, h′))) = n(h′(m)).
So, (−1)n(y) = (−1)n(h′(m)), and the theorem is proved.

It is clear that for all ψ ∈ C ∞c (G′ .h′ reg),
(86) φ : W ∋ w 7→
∫
g′
χx′(w)ψ(x
′)dx′ ∈ C
is a Schwartz function onW. Using the Weyl integration formula, we get for all y ∈ τ(h1,m)
πg′/z′(m)(y)
∫
G′ /Z′(m)
∫
g′
eiB(y
′,g′y)ψ(y′)dy′d(g′ Z′(m))
=
πg′/z′(m)(y)
|W (K′, h′)|
∫
G′ /Z′(m)
∫
h′
∫
G˜
′/H˜′
eiB(Ad(g˜h
′,g′y)ψ(Ad(g˜)h′)|D(h′)|2d(g˜H˜′)dh′d(g′ Z′(m))
=
πg′/z′(m)(y)
|W (K′, h′)|
∫
h′
∫
G˜
′
/H˜
′
∫
G′ /Z′(m)
eiB(h
′,Ad(g−1g′)y)ψ(Ad(g˜)h′)|πg′/h′(h′)|2d(g′ Z′(m))d(g˜H˜′)dh′
=
1
|W (K′, h′)|
∫
h′
(
πg′/z′(m)(y)
∫
G′ /Z′(m)
eiB(y
′,g′y)d(g′ Z′(m))
)
ψG˜
′
/H˜
′
(y′)|πg′/h′(y′)|2dy′
because the measure on G′ /Z′(m) is G′-invariant and the function ψG˜
′
/H˜
′
: h′ reg → C is given
by:
(87) ψG˜
′/H˜′(y′) =
∫
G˜′/H˜′
ψ(Ad(g˜′)(y′))d(g˜′H˜′).
Then, the equation (84) can be written as
πg′/z′(m)(y)
∫
G′ /Z′(m)
∫
g′
eiB(y
′,g′y)ψ(y′)dy′d(g′ Z′(m))
=
(−i) 12 dim(g′/z′(m))(−1)n(h′(m))
|W (K′, h′)|
∑
σ∈W (K′,h′)/W (K′,h′)h′(m)
∫
h′
eiB(y
′,σy)
πg′/z′(m)(σ−1y′)
ψG˜
′
/H˜
′
(y′)|πg′/h′(y′)|2dy′.
Clearly, ψG˜
′
/H˜
′
and the form B are both W (K′, h′)-invariant. Hence,
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∑
σ∈W (K′,h′)/W (K′,h′)h′(m)
∫
h′
eiB(y
′,σy)
πg′/z′(m)(σ−1y′)
ψG
′ /H′(y′)|πg′/h′(y′)|2dy′ =
|W (K′, h′)|
|W (K′, h′)h′(m)|
∫
h′
eiB(y
′,y)
πg′/z′(m)(y′)
ψG˜
′
/H˜
′
(y′)|πg′/h′(y′)|2dy′.
Using the following equality
(88) |πg′/h′(y′)|2 = πg′/h′(y′)πg′/h′(y′) = πg′/z′(m)(y′)πz′(m)/h′(y′)πg′/h′(y′),
we finally get
(89) fφ(y) = Cm(−1)n(h′(m))
∫
h′
eiB(y
′,y)πz′(m)/h′(y
′)πg′/h′(y′)ψG˜
′/H˜′(y′)dy′,
where the constant Cm is given by
Cm =
(−1)n(n−1)in(p+q−n)(−i)(p+q)2−(p+q−n)2−n
(p − m)!(q − n + m)! .
Remark 5.9. We denote by Aψ the function on h
′ reg defined by
(90) Aψ(y) = πg′/h′(y)ψ
G˜
′/H˜′(y), y ∈ h′ reg.
Using the equation (89), we get:
fφ = Fh′
(
Cm(−1)n(h′(m))πz′(m)/h′Aψ
)
|h′(m)
,
where (Fh′)|h′(m) is the restriction of the Fourier transform on h
′ to h′(m).
5.2. The character ΘΠ′ on the compact diagonal Cartan subgroup. Before giving the main
theorem of this section, we prove a result concerning the right-hand side of (76). More particu-
larly, we are interested in the support of the following distribution:
(91)
∫
h
c−(x)
−µ′ ch(x)p+q−n−1eiB(x,y)dx
We get the proposition.
Proposition 5.10. Let mmin and mmax be the two positive integers defined by
(92) mmin =
max{ j ≥ 1 ; µ
′
j ≤ −12(p + q − n + 1)} if µ′1 ≤ −12 (p + q − n + 1)
0 otherwise
,
(93) mmax =
min{ j ≥ 1 ; µ
′
j
≥ 1
2
(p + q − n + 1)} − 1 if µ′n ≥ 12(p + q − n + 1)
n otherwise
.
Then,
(94) supp
∫
h
c−(x)
−µ′ ch(x)p+q−n−1eiB(x,y)dx =
mmax⋂
m
′
=mmin
τ(h1,m′ ).
Proof. According to [19, Lemma 33, page 42], we have:
(95) c−(x)
−µ′ ch(x)p+q−n−1 =
n∏
k=1
(1 + ixk)
−ak(1 − ixk)−bk
16
where ak = µ
′
k
− p+q−n−1
2
and bk = −µ′k − p+q−n−12 . Hence,
(96)
∫
h
c−(x)
−µ′ ch(x)p+q−n−1eiB(x,y)dx =
n∏
k=1
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−iπxkykdxk.
Using [19, Appendix C], we get:
(97)
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−iπxkyk = Pak,bk(πyk)e−|πyk | + Qak ,bk
 ∂∂yk
 δ0(πyk).
where Pak ,bk and Qak,bk are the polynomials defined in [19, Appendix C, equations C.1-5]. In
particular, using [19, Appendix C], one can easily verify that the support of the polynomials
Pak,bk are
(98) suppPak,bk =

] − ∞, 0] if ak ≥ 1 and bk ≤ 0
[0,+∞[ if ak ≤ 0 and bk ≥ 1
{∅} if bk ≤ 0 and ak ≤ 0
We have ak = −p+k+νn+1−k and bk = −νn+1−k−k−q+n+1. In particular, ak ≥ 1 (resp. bk ≥ 1)
implies bk ≤ 0 (resp. ak ≤ 0). Then, (98) can be rewritten as follow:
(99) suppPak ,bk =

] −∞, 0] if ak ≥ 1
[0,+∞[ if bk ≥ 1
{∅} otherwise
=

] − ∞, 0] if µ′
k
≥ p+q−n+1
2
[0,+∞[ if µ′
k
≤ − p+q−n+1
2
{∅} otherwise
The sequence (µ′
i
)i is increasing. So,
(100) supp
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−iπxkyk =

[0,+∞[ if k ≤ mmin
{0} if k ∈ [|mmin + 1,mmax|]
] − ∞, 0] if k ≥ mmax + 1
Therefore, using [19, Lemma 9], we conclude:
(101)
mmax⋂
m′=mmin
τ(h1,m′) =

n∑
k=1
−ihkEk,k, h1 ≥ . . . ≥ hmmin > 0 = hmmin+1 = . . . = hmmax > hmmax+1 ≥ . . . ≥ hn
 .
Thus, the equality (94) is satisfied.

From now on, we fix mmin ≤ m ≤ mmax and we consider the decomposition of h′ as:
(102) h′ = h′(m) ⊕ h′(m)⊥
where h′(m)⊥ is the orthogonal complement of h′(m) with respect to the bilinear form B. Let
prm be the orthogonal projection of h
′ on h′(m) that is:
(103) prm(y
′
+ y′′) = y′ (y′ ∈ h′(m), y′′ ∈ h′(m)⊥).
Moreover, let ρz′(m) be the linear form of h
′∗ defined by
(104) ρz′(m) =
1
2
∑
α∈Φ+(g′,h′)
α|h′(m)=0
α.
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Finally, let us consider the subgroup W (G, h,m) of W (G, h) defined by:
(105) W (G, h,m) = {η ∈ W (G, h) ;
mmax⋂
m′=mmin
τ(h1,m′) ⊆ ητ(h1,m)}
Theorem 5.11. The characterΘΠ′ ofΠ
′ ∈ R(G˜′, ω∞) is given, up to a constant, by the following
formula:
(106) ΘΠ′(h) =
∑
η∈W (G,h,m)/W (G,h)m
∑
σ∈W (K′,h′)
sgn(η) prm(σh)
−η−1µ′∏
β∈Φ+(g′,h′)
β|h′(m),0
((σh)
β
2 − (σh)− β2 )
.
Notation 5.12. To simplify the notation, we note d = p = q − n − 1.
Proof. By (76) and (94) , for every m ∈ [|mmin,mmax|], we get
(107) T (ΘΠ)(φ) =
∫
h
c−(x)
−µ′ ch(x)d
∫
W (G,h)τ(h1,m)
eiB(x,y) fφ(y)dydx
Indeed, for all m ∈ [|mmin,mmax|]:
mmax⋂
m′=mmin
τ(h1,m′) ⊆ τ(h1,m) ⊆ W (G, h)τ(h1,m)
Then, ∫
h
c−(x)
−µ′ ch(x)d
∫
W (G,h)τ(h1,m)
eiB(x,y) fφ(y)dydx
=
∑
η0∈W (G,h,m)/W (G,h)m
∫
h
c−(x)
−µ′ ch(x)d
∫
τ(h1,m)
eiB(x,η0(y)) fφ(η0(y))dydx
=
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h
c−(x)
−µ′ ch(x)d
∫
τ(h1,m)
eiB(η
−1
0
(x),y) fφ(y)dydx
=
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h
c−(η0(x))
−µ′ ch(η0(x))
d
∫
τ(h1,m)
eiB(x,y) fφ(y)dydx
=
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h
c−(x)
−η−1
0
µ′ ch(x)d
∫
τ(h1,m)
eiB(x,y) fφ(y)dydx(108)
Again, playing with the support of fφ, we get:∫
τ(h1,m)
eiB(x,y) fφ(y)dy =
∫
h
eiB(x,y) fφ(y)dy
We identify h with its image h′(m) in h′. Hence, (108) can be written as:
(109)
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h′(m)
c−(x)
−η−1
0
µ′ ch(x)d
∫
h′(m)
eiB(x,y) fφ(y)dydx
By Remark 5.9, (109) can be written as:∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h
c−(x)
−η−1
0
µ′ ch(x)d
∫
τ(h1,m)
eiB(x,y) fφ(y)dydx
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=∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h′(m)
c−(x)
−η−1
0
µ′ ch(x)d
∫
h′(m)
eiB(x,y) Fh′(πz′(m)/h′Aψ)
∣∣∣
h′(m) (y)dydx
=
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h′(m)
c−(x)
−η−1
0
µ′ ch(x)dF −1h′ Fh′(πz′(m)/h′Aψ)
∣∣∣
h′(m) (y)dydx
=
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h′(m)
c−(x
′)−η
−1
0
µ′ ch(x′)d
∫
h′(m)⊥
(πz′(m)/h′Aψ)(x
′
+ y′)dy′dx′
=
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h′(m)
c−(x
′)−η
−1
0
µ′ ch(x′)d
∫
h′(m)⊥
πz′(m)/h′(y
′)Aψ(x
′
+ y′)dy′dx′.(110)
Using (6), we now choose a particular function ψ ∈ C∞c (G′ .h′ reg). We denote by G′c ⊆ G′ the
domain of the Cayley transform in G′. Fix Ψ ∈ C∞c (G˜
′
) such that supp(Ψ) ∈ G˜′c ⊆ G˜′ and let
jg′ be the Jacobian of c : g
′c → G′c. We recall that c˜− is defined by c˜−(x′) = c˜(x′)c˜(0)−1 and let
ψ be the function given by
(111) ψ(x′) = Θ(c˜(x′)) jg′(x
′)Ψ(c˜−(x
′)) (x′ ∈ g′c).
With such a function ψ, the integral (110) becomes:
(112) ∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h′
c−(prm(x))
−η−1
0
µ′ ch(prm(x))
dπz′(m)/h′(x)πg′/h′(x)Θ(c˜(x)) jg′(x)Ψ
G˜
′/H˜′(c˜−(x))dx,
where prm is the projection given in the equation (103).
To get the character ΘΠ′ of Π
′, we would like to write the integral defined in (112) as an integral
over H˜
′
. For all h′ =
p+q∑
k=1
ihk Ek,k ∈ h′, we have:
(113) detR(h
′ − 1) =
p+q∏
k=1
(1 + h2k), Θ(c˜(h
′)) = ch(h′)dimC(V0) =
p+q∏
k=1
(1 + h2k)
n
2 .
Moreover, for every µ =
p+q∑
k=1
µkek an analytic form on H
′♯
0
, we have:
(114) ξ♯µ(exp
♯(h′)) = eµ(h
′)
= e
n∑
k=1
µkek(h
′)
=
n∏
k=1
(eihk )µk .
The Cayley transform c(h′) is given by
(115) c

ih1
. . .
ihp+q
 =

c(ih1)
. . .
c(ihp+q)

where c(ihk) =
ihk+1
ihk−1 =
h2
k
−1
h2
k
+1
+ i −2
h2
k
+1
= eimk , with mk = arccos
(
h2
k
−1
h2
k
+1
)
= arcsin
(
−2
h2
k
+1
)
. We denote by
M = diag(im1, . . . , imp+q). Then,
(116) ξ♯µ(c
♯
−(h
′)) = ξ♯µ(exp
♯(M)) =
p+q∏
k=1
(eimk)µk =
p+q∏
k=1
c−(ihk)
µk .
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Then, we have:
∏
α∈Φ+(g′,h′)
(
ξ♯α
2
(c
♯
−(h
′)) − ξ♯− α2 (c
♯
−(h
′))
)
=
∏
1≤i< j≤p+q
(
ξ♯ei−e j
2
(c
♯
−(h
′)) − ξ♯−ei+e j
2
(c
♯
−(h
′))
)
=
∏
1≤i< j≤p+q
(c−(ihi)
1
2 c−(ih j)
− 1
2 − c−(ihi)−
1
2 c−(ih j)
1
2 ) =
∏
1≤i< j≤p+q
c−(ihi)
− 1
2 c−(ih j)
− 1
2 (c−(ihi) − c−(ih j))
=
∏
1≤i< j≤p+q
c−(ihi)
− 1
2 c−(ih j)
− 1
2
 ihi + 1ihi − 1 −
ih j + 1
ih j − 1
 = ∏
1≤i< j≤p+q
c−(ihi)
− 1
2 c−(ih j)
− 1
2
2i(h j − hi)
(ihi − 1)(ih j − 1)
=
∏
1≤i< j≤p+q
(ihi − 1) 12 (ih j − 1) 12
(ihi + 1)
1
2 (ih j + 1)
1
2
ihi + 1
ihi − 1
−
ih j + 1
ih j − 1
=
∏
1≤i< j≤p+q
2i(h j − hi)
(1 + h2
i
)
1
2 (1 + h2
j
)
1
2
=
∏
1≤i< j≤p+q
2i(h j − hi)
p+q∏
k=1
(1 + h2
k
)
p+q−1
2
= C
πg′/h′(h
′)
p+q∏
k=1
(1 + h2
k
)
p+q−1
2
and the quantity
∏
α∈Φ+(g′,h′)
α|h′(m),0
(
ξ♯α
2
(c
♯
−(h
′)) − ξ♯− α
2
(c
♯
−(h
′))
)
is given by:
∏
1≤i< j≤m
2i(h j − hi)
∏
p+q−n+m+1≤i< j≤p+q
2i(h j − hi)
m∏
i=1
p+q∏
j=m+1
2i(h j − hi)
p+q−n+m∏
i=m+1
p+q∏
j=p+q−n+m+1
2i(h j − hi)
m∏
k=1
(1 + h2
k
)
m−1
2
p+q∏
k=p+q−n+m+1
(1 + h2
k
)
n−m
2
m∏
i=1
p+q∏
j=m+1
(1 + h2
i
)
1
2 (1 + h2
j
)
1
2
p+q−n+m∏
i=m+1
p+q∏
j=p+q−n+m+1
(1 + h2
i
)
1
2 (1 + h2
j
)
1
2
= C′
πg′/z′(m)(h
′)
m∏
k=1
(1 + h2
k
)
m−1
2
p+q∏
k=p+q−n+m+1
(1 + h2
k
)
n−m
2
m∏
i=1
p+q∏
j=m+1
(1 + h2
i
)
1
2 (1 + h2
j
)
1
2
p+q−n+m∏
i=m+1
p+q∏
j=p+q−n+m+1
(1 + h2
i
)
1
2 (1 + h2
j
)
1
2
= C′
πg′/z′(m)(h
′)
m∏
k=1
(1 + h2
k
)
m−1
2
p+q∏
k=p+q−n+m+1
(1 + h2
k
)
n−m
2
m∏
i=1
(1 + h2
i
)
p+q−m
2
p+q−n+m∏
i=m+1
(1 + h2
i
)
n−m−1
2
p+q∏
j=p+q−n+m+1
(1 + h2
j
)
p+q−n
2
= C′
πg′/z′(m)(h
′)
m∏
k=1
(1 + h2
k
)
p+q−1
2
p+q∏
k=p+q−n+m+1
(1 + h2
k
)
p+q−1
2
p+q−n+m∏
k=m+1
(1 + h2
k
)
n
2
Finally, we get:
(117)∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)
(
ξ♯α
2
(c
♯
−(h
′)) − ξ♯− α
2
(c
♯
−(h
′))
)∣∣∣∣∣∣
2
∏
α∈Φ+(g′,h′)
α|h′(m),0
(
ξ♯α
2
(c
♯
−(h′)) − ξ♯− α
2
(c
♯
−(h′))
) = C′′ πg′/h′(h′)πz′(m)/h′(h′)
m∏
k=1
(1 + h2
k
)
p+q−1
2
p+q∏
k=p+q−n+m+1
(1 + h2
k
)
p+q−1
2
p+q−n+m∏
k=m+1
(1 + h2
k
)p+q−1−
n
2
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Using the fact that jg′(h
′) =
p+q∏
k=1
(1 + h2
k
)−(p+q) and jh′(h′) =
p+q∏
k=1
(1 + h2
k
)−1, we obtain, up to a
constant, the following equality:
(118)
ch(prm(h
′))p+q−n−1πz′(m)/h′(h
′)πg′/h′(h
′)Θ(c˜(h′)) =
∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)
(
ξ α
2
(c
♯
−(h
′)) − ξ− α
2
(c
♯
−(h
′))
)∣∣∣∣∣∣
2
∏
α∈Φ+(g′,h′)
α|
h′(m),0
(
ξ α
2
(c
♯
−(h′)) − ξ− α2 (c
♯
−(h′))
) ( j−1g′ jh′)(h′).
Then, the equation (112) becomes:
T (ΘΠ)(φ)
= Cm
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h′
c−(prm(x))
−η−1
0
µ′ ch(prm(x))
dπz′(m)/h′(x)πg′/h′ (x)Θ(c˜(x)) jg′(x)Ψ
G˜
′/H˜′(c˜−(x))dx
= C′(m)
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0)
∫
h′
c−(prm(x))
−η−1
0
µ′
∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)(c−(x) α2 − c−(x)− α2 )
∣∣∣∣∣∣
2
∏
α∈Φ+(g′,h′)
α|h′(m),0
(c−(x)
α
2 − c−(x)− α2 )
jh(x)Ψ
G˜
′
/H˜
′
(c˜−(x))dx
Finally,
(119)
T (ΘΠ)(φ) =
∫
H˜
′
C′(m)
∑
η0∈W (G,h,m)/W (G,h)m
sgn(η0) prm(h)
−η−1
0
µ′∏
α∈Φ+(g′,h′)
α|
h′(m),0
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′/H˜′(h)dh
Using the invariance of
∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)(h α2 − h− α2 )
∣∣∣∣∣∣
2
ΨG˜
′
/H˜
′
(h) under the action of W (K′, h′), we get:
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′
/H˜
′
(h) =
1
|W (K′, h′)|
∑
σ∈W (K′,h′)
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
((σh)
α
2 − (σh)− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′
/H˜
′
(σh)
and
T (ΘΠ)(φ)
=
C′(m)
|W (K′, h′)|
∫
H˜
′
∑
η0∈W (G,h,m)/W (G,h)m
∑
σ∈W (K′,h′)
sgn(η0) prm(h)
−η−1
0
µ′∏
α∈Φ+(g′,h′)
α|h′(m),0
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
((σh)
α
2 − (σh)− α2 )
∣∣∣∣∣∣∣∣
2
Ψ
G˜
′/H˜′(σh)dh
=
C′(m)
|W (K′, h′)|
∫
H˜
′
∑
η0∈W (G,h,m)/W (G,h)m
∑
σ∈W (K′,h′)
sgn(η0) prm(σ
−1h)−η
−1
0
µ′∏
α∈Φ+(g′,h′)
α|
h′(m),0
((σ−1h)
α
2 − (σ−1h− α2 )
∣∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣∣
2
Ψ
G˜
′
/H˜
′
(h)dh
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Finally, using the Weyl integration formula, we get that the character ΘΠ′(h) is given, up to a
constant, by the formula:
∑
η∈W (G,h,m)/W (G,h)m
∑
σ∈W (K′,h′)
sgn(η) prm(σh)
−η−1µ′∏
α∈Φ+(g′,h′)
α|
h′(m),0
((σh)
α
2 − (σh)− α2 )

Corollary 5.13. For all m ∈ [|mmin,mmax|], the character ΘΠ′ of Π′ is given by the following
formula:
(120)∏
α∈Φ+(g′,h′)
(h
α
2−h− α2 )ΘΠ′(h) = C
∑
η∈W (G,h,m)/W (G,h)m
∑
σ∈W (Z′(m),h′)
∑
τ∈W (K′,h′)
sgn(ηστ) prm(τh)
−η−1µ′(τh)σρz′(m) ,
where C is a constant and ρz′(m) =
1
2
∑
α∈Φ+(g′,h′)
α|h′(m)=0
α.
Proof. According to [16, Chapter V, Section 6, page 319], we get:
(121)
∏
α∈Φ+(g′,h′)
α|h′(m)=0
(h
α
2 − h− α2 ) =
∑
σ∈W (Z′(m),h′)
sgn(σ)hσ(ρz′(m)).

6. The dual pair (G = O(2n,R),G′ = Sp(2m,R)), n ≤ m
Let V0 be a real vector space of dimension 2n endowed with a positive-definite symmetric
bilinear form b0. We fix B = {v1, v′1, . . . , vn, v′n} a basis of V0 such that Mat(b0,B) = Id2n and
let O(V0, b0) be the group of isometries of the form b0, i.e.
(122) O(V0, b0) =
{
g ∈ GL(V0), b0(gu, gv) = b0(u, v), (∀u, v ∈ V0)
}
.
We denote by o(V0, b0) the Lie algebra of O(V0, b0) given by
(123) o(V0, b0) =
{
X ∈ End(V0), b0(Xu, v) + b0(u, Xv) = 0, (∀u, v ∈ V0)
}
.
Writing the endomorphisms X in the basis B, the Lie algebra can be realized as:
(124) o(V0, b0) =
{
X ∈ M(2n,R), X = −Xt} .
In particular, o(V0, b0) corresponds to the set of skew-symmetric matrices of M(2n,R) and we
get the following decomposition:
(125) o(V0, b0) =
⊕
1≤i< j≤2n
R(Ei, j −E j,i).
Let h0 be the subalgebra of g0 defined by
(126) h0 =
n⊕
k=1
R(E−1+2k,2k −E2k,−1+2k).
22
To simplify the notation, let Hk be the matrix defined by Hk = E−1+2k,2k −E2k,−1+2k, 1 ≤ k ≤ n.
The complexifications of g0 and h0 are respectively denoted by g and h. The roots of the Lie
algebra g with respect to h, denoted by Φ(g, h), are given by:
(127) Φ(g, h) =
{
±ei ± e j, 1 ≤ i , j ≤ n
}
,
where the linear form ea, 1 ≤ a ≤ n, is given by
(128) ea
 n∑
k=1
hk Hk
 = −iha.
We denote by πg/h the product of positive roots. For all h =
∑
k=1
hk Hk ∈ h0, we get:
πg/h(h) =
∏
α∈Φ+(g,h)
α(h) =
∏
1≤i< j≤n
(ei − e j)(h)
∏
1≤i< j≤n
(ei + e j)(h)
=
∏
1≤i< j≤n
(−ihi + ih j)
∏
1≤i< j≤n
(−ihi − ih j) =
∏
1≤i< j≤n
(−h2i + h2j).
We consider (V1, b1) a symplectic vector space of dimension 2m overR. LetB
′
= {w1,w′1, . . . ,wm,w′m}
be a basis of V1 such that Mat(b1,B
′) = diag
((
0 1
−1 0
)
, . . . ,
(
0 1
−1 0
))
= Jm,m, and we denote by
Sp(V1, b1) the group of isometries of b1, i.e.
(129) Sp(V1, b1) =
{
g ∈ GL(V1), b1(gu, gv) = b1(u, v), (∀u, v ∈ V1)
}
.
The Lie algebra sp(V1, b1) of Sp(V1, b1) is given by
(130) sp(V1, b1) =
{
X ∈ End(V1), b1(Xu, v) + b1(u, Xv) = 0, (∀u, v ∈ V1)
}
.
Writing the endomorphisms X in the basis B′, we get:
(131) sp(V1, b1) =
{
X ∈ M(2m,R), Jm,m X + Xt Jm,m = 0
}
.
Let h0 be the subalgebra of sp(V1, b1) given by:
(132) h0 =
m∑
k=1
R(E−1+2k,2k −E2k,−1+2k).
Similarly, we denote by h and g the complexifications of h0 and g0 respectively. The roots of g
with respect to h are given by:
(133) Φ(g, h) =
{
±ei ± e j, 1 ≤ i , j ≤ m
}
∪ {±2ek, 1 ≤ k ≤ m} ,
where the linear form ek is defined by
(134) ek
 m∑
a=1
haHa
 = −ihk.
Let K be a maximal compact subgroup of Sp(V1, b1), k0 the Lie algebra of K and k its complexi-
fication. In particular, we have K ≈ U(m,C) and
(135) Φ(k, h) =
{
±(ei − e j), 1 ≤ i < j ≤ m
}
.
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For all h′ =
m∑
k=1
hk Hk ∈ h′0, we get:
πg′/h′(h
′) =
∏
α∈Φ+(g′,h′)
α(h′) =
∏
1≤i< j≤m
(ei − e j)(h′)
∏
1≤i< j≤m
(ei + e j)(h
′)
m∏
k=1
2ek(h
′)
=
∏
1≤i< j≤m
(−ihi + ih j)
∏
1≤i< j≤m
(−ihi − ih j)
m∏
k=1
(−2ihk)
=
∏
1≤i< j≤m
(−h2i + h2j)
m∏
k=1
(−2ihk)
Let V = V0 ⊕ V1, b = b0 ⊕ b1 as defined in Appendix A and let (S, s(V, b) = s(V, b)0 ⊕ s(V, b)1)
be the corresponding Lie supergroup.
Lemma 6.1. An element X =
(
0 X1
X2 0
)
is in s(V, τ)1 if and only if X2 = −Jm,mXt1.
For all j, we denote by V
j
0
and V
j
1
the subspaces of V0 and V1 respectively given by:
(136) V
j
0
= Rv j ⊕ Rv′j V j1 = Rw j ⊕ Rw
′
j.
We now consider the endomorphisms u j ∈ s(V, b)1, 1 ≤ j ≤ n, defined on V j0 (resp. V
j
1
) by
(137) u j(v j) =
1√
2
(w j − w′j), u j(v′j) =
1√
2
(w j + w
′
j), u j(vk) = u j(v
′
k) = 0, k , j,
(138) u j(w j) =
1√
2
(v j − v′j), u j(w′j) =
1√
2
(v j + v
′
j), u j(wk) = u j(w
′
k) = 0, k , j,
and let h1 be the subspace of s(V, τ)1 given by
(139) h1 =
n∑
j=1
Ru j.
We define the moment maps τ : s(V, b)1 → o(2n,R) and τ′ : s(V, b)1 → sp(2m,R) by:
(140) τ(w) = w2|V
0
, τ′(w) = w2|V
1
.
More precisely, for all w =
(
0 X1
J−1m,m X
t
1
0
)
∈ s(V, b)1, we have
(141) τ
(
0 X1
J−1m,m X
t
1
0
)
= X1 J
−1
m,m X
t
1, τ
(
0 X1
J−1m,m X
t
1
0
)
= J
−1
m,m X
t
1X1.
We consider the injection of h into h′ given by:
(142) h ∋
n∑
k=1
hk Hk 7→
n∑
k=1
hk Hk ∈ h′.
We denote by h˜ the image of h into h′ via the map (142). Let z′ (resp. Z′) be the subalgebra
(resp. subgroup) of g′ (resp. G′) defined by
(143) z′ = {x ∈ g′, [x, y] = 0, (∀y ∈ h˜)},
24
(144) Z′ = {g′ ∈ G′,Ad(g′)y = y, (∀y′ ∈ h˜)}.
We define Φ(g′, z′) = {α ∈ Φ(g′, h′), α|h˜ , 0} and Φ(z′, h′) = Φ(g′, h′) \ Φ(g′, z′), and let:
(145) πg′/z′ =
∏
α∈Φ+(g′,z′)
α, πg′/z′ =
∏
α∈Φ+(z′,h′)
α.
Lemma 6.2. For all h′ =
m∑
k=1
hk Hk ∈ h′0, we have:
(146)
πg′/z′(h
′) =
∏
1≤i< j≤n
(−h2i +h2j)
n∏
i=1
m∏
j=n+1
(−h2i +h2j)
n∏
k=1
(−2ihk) πz′/h′(h′) =
∏
n+1≤i< j≤m
(−h2i+h2j)
m∏
k=n+1
(−2ihk).
In particular, we have:
(147) πg′/z′(pr(h
′)) =
∏
1≤i< j≤n
(−h2i + h2j)
n∏
i=1
(−h2i )m−n
n∏
k=1
(−2ihk).
Let W (G, h), W (G′, h′) and W (K′, h′) be the Weyl groups of G, G′ and K′ respectively.
For every function φ ∈ S(W), we define the function fφ on τ(hreg1 ) by
(148) fφ(τ(w)) := Ch1πg′/z′(τ
′(w))
∫
G′ /Z′
φ(g′w)d(g′ Z′)
where Ch1 is a constant of modulus 1 defined in [19, Lemma 8, page 17].
As in the previous section, we denote by H♯ the two fold cover of H˜ such that the linear forms
α
2
are analytic integral for every roots α ∈ Φ(g, h) and let H♯0 be its connected identity component.
Let ξ♯α
2
: H
♯
0
→ S1 the multiplicative character having the linear form α2 as derivative and let
c
♯
− : h→ H♯0 be the extension of c− on H♯0 (section 5.1).
Proposition 6.3. Fix Π ∈ R(G˜, ω∞) of highest weight ν and let µ = ν + ρ. For every φ ∈ S(W),
the following formula holds:
(149) T (ΘΠ)(φ) =
∫
h
c−(x)
µ′ ch(x)2m−2n
∫
h∩τ(W)
eiB(x,y) fφ(y)dydx,
where ch(x) = | det(x − 1)| 12 and µ′ ∈ h∗ is defined by
(150) µ′j = µn+1− j (1 ≤ j ≤ n).
Proof. For a proof, we refer the reader to [19, Corollary 38, page 47].

Remark 6.4. (1) By [14], the weights ν and ν′ of the representations Π and Π′ respectively
are given by:
(151) ν =
k∑
a=1
νaea 7→ ν′ = −
m∑
a=1
nea −
k∑
a=1
νm+1−aea,
where 0 ≤ k ≤ n and ν1 ≥ . . . ≥ νk > 0. By fixing k = m and considering a decreasing
sequence ν1 ≥ . . . ≥ νm ≥ 0 with at most n non zero νi, we get
(152) ν =
n∑
a=1
νaea 7→ ν′ = −
m∑
a=1
nea −
m∑
a=1
νm+1−aea =
m∑
a=1
τaea,
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with τa = −n − νm+1−a, where (τa)a∈[|1,m|] is a decreasing sequence of negative numbers.
The linear form ρ is given by:
ρ =
1
2
∑
α∈Φ+(g,h)
α =
1
2
∑
1≤i< j≤n
(ei − e j) +
1
2
∑
1≤i< j≤n
(ei + e j)
=
1
2
∑
1≤i< j≤n
2ei =
n∑
k=1
(n − k)ek
Then µ =
n∑
k=1
(ν + ρ)aea with (ν + ρ)a = νa + n − a and
(153) µ′a = µn+1−a = νn+1−a + n − (n + 1 − a) = νn+1−a + a − 1.
(2) For every x, y ∈ g or g′, we denote by B the bilinear form defined by
(154) B(x, y) = Re tr(xy)
The form B is G (resp. G′)-invariant and non-degenerate on g and g′. More precisely,
for all x =
n∑
k=1
xk Hk,k (resp. x
′
=
m∑
k=1
x′
k Hk,k) and y =
n∑
k=1
yk Hk,k (resp. y
′
=
m∑
k=1
y′
k Hk,k), the
form B is given by
(155) B(x, y) =
n∑
k=1
−πxkyk
resp. B(x′, y′) = m∑
k=1
−πx′ky′k
 .
See [19, page 49-50].
Theorem 6.5. For all regular element y ∈ h˜ and y′ ∈ h′ reg, we get:
(156) πg′/z′(y)
∫
G′ /Z′
eiB(y
′,g′y)d(g′ Z′) = (−i) 12 dim(g′/z′)(−1)n(h′)
∑
σ∈W (K′,h′)/W (K′,h′)h˜
eiB(y
′,σy)
πg′/z′(σ−1y′)
.
where n(h˜) is the number of non-compacts positives roots which do not vanish on h˜.
It is clear that for all ψ ∈ C ∞c (G′ .h′ reg),
(157) φ : W ∋ w 7→
∫
g′
χx′(w)ψ(x
′)dx′ ∈ C
is a Schwartz function onW. Using the Weyl integration formula, we get for all y ∈ τ(hreg
1
)
πg′/z′(y)
∫
G′ /Z′
∫
g′
eiB(y
′,g′y)ψ(y′)dy′d(g′ Z′)
=
1
|W (K′, h′)|
∫
h′
(
πg′/z′(y)
∫
G′ /Z′
eiB(y
′,g′y)d(g′ Z′(m))
)
ψG˜
′
/H˜
′
(y′)|πg′/h′(y′)|2dy′
where ψG˜
′/H˜′ : h′ reg → C is given by:
(158) ψG˜
′/H˜′(y′) =
∫
G˜′/H˜′
ψ(Ad(g˜′)(y′))d(g˜′H˜′).
Using the same arguments from the previous section, we get the following equality:
(159) fφ(y) = C
∫
h′
eiB(y
′,y)πz′/h′(y
′)πg′/h′(y′)ψG˜
′/H˜′(y′)dy′.
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We denote by Aψ the function on h
′ reg defined by
(160) Aψ(y
′) = πg′/h′(y
′)ψG˜
′
/H˜
′
(y′) (y′ ∈ h′ reg).
Using (159), we get:
(161) fφ = Fh′(Cπz′/h′Aψ)|h˜ .
Before giving the main theorem, we prove a result concerning the right hand-side of (149).
More particularly, we are interested in the support of the following distribution:
(162)
∫
h
c−(x)
−µ′ ch(x)2m−2neiB(x,y)dx.
Proposition 6.6. Let β1 and β2 be the two integers defined by:
(163) β1 =
max
{
k ≥ 1, µ′
k
≤ −(m − n + 1)
}
if µ′
1
≤ −(m − n + 1)
0 otherwise
(164) β2 =
min
{
k ≥ 1, µ′
k
≥ m − n + 1
}
− 1 if µ′n ≥ m − n + 1
n otherwise
Then,
(165) supp
∫
h
c−(x)
−µ′ ch(x)2m−2neiB(x,y)dx =

β1∑
k=1
hk Hk +
n∑
k=β2+1
yk Hk, hi > 0, yi < 0
 .
Proof. According to [19, Lemma 33, page 43], we have:
(166)
∫
h
c−(x)
−µ′ ch(x)2m−2neiB(x,y)dx =
n∏
k=1
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−iπxkykdxk,
where ak = µ
′
k
−m+ n = νn+1−k + k −m+ n− 1 and bk = −µ′k −m + n = −νn+1−k − k −m + n+ 1.
In particular, ak ≥ 1 (resp. bk ≥ 1) implies bk ≤ 0 (resp. ak ≤ 0).
Using [19, Appendix C], we get
(167)
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−iπxkykdxk = Pak ,bk(πyk)e−|πyk | + Qak ,bk
 ∂∂yk
 δ0(πyk),
where Pak ,bk and Qak ,bk are the polynomials defined in [19, Appendix C]. In particular, using [19,
Appendix C], the support of the polynomials Pak ,bk are
(168) suppPak ,bk =

] −∞, 0] if ak ≥ 1 and bk ≤ 0
[0,+∞[ if ak ≤ 0 and bk ≥ 1
{∅} otherwise
=

] −∞, 0] if µ′
k
≥ m − n + 1
[0,+∞[ if µ′
k
≤ −(m − n + 1)
{∅} otherwise
.
Then,
(169) supp
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−iπxkykdxk =

[0,+∞[ if k ≤ β1
{0} if k ∈ [|β1 + 1, β2|]
] −∞, 0] if k ≥ β2 + 1
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and finally
(170)
supp
∫
h
c−(x)
−µ′ ch(x)2m−2neiB(x,y)dx =

β1∑
k=1
ihkHk +
n∑
k=β2+1
iykHk, hk > 0, yk < 0
 ⊆ τ(h1).

From now on, we denote by supp(β1, β2) the support of the distribution given in (162). We
denote by h˜⊥ the orthogonal complement of h˜ with respect to the bilinear form B, and by pr :
h→ h˜ the associated projection, i.e.
(171) pr(y1 + y2) = y1 (y1 ∈ h˜, y2 ∈ h˜⊥).
Finally, let us consider the subgroup W (G, h, β) of W (G, h) defined by:
(172) W (G, h, β) = {η ∈ W (G, h), supp(β1, β2) ⊆ ητ(h1)}.
Theorem 6.7. The character ΘΠ′ of Π
′ ∈ R(G˜′, ω∞) is given, up to a constant, by the following
formula:
(173) ΘΠ′(h) =
∑
η∈W (G,h,β)
∑
σ∈W (K′,h′)
sgn(η) pr(σh)−η
−1µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
((σh)
α
2 − (σh)− α2 ).
Proof. By (149) and (165), we get
(174) T (ΘΠ)(φ) =
∫
h
c−(x)
−µ′ ch(x)2m−2n
∫
W (G,h)τ(h1)
eiB(x,y) fφ(y)dydx
Then, ∫
h
c−(x)
−µ′ ch(x)2m−2n
∫
W (G,h)τ(h1,m)
eiB(x,y) fφ(y)dydx
=
∑
η0∈W (G,h,β)
∫
h
c−(x)
−µ′ ch(x)2m−2n
∫
τ(h1)
eiB(x,η0(y)) fφ(η0(y))dydx
=
∑
η0∈W (G,h,β)
sgn(η0)
∫
h
c−(x)
−η−1
0
µ′ ch(x)2m−2n
∫
τ(h1)
eiB(x,y) fφ(y)dydx(175)
Again, playing with the support of fφ, we get:∫
τ(h1)
eiB(x,y) fφ(y)dy =
∫
h
eiB(x,y) fφ(y)dy.
We identify h with its image h˜ in h′. Hence, (175) can be written as:
(176)
∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x)
−η−1
0
µ′ ch(x)2m−2n
∫
h˜
eiB(x,y) fφ(y)dydx.
By (161), this can be written as:∑
η0∈W (G,h,β)
sgn(η0)
∫
h
c−(x)
−η−1
0
µ′ ch(x)2m−2n
∫
τ(h1)
eiπB(x,y) fφ(y)dydx
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=∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x)
−η−1
0
µ′ ch(x)2m−2n
∫
h˜
eiπB(x,y) Fh′(πz′/h′Aψ)
∣∣∣
h˜
(y)dydx
=
∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x)
−η−1
0
µ′ ch(x)2m−2nF −1h′ Fh′(πz′/h′Aψ)
∣∣∣
h˜
(y)dydx
=
∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x
′)−η
−1
0
µ′ ch(x′)2m−2n
∫
h˜⊥
(πz′/h′Aψ)(x
′
+ y′)dy′dx′
=
∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x
′)−η
−1
0
µ′ ch(x′)2m−2n
∫
h˜⊥
πz′/h′(y
′)Aψ(x
′
+ y′)dy′dx′(177)
We now choose a particular ψ ∈ C∞c (G′ .h′ reg). We denote by G′c ⊆ G′ the domain of the Cayley
transform in G′. Fix Ψ ∈ C ∞c (G˜
′
) such that supp(Ψ) ∈ G˜′c ⊆ G˜′ and let jg′ be the Jacobian of
c : g′c → G′c. We recall that c˜− is defined by c˜−(x′) = c˜(x′)c˜(0)−1 and let ψ be the function given
by
(178) ψ(x′) = Θ(c˜(x′)) jg′(x
′)Ψ(c˜−(x
′)) (x′ ∈ g′c).
With such a function ψ, the integral (177) becomes:
(179)∑
η0∈W (G,h,β)
sgn(η0)
∫
h′
c−(pr(x))
−η−1
0
µ′ ch(prm(x))
2m−2nπz′/h′(x)πg′/h′(x)Θ(c˜(x)) jg′(x)ΨG˜
′/H˜′(c˜−(x))dx,
where pr is the projection given in (171). To get the character ΘΠ′ of Π
′, we would like to write
the integral defined in (179) as an integral over H˜
′
.
For all h′ =
m∑
k=1
hk Hk, we get:
(180) det(h′ − 1) =
m∏
k=1
(1 + h2k).
Indeed, for all h ∈ R, we denote by A(h) the matrix defined by A(h) =
(−1 h
−h −1
)
. Then,
(181) det(h′ − 1) = det(diag(A(h1), . . . ,A(hm))) =
m∏
k=1
det(A(hk)) =
m∏
k=1
(1 + h2k).
Moreover, we have Θ(c˜(h′)) = ch(h′)2n =
m∏
k=1
(1 + h2
k
)n.
Now, we focus our attention on the term
∏
α∈Φ+(g′,h′)
(ξ α
2
(c
♯
−(h
′)) − ξ− α
2
(c
♯
−(h
′))).
First, we remark that c(h′) = diag
(
c
(
0 h1
−h1 0
)
, . . . , c
(
0 hm
−hm 0
))
. Moreover, for all x ∈ R, we
have:
c
(
0 x
−x 0
)
=
(
1 x
−x 1
) (−1 x
−x −1
)−1
=
1
1 + x2
(
1 x
−x 1
) (−1 −x
x −1
)
=
−1+x21+x2 −2x1+x22x
1+x2
−1+x2
1+x2
 = R (arccos (−1 + x2
1 + x2
))
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where R(θ) is the rotation matrix of angle θ. Then,
(182) c(h′) = diag
(
R
(
Y1 = arccos
(−1 + h21
1 + h2
1
))
, . . . ,R
(
Ym = arccos
(−1 + h2m
1 + h2m
)))
and ∏
α∈Φ+(g′,h′)
(ξ
♯
α
2
(c
♯
−(h
′)) − ξ♯− α
2
(c
♯
−(h
′)))
=
∏
1≤i< j≤m
(
ξ
♯
ei−e j
2
(c
♯
−(h
′)) − ξ♯
− e j−ei
2
(c
♯
−(h
′))
) ∏
1≤i< j≤m
(
ξ
♯
ei+e j
2
(c
♯
−(h
′)) − ξ♯
− e j+ei
2
(c
♯
−(h
′))
) m∏
k=1
(
ξ
♯
ek(c
♯
−(h
′)) − ξ♯−ek (c
♯
−(h
′))
)
=
∏
1≤i< j≤m
(
e
i(Yi−Y j)
2 − e
i(−Yi+Y j)
2
) ∏
1≤i< j≤m
(
e
i(Yi+Y j)
2 − e
−i(Yi+Y j)
2
) m∏
k=1
(
eiYk − e−iYk
)
=
∏
1≤i< j≤m
(eiYi − e−iY j − eiY j + eiY j ) =
∏
1≤i< j≤m
(2 cos(Yi) − 2 cos(Y j))
m∏
k=1
2i sin(Yk)
=
∏
1≤i< j≤m
2
1 − h2i
1 + h2
i
−
1 − h2
i
1 + h2
i
 m∏
k=1
2i
√
1 − cos2(Yk)
=
∏
1≤i< j≤m
2
 (1 − h
2
i
)(1 + h2
j
) − (1 − h2
j
)(1 + h2
i
(1 + h2
i
)(1 + h2
j
)

m∏
k=1
2i
√√
1 − cos
arccos
 − 1 + h2k
1 + h2
k


2
=
∏
1≤i< j≤m
4
 h
2
j
− h2
i
(1 + h2
i
)(1 + h2
j
)

m∏
k=1
2i
√√1 −
 − 1 + h2k
1 + h2
k

2 = ∏
1≤i< j≤m
4
 h
2
j
− h2
i
(1 + h2
i
)(1 + h2
j
)

m∏
k=1
2i
√
4h2
k
(1 + h2
k
)2
=
∏
1≤i< j≤m
4
 h
2
j
− h2
i
(1 + h2
i
)(1 + h2
j
)

m∏
k=1
4ihk
(1 + h2
k
)
=
∏
1≤i< j≤m
4(h2
j
− h2
i
)
m∏
k=1
(1 + h2
k
)m−1
m∏
k=1
4ihk
m∏
k=1
(1 + h2
k
)
=
∏
1≤i< j≤m
4(h2
j
− h2
i
)
m∏
k=1
2ihk
m∏
k=1
(1 + h2
k
)m
= C
πg′/h′(h
′)
m∏
k=1
(1 + h2
k
)m
.
Similarly, we obtain:
∏
α∈Φ+(g′,h′)
α|
h˜
,0
(ξ
♯
α
2
(c♯(h′)) − ξ♯− α
2
(c♯(h′))) =
∏
1≤i< j≤n
4
 h
2
j
− h2
i
(1 + h2
i
)(1 + h2
j
)

n∏
i=1
m∏
j=n+1
4
 h
2
j
− h2
i
(1 + h2
i
)(1 + h2
j
)

n∏
k=1
4ihk
(1 + h2
k
)
=
∏
1≤i< j≤n
4(h2
j
− h2
i
)
n∏
k=1
(1 + h2
k
)n−1
n∏
i=1
m∏
j=n+1
4(h2
j
− h2
i
)
n∏
i=1
(1 + h2
i
)m−n
m∏
j=n+1
(1 + h2
j
)n
n∏
k=1
4ihk
(1 + h2
k
)
=
∏
1≤i< j≤n
4(h2
j
− h2
i
)
n∏
i=1
m∏
j=n+1
4(h2
j
− h2
i
)
n∏
k=1
4ihk
n∏
k=1
(1 + h2
k
)m
m∏
k=n+1
(1 + h2
k
)n
= C′
πg′/z′(h
′)
n∏
k=1
(1 + h2
k
)m
m∏
k=n+1
(1 + h2
k
)n
,
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and then, the following equality holds:
(183)
∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)(ξ α2 (c♯(h′)) − ξ− α2 (c♯(h′)))
∣∣∣∣∣∣
2
∏
α∈Φ+(g′,h′)
α|
h˜
,0
(ξ α
2
(c♯(h′)) − ξ− α
2
(c♯(h′)))
= C′′
πg′/h′(h
′)πz′/h′(h′)
n∏
k=1
(1 + h2
k
)m
m∏
k=n+1
(1 + h2
k
)2m−n
.
Using the fact that jg′(h
′) =
p+q∏
k=1
(1 + h2
k
)−(2m+1) and jh′(h′) =
p+q∏
k=1
(1 + h2
k
)−1, we get:
(184)
ch(pr(h′))2m−2nπg′/h′(h
′)πz′/h′(h
′)Θ(c˜(h′)) jg(h
′) =
∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)(ξ α2 (c♯−(h′)) − ξ− α2 (c♯−(h′)))
∣∣∣∣∣∣
2
∏
α∈Φ+(g′,h′)
α|
h˜
,0
(ξ α
2
(c
♯
−(h′)) − ξ− α2 (c
♯
−(h′)))
jh(h
′).
Then, the equation (179) becomes:
T (ΘΠ)(φ)
= C′1
∑
η0∈W (G,h,β
sgn(η0)
∫
h′
c−(pr(x))
−η−1
0
µ′ ch(pr(x))2m−2nπz′/h′(x)πg′/h′(x)Θ(c˜(x)) jg′(x)ΨG˜
′
/H˜
′
(c˜−(x))dx
= C′′1
∑
η0∈W (G,h,β)
sgn(η0)
∫
h′
c−(pr(x))
−η−1
0
µ′
∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)(c−(x) α2 − c−(x)− α2 )
∣∣∣∣∣∣
2
∏
α∈Φ+(g′,h′)
α|
h˜
,0
(c−(x)
α
2 − c−(x)− α2 )
jh(x)Ψ
G˜
′/H˜′(c˜−(x))dx
Finally,
(185) T (ΘΠ)(φ) =
∫
H˜
′
C′′1
∑
η0∈W (G,h,β)
sgn(η0) pr(h)
−η−1
0
µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′
/H˜
′
(h)dh
Using the invariance of
∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)(h α2 − h− α2 )
∣∣∣∣∣∣
2
ΨG˜
′/H˜′(h) under the action of W (K′, h′), we have:
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′/H˜′(h) =
1
|W (K′, h′)|
∑
σ∈W (K′,h′)
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
((σh)
α
2 − (σh)− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′/H˜′(σh)
and
T (ΘΠ)(φ)
=
C′′1
|W (K′, h′)|
∫
H˜
′
∑
η0∈W (G,h,β)
∑
σ∈W (K′,h′)
sgn(η0) pr(h)
−η−1
0
µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
((σh)
α
2 − (σh)− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′/H˜′(σh)dh
31
=
C′′
1
|W (K′, h′)|
∫
H˜
′
∑
η0∈W (G,h,β)
∑
σ∈W (K′,h′)
sgn(η0) pr(σ
−1h)−η
−1
0
µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
((σ−1h)
α
2 − (σ−1h− α2 )
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′
/H˜
′
(h)dh
Finally, we obtain that the character ΘΠ′(h) is given, up to a constant, by the formula:
(186)
∑
η∈W (G,h,β)
∑
σ∈W (K′,h′)
sgn(η) pr(σh)−η
−1µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
((σh)
α
2 − (σh)− α2 ).

7. The dual pair (G = O(2n + 1,R),G′ = Sp(2m,R)), n ≤ m
Let V0 be a real vector space of dimension 2n + 1 endowed with a positive-definite symmetric
bilinear form b0. Let B = {v1, v′1, . . . , vn, v′n, vn+1} be a basis of V0 such that Mat(b0,B) = Id2n+1
and let O(V0, b0) the group of isometries of the form b0, i.e.
(187) O(V0, b0) =
{
g ∈ GL(V0), b0(gu, gv) = b0(u, v), (∀u, v ∈ V0)
}
.
We denote by o(V0, b0) the Lie algebra of O(V0, b0) given by:
(188) o(V0, b0) =
{
X ∈ End(V0), b0(Xu, v) + b0(u, Xv) = 0, (∀u, v ∈ V0)
}
.
Writing the endomorphisms X in the basis B, the Lie algebra can be realized as:
(189) o(V0, b0) =
{
X ∈ M(2n + 1,R), X = −Xt} .
In particular, o(V0, b0) corresponds to the set of skew-symmetric matrices of M(2n + 1,R) and
we get the following decomposition:
(190) o(V0, b0) =
⊕
1≤i< j≤2n+1
R(Ei, j −E j,i) =
⊕
1≤i< j≤2n
R(Ei, j −E j,i) ⊕
2n⊕
k=1
(Ek,2n+1 −E2n+1,k).
Let h0 be the subalgebra of g0 defined by:
(191) h0 =
n⊕
k=1
R(E−1+2k,2k −E2k,−1+2k).
To simplify the notation, let Hk be the matrix defined by Hk = E−1+2k,2k −E2k,−1+2k, 1 ≤ k ≤ n.
The complexifications of g0 and h0 are respectively denoted by g and h. The roots of g with
respect to h are given by:
(192) Φ(g, h) =
{
±ei ± e j, 1 ≤ i , j ≤ n
}
∪ {±ei, 1 ≤ i ≤ n} .
where the linear forms ea, 1 ≤ a ≤ n, are defined in equation (128).
Let πg/h be the product of positive roots. For all h =
n∑
k=1
hk Hk ∈ h0, we have:
πg/h(h) =
∏
α∈Φ+(g,h)
α(h) =
∏
1≤i< j≤n
(ei − e j)(h)
∏
1≤i< j≤n
(ei + e j)(h)
n∏
k=1
ek(h)
=
∏
1≤i< j≤n
(−ihi + ih j)
∏
1≤i< j≤n
(−ihi − ih j)
n∏
k=1
(−ihk) = (−1)n
∏
1≤i< j≤n
(−h2i + h2j)
n∏
k=1
ihk
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Let V = V0 ⊕ V1, b = b0 ⊕ b1 as defined in Appendix A and let (S, s(V, b) = s(V, b)0 ⊕ s(V, b)1)
be the corresponding Lie supergroup.
Lemma 7.1. An element X =
(
0 X1
X2 0
)
is in s(V, τ)1 if and only if X2 = − Jm,m Xt1.
For all j, we denote by V
j
0
and V
j
1
the subspaces of V0 and V1 given by:
(193) V
j
0
= Rv j ⊕ Rv′j, Vn+10 = Rvn+1, V
j
1
= Rw j ⊕ Rw′j.
We now consider the elements u j ∈ s(V)1, 1 ≤ j ≤ n, defined on V0 (resp. V1) by
(194) u j(v j) =
1√
2
(w j − w′j), u j(v′j) =
1√
2
(w j + w
′
j), u j(vk) = u j(v
′
k) = 0, k , j,
(195) u j(w j) =
1√
2
(v j − v′j), u j(w′j) =
1√
2
(v j + v
′
j), u j(wk) = u j(w
′
k) = 0, k , j,
and let h1 be the subspace of s(V, b)1 given by
(196) h1 =
n∑
j=1
Ru j.
We define the moment maps τ : s(V, b)1 7→ o(2n + 1,R) and τ′ : s(V, b)1 7→ sp(2m,R) by
(197) τ(w) = w2|V
0
, τ′(w) = w2|V
1
.
More precisely, for all w =
(
0 X1
J−1m,m X
t
1
0
)
, we have:
(198) τ
(
0 X1
J−1m,m X
t
1
0
)
= X1 J
−1
m,m X
t
1, τ
(
0 X1
J−1m,m X
t
1
0
)
= J
−1
m,m X
t
1X1.
We get an injection of h into h′ given by:
(199) h ∋
n∑
k=1
hk Hk 7→
n∑
k=1
hk Hk ∈ h′.
We denote by h˜ the image of h into h′. We define z′ and Z′ by
(200) z′ = {x ∈ g′, [x, y] = 0, (∀y ∈ h˜)},
(201) Z
′
= {Ad(g)y = y, (∀y′ ∈ h˜)}.
We define Φ(g′, z′) = {α ∈ Φ(g′, h′), α|h˜ , 0} and Φ(z′, h′) = Φ(g′, h′) \ Φ(g′, z′), and let:
(202) πg′/z′ =
∏
α∈Φ+(g′,z′)
α πg′/z′ =
∏
α∈Φ+(z′,h′)
α.
For every φ ∈ S(W), we define the function fφ on τ(hreg1 ) by
(203) fφ(τ(w)) := Ch1πg′/z′(τ
′(w))
∫
G′ /Z′
φ(g′w)d(g′ Z′).
where Ch1 is a constant of modulus 1 defined in [19, Lemma 8, page 17].
As in the previous section, we denote by H♯ the two fold cover of H˜ such that the linear forms
α
2
are analytic integral for every roots α ∈ Φ(g, h) and let H♯0 be its connected identity component.
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Let ξ♯α
2
: H
♯
0
→ S1 be the multiplicative character having the linear form α2 as derivative and let
c
♯
− : h→ H♯0 be the extension of c− on H♯0 (section 5.1)
Proposition 7.2. Fix Π ∈ R(G˜, ω∞) of highest weight ν and let µ = ν + ρ. For every φ ∈ S(W),
the following formula holds:
(204) T (ΘΠ)(φ) =
∫
h
c−(x)
µ′ ch(x)2m−2n−1
∫
h∩τ(W)
eiB(x,y) fφ(y)dydx
where ch(x) = | det(x − 1)| 12 and µ′ ∈ h∗ is defined by
(205) µ′j = µn+1− j (1 ≤ j ≤ n).
Proof. For a proof of this proposition, we refer to [19, Corollary 38, page 47].

Remark 7.3. (1) By [14], the weights ν and ν′ of the representations Π and Π′ respectively
are given by:
(206) ν =
k∑
a=1
νaea 7→ ν′ = −
m∑
a=1
2n + 1
2
ea −
k∑
a=1
νn+1−aea,
where 0 ≤ k ≤ n and ν1 ≥ . . . ≥ νk > 0. By fixing k = m and considering a decreasing
sequence ν1 ≥ . . . ≥ νm ≥ 0 with at most n non zero νi, we get
(207) ν =
n∑
a=1
νaea 7→ λ′ = −
m∑
a=1
2n + 1
2
ea −
m∑
a=1
νm+1−aea =
m∑
a=1
τaea,
with τa = −2n+12 −νm+1−a, where (τa)a∈[|1,m|] is a decreasing sequence of negative numbers.
The linear form ρ is given by:
ρ =
1
2
∑
α∈Φ+(g,h)
α =
1
2
∑
1≤i< j≤n
(ei − e j) +
1
2
∑
1≤i< j≤n
(ei + e j) +
1
2
n∑
k=1
ek
=
1
2
∑
1≤i< j≤n
2ei +
1
2
n∑
k=1
ek =
n∑
k=1
(
n − k + 1
2
)
ek
Then µ =
n∑
k=1
(ν + ρ)aea with (ν + ρ)a = νa + n − a + 12 and
(208) µ′a = µn+1−a = νn+1−a + a −
1
2
.
(2) For every x, y ∈ g or g′, we denote by B the bilinear form defined by
(209) B(x, y) = Re tr(xy)
The form B is G (resp. G′)-invariant and non-degenerate on g and g′. More precisely,
for all x =
n∑
k=1
xk Hk,k (resp. x
′
=
m∑
k=1
x′
k Hk,k) and y =
n∑
k=1
yk Hk,k (resp. y
′
=
m∑
k=1
y′
k Hk,k), the
form B is given by
(210) B(x, y) =
n∑
k=1
−πxkyk
resp. B(x′, y′) = m∑
k=1
−πx′ky′k
 .
See [19, page 49-50].
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Theorem 7.4. For all regular element y ∈ h˜ and y′ ∈ h′ reg, we get:
(211) πg′/z′(y)
∫
G′ /Z′
eiB(y
′,g′y)d(g′ Z′) = (−i) 12 dim(g′/z′)(−1)n(h′)
∑
σ∈W (K′,h′)/W (K′,h′)h˜
eiB(y
′,σy)
πg′/z′(σ−1y′)
where n(h˜) is the number of non-compacts positives roots which do not vanish on h˜′.
It is clear that for all ψ ∈ C ∞c (G′ .h′ reg),
(212) φ : W ∋ w 7→
∫
g′
χx′(w)ψ(x
′)dx′ ∈ C
is a Schwartz function onW. Using the Weyl integration formula, we get for all y ∈ τ(h1)
πg′/z′(y)
∫
G′ /Z′
∫
g′
eiB(y
′,g′y)ψ(y′)dy′d(g′ Z′)
=
1
|W (K′, h′)|
∫
h′
(
πg′/z′(y)
∫
G′ /Z′
eiB(y
′,g′y)d(g′ Z′)
)
ψG˜
′/H˜′(y′)|πg′/h′(y′)|2dy′
where ψG˜
′/H˜′ : h′ reg → C is given by:
(213) ψG˜
′/H˜′(y′) =
∫
G˜′/H˜′
ψ(Ad(g˜′)(y′))d(g˜′H˜′).
Using the same method than before, we get the following equality:
(214) fφ(y) = C
∫
h′
eiB(y
′,y)πz′/h′(y
′)πg′/h′(y′)ψG˜
′
/H˜
′
(y′)dy′.
We denote by Aψ the function defined on h
′ reg by
(215) Aψ(y
′) = πg′/h′(y
′)ψG˜
′
/H˜
′
(y′) (y′ ∈ h′ reg).
Then, we get:
(216) fφ = Fh′(Cπz′/h′Aψ)|h˜ .
Before giving the main theorem, we prove a result concerning the right hand-side of (204).
More particularly, we are interested in the support of the following distribution:
(217)
∫
h
c−(x)
−µ′ ch(x)2m−2n−1eiB(x,y)dx.
Proposition 7.5. Let β1 and β2 the two integers defined by:
(218) β1 =
max
{
k ≥ 1, µ′
k
≤ −(m − n + 3
2
)
}
if µ′1 ≤ −(m − n + 32)
0 otherwise
(219) β2 =
min
{
k ≥ 1, µ′
k
≥ m − n + 3
2
}
− 1 if µ′n ≥ m − n + 32
n otherwise
Then,
(220) supp
∫
h
c−(x)
−µ′ ch(x)2m−2n−1eiB(x,y)dx =

β1∑
k=1
hk Hk +
n∑
k=β2+1
yk Hk, hi > 0, yi < 0
 .
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Proof. According to [19, Lemma 33, page 43], we get:
(221)
∫
h
c−(x)
−µ′ ch(x)2m−2n−1eiB(x,y)dx =
n∏
k=1
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−iπxkykdxk,
where ak = µ
′
k
−m + n+ 1
2
and bk = −µ′k −m+ n+ 12 . In particular, ak ≥ 1 (resp. bk ≥ 1) implies
bk ≤ 0 (resp. ak ≤ 0).
Using [19, Appendix C], we get the following equality
(222)
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−iπxkykdxk = Pak ,bk(πyk)e−|πyk | + Qak ,bk
 ∂∂yk
 δ0(πyk),
where Pak ,bk and Qak ,bk are the polynomials defined in [19, Appendix C]. In particular, using [19,
Appendix C], the support of the polynomial Pak,bk are
(223) suppPak ,bk =

] − ∞, 0] if ak ≥ 1 and ak ≤ 1
[0,+∞[ if ak ≤ 0 and bk ≥ 1
{∅} otherwise
=

] − ∞, 0] if µ′
k
≥ m − n + 3
2
[0,+∞[ if µ′
k
≤ −(m − n + 3
2
)
{∅} otherwise
.
Then,
(224) supp
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−iπxkykdxk =

[0,+∞[ if k ≤ β1
{0} if k ∈ [|β1 + 1, β2|]
] −∞, 0] if k ≥ β2 + 1
and finally
(225)
supp
∫
h
c−(x)
−µ′ ch(x)2m−2n−1eiB(x,y)dx =

β1∑
k=1
hk Hk +
n∑
k=β2+1
yk Hk, hk > 0, yk < 0
 ⊆ τ(h1).

From now on, we denote by supp(β1, β2) the support of the distribution given in equation (217).
We denote by h˜⊥ the orthogonal complement of h˜ with respect to the bilinear form B, and by
pr : h→ h˜ the associated projection, i.e.
(226) pr(y1 + y2) = y1 (y1 ∈ h˜, y2 ∈ h˜⊥).
Finally„ let us consider the subgroup W (G, h, β) of W (G, h) defined by:
(227) W (G, h, β) = {η ∈ W (G, h), supp(β1, β2) ⊆ ητ(h1)}.
Theorem 7.6. The character ΘΠ′ of Π
′ ∈ R(G˜′, ω∞) is given, up to a constant, by the following
formula:
(228) ΘΠ′(h) =
∑
η∈W (G,h,β)
∑
σ∈W (K′,h′)
sgn(η) pr(σh)−η
−1µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
((σh)
α
2 − (σh)− α2 ).
Proof. The proof of this theorem is similar to what we did in section 6 for O(2n,R).

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8. The dual pair (G = U(n,H),G′ = O∗(m,H)), n ≤ m
Let H be the fields of quaternions, i.e. H = R + iR + jR + i jR with i j = − ji. Let z =
a + ib + jc + i jd = (a + ib) + j(c − id) ∈ H. We have the following morphisms:
Ψ1 : H 7→ M(2,C)
(a + ib) + j(c − id) 7→
(
a + ib −c + id
c + id a − ib
)
and Ψ2 : M(2,C) → M(4,R) defined in equation (75). In particular, we associate to a quater-
nionic number z = (a + ib) + j(c − id) a 4 × 4-real matrix Ψ2 ◦ Ψ1(z) given by:
(229) Ψ2 ◦Ψ1(z) =

a −c −b −d
c a −d −b
b d a −c
d b c a
 .
More generally, we denote by Ψd the corresponding morphism from M(d,H) into M(2d,C) and
then we get a morphism Ψd ◦Ψd : M(d,H) → M(4d,R). We view Hk as a left H-vector space
(230) z.v = vz¯ (z ∈ H, v ∈ Hk),
where z¯ = a − ib − jc − i jd is the non-trivial conjugation on H.
Let V0 be a left n-dimensional vector space over H endowed with a positive definite hermitian
form b0. Let B = {v1, . . . , vn} be a basis of V0 such that the matrix of b0 with respect to B is
Mat(b0,B) = Idn and we denote by U(V0, b0) the group of isometries of b0, i.e.
(231) U(V0, b0) =
{
g ∈ GL(n,H), b0(g(u), g(v)) = b0(u, v), (∀u, v ∈ V0)
}
.
Writing the endomorphisms g in the basis B, the group U(V0, b0) can be realized as:
(232) {g ∈ GL(n,H), g∗g = Idn} ,
where g∗ = g¯t. From now on, we denote by U(n,H) the group defined in (232).
Remark 8.1. As mentioned in [16, Chapter 1, Section 17], the quaternionic unitary group
U(n,H) is isomorphic to Sp(2n,C) ∩ U(2n,C). In particular, the complexification of the Lie
algebra of U(n,H) is isomorphic to sp(2n,C).
We denote by g0 = u(n,H) the Lie Algebra of U(n,H) and by g its complexification. Let h0 the
subalgebra of g0 given by:
(233) h0 =
n⊕
k=1
RiEk,k .
The corresponding subspace in M(2n,C) is given by:
(234) Ψn(h0) =
n⊕
k=1
Ri(Ek,k −En+k,n+k) =
n⊕
k=1
RiHk .
We denote by h (resp. Ψn(h)) the complexification of h0 (resp. Ψn(h0)). As recalled in [16], the
roots are given by
(235) Φ(Ψn(g),Ψn(h)) =
{
±ei ± e j, 1 ≤ i < j ≤ n
}
∪ {±2ek, 1 ≤ k ≤ n} ,
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where the linear form ea is given by
(236) ea
 n∑
k=1
ihk Hk
 = ha.
Without considering the embedding of u(n,H) on M(2n,C), one can define the forms e˜a as
(237) e˜a
 n∑
k=1
ihk Ek,k
 = ha,
and get the same root system. Again, we define πg/h =
∏
α∈Φ+(g,h)
α.
Lemma 8.2. For all h =
n∑
k=1
ihkEk,k, we have:
(238) πg/h(h) =
∏
1≤i< j≤n
(h2i − h2j)
n∏
k=1
2hk.
Now, let V1 be a quaternionic vector space of dimension m endowed with a non-degenerate
skew-hermitian form b1. Let B
′
= {w1, . . . ,wm} be a basis of V1 such that Mat(b1,B′) = i Idm.
We denote by O∗(V1, b1) the group of isometries of the form b1, i.e.
(239) O
∗(V1, b1) =
{
g ∈ GL(V1), b1(g(u), g(v)) = b1(u, v), ∀u, v ∈ V1
}
.
Writing the endomorphisms in the basis B′, we get the following realization
(240) O
∗(V1, b1) = {g ∈ GL(m,H), g∗i Idm g = i Idm} .
We denote by O∗(m,H) the subgroup of GL(m,H) defined in equation (240).
Remark 8.3. Using the embedding Ψm, the group O
∗(m,H) can be seen as a subgroup of
GL(2m,C). More precisely, one can check that O∗(m,H) is isomorphic to
(241)
{
g ∈ U(m,m,C), gtMm,mg = Mm,m
}
,
where Mm,m =
(
0 Idm
Idm 0
)
. Until the end, we will denote by O∗(2m,C) the subgroup defined in
equation (241).
Let g′0 = o
∗(m,H) be the Lie algebra of O∗(m,H) and let h′0 be the subalgebra of g
′
0 given by
(242) h′0 =
m⊕
k=1
RiEk,k .
The complexification of g′0, denoted by g
′, is isomorphic to o(2m,C). In particular, as recalled
in [16], the roots of g′ are given by
(243) g′ =
{
±ei ± e j, 1 ≤ i , j ≤ m
}
where the linear form ea, 1 ≤ a ≤ m is given by
(244) ea
 m∑
k=1
ihk Ek,k
 = ha.
As before, let πg′/h′ be the product of all positive roots.
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Lemma 8.4. For all h′ =
m∑
k=1
ihk Ek,k, we have:
(245) πg′/h′(h
′) =
∏
1≤i< j≤m
(−h2i + h2j).
Remark 8.5. The maximal compact subgroup of O∗(m,H) is K = U(m,H). Let k0 be the Lie
algebra of K and k its complexification. According to the previous section, the compact roots
are given by
(246) Φ(k, h) =
{
±(ei − e j), 1 ≤ i < j ≤ m
}
.
Let V = V0 ⊕ V1, b = b0 ⊕ b1 as defined in Appendix A and let (S, s(V, b) = s(V, b)0 ⊕ s(V, b)1)
be the corresponding Lie supergroup.
Lemma 8.6. An element X =
(
0 X1
X2 0
)
is in s(V, b)1 if and only if X2 = −iX∗1.
We consider the decompositions of V0 and V1 given by
(247) V0 =
n⊕
i=1
V i
0
=
n⊕
i=1
Hvi V1 =
m⊕
i=1
V i
1
=
m⊕
i=1
Hwi.
We define the odd endomorphisms u j ∈ s(V, b)1, 1 ≤ j ≤ n, by
(248) u j(vk) = δ j,ke
− iπ4 wk, u j(wk) = δ j,ke
− iπ4 vk,
and let h1 be the subspace of s(V, b)1 given by
(249) h1 =
n∑
j=1
Ru j.
We define the moment maps τ : s(V, b)1 7→ g and τ′ : s(V, b)1 7→ g′ by
(250) τ(w) = w2|V
0
τ′(w) = w2|V
1
, w ∈ s(V, b)1.
In particular, τ(h1) ⊆ h and τ′(h1) ⊆ h′, and we consider the following embedding of h into h′
given by
(251) h ∋
n∑
k=1
ihk Ek,k 7→
n∑
k=1
ihk Ek,k ∈ h′.
We denote by h˜ the image of h into h′ given in (251), and let z′ be the subalgebra of g′ given by
(252) z′ = Cg′ h˜ =
{
x ∈ g′, [x, y] = 0, (∀y ∈ h˜)
}
.
Lemma 8.7. Set πg′/z′ =
∏
α∈Φ+(g′,h′)
α|
h˜
,0
α. For all h′ =
m∑
k=1
ihk Ek,k, we have:
(253) πg′/z′(h
′) =
∏
1≤i< j≤n
(h2i − h2j)
n∏
i=1
m∏
j=n+1
(h2i − h2j).
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For every φ ∈ S(W), we define the function fφ on τ(hreg1 ) by
(254) fφ(τ(w)) := Ch
1
πg′/z′(τ
′(w))
∫
G′ /Z′
φ(g′w)d(g′ Z′)
where Ch1 is a constant of modulus 1 defined in [19, Lemma 8, page 17].
As in the previous section, we denote by H♯ the two fold cover of H˜ such that the linear forms
α
2
are analytic integral for every roots α ∈ Φ(g, h). Let ξ♯α
2
: H
♯
0
→ S1 the multiplicative character
having the linear form α
2
as derivative and let c
♯
− : h→ H♯0 be the map defined in section 5.1.
Proposition 8.8. Fix Π ∈ R(G˜, ω∞) of highest weight ν and let µ = ν + ρ. For every φ ∈ S(W),
the following formula holds:
(255) T (ΘΠ)(φ) =
∫
h
c−(x)
µ′ ch(x)m−n−1
∫
h∩τ(W)
eiB(x,y) fφ(y)dydx
where ch(x) = | detR(x − 1)| 12 = | det(Ψ2n ◦ Ψn(x) − Id4n)| and µ′ ∈ h∗ is defined by
(256) µ′j = µn+1− j (1 ≤ j ≤ n).
Proof. For a proof of this proposition, we refer to [19, Corollary 38, page 47].

Remark 8.9. (1) By [14], the weights ν and ν′ of the representations Π and Π′ respectively
given by:
(257) ν =
n∑
a=1
νaea 7→ ν′ = −
m∑
a=1
nea −
n∑
a=1
νn+1−aea,
where ν1 ≥ . . . ≥ νn ≥ 0. By considering a decreasing sequence ν1 ≥ . . . ≥ νm ≥ 0 with
at most n non zero νi, we get
(258) ν =
n∑
a=1
νaea 7→ ν′ = −
m∑
a=1
nea −
m∑
a=1
νm+1−aea =
m∑
a=1
τaea,
with τa = −n − νm+1−a, where (τa)a∈[|1,m|] is a decreasing sequence of negative numbers.
The linear form ρ is given by:
ρ =
1
2
∑
α∈Φ+(g,h)
α =
1
2
∑
1≤i< j≤n
(ei − e j) +
1
2
∑
1≤i< j≤n
(ei + e j) +
1
2
n∑
k=1
2ek
=
1
2
∑
1≤i< j≤n
2ei +
n∑
k=1
ek =
n∑
k=1
(n − k + 1)ek
Then µ =
n∑
k=1
(ν + ρ)aea with (ν + ρ)a = νa + n − a + 1 and
(259) µ′a = µn+1−a = νn+1−a + a.
(2) For every x, y ∈ g or g′, we denote by B the bilinear form defined by
(260) B(x, y) = Re tr(xy)
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The form B is G (resp. G′)-invariant and non-degenerate on g and g′. More precisely,
for all x =
n∑
k=1
ixk Ek,k (resp. x
′
=
m∑
k=1
ix′
k Ek,k) and y =
n∑
k=1
iyk Ek,k (resp. y
′
=
m∑
k=1
iy′
k Ek,k),
the form B is given by
(261) B(x, y) =
n∑
k=1
−2πxkyk
resp. B(x′, y′) = m∑
k=1
−2πx′ky′k
 .
Theorem 8.10. For all regular element y ∈ h˜ and y′ ∈ h′ reg, we get:
(262) πg′/z′(y)
∫
G′ /Z′
eiB(y
′,g′y)d(g′ Z′) = (−i) 12 dim(g′/z′)(−1)n(h′)
∑
σ∈W (K′,h′)/W (K′,h′)h˜
eiB(y
′,σy)
πg′/z′(σ−1y′)
where n(h˜′) is the number of non-compacts positives roots which do not vanish on h˜.
It is clear that for all ψ ∈ C ∞c (G′ .h′ reg),
(263) φ : W ∋ w 7→
∫
g′
χx′(w)ψ(x
′)dx′ ∈ C
is a Schwartz function onW. Using the Weyl integration formula, we get for all y ∈ τ(h1)
πg′/z′(y)
∫
G′ /Z′
∫
g′
eiB(y
′,g′y)ψ(y′)dy′d(g′ Z′)
=
1
|W (K′, h′)|
∫
h′
(
πg′/z′(y)
∫
G′/Z′
eiB(y
′,g′y)d(g′ Z′)
)
ψG˜
′
/H˜
′
(y′)|πg′/h′(y′)|2dy′
where ψG˜
′
/H˜
′
: h′ reg → C is given by:
(264) ψG˜
′/H˜′(y′) =
∫
G˜′/H˜′
ψ(Ad(g˜′)(y′))d(g˜′H˜′).
Using the same method than before, we get the following equality:
(265) fφ(y) = C
∫
h′
eiB(y
′,y)πz′/h′(y
′)πg′/h′(y′)ψG˜
′
/H˜
′
(y′)dy′.
We denote by Aψ the function on h
′ reg defined by
(266) Aψ(y
′) = πg′/h′(y
′)ψG˜
′/H˜′(y′) (y′ ∈ h′ reg).
Then,
(267) fφ = Fh′(Cπz′/h′Aψ)|h˜ .
Before giving the main theorem, we prove a result concerning the right hand-side of (255).
More particularly, we are interested in the support of the following distribution:
(268)
∫
h
c−(x)
−µ′ ch(x)m−n−1eiB(x,y)dx.
Proposition 8.11. Let β1 and β2 be the two integers defined by:
(269) β1 =
max
{
k ≥ 1, µ′
k
≤ −(m − n + 3
2
)
}
if µ′
1
≤ −(m − n + 3
2
)
0 otherwise
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(270) β2 =
min
{
k ≥ 1, µ′
k
≥ m − n + 3
2
}
− 1 if µ′n ≥ m − n + 32
n otherwise
Then,
(271) supp
∫
h
c−(x)
−µ′ ch(x)m−n−1eiB(x,y)dx =

β1∑
k=1
ihk Hk +
n∑
k=β2+1
iyk Hk, hk > 0, yk < 0
 .
Proof. According to [19, Lemma 33, page 43], we get:
(272)
∫
h
c−(x)
−µ′ ch(x)m−n−1eiB(x,y)dx =
n∏
k=1
∫
R
(1 + ixk)
−ak(1 − ixk)−bke−2iπxkykdxk,
where ak = µ
′
k
−m + n + 1 and bk = −µ′k −m+ n+ 1. In particular, ak ≥ 1 (resp. bk ≥ 1) implies
bk ≤ 0 (resp. ak ≤ 0).
Using [19, Appendix C], we get the following equality
(273)
∫
R
(1 + ixk)
−ak(1 − ixk)−bkdxk = Pak ,bk(2πyk)e−|2πyk | + Qak ,bk
 ∂∂yk
 δ0(2πyk),
where Pak ,bk and Qak ,bk are the polynomials defined in [19, Appendix C]. In particular, using [19,
Appendix C], the support of the polynomial Pak,bk are
(274) suppPak,bk =

] − ∞, 0] if ak ≥ 1 and bk ≤ 0
[0,+∞[ if bk ≤ 0 and ak ≥ 0
{∅} otherwise
=

] −∞, 0] if µ′
k
≥ m − n
[0,+∞[ if µ′
k
≤ −(m − n)
{∅} otherwise
.
Then, we obtain:
(275) supp
∫
R
(1 + ixk)
−ak(1 − ixk)−bkdxk =

[0,+∞[ if k ≤ β1
{0} if k ∈ [|β1 + 1, β2|]
] −∞, 0] if k ≥ β2 + 1
and finally
(276)
supp
∫
h
c−(x)
−µ′ ch(x)m−n−1eiB(x,y)dx =

β1∑
k=1
ihk Hk +
n∑
k=β2+1
iyk Hk, hk > 0, yk < 0
 ⊆ τ(h1).

From now on, we denote by supp(β1, β2) the support of the distribution given in equation (268).
We denote by h˜⊥ the orthogonal complement of h˜ with respect to the bilinear form B, and by
pr : h→ h˜ the associated projection, i.e.
(277) pr(y1 + y2) = y1 (y1 ∈ h˜, y2 ∈ h˜⊥).
Finally, let us consider the subgroup W (G, h, β) of W (G, h) defined by:
(278) W (G, h, β) =
{
η ∈ W (G, h), supp(β1, β2) ⊆ ητ(h1)
}
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Theorem 8.12. The characterΘΠ′ ofΠ
′ ∈ R(G˜′, ω∞) is given, up to a constant, by the following
formula:
(279) ΘΠ′(h) =
∑
η∈W (G,h,β)
∑
σ∈W (K′,h′)
sgn(η) pr(σh)−η
−1µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
((σh)
α
2 − (σh)− α2 ).
Proof. By (255) and (268), we get
(280) T (ΘΠ)(φ) =
∫
h
c−(x)
−µ′ ch(x)m−n−1
∫
W (G,h)τ(h1)
eiB(x,y) fφ(y)dydx
Then, ∫
h
c−(x)
−µ′ ch(x)m−n−1
∫
W (G,h)τ(h1)
eiB(x,y) fφ(y)dydx
=
∑
η0∈W (G,h,β)
∫
h
c−(x)
−µ′ ch(x)m−n−1
∫
τ(h1)
eiB(x,η0(y)) fφ(η0(y))dydx
=
∑
η0∈W (G,h,β)
sgn(η0)
∫
h
c−(x)
−η−1
0
µ′ ch(x)m−n−1
∫
τ(h1)
eiB(x,y) fφ(y)dydx(281)
Again, playing with the support of fφ, we get:∫
τ(h1)
eiB(x,y) fφ(y)dy =
∫
h
eiB(x,y) fφ(y)dy
We identify h with its image h˜ in h′. Therefore, the equation (281) can be written as:
(282)
∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x)
−η−1
0
µ′ ch(x)m−n−1
∫
h˜
eiB(x,y) fφ(y)dydx
By (267), this can be written as:∑
η0∈W (G,h,β)
sgn(η0)
∫
h
c−(x)
−η−1
0
µ′ ch(x)m−n−1
∫
τ(h1¯,m)
eiB(x,y)Fh′(πz′/h′Aψ)(y)dydx
=
∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x)
−η−1
0
µ′ ch(x)m−n−1
∫
h˜
eiB(x,y) Fh′(πz′/h′Aψ)
∣∣∣
h˜
(y)dydx
=
∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x)
−η−1
0
µ′ ch(x)m−n−1F −1h′ Fh′(πz′/h′Aψ)
∣∣∣
h˜
(y)dydx
=
∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x
′)−η
−1
0
µ′ ch(x′)m−n−1
∫
h˜⊥
(πz′/h′Aψ)(x
′
+ y′)dy′dx′
=
∑
η0∈W (G,h,β)
sgn(η0)
∫
h˜
c−(x
′)−η
−1
0
µ′ ch(x′)m−n−1
∫
h˜⊥
πz′/h′(y
′)Aψ(x
′
+ y′)dy′dx′(283)
We now choose a particular function ψ ∈ C∞c (G′ .h′ reg). We denote by G′c ⊆ G′ the domain of
the Cayley transform in G′. Fix Ψ ∈ C∞c (G˜
′
) such that supp(Ψ) ∈ G˜′c ⊆ G˜′ and let jg′ be the
Jacobian of c : g′c → G′c. We recall that c˜− is defined by c˜−(x′) = c˜(x′)c˜(0)−1 and let ψ be the
function given by
(284) ψ(x′) = Θ(c˜(x′)) jg′(x
′)Ψ(c˜(x′)) (x′ ∈ g′c).
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With such a function ψ, the integral (283) becomes:
(285)∑
η0∈W (G,h,β)
sgn(η0)
∫
h′
c−(pr(x))
−η−1
0
µ′ ch(prm(x))
m−n−1πz′/h′(x)πg′/h′(x)Θ(c˜(x)) jg′(x)ΨG˜
′/H˜′(x)dx,
where pr is the projection given in the equation (277).
To get the character ΘΠ′ of Π
′, we would like to write the integral defined in (285) as an integral
over H˜
′
. For all h′ =
m∑
k=1
ihk Ek,k, we have:
(286) detR(h
′ − 1) = det
(
Ψ
2m ◦ Ψm(h′) − Id4m
)
=
m∏
k=1
(1 + h2k)
2.
Similarly, we obtain:∏
α∈Φ+(g,h)
(ξ♯α
2
(c
♯
−(h
′)) − ξ♯− α
2
(c
♯
−(h
′))) =
∏
1≤i< j≤m
(
c−(h
′)
(ei−e j )
2 − c−(h′)
(−ei+e j )
2
) ∏
1≤i< j≤m
(
c−(h
′)
(ei+e j )
2 − c−(h′)
(−ei−e j )
2
)
=
∏
1≤i< j≤m
(
c−(ihi)
1
2 c−(ih j)
− 1
2 − c−(ihi)−
1
2 c−(ih j)
1
2 )(c−(ihi)
1
2 c−(ih j)
1
2 − c−(ihi)−
1
2 c−(ih j)
− 1
2
)
=
∏
1≤i< j≤m
(
c(ihi) + c(ihi)
−1 − c(ih j) − c(ih j)−1
)
=
∏
1≤i< j≤m
ihi + 1
ihi − 1
+
ihi − 1
ihi + 1
−
ih j + 1
ih j − 1
−
ih j − 1
ih j + 1
=
∏
1≤i< j≤m
2(h2i − 1)
1 + h2
i
−
2(h2
j
− 1)
1 + h2
j
 = ∏
1≤i< j≤m
4(h2
i
− 1)(1 + h2
j
) − 4(h2
j
− 1)(1 + h2
i
)
(1 + h2
i
)(1 + h2
j
)
=
∏
1≤i< j≤m
4(h2i − h2j)
(1 + h2
i
)(1 + h2
j
)
=
∏
1≤i< j≤m
4(h2
i
− h2
j
)
m∏
k=1
(1 + h2
k
)m−1
= c
πg′/h′(h
′)
m∏
k=1
(1 + h2
k
)m−1
.
In particular, we get:
∏
α∈Φ+(g,h)
α|
h˜
,0
(ξ α
2
(c
♯
−(h
′)) − ξ− α
2
(c
♯
−(h
′))) =
∏
1≤i< j≤n
4(h2
i
− h2
j
)
n∏
k=1
(1 + h2
k
)n−1
n∏
i=1
m∏
j=n+1
4(h2
i
− h2
j
)
(1 + h2
i
)(1 + h2
j
)
=
∏
1≤i< j≤n
4(h2
i
− h2
j
)
n∏
i=1
m∏
j=n+1
4(h2
i
− h2
j
)
n∏
k=1
(1 + h2
k
)m−1
m∏
k=n+1
(1 + h2
k
)n
= C′
πg′/z′(h
′)
n∏
k=1
(1 + h2
k
)m−1
m∏
k=n+1
(1 + h2
k
)n
For all h′ =
m∑
k=1
ihk Ek,k, we get:
(287) ch(h′) =
m∏
k=1
(1 + h2k), ch(pr(h
′)) =
n∏
k=1
(1 + h2k),
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(288) jg′(h
′) =
m∏
k=1
(1 + h2k)
−(2m−1) jh′(h
′) =
m∏
k=1
(1 + h2k)
−1.
Then,
ch(pr(h′))m−n−1πz′/h′(h
′)πg′/h′(h
′)Θ(c˜(h′))
=
n∏
k=1
(1 + h2k)
m−n−1
∏
1≤i< j≤m
(−h2i + h2j)
∏
n+1≤i< j≤m
(−h2i + h2j)
m∏
k=1
(1 + h2k)
n
=
n∏
k=1
(1 + h2k)
m−1
m∏
k=n+1
(1 + h2k)
n
∏
1≤i< j≤m
(−h2i + h2j)
∏
n+1≤i< j≤m
(−h2i + h2j)
=
n∏
k=1
(1 + h2k)
m−1
m∏
k=n+1
(1 + h2k)
n
∣∣∣∣∣∣ ∏α∈Φ+(g,h)(ξ α2 (c♯−(h′)) − ξ− α2 (c♯−(h′)))
∣∣∣∣∣∣
2
∏
α∈Φ+(g,h)
α|
h˜
,0
(ξ α
2
(c
♯
−(h′)) − ξ− α2 (c
♯
−(h′)))
n∏
k=1
(1 + h2k)
m−1
m∏
k=n+1
(1 + h2k)
2m−2+n
=
∣∣∣∣∣∣ ∏α∈Φ+(g,h)(ξ α2 (c♯−(h′)) − ξ− α2 (c♯−(h′)))
∣∣∣∣∣∣
2
∏
α∈Φ+(g,h)
α|
h˜
,0
(ξ α
2
(c
♯
−(h′)) − ξ− α2 (c
♯
−(h′)))
n∏
k=1
(1 + h2k)
2m−2
m∏
k=n+1
(1 + h2k)
2m−2
=
∣∣∣∣∣∣ ∏α∈Φ+(g,h)(ξ α2 (c♯−(h′)) − ξ− α2 (c♯−(h′)))
∣∣∣∣∣∣
2
∏
α∈Φ+(g,h)
α|
h˜
,0
(ξ α
2
(c
♯
−(h′)) − ξ− α2 (c
♯
−(h′)))
( j−1g′ jh′)(h
′)
and the equation (285) becomes:
T (ΘΠ)(φ)
= C′1
∑
η0∈W (G,h,β)
sgn(η0)
∫
h′
c−(pr(x))
−η−1
0
µ′ ch(pr(x))m−n−1πz′/h′(x)πg′/h′(x)Θ(c˜(x)) jg′(x)ΨG˜
′
/H˜
′
(c˜−(x))dx
= C′′1
∑
η0∈W (G,h,β)
sgn(η0)
∫
h′
c−(pr(x))
−η−1
0
µ′
∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)(c−(x) α2 − c−(x)− α2 )
∣∣∣∣∣∣
2
∏
α∈Φ+(g′,h′)
α|
h˜
,0
(c−(x)
α
2 − c−(x)− α2 )
jh(x)Ψ
G˜
′/H˜′(c˜−(x))dx
Finally,
(289) T (ΘΠ)(φ) =
∫
H˜
′
C′′1
∑
η0∈W (G,h,β)
sgn(η0) pr(h)
−η−1
0
µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′/H˜′(h)dh
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Using the invariance of
∣∣∣∣∣∣ ∏α∈Φ+(g′,h′)(h α2 − h− α2 )
∣∣∣∣∣∣
2
ΨG˜
′
/H˜
′
(h) under the action of W (K′, h′), we get:
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′/H˜′(h) =
1
|W (K′, h′)|
∑
σ∈W (K′,h′)
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
((σh)
α
2 − (σh)− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′/H˜′(σh)
and
T (ΘΠ)(φ)
=
C′′
1
|W (K′, h′)|
∫
H˜
′
∑
η0∈W (G,h,β)
∑
σ∈W (K′,h′)
sgn(η0) pr(h)
−η−1
0
µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
((σh)
α
2 − (σh)− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′
/H˜
′
(σh)dh
=
C′′
1
|W (K′, h′)|
∫
H˜
′
∑
η0∈W (G,h,β)
∑
σ∈W (K′,h′)
sgn(η0) pr(σ
−1h)−η
−1
0
µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
((σ−1h)
α
2 − (σ−1h− α2 )
∣∣∣∣∣∣∣
∏
α∈Φ+(g′,h′)
(h
α
2 − h− α2 )
∣∣∣∣∣∣∣
2
Ψ
G˜
′/H˜′(h)dh
Finally, we obtain that the character ΘΠ′ is given, up to a constant, by the formula:∑
η∈W (G,h,β)
∑
σ∈W (K′,h′)
sgn(η) pr(σh)−η
−1µ′∏
α∈Φ+(g′,h′)
α|
h˜
,0
((σh)
α
2 − (σh)− α2 ).

Appendix A. Dual pairs viewed as Lie supergroups
For readers who are not familiar with the "correspondence" between irreducible reductive dual
pairs and some Lie supergroups, we recall the main ideas in this section. This correspondence
appears to be very useful when one wants to work with dual pairs. All of this section is based
on the article [23].
By a Lie supergroup, here we mean a Harish-Chandra pair. We recall the definition here (more
details can be found in [26]).
Definition A.1. A Harish-Chandra pair is a triple (G, g = g0 ⊕ g1,Ad) where:
• G is a Lie group with the Lie algebra g0,
• g is a Lie superalgebra,
• Ad : G → GL(g) is a representation of G such that the differential is equal to the action
of g0 on g via the superbracket.
Let (G,G′) be an irreducible reductive dual pair of type I in Sp(W). According to [17, Lec-
ture 5, Theorem 5.3], there exists a division algebra D over R with an involution ι, a hermitian
space (V, (·, ·)) and a skew-hermitian space (V ′, (·, ·)′) such that W = V ⊗D V ′, and G (resp. G′)
can be identified with the isometry group of the form (V, (·, ·)′) (resp. (V ′, (·, ·)′)). Moreover, the
symplectic form is given by the following formula
(290) 〈u1 ⊗ u2,w1 ⊗ w2〉 = trD/R((u1,w1).(u2,w2)′).
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Denote by E0 = V and E1 = V
′ and let E = E0 ⊕ E1. We denote by End(E) the set of
endomorphisms of E with Z2-graduation given by:
(291) End(V)α = {X ∈ End(V), X(Vβ) ⊆ Vα+β, β ∈ Z2} (α ∈ Z2).
We consider the even bilinear form τ = (·, ·) ⊕ (·, ·)′ defined on E by
(292) τ(u0 + u1, v0 + v1) = (u0, v0) + (u1, v1)
′.
Let s ∈ End(E)0 be defined by
(293) s(u0 + u1) = u0 − u1 u0 ∈ E0, u1 ∈ E1.
The following equality holds
(294) τ(u, v) = ι(τ(v, su)) (u, v ∈ E).
We consider
(295) g(E, τ)0 =
{
X ∈ End(E)0, τ(Xu, v) = τ(u,−Xv), u, v ∈ E
}
,
(296) g(E, τ)1 =
{
X ∈ End(E)1, τ(Xu, v) = τ(u, sXv), u, v ∈ E
}
,
(297) GL(E, τ)0 = {g ∈ End(E)0 ∩ GL(E), τ(g(u), g(v)) = τ(u, v), u, v ∈ E}.
As shown in [23], (S, s,Ad) = (GL(E, τ)0, g(E, τ) = g(E, τ)0 ⊕ g(E, τ)1,Ad) is a Lie supergroup
(where Ad is the natural action by conjugation). Moreover, the space Hom(V0,V1) is identified
with the symplectic vector spaceW and the symplectic form is given by:
(298) 〈x, y〉 = trD/R{sx, y} x, y ∈ g(E, τ)1,
where {·, ·} is the superbracket on g(E, τ).
In this context, the moment maps τ : W → g and τ′ : W → g′ are defined, for X =
(
0 B
B∗ 0
)
, by
τ(X) = X2|V
0
and τ′(X) = X2|V
1
. In particular, we have:
(299) τ
(
0 B
B∗ 0
)
= BB∗, τ′
(
0 B
B∗ 0
)
= B∗B.
Appendix B. Some comments concerning Theorem 5.11
B.1. How can we get the constant C? To determine the constant appearing in Theorem 5.11,
we use an idea developed by Harish-Chandra in [9, Chapter III, Section 41, page 97]. Fix
a ∈ C∞c (G˜
′
) a K˜
′−right invariant function such that:∫
G˜
′
a(g′)dg′ = 1
To simplify the notations, we will denote by W the compact Weyl group W (K′, h′) of K′. Fix
(300) ∆0(h) =
∏
α∈Φ+(k′,h′)
(h
α
2 − h− α2 ) ∆+(h) =
∏
α∈Φ+(g′,h′)\Φ+(k′,h′)
(h
α
2 − h− α2 ).
In particular,
(301) ∆(h) = ∆0(h)∆+(h) =
∏
α>0
(h
α
2 − h− α2 )
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For every function β ∈ C∞c (H˜
′ reg
), we denote by fβ the function of C
∞
c (G˜
′
H˜
′) defined as
fβ(h
x) = a(x)∆0(h)
−1
∑
σ∈W
sgn(σ)β(hσ) (h ∈ H˜′ reg, x ∈ G˜′)
(here, according to [9], G˜
′
H˜
′ is the set of the G˜
′
-orbits of H˜
′ reg
and hx = xhx−1). Similarly, we
define the function gβ of C
∞(K˜
′
) as
gβ(h
k) = ∆+(h)∆0(h)
−1
∑
σ∈W
sgn(σ)β(hσ) k ∈ K˜′.
We denote by f = 1
2
dim(G′ /H′), f0 =
1
2
dim(K′ /H′) and e = f − f0. From now on, we will
identify a representation Πγ ∈ ̂˜K′ with its highest weight γ. According to [9, page 97], we have:
ΘΠ′( fβ) = (−1)q
∑
γ∈ ̂˜K′
m(γ)
∫
K˜
′
gβ(k)Θγ(k)dk
where m(γ) is the multiplicity of γ in the decomposition of ΘΠ′ . The last equality can be
rewritten as follows:
ΘΠ′( fβ) = (−1)q
∑
γ∈ ̂˜K′
m(γ)
∫
K˜
′
gβ(k)Θγ(k)dk
= (−1)q
∑
γ∈ ̂˜K′
m(γ)
|W (K′, h′)|
∫
H˜
′
gβ(h)Θγ(h) |∆0(h)|2 dh
= (−1)q
∑
γ∈ ̂˜K′
∑
σ∈W
sgn(σ)
m(γ)
|W (K′, h′)|
∫
H˜
′
∆+(h)∆0(h)
−1β(hσ)Θγ(h) |∆0(h)|2 dh
= (−1)m
∑
γ∈ ̂˜K′
∑
σ∈W
sgn(σ)
m(γ)
|W (K′, h′)|
∫
H˜
′
∆+(h)β(h
σ)Θγ(h)∆0(h)dh
The equation (106) is of the form
ΘΠ′(h) =
CP(h)
∆(h)
,
with P(h) =
∑
η∈W (G,h,m)/W (G,h)m
∑
σ∈W (Z′(m),h′)
∑
τ∈W (K′,h′)
sgn(ηστ) prm(τh)
−η−1µ′(τh)σρz′(m) .
On the other hand, we have∫
G˜
′
fβ(g)ΘΠ′(g)dg =
1
|W (K′, h′)|
∫
H˜
′
fβ(h)ΘΠ′(h)|∆(h)|2dg
=
C
|W (K′, h′)|
∫
H˜
′
fβ(h)
P(h)
∆(h)
|∆(h)|2dg
=
C
|W (K′, h′)|
∑
σ∈W
sgn(σ)
∫
H˜
′
∆(h)−1β(hσ)P(h)
|∆(h)|2
∆(h)
dh
=
C(−1)m
|W (K′, h′)|
∑
σ∈W
sgn(σ)
∫
H˜
′
P(h)β(hσ)dh.
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So, we get the following equality
(302)
C(−1)m
∑
σ∈W
sgn(σ)
∫
H˜
′
P(h)β(hσ)dh = (−1)m
∑
γ∈ ̂˜K′
∑
σ∈W
sgn(γ)m(γ)
∫
H˜
′
∆+(h)β(h
σ)Θγ(h)∆0(h)dh.
This equality is valid for every function β ∈ C∞c (H˜
′ reg
), in particular for the function β given
by β(h) =
h−(λ+ρ)
∆+(h)
, where λ is the highest weight of the representation Π′. For this particular
function β, we get:∑
γ∈ ˆ˜K′
∑
σ∈W
sgn(σ)m(γ)
∫
H˜
′
∆+(h)β(h
σ)Θγ(h)∆0(h)dh =
∑
γ∈ ˆ˜K′
∑
σ∈W
sgn(σ)m(γ)
∫
H˜
′
h−(λ+ρ)Θγ(h)∆0(h)dh
=
∑
γ∈ ˆ˜K′
m(γ)
∫
H˜
′
∑
σ∈W
sgn(σ)h−(λ+ρ)
Θγ(h)∆0(h)dh
=
∑
γ∈ ˆ˜K′
m(γ)
∫
H˜
′
Θλ(h)Θγ(h) |∆0(h)|2 dh(303)
Using [16, Chapter IV, Section 2, Corollary 4.10], we obtain:∫
K˜
′
Θλ(k)Θγ(k)dk =
1 if λ = η0 otherwise
By the Weyl integration formula, we have:
(304)
∫
H˜
′
Θλ(h)Θγ(h) |∆0(h)|2 dk =
|W | if λ = η0 otherwise
According to [12, Theorem 9, page 555], there exists a unique K˜
′
-type with multiplicity 1 and
of highest weight λ. Then,
|W | = C
∫
H˜
′
P(h)
∑
σ∈W
sgn(σ)h−σ(λ+ρ)
 dh
∆+(h)
Finally, we obtain the following formula for the constant C:
(305) C−1 =
1
|W |
∫
H˜
′
∑
σ∈W
sgn(σ)h−σ(λ+ρ)
 P(h)
∆+(h)
dh
B.2. A remark concerning the interval [|mmin,mmax|] for G = U(1,C). In section 5, more
particularly in Theorem 5.11, we get an explicit formula for the character of the representation
Π
′ on the maximal compact Cartan subgroup of U(p, q,C). In particular, we consider an em-
bedding of h in h′, denoted by h′(m), where m can be chosen arbitrarily in [|mmin,mmax|], and the
surprising fact is that the character formula (106) does not depend of the choice of m. In this
section, for the dual pair (G = U(1,C),G′ = U(p, q,C)), 1 ≤ p ≤ q, we compute explicitly the
formula (106) for two different values of m. For this particular dual pair, we get:
mmin =
1 if λ1 ≤ −q0 if λ1 > −q
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mmax =
0 if λ1 ≥ p1 if λ1 < p
Then, the possible values for the parameter m are:
(306) m =

1 if λ1 ≤ −q
0 or 1 if − q < λ1 < p
0 if λ1 ≥ p
.
Using (106), we get that the character ΘΠ′ is given by:
ΘΠ′(h) = C
∑
σ∈W (K′,h′)
prm(σh)
−µ′∏
α>0
α|h′(m),0
((σh)
α
2 − (σh)− α2 )
where C is a constant. We start with m = 1. For all h = diag(h1, . . . , hp+q), we have pr1(h) = h1.
Moreover, {
α ∈ Φ+(g′, h′) ; α|h′(1) , 0
}
=
{
e1 − e j ; 2 ≤ j ≤ p + q
}
.
So, ∏
α>0
α|h′(1),0
(h
α
2 − h− α2 ) =
p+q∏
k=2
(h
1
2
1
h
− 1
2
k
− h−
1
2
1
h
1
2
k
) =
p+q∏
k=2
h
− 1
2
1
h
− 1
2
k
(h1 − hk)
= h
− p+q−1
2
1
p+q∏
k=2
h
− 1
2
k
p+q∏
k=2
(h1 − hk) = h−
p+q−2
2
1
p+q∏
k=2
h
− 1
2
k
p+q∏
k=2
(h1 − hk)
According to (106),
ΘΠ′(h) = C
∑
σ∈W (K′,h′)
h
p+q
2
−µ′−1
σ(1)
p+q∏
k=1
h
1
2
k
p+q∏
k=2
(hσ(1) − hσ(k))
.
Lemma B.1. The following equality holds
(307)
∑
σ∈W (K′,h′)
h
p+q
2
−µ′−1
σ(1)
p+q∏
k=2
(tα(1) − tα(k))
= (p − 1)!q!
p∑
b=1
h
p+q
2
−µ′−1
b
b∏
a=1
a,b
(hb − ha)
Proof. First, ∑
σ∈W (K′,h′)
h
p+q
2
−µ′−1
σ(1)
p+q∏
k=2
(hσ(1) − hσ(k))
=
p∑
k=1
∑
α∈W (K′,h′)
σ(1)=k
h
p+q
2
−µ′−1
k
p+q∏
j=2
(hk − hσ( j))
Then, for all k ∈ [|1, p|] and σ ∈ W (K′, h′) such that σ(1) = k, we have σ ({2, . . . , p + q}) =
{1, . . . , p + q} \ {k}, and
p+q∏
j=2
(hk − hσ( j)) =
p+q∏
a=1
a,k
(hk − ha).
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Finally,
p∑
k=1
∑
σ∈W (K′,h′)
σ(1)=k
h
p+q
2
−µ′−1
k
p+q∏
j=2
(hk − hσ( j))
= (p − 1)!q!
p∑
b=1
h
p+q
2
−µ′−1
b
p+q∏
a=1
a,b
(hb − ha)
.

Up to a constant, the character ΘΠ′(h) is given by the following formula:
(308) ΘΠ′(h) =
p+q∏
k=1
h
1
2
k
p∑
b=1
h
p+q
2
−µ′−1
b
p+q∏
a=1
a,b
(hb − ha)
.
Now, we treat the case m = 0. We have pr0(h) = hp+q and{
α ∈ Φ+(g′, h′) ; α|h′(0),0
}
=
{
ek − ep+q ; 1 ≤ k ≤ p + q − 1
}
.
Then,∏
α>0
α|h′(0),0
(h
α
2 − h− α2 ) =
p+q−1∏
k=1
(h
1
2
k
h
− 1
2
p+q − h−
1
2
k
h
1
2
p+q) =
p+q−1∏
k=1
h
− 1
2
p+qh
− 1
2
k
(hk − hp+q)
= h
− p+q−1
2
p+q
p+q−1∏
k=1
h
− 1
2
k
p+q−1∏
k=1
(hk − hp+q) = h−
p+q−2
2
p+q
p+q−1∏
k=1
h
− 1
2
k
p+q−1∏
k=1
(hk − hp+q)
i.e.
(309) ΘΠ′(h) = C
∑
α∈W (K′,h′)
h
p+q
2
−µ′−1
σ(p+q)
p+q∏
k=1
h
1
2
j
p+q−1∏
k=1
(hσ(k) − hσ(p+q))
.
Lemma B.2. ∑
σ∈W (K′,h′)
h
p+q
2
−µ′−1
σ(p+q)
p+q−1∏
k=1
(tσ(k) − tσ(p+q))
= p!(q − 1)!
p+q∑
b=p+1
h
p+q
2
−µ′−1
b
p+q∏
a=1
a,b
(hb − ha)
.
Finally, the character ΘΠ′ of Π
′ is given, up to a constant, by the formula:
(310) ΘΠ′(h) = Cp!(q − 1)!
p+q∏
k=1
h
1
2
j
p+q∑
b=p+1
h
p+q
2 −µ′−1
b
p+q∏
a=1
a,b
(hb − ha)
.
Now, we prove that the character formula given in Theorem 5.11 is independent of the choice
of m ∈ [|0, 1|].
Proposition B.3. For all λ1 ∈ [| − q + 1, p − 1|], we have:
(311)
p+q∑
b=p+1
h
p+q
2
−µ′−1
b
p+q∏
a=1
a,b
(hb − ha)
= −
p∑
b=1
h
p+q
2
−µ′−1
b
p+q∏
a=1
a,b
(hb − ha)
.
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Remark B.4. The previous proposition can be reformulated as follows: for all k ∈ [|0, p+q−2|],
the following equality holds:
(312)
p+q∑
b=p+1
hk
b∏
a,b
(hb − ha)
= −
p∑
b=1
hk
b∏
a,b
(hb − ha)
Proof. We first multiply both sides of (312) by
∏
1≤i< j≤p+q
(hi − h j). Then, (312) can be written as
p+q∑
b=p+1
(−1)b−1hkb
∏
1≤a<c≤p+q
b,a,b,c
(ha − hc) = −
p∑
b=1
(−1)b−1hkb
∏
1≤a<c≤p+q
b,a,b,c
(ha − hc),
which is equivalent to
p+q∑
b=1
(−1)b−1hkb
∏
1≤a<c≤p+q
b,a,b,c
(ha − hc) = 0
For each k ∈ [|0, p+q−2|], we denote by Mk the matrix in M(p+q,R) defined by the following
equalities:
• Mk
i, j = h
j−1
i
if j ≤ k
• Mk
i,k+1 = Mi,k+2 = t
k
i
• Mk
i, j = t
j−2
i
if j > k + 2
i.e. 
1 h1 . . . h
k−1
1
hk
1
hk
1
hk+1
1
. . . h
p+q−2
1
...
...
...
1 hp+q . . . h
k−1
p+q h
k
p+q h
k
p+q h
k+1
p+q . . . h
p+q−2
p+q
 .
The (k + 1)th et (k + 2)th columns are equals, so for every k ∈ [|0, p + q − 2|], the determinant
of Mk is zero. Developing the determinant of Mk with respect to the (k + 1)th-column, we
conclude:
0 = det(Mk) = (−1)k
p+q∑
b=1
(−1)b−1hkb
∏
1≤a<c≤p+q
b,a,b,c
(ha − hc).

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