We analyze certain conservative interacting particle system and establish ergodicity of the system for a family of invariant measures. Furthermore, we show that convergence rate to equilibrium is exponential. This result is of interest because it presents counterexample to the standard assumption of physicists that conservative system implies polynomial rate of convergence.
Introduction
In this paper we present an example of the conservative interacting particle system with exponential rate of convergence to equilibrium. This system naturally appears in the dyadic model of turbulence (see [2] ). In [2] it has been established that the system has anomalous dissipation. This result seems to be the reason behind exponential rate of convergence to equilibrium. Similar systems naturally appear in the models of heat conduction and quantum spin chains ( [4] , [5] , [11] , [12] , [13] ).
Ergodic properties of systems of interacting particles is one of the central topics of statistical mechanics. They have been studied starting from the works of Spitzer [22] and Dobrushin [9] . The literature of the subject is huge and we will not attempt to list it here, see [20] and references therein.
Interacting particle systems are usually divided into two classes: conservative and nonconservative ones. Conservative ones are presumed to have at most polynomial rate of convergence to equilibrium and dissipative ones exponential one ( [19] ).
In the same time rigorous mathematical results about rates of convergence to equilibrium of conservative systems has been established only in the handful of cases such as Kawasaki dynamics ( [6] , [7] ), Ginzburg-Landau type processes ( [16] , [19] ) and Brownian moment processes ( [15] ). The result of this paper shows that existence of formal conservation law does not necessarily imply polynomial rate of convergence. Consequently, "meta" theorem that conservative interacting particle systems are ergodic with polynomial rate of convergence to equilibrium is not correct.
The system
Let (Ω, F t , P ) be a filtered probability space and (W n ) be a sequence of independent Brownian motions. Consider the equation
for all n ≥ 1, with X 0 = 0, k 0 = 0, and k n = λ n , n ∈ N for some λ > 1, X (0) n deterministic or F 0 -adapted. The stochastic integral in the system (2.1) is in Stratonovich sense.
Remark 2.1
The assumption k n = λ n , n ∈ N has been imposed for simplicity.
It can be relaxed to the assumption that the sequence
is nondecreasing and the first term of the sequence is bigger than 1.
Consider the space
Definition 2.2
We say that a sequence of continuous adapted processes (X n ) is a weak (in the analytical sense) solution in W of equation
we say it is a Leray solution in W . 
Remark 2.4
We use Galerkin type finite dimensional approximation to show existence of solution of system (2.1). Different way would be to apply results of Holevo [14] .
Proof.
Step 1 (existence). For each N ∈ N, consider the finite dimensional system n , n = 1, ..., N . This system has a unique strong solution, with all moments finite. Indeed, it immediately follows from the Theorem 3.3, p. 7 of [3] . Set
By Itô formula (we need finite fourth moments to have that the Itô terms are true martingales, then they disappear taking expected value) we have (we drop N )
for n = 1, ..., N , with q 0 = q N +1 = 0. Denote by · 2 W the same norm introduced above also in the case of a finite number of components. We have
Since q 1 ≥ 0 by definition, we have
converges weakly to
. Now the proof proceeds by standard arguments typical of equations with monotone operators (which thus apply to linear equations), presented in [21] , [18] . The subspace of L 2 (Ω × [0, T ] ; W ) of progressively measurable processes is strongly closed, hence weakly closed, hence (X n ) n≥1 is progressively measurable. The one-dimensional stochastic integrals which appear in each equation of the system are (strongly) continuous linear operators from the subspace of
of progressively measurable processes to L 2 (Ω), hence they are weakly continuous, a fact that allows us to pass to the limit in each one of the linear equations of the system. A posteriori, from these integral equations, it follows that there is a modification such that all components are continuous. The proof of existence is complete.
has non-unique solutions in a positive cone of a Banach space space l
and X 2 are non identically zero Leray solutions of the system (2.1). Define
4)
1 non identically zero and non proportional to each other we can deduce that
Moreover,
Indeed, otherwise it follows from the identity (2.4) that
Matrix A has tridiagonal form with positive off diagonal entries. Consequently, we can construct birth and death process ξ t , t ≥ 0 on some new probability space (S, G, P ′ ) such that matrix A is a q-matrix of the process (see details of construction at p. 8-10 [2] ) and p n (t) = P ′ (ξ t = n), n ∈ N. Now the question of uniqueness of the solution of the system (2.7) in conjunction with conditions (2.5) and (2.6) can be reformulated as the question of uniqueness (in law) of the process ξ t , t ≥ 0 with given q-matrix A. Hence the non uniqueness of the solution of the system (2.7) with conditions (2.5) and (2.6) follow for instance from the criterion in Theorem 3.2.3, p. 101 of monograph [1] (see also the original paper by Kato [17] ). Indeed, we have that the criterion number S is less than infinity for the q-matrix A defined above and condition (2.6) means that the solution is dishonest 2 .
Now we will show existence and uniqueness of solution of system (2.1) in a more restrictive class of moderate solutions. We will need following Lemma.
Consequently, we have
and the result follows.
Corollary 2.8 Assume that the sequence {X
Then the sequence
Corollary 2.9 Assume that the sequences
Proof. We have by triangle inequality and inequality (a + b)
2 , a, b ∈ Rǫ > 0 that for any ǫ > 0 there exists C(ǫ) > 0 such that
Taking limit N → ∞ we conclude that
and the result follows. Now we are ready to define class of moderate solutions.
(Ω, W ) a moderate solution of the system (2.1) iff X is a weak Leray solution and there exists sequence
Theorem 2.11 Given X(0) ∈ L 2 (Ω, W ) there exists a unique moderate solution of the system (2.1). Furthermore, it depends continuously on its initial condition in the following sense. If X η and X ρ are the solutions corresponding to the initial conditions η, ρ ∈ L 2 (Ω; W ), F 0 -measurable, then: i)
Proof. Existence has been shown in the Corollary (2.8). Uniqueness and (i) follow from the Corollary (2.9). Then (ii) holds by continuity of single components and Fatou theorem.
Remark 2.12
The same arguments show that the weak Leray solution constructed in the Theorem (2.3) is a moderate solution.
Markov property
We have proved that, for every x ∈ W there is a unique moderate solution (X x n (t)) in W . Let us prove that the family X x is a Markov process.
Definition 3.1 Define the operator P t on B b (W ) as
By the previous result, P t is well defined also from C b (W ) to C b (W ).
Proposition 3.2 We have
for all ϕ ∈ C b (W ), hence the family X x is a Markov process. The Markov semigroup P t is Feller.
Proof. We have just to prove the identity (3.1), the other claims being obvious or classical. Indeed, Feller property follows from part i) of Theorem 2.11.It is enough to show identity (3.1) when x ∈ l 2 . Indeed, general case will follow from the continuous dependence of moderate solution upon initial condition (part i) of Theorem 2.11).
Consider the equation on a generic interval [s, t] with initial condition η ∈ L 2 Ω; l 2 , F s -measurable, at time s and call X s,η (t) the solution. Consider the function
Direct substitution into the equations prove that Y is a solution with initial condition x, hence equal to X x (t) also for t ≥ s. This proves the evolution property X s,X
If we prove that
for all η ∈ L 2 Ω; l 2 , F t -measurable, we are done. If η = x, a.s. constant, it is true, by exploiting the fact that the increments of the Brownian motions W n from t to t + s are independent of F t ; and because the dynamics is autonomous. From constant values one generalizes to η = n i=1 x i 1 Ai , A i ∈ F t ; indeed, for such η, we have
Finally we have the identity for all η by the continuity result above.
Invariant measures
Consider the measures µ r , parametrized by r ≥ 0, formally defined as
The rigorous definition is: µ r is the Gauss measure on l 2 , namely the Gaussian measure on W having covariance equal to identity. For every function f of the first n coordinates only of l 2 , the measure µ r is given by
where Z n = (2πr) n/2 . This formula identifies µ r . Moreover, for technical reasons, we need
Notice that µ r W = 1 and the embedding of W in W is compact.
Proposition 4.1 For every r > 0, µ r is invariant for the Markov semigroup P t defined above on W .
Proof. It is sufficient to prove
for all ϕ of the form ϕ (x) = f (x 1 , ..., x n ), with bounded continuous f . We have
The strategy now is the following one. On an enlarged probability space, if necessary, we can define an F 0 -measurable r.v. It is enough to show that the sequence
Since embedding
is compact by Theorem 2.1, p. 370 of [10] ( applied with
where
We have E|J
Fix α ∈ (0, 1 2 ). By Lemma 2.1, p. 369 of [10] we have that
Notice that
where (e n ) ∞ n=1 is ONB in l 2 .
Combining inequalities (4.3) and (4.4) we infer that
Hence, inequalities (4.1), (4.2) and (4.5) imply that for some α ∈ (0, 6) and the result follows.
Generator of the semigroup (P t ) t≥0 is given by the formula
with
Proof. It follows from Itô formula.
Symmetry of the generator in the Sobolev spaces
be Ornstein-Uhlenbeck operator and
and Proposition 5.1 For all f, g ∈ C we have
Fix n ∈ N ∪ 0.
The operator L is closable in H n and its closure has bounded from above self-adjoint extension, which we continue to denote by the same symbol L. Moreover, the self-adjoint extension L generates a strongly continuous contraction semigroup T t = e tL : H n → H n such that T t = P t | H n .
Ergodicity
Define
Let us remind the reader that P t :
Its existence, construction and properties has been discussed above, see the definition 3.1, the proposition 3.2 and the corollaries 4.2 and 5.2.
Theorem 6.1 There exist C = C(λ) > 0 such that for any f ∈ H 1 and t ≥ 0
Proof.
It is enough to show (6.
and (P t ) t≥0 is a contraction on H 1 by 5.2. Denote f t = P t f for t ≥ 0. For i ∈ N, we can calculate that
Integrating (6.4) with respect to the invariant measure µ r yields where ν has been defined in (6.2) . Now the result follows from inequalities (6.10) and (6.11).
Corollary 6.2 µ r (P t f − µ r f ) 2 ≤ CA r (f )e − t ν , f ∈ H 1 .
