Abstract-This paper considers the optimization of reversible circuits composed of multiple-control Toffoli gates to quantum circuits using the well-known NCV-|1 (NCV) library and the recently introduced NCV-|v1 library which both use a fourvalued model for the quantum gates. The techniques introduced handle positive and negative controls which are central to many reversible circuit synthesis procedures. Experimental results confirm the methods are applicable to circuits obtained by diverse synthesis methods. The results also show the significant advantage of the NCV-|v1 library.
I. INTRODUCTION
Quantum computation [1] has received significant attention in recent years. Using quantum circuits, many important problems, e.g. factorization or data-based search, can be solved exponentially faster in comparison to conventional technologies. Most of the underlying circuits include a significant reversible Boolean function component, e.g. the oracle in Grover's search algorithm [2] or the modulo exponentiation in Shor's algorithm [3] . As a consequence, synthesis and optimization of quantum circuits realizing Boolean functions have become important research areas [4] - [8] .
The synthesis of a quantum circuit for a reversible Boolean function is typically done in two stages. First, the desired function is realized as a Boolean reversible circuit. The circuit is then mapped to a quantum circuit. Several synthesis approaches leading to reversible circuits (see [9] for a survey of methods) and respective mapping algorithms leading to quantum circuits (e.g. [10] ) have been proposed. Since the number of circuit lines -so called qubits -usually is a limited resource in quantum circuits, the methods usually try to keep the number of circuit lines as small as possible.
Optimized mapping of a synthesized reversible Boolean circuit to a quantum circuit is clearly crucial. First attempts led to quantum circuit realizations with very high numbers of gates even for relatively small functions [11] . Recently, more efficient mappings have been introduced [12] - [14] .
However, existing mapping methodologies typically do not fully exploit the characteristics of reversible circuits obtained by established synthesis methods. For example, many wellknown synthesis approaches yield circuits containing cascades of reversible gates with similar control lines and a common target line. Furthermore, new technology mapping possibilities have been introduced (e.g. [15] ). Better circuits arise if these factors are taken into account as will be shown below.
In this paper, we propose new optimization and mapping methods aiming for the efficient realization of quantum circuits for reversible Boolean functions. In particular, we introduce
• an improved optimization method for reversible Boolean circuits exploiting the characteristics of the circuits obtained by established synthesis methods, • an improved mapping method considering two different quantum gate libraries, and • an improved optimization of the resulting quantum circuits. Combining the proposed mapping and optimization methods leads to quantum circuits which are significantly cheaper compared to previously presented realizations. In fact, improvements in the average of 79% are possible when using the well-known NCV-|1 (often just NCV in the literature) quantum gate library and up to 92% when using the recently introduced NCV-|v 1 gate library [15] .
The necessary background for this paper is reviewed in Section II. Section III discusses common synthesis methods as well as the characteristics of reversible circuits they produce. The proposed optimization and mapping methods are described in Section IV. Finally, experimental results are presented in Section V before the paper is concluded in Section VI.
II. BACKGROUND
This section outlines the background on reversible and quantum circuits necessary for this paper.
A. Reversible Logic
A Boolean function is reversible if, and only if, it has the same number of inputs and outputs, and it maps each input pattern to a unique output pattern. Otherwise, the function is termed irreversible. A reversible function can be realized by a circuit comprised of a cascade of reversible gates. Fan-out and feedback are not allowed [1] .
Several reversible gates have been introduced. A multiplecontrol Toffoli (MCT) gate, a direct generalization of the basic Toffoli gate [16] , has a target line x j and control
. . x n ), i.e. the target line is inverted if all the control lines have value 1; otherwise the value on the target line is passed through unchanged.
The values on the control and unconnected lines always pass through the gate unchanged.
In this paper, we consider an extension to the MCT gate model that allows each control to be activated by either value 1 (a positive control) or value 0 (a negative control). We term this a mixed-polarity MCT gate (MPMCT). An MCT gate is a case of an MPMCT gate with all controls positive.
A cascade of MPMCT gates with a common target is an implementation of a an exclusive-or sum-of-products (ESOP) expression [17] . If all gates are MCT gates, it is a positivepolarity Reed-Muller expression. As shown below, techniques for reducing such expressions can be used to optimize the corresponding gate cascades.
An MPMCT gate will be denoted by T (C, t) where C is the possibly empty set of control lines and t is the target line. For drawing circuits, we follow the established conventions of using the symbol ⊕ to denote the target line, solid black circles to indicate positive controls and white circles to indicate negative controls.
B. Quantum Logic
The basic unit of quantum information is the qubit whose state is written as |ϕ = α|0 + β|1 , where α and β are complex numbers such that |α| 2 + |β| 2 = 1. |0 and |1 are basis states corresponding to the conventional 0 and 1 logic states.
The quantum state of a single qubit can be expressed as a vector α β . The state of a quantum system with n > 1 qubits can be represented as a normalized (length 1) vector with 2 n elements, called the state vector. A quantum circuit is a cascade of quantum gates and the operation of the circuit on the state vector corresponds to the multiplication of appropriate 2 n × 2 n unitary matrices, one for each of the quantum gates [1] .
The very frequently considered NCV-|1 gate library was introduced by Barenco et al. [11] and contains the following universal set of quantum gates:
• NOT gate T (∅, t): A single qubit t is inverted which is described by the unitary matrix X = 0 1
The target qubit t is inverted if the control qubit c is |1 (this fact also leads to the name NCV-|1 ).
• Controlled V gate V ({c}, t): The operation described by the unitary matrix V = 1+i 2
is performed on the target qubit t if the control qubit c is |1 . 
As shown, X is a complement operation, V is the cycle (|0 , |v 0 , |1 , |v 1 ), and V † is the inverse cycle. In this paper, we also consider the NCV-|v 1 gate library, a four-valued quantum gate library introduced in [15] . This library is composed of
• the three single-qubit gates (i.e. gates without a control line) performing the X, V, and V † operations
• single-control versions of these gates. In contrast to the NCV-|1 -library, and in keeping with the work in [18] , the controlled gates perform the respective operation not when the control line is set to |1 , but rather when the control line is set to |v 1 . We label control connections for NCV-|v 1 gates with a |v 1 to emphasize this point.
In addition to the benefits in the physical implementation, as discussed in [18] , the NCV-|v 1 gate library also enables a much more efficient mapping of an MPMCT gate circuit as we show below. However, since the NCV-|1 -library is more frequently used, it is often just referred to as NCV.
III. MPMCT CIRCUIT SYNTHESIS
MCT and MPMCT circuit synthesis has been widely studied and is not a major focus of this paper. But, as would be expected the synthesis approach used can significantly affect the possible optimizations.
Many well-known synthesis approaches apply a similar paradigm. That is, the function to be synthesized is traversed and gates are added to the circuit and the equivalent transformation applied to the function being synthesized until the function has been transformed to the identity function. Different data-structures have been used to store the function to be synthesized. For example, truth tables are used in the transformation-based synthesis (TBS) method introduced in [19] , Reed-Muller spectra (RMS) are used for the method introduced in [20] , and Quantum Multiple-Valued Decision Diagrams (QMDD) [21] are used for the synthesis approach recently introduced in [22] . While these approaches can be efficient, they frequently lead to circuits with unacceptably high costs. This is mainly caused by the fact that the approaches are greedy and choose gates such that the already traversed parts of the circuit are not affected. The amount of information used in choosing gates varies. TBS traverses the truth table from the top to the bottom using only local information. RMS uses a similar traversal scheme but the more global information associated with each Reed-Muller coefficient drives the gate selection. The QMDD based synthesis method traverses nodes in a prescribed order but the QMDD structure captures important structural information about the function being synthesized that affects the choice of gates.
One characteristic feature that the three approaches outlined have in common is that, in order to not modify already traversed parts of the function description, gates with a significant number of control lines are typically added to the circuit. In addition, the synthesized circuits often include cascades of Toffoli gates with similar control lines. In particular, cascades of the form T (C 1 , t) . . . T (C k , t) frequently occur, i.e. cascades of Toffoli gates which work on the same target line.
IV. MAPPING AND OPTIMIZATION TECHNIQUES
In this section, we introduce advance mapping and optimization techniques that realize an efficient quantum circuit realization for a given reversible circuit obtained e.g. by the previously reviewed synthesis approaches. The proposed approach involves three stages: (1) MPMCT circuit optimization, (2) MPMCT to quantum gate mapping, and (3) quantum gate optimization.
A. MPMCT Optimization
Before a given reversible circuit is mapped to a quantum circuit, two MPMCT optimization techniques are applied. Both apply to gates with a common target. Note that this includes cascades directly generated by the synthesis approach as well as situations where the gates in the circuit can be rearranged to create such a cascade.
ESOP-based Optimization. The idea is illustrated by means of the cascade in Fig. 1(a) . The six MPMCT gates act on the same target t. This can be expressed as an ESOP as shown in cube notation in Fig. 1(b) . Note that each positive (negative) control leads to a positive (negative) literal in the respective cube. Each line which does not contain a control line is represented by a don't-care in the cube. This ESOP can be reduced to the one shown in Fig. 1(c) using a program such as EXORCISM-4 [23] . The circuit from Fig. 1(a) is thus optimized to the circuit in Fig. 1(d) . In this example, the number of quantum gates found using standard NCV-|1 gate mapping [24] is reduced from 46 to 16, an improvement of almost two thirds.
Rule-based Optimization. The second MPMCT optimization procedure applies a number of reduction rules: 3
The first rule comes from the fact that MPMCT gates are selfinverse. The second rule is for two adjacent MPMCT gates that are different only in one control connection. Fig. 2(a) and Fig. 2(b) illustrate the possible reductions in this case. Reduction rules 3 to 5 are illustrated in Fig. 2(c) and Fig. 2(d) .
The procedure employs the Circuit Line Labeling procedure described in [25] . The Line Labeling Procedure (Procedure 1 of [25] ) traverses a circuit assigning labels to line segments such that two segments on the same line that are assigned the same label have identical functionality. The MPMCT optimization procedure finds possible reductions in the circuit by moving gates across the circuit and making them adjacent to every gate in their movement domain. Gates are moved based on the new moving rule introduced in [25] according to which a gate can be moved to places in a circuit that have the same labels for its control lines as long as its target does not pass over a control connection. The new moving rule outperforms the commonly used old moving rule [19] , [26] as it provides more freedom to move gates. The procedure starts from one end of the circuit and labels one MPMCT gate at a time using the Circuit Line Labeling Procedure. Then, it moves that gate back through the circuit as far as possible to find the best reduction. The gate may either be canceled using Rule 1 or may be reduced to a less expensive cascade using Rules 2 to 5. After a reduction is applied, the optimization restarts from the position of the earliest gate in the substituted cascade.
B. MPMCT to Quantum Gate Mapping
After MPMCT optimization, the resulting MPMCT circuit is mapped to a quantum circuit. We first describe the mapping of a single gate. For the NCV-|1 library, we use the catalogue of circuits described in [13] . The cost depends on the number of controls, the number of those controls that are negative and the number of ancillary lines available. An ancillary line is a circuit line which is not a control nor the target for a gate and, thus, available as a temporary line in the NCV-|1 realization. Table II is indicative of the costs. For the NCV-|v 1 library we use the structure introduced in [15] and illustrated in Fig. 3 for an MCT gate with 4 controls. This structure is based on a circuit suggested in [27] .
Recall that NCV-|v 1 gate controls are activated by the logic value |v 1 . In the illustrated structure, the operation of an MCT gate T ({x 1 , . . . , x m }, x t ) is performed by a CNOT gate T ({x m }, x t ) controlled by the value |v 1 . A V gate is applied to the first control x 1 and m − 1 controlled-V gates (controlled by the |v 1 value) are applied to x 2 . . . x m respectively to ensure that the CNOT operates only when all of the controls of the MCT gate are set to 1. Finally, the corresponding set of inverse gates are applied to the controls to restore their values. Note that a negative control can be incorporated by exchanging the V and V † gates on the line for that control. Consequently, MPMCT gates are realizable in this library with no additional cost. Note also that no ancillary lines are ever required. Mapping to NCV-|1 Gates. The NCV-|1 mapping procedure is similar to the Procedure 2 in [25] with extensions to incorporate MPMCT gates rather than just MCT gates. For each MPMCT gate G, all of the following gates that can be made adjacent to G are examined to find a pair whose combined quantum cost when implemented as a single unit is minimum. The selected pair is substituted by its NCV-|1 realization and the procedure proceeds to the next MCT gate. This procedure is greedy and it does not examine different realizations caused by control permutation in the MPMCT gates.
Mapping to NCV-|v 1 Gates. For NCV-|v 1 gates, we have found that a direct mapping converting each MPMCT gate to its NCV-|v 1 realization independently using the controls in the order given is the most effective. In particular, the method described above for NCV-|1 gates does not give better results for the NCV-|v 1 case. We also tried an alternative procedure for the NCV-|v 1 case that finds a set of common controls among as many consecutive MPMCT gates as possible and for those gates starts the mapping from the controls in common. This approach heuristically considers local constraints to determine the mapping structure. Compared to the direct mapping method, that uses a fixed order among all gates in a circuit, while the new approach yields more reduction in some circuits, it worsens the mapping results for others. We have found that on average the results are worse for this method. We are exploring other heuristics for ordering the controls but to date direct mapping is the best.
C. Quantum Circuit Optimization
The optimization approach introduced in [28] is employed in this work with extensions to handle the NCV-|v 1 library. Considering the gates in order from the circuit input side, the current gate is marked (using the Line Labeling Procedure of [25] ) and then each quantum gate earlier in the circuit that can be made adjacent to the selected gate (using the new moving rule in [25] ) and has the same control and target is added to a list. After forming the list, those gates are removed from the circuit and an equivalent minimal cascade is substituted with the leftmost gate in the list. The procedure then proceeds from the first gate following the substituted cascade. Note that the optimized equivalent sequence may be empty which indicates that the corresponding set of gates realizes the identity function.
V. EXPERIMENTAL RESULTS
We have implemented the mapping and optimization techniques discussed above using C++ and Python. Table III shows the results for a selection of benchmark functions with 10 to 15 lines as considered in [22] . For each function, we consider three synthesis methods: TBS [29] , RMS [20] , and QMDDbased [22] . TBS and RMS produce circuits with only MCT gates. QMDD-based synthesis produces circuits with MPMCT gates.
For each function and synthesis method we show the quantum gate count (GC) for four cases: Case (a) The MPMCT gates in the circuit produced by the synthesis method are individually mapped to quantum gates using the approach first introduced in [11] and further refined in [24] . The quantum gate library used contains the NCV-|1 gates as well as higher order roots-of-NOT gates. The number of quantum gates required for each MPMCT gate depends on the number of controls and the number of ancillary lines available as shown in Table IV . Case (b) In this case, the MPMCT gate optimizations presented in Section IV-A are applied to the circuit produced by the synthesis method and the quantum gate count is then determined as in Case (a). Case (c) In this case, the optimized circuit from Case (b) is mapped to the NCV-|1 library using the approach described in Section IV-B. The mapped circuit is then reduced using [29] RMS [20] QMDD [22] [30] . 0  1  1  1  1  1  1  1  2  5  5  5  3  13  14  14  4  29  29  26  5  61  52  38  6  125  80  50  7  253  100  62  8  509  128  74  9 1021 152 86 ≥ 10 2 c+1 − 3 2 4 c − 64 12c − 22 the quantum gate optimization described in Section IV-C. The gate count is the number of gates following that optimization. Case (d) This is the same as Case (c) except the mapping is to the NCV-|v 1 library. Gate count is, of course, only a rough estimate of the complexity of the circuit particularly as two different quantum gate libraries are used: NCV-|1 for cases (a)-(c) and NCV|v 1 for case (d). The comparison is a good indicator for the purposes of this paper. A more accurate quantum cost model would be highly technology dependent.
Note that we assume there is always at least one ancillary line available at every gate. Hence if a circuit contains a gate that uses every line as a control or the target, we assume one extra line is added to the circuit. This is required to ensure a circuit can be built from NCV-|1 gates. As a result, higher order roots-of-NOT gates are not used in cases (a) and (b). Only one extra line needs to be added as ancillaries can be reused.
All circuits generated in our experiments have been verified using the QMDD-based verification approach described in [31] . Extensions were required to accommodate the NCV-|v 1 gates and to handle negative controls. However, since the verification is based on a decision diagram approach to representing the required matrices the required changes were easily implemented by simple extensions to the matrix construction procedure.
The results clearly show the advances of the proposed approaches. Using the MPMCT optimization presented in Section IV-A, average reductions in the gate count by approximately 40%, 34%, and 59% can be achieved (see columns labeled with Case (b)). This can be further improved to approximately 60%, 50%, and 72% if the methods from Section IV-B and Section IV-C are applied (see columns labeled with Case (c)). And, if the NCV-|v 1 gate library is considered, the gate count can be decreased by very significant amounts in almost all cases (see columns labeled with Case (d)) where the average improvements are approximately 90%, 83%, and 91%. Thus, we can conclude that particularly the use of NCV-|v 1 gates with the mapping and optimization techniques described in this paper is a viable approach to produce more efficient quantum circuit realizations for reversible functions than can be found using earlier techniques.
Further, although the comparison of the different synthesis methods is not a focus for this paper, some observations can be made. RMS and QMDD-based synthesis generally significantly outperform TBS. Generally QMDD-based synthesis outperforms RMS but the reverse is true for some circuits. Surprisingly, TBS yields the minimum for four cases: cycle10, plus63mod4096, plus127mod8192 and plus63mod8192. Clearly, there is considerable scope for improving synthesis methods. The results show that targeting the NCV-|v 1 library within the synthesis process might be very profitable. It is important to note that the QMDD-based synthesis method uses the variable order of the function specification whereas the TBS and RMS methods include heuristics that try to make gate choices somewhat independent of the variable order. We anticipate that the QMDD-based results will improve if variable reordering is applied before synthesis. We are exploring that in our ongoing work.
VI. CONCLUSIONS
This paper has further explored the use of the NCV-|v 1 gates introduced in [15] . The approach has been extended to negative controls and an ESOP-based optimization for mixed control circuits has been introduced. Experimental results were presented to show the effectiveness of the mapping and optimization approaches presented. It was demonstrated that the advantages apply to circuits generated by different synthesis methods.
We have not used template matching [19] in this work as we have focused on demonstrating the effectiveness of the approaches introduced in this paper. We plan to both compare the effectiveness of template matching to the new approaches and to also how the techniques can be used together to further optimize circuits.
The structure illustrated in Fig. 3 satisfies the linear nearestneighbor property [32] , [33] , i.e. the control and target for each controlled gate are on adjacent lines. This is not the case for NCV-|1 realizations of MPMCT gates. We thus anticipate it will be easier to produce fully nearest-neighbor circuits for reversible functions using the NCV-|v 1 library. This is a major focus of our ongoing work.
