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A combined interpretation of the CALET e+ + e− spectrum up to 3 TeV and the
AMS-02 positron spectrum up to 500 GeV was performed and the results are discussed.
To parametrize the background electron flux, we assume a smoothly broken power-law
spectrum with an exponential cut-off for electrons and fit this parametrization to the
measurements, with either a pulsar or 3-body decay of fermionic Dark Matter as the
extra electron-positron pair source responsible for the positron excess. We found that
depending on the parameters for the background, both Dark Matter decay and the pulsar
model can explain the combined measurements. While the Dark Matter decay scenario
is constrained by the Fermi-LAT γ-ray measurement, we show that 3-body decay of a
800 GeV Dark Matter can be compatible with the γ-ray flux measurement. We discuss
the capability of CALET to discern decaying Dark Matter models from a generic pulsar
source scenario, based on simulated data for five years of data-taking.
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1. Introduction
Precise measurements from space-based detectors have led to significant progress in
the understanding of the cosmic-ray (CR) fluxes in the last decade. The magnetic
spectrometers PAMELA [1] and AMS-02 [2] provided accurate measurements of the
CR electron and positron spectra up to several 100 GeV, discovering and verifying
the positron excess. The CALorimetric Electron Telescope (CALET), in operation
on the International Space Station (ISS) since October 2015, features excellent en-
ergy resolution (2%) and proton rejection power (1 : 105), measuring the combined
e+ + e− spectrum up to 20 TeV [3, 4]. Recently, the CALET collaboration has
published first results of the CR e+ + e− spectrum based on 627 days of operation,
extending the measured energy range up to 3 TeV [5].
One of the most important features of the CR electron and positron spectra is
the positron excess observed by PAMELA [6] and AMS-02 [2, 7] which could be
explained by a nearby pulsar, or more exotic sources producing electron-positron
pairs such as annihilation or decay of Dark Matter (DM) [8, 9, 10, 11, 12, 13]. The
precise measurement of the CR e+ + e− spectrum at high energies by CALET can
be used to investigate the type of this extra source, since specific spectral features
are expected near the highest energy of the particles originating from the extra
source [14]. In this context, we discuss DM decay as a possible extra source that
can provide DM-only explanation of the positron excess, specifically the scenario in
which DM decays into two charged Standard Model (SM) leptons and a neutrino.
Alternatively, we study the generic power-law with cut-off extra source from the
minimal model proposed by the AMS-02 collaboration [2] as an explanation of their
positron fraction measurement. This source spectrum corresponds well to that of a
single young pulsar [15], and is thus associated with the pulsar interpretation of the
positron excess.
Both the DM decay and pulsar scenario are tested with the combined e+ + e−
spectrum and e+ spectrum measured by CALET and AMS-02 respectively. For this
comparison, a parametrization of the local interstellar spectra is fitted to both the
e+ + e− and e+ data. It is shown that depending on the choice of parameters
for modeling the background flux, both the DM decay and pulsar model can well
explain the measurements. As a result, we derive the allowed ranges for the pulsar-
spectrum cut-off energy and the DM mass at a confidence level (CL) of 95%. It
should be noted that we do not include the systematic errors of the CALET mea-
surement in this analysis in order to investigate the possible fine structures in the
spectrum. Also, significant components of the systematic errors are uncertainties on
the flux normalization which do not affect the spectral feature study. The system-
atics are expected to be reduced for the five-year observation data [5], allowing for
a conclusive test of these results.
Since the decay of DM is accompanied by γ-ray emission, selected DM decay
scenarios well in agreement with the e+ + e− and e+ spectra are compared with
the results of the Fermi-LAT γ-ray observation [16]. DM with a mass of 800 GeV
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is shown to be compatible with the Fermi-LAT γ-ray measurement. Furthermore,
based on simulated data, it was investigated to what extent the selected well fitting
models of DM decay, for which also the γ-ray emission was calculated, could be
distinguished from a single pulsar extra source with five-years of CALET data. It
is shown that depending on DM decay and background parameters, a good chance
for separating the two cases exists.
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Fig. 1. Results of cosmic-ray e+ + e− spectrum measured by recent space-based [5, 17, 18, 19]
and a ground based experiment [20] are shown here. Systematic errors of CALET are shown as a
grey band.
While this paper deals exclusively with the interpretation of the CALET mea-
surement, several other space based detectors and also air-Cherenkov telescopes
have measured the CR e+ + e− spectrum in a similar energy range. An overview
of these results of AMS-02 [19], DAMPE [17], Fermi-LAT [18], HESS (2008) [20] is
given in figure 1. The flux between a few tens of GeV and around 1 TeV reported by
Fermi-LAT and DAMPE is systematically higher than that of AMS-02 and CALET,
which are compatible within errors. While above around 1 TeV the experimental
results show better agreement, the disputed several hundred GeV energy range is
most important for interpretation of the positron excess. A comparative analysis
with DAMPE data could not be done, since using the same method with DAMPE
and AMS-02 data combined, no parameter space remains for the 3-particle DM de-
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cay scenario as an explanation of the positron excess. While the discrepancy between
CALET and DAMPE results is not resolvable without taking possible systematic
shifts into account, CALET data is given preference, since our combined analysis
requires consistency between the e+ and e+ + e− spectra, and the DAMPE result
is not well consistent with the AMS-02 e+ + e− measurement within the energy
range of our analysis. Though the AMS-02 e+ + e− flux and e+ flux are derived
from independent analyses, the sum of e+ and e− flux is in agreement with the
e+ + e− flux and CALET data, as shown in figure 1, indicating that no systematic
shifts have to be taken into account in the combined analysis.
This paper is organized as follows: First, in section 2, the parametrization of
the local CR e− and e+ spectra is described. The fitting results with DM decay
and pulsar as extra sources are described in section 3 and section 4 respectively.
Finally, in section 5 we discuss the discerning capability of CALET between these
two potential extra sources of positrons with five years of CALET data.
2. Parametrization of the Cosmic-Ray e− and e+ Spectra
It is necessary to parametrize the local interstellar e+ and e− spectra with analytical
formulae in order to reflect their variability caused by the unknown free parameters
of injection and propagation. This flexible modeling of the background is required
for an unbiased study of the possible extra source contributions to the observed
spectrum.
A parametrization suitable to describe the AMS-02 e+ + e− and e+ spectra
was introduced in our previous works [14, 15]. However, it was found that a single
power law function for the primary electron flux does not well describe the CALET
e+ + e− spectrum (including only statistical error) in combination with the AMS-02
e+ spectrum, with χ2 of the fit clearly above 95% CL.
Since both the electron spectrum and the positron spectrum measured by
AMS-02 show a spectral hardening (spectral index changing from −2.97 ± 0.03
to −2.75 ± 0.05 for positrons and spectral index changing from −3.28 ± 0.03 to
−3.15 ± 0.04 for electrons) [21], we include a spectral break in the electron flux
parametrization to match the measurements over a wide energy range.
The primary electron spectrum also features an exponential cut-off representing
the radiative energy loss processes during propagation in the interstellar medium
(ISM), since a discrete distribution of supernova remnants (SNRs) contributing to
the primary electron spectrum is assumed, causing primary electrons to have prop-
agated at least the distance from the closest SNR. This cut-off term is not present
for the secondaries, represented by another power-law term with index reduced by
δ, the power-law index of the diffusion coefficient, since they are products of nuclei
interaction with the ISM, and energy loss processes are regarded as negligible for
nucleons compared to electrons. To this background, either the DM decay or the
pulsar source providing extra electron-positron pairs is added.
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In total, the electron flux can be expressed as
φe− = Ce−E
γe−−∆γe−
1 + ( E
Eg
)∆γe−
s
s ( Cs
Ce−
E−γe−+γs + e−E/Ed
)
+ φextra ,
(1)
where Ce− ,
Cs
Ce−
are the absolute normalization of the primary e− flux and the ratio
of absolute normalization of secondary to primary flux. Eg is the location of the
spectral break for electrons and ∆γe− is the difference in the spectral index before
and after the break. The smoothness parameter s governs over which energy range
the transition between the two power law indices happens, with higher values of s
representing a wider energy range and thus a smoother break in the spectrum. For
a hard break (s→ 0) the parametrization of the electron flux (eq. 1) becomes
φe− = Ce−E
γe−−∆γe−
(
Cs
Ce−
E−γe−+γs + e−E/Ed
)
+ φextra ; for E ≤ Eg
φe− = Ce−
(
E
Eg
)γe−
E
−γe−−∆γe−
g
(
Cs
Ce−
E−γe−+γs + e−E/Ed
)
+ φextra ; for E > Eg
(2)
For s → 1, the spectral break transitions to the addition of an electron-only
power law spectral component. Thereby, the parametrization can represent both a
break from injection or propagation condition, as well as additional contribution
from nearby SNRs, with a smooth transition between both scenarios.
In both cases the primary electron spectrum is cut off exponentially at the
energy Ed, describing radiative energy loss. The value of Ed may also reflect the
contribution from nearby SNR sources and the thickness of the spiral arms as shown
in our previous work [14]. Several fixed values up to 10 TeV were tried and we show
results for the 2 TeV and 10 TeV cases as two boundary examples. The results
of DAMPE and HESS suggest the existence of a spectral break in the e+ + e−
spectrum above 1 TeV. Ed = 2 TeV represents a background spectrum compatible
with the suggested spectral break, while Ed = 10 TeV models a smoother flux
reduction in the TeV region.
γe− − γs is the difference in the spectral indices between primary and secondary
CRs, which is fixed to γe− − γs = −δ, assuming a diffusion model for the CR
propagation with higher energy protons being the source of the secondary electrons
and positrons. δ is the power law index of the rigidity dependence of the spatial
diffusion coefficient which is given by
D(R) = D0
(
R
R0
)δ
, (3)
where R is the rigidity of the particles, D0 is the normalization constant for the
spatial diffusion at R0. Throughout this work we use δ = 0.4, based on a propagation
model tuned to fit the proton spectrum and B/C ratio measurements [14], using
the GALPROP [22, 23] code for the CR propagation calculations.
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Accordingly, the positron flux is given by
φe+ = Ce−E
γe−
(
Cs
Ce−
E−γe−+γs
)
+ φextra , (4)
where φextra is the flux of electron-positron pairs from either DM decay or pulsar
source.
3. Dark Matter Decay Explanation of the CALET Measurement
To explain the CR positron excess, various models of DM annihilation or decay in
the galactic halo have been proposed. In the DM annihilation scenario, a large en-
hancement of the effective annihilation cross-section, possibly from substructures
in the galactic halo [24, 25] or through Sommerfeld or Breit-Wigner enhance-
ment [26, 27], is required to explain the observed relic density and the positron
excess simultaneously. DM annihilation models with these enhancements (‘boost
factor’) in the cross-section would exhibit a very large γ-ray flux from regions with
high DM density, such as the Galactic Center and Dwarf Galaxies, resulting in
strong constraints on them [28, 29, 30, 31].
Such a boost-factor is not required in the decay scenario, as the flux from decay
scales with the inverse of the lifetime of the DM, and thus it can more naturally
explain the positron excess with a lifetime in the order of ∼ 1025 − 1026s [32, 33].
Among various decay scenarios, DM decaying to three leptons are favored to ex-
plain the positron excess, since 3-body decay produces a softer spectrum [34, 35]
compared to 2-body decay, and the purely leptonic decay products allow for agree-
ment with the recent anti-proton measurements [36]. TeV scale DM candidates with
this decay mode (DM → l l ν) are proposed by the theoretical models described
in these Refs. [37, 38] and the CR signatures from such a decay are discussed in
Refs. [39, 40].
In this work we revisit the TeV-scale DM decaying scenario introduced in our
previous work [14], where the DM decays to a lepton - anti-lepton pair and a neutrino
(DM → l±i,j,k l∓i,j,k ν), here i, j, k are flavor indices. We assume that the Branching
Ratios (BR) for the outgoing leptons are free parameters, expressed by the inverse
of the decay times
(
1
τe
, 1τµ ,
1
ττ
)
for the individual decay channels (eeν, µµν, ττν).
We study 3-body leptonic decay of DM as an explanation of the CR positron excess
and investigate possible constraints from γ-ray production. However, we do not
consider constraints from direct detection experiments, as interaction of DM with
nuclei depends on specific properties of the theoretical model. For a fixed DM mass,
τ -leptons produce most γ-rays [41] among the leptonic decay products, and the
γ-ray emission can be significantly reduced if the decay is constrained to only µµν
and eeν channels [14]. Therefore in this work we consider decay excluding the ττν
channel when fitting DM decay models to the measurements.
For the DM distribution in the galactic halo, we assume a Navarro-Frenk-White
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(NFW) profile [42] which is given by
ρ =
δcρc
(r/rs)(1 + r/rs)2
, (5)
with δc defined as
δc =
200
3
c3v
ln(1 + cv)− (cv/(1 + cv)) , (6)
where cv is the ratio of virial radius (rv) and scale radius (rs), and we assume
cv = 10 [43]. ρc is determined from the mass of the halo as
ρc =
4
3pir
3
v
Mv
, (7)
where rv, Mv are taken as 200 kpc and 1.5× 1012M [44]. With these assumptions,
we calculate the injected particles per volume and time in the decaying DM scenario
using the equation
Q = Γ
ρ
MDM
dN
dE
. (8)
Since the the flux of electron-positron CRs from the DM decay scales with the
inverse of the decay time of outgoing leptons, it can be written as
φDM =
1
τe
φe +
1
τµ
φµ +
1
ττ
φτ , (9)
with φe, φµ, φτ being the e
+ (identical to e−) decay spectra for eeν, µµν, ττν chan-
nel, respectively, calculated with PYTHIA [45] and propagated using GALPROP.
The propagation parameters are optimized to reflect the current proton and B/C
ratio data as described in our previous work [14].
3.1. Parametrization-Fit to Current Measurements with Dark
Matter as Extra Source
Using the background parametrization (eq. 1) and DM decay as the extra source,
we do a combined χ2 fit to the CALET e+ + e− spectrum and the AMS-02 e+
spectrum to determine the best fit parameters. The χ2 value is given by
χ2 =
∑
i
(φobs, i − φmodel, i)2
σ2i
, (10)
where φobs, i and σi are respectively flux and errors of the experimental data for the
i−th energy bin and i runs over the number of data points. The energy range of the
data points used in this fitting is from 10 GeV to 3 TeV. The upper bound of the
fit range is given by the highest energy data point from the CALET measurement.
The data points of both CALET and AMS-02 measurements below 10 GeV are not
used, since the flux of the CRs in this energy range is strongly influenced by solar
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modulation. The CALET and AMS-02 data sets were taken during different peri-
ods of the solar cycle, and at energies ≤ 10 GeV, solar modulation can be modeled
including time and charge dependence [46]. Therefore, for electrons and positrons
solar modulation potential would have to be modeled separately, introducing sev-
eral new free parameters. We assume a solar modulation model based on the force
field approximation [46], in which the charge dependent effects are represented by
an increased solar modulation potential for one charge sign at low energy, while
particles above 10 GeV are only affected by the generally lower common potential
(φ), which we assume as 0.5 GV. The predicted range of the common potential is
about 0.4 GV – 0.6 GV [46, 47] and we show results of the fits with φ = 0.4 GV and
φ = 0.6 GV for comparison. While the value of φ is kept fixed in the fitting process,
the location of the spectral break, Eg is taken as a free parameter. The fit quality
depends on the smoothness term (s), for which several fixed values from s = 0 to
s = 1, with a step size of 0.05, were used. Several fixed values for the DM mass
in the range from 600 GeV to 4 TeV were fitted, determining the range in which
the model is allowed based on the combined χ2 of the fit to CALET e+ + e− and
AMS-02 e+ spectrum in comparison to the 95% CL threshold.
We do separate studies for background cut-off energy Ed = 10 TeV and
Ed = 2 TeV, with the goodness of fit as a function of the DM mass and the al-
lowed range of DM masses being presented in figure 2. The shaded region shows
the range of χ2 values obtained with different smoothness for each DM mass, for a
fixed value of the solar modulation potential φ. It is shown that the minimum χ2
curves are only slightly shifted by the choice of solar modulation potential φ. The
allowed range of DM mass from the fit to measurements with respect to a 95% CL
threshold (93.94 for 73 degrees of freedom) is nearly the same for both values of Ed,
ranging from ∼ 700 GeV to ∼ 3 TeV, showing that the position of the background
spectrum drop-off also does not influence this result significantly.
The overall minimum χ2 value of 74.5 (with 73 degrees of freedom) for the DM
decay model is obtained for a DM mass of 1.1 TeV with fixed values of s = 1.0 and
Ed = 10 TeV and the other characteristic fit parameter values are given in Table 1.
From now onwards we denote this best fit case as DM Model A. The best fit case for
DM Model A is shown in figure 3, with branching ratios of 46% for the eeν channel
and 54% for the µµν channel, with the lifetime of the DM being 3.03× 1026 s.
The e+ + e− spectrum as measured by CALET features a step-like structure
around 400 GeV, which is reflected in the χ2 values and best fitting branching
ratios in the mass range from 720 GeV to 800 GeV. As shown on the lower pan-
els of each plot in figure 2, the decay of DM with mass ∼ 800 GeV and a high
branching fraction for the electron channel can reproduce this step-like structure
in the e+ + e− spectrum around 400 GeV, causing a clear reduction in χ2 com-
pared to lower masses, which makes 800 GeV DM especially interesting to study.
With further increasing DM mass, the contribution of the softer spectrum from the
µµν channel increases, resulting in a relatively smoother step which also models the
spectrum well as depicted by the further decreasing χ2 up to 1.1 TeV.
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Table 1. Parameters obtained from the best fit of different studied
models to combined CALET e+ + e− and AMS-02 e+ spectra is
listed here. Upper line (lower line) of each cell shows the values ob-
tained without (with) including systematic error of CALET data.
Model
DM
Ce−(
GeV
s m2 sr
) Cs
C
e−
γe− ∆γe−
Eg
GeV
s
τ
×1026 s
BRel BRµ χ
2
Model A
M = 1.1 TeV
Ed = 10 TeV
859 0.034 2.90 0.681 87.6 1.0 3.03 0.46 0.54 74.49
863 0.036 2.91 0.679 87.6 1.0 3.04 0.47 0.53 29.83
Model B
M = 0.8 TeV
Ed = 10 TeV
846 0.031 2.84 0.713 115.3 1.0 5.85 0.89 0.11 80.43
856 0.031 2.84 0.72 115.3 1.0 6.13 0.94 0.06 35.21
Model C
M = 0.8 TeV
Ed = 2 TeV
835 0.027 2.78 0.725 107.1 0.75 7.40 1.0 0.0 82.50
838 0.027 2.79 0.723 106.9 0.75 7.25 1.0 0.0 37.02
For 800 GeV DM with Ed set to 10 TeV, the branching ratio obtained are 11%
for the µµν channel and 89% for the eeν channel with the lifetime of the DM being
5.85×1026 s, which we will call DM Model B. With Ed = 2 TeV, the branching ratios
obtained are 100% for the eeν channel and no contribution from µµν channel, with
lifetime of DM being 7.40×1026 s, which we will call DM Model C. The resulting fit
plots for DM Model B and DM Model C are also shown in figure 3, demonstrating
the correspondence of the step-like structure with the high-energy end of the DM
source spectrum.
Our choices of data sample, fixed background parameters and solar modulation
model introduce a bias in the models obtained from the fitting, making this not an
exhaustive search for all possibilities to explain the positron excess with the chosen
Dark Matter decay scenario. The three models are selected as examples for the
existence of possibly viable models.
The parameter values obtained from the fit are listed in Table 1, with the value of
the diffuse primary e− flux coefficient (Ce−) given for an energy of 1 GeV. The CsCe−
parameter represents a scaling of the secondary flux, corresponding to uncertainties
on the density of the primary particles in the ISM, choice of propagation parameters,
and the differential cross-section for the spallation process [48]. The values obtained
for this parameter and the secondary spectrum index (which is tied to the higher
energy primary index as γs = γe− + 0.4) from the fit of the different extra source
models to CALET data all yield a secondary flux component which is comparable
with the results derived in these Refs. [48, 49, 50] from primary nuclei measurements.
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Fig. 2. Figure (a): Upper panel shows the dependence of minimum χ2 obtained from the combined
fit to the e+ + e− flux (CALET) and e+ flux (AMS-02) for fixed values of s = 1.0 on the DM
mass. Green, red and blue line represent solar modulation potential φ = 0.4 GV, φ = 0.5 GV and
φ = 0.6 GV, respectively and the shaded regions with same colors depict the minimum χ2 obtained
using different values of smoothness (s) for the studied values of φ. DM Model A and DM Model B
are marked with magenta and cyan dot respectively. Black horizontal line denotes the 95% CL.
Lower panel shows the variation of branching ratios from the best-fit cases for DM → eeν channel
(pink stars) and DM → µµν (brown circle) with DM mass for s = 1.0, φ = 0.5 GV. Figure (b):
Same as figure (a), but now the results are shown for background cut-off energy (Ed) of 2 TeV,
with s = 0.75. DM Model C is denoted by yellow dot.
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Fig. 3. Figure (a): Broken power law (eq. 1) with DM Model A as extra source is taken as a test model (green line) to describe e+ + e− spectrum
measured by CALET (upper panel) and e+ flux measured by AMS-02 (black error bars) in the lower panel. The red-dotted line represents the
background e+ + e− spectrum. Grey dashed lines in upper panel and blue dotted lines in lower panel show the contribution from the DM to the
e+ + e− and e+ spectrum, respectively. The best fit obtained including systematic errors is presented with green and blue dashed lines in the upper
and lower panels, respectively. Similarly, the fit plots for DM Model B and DM Model C are shown in figure (b) and figure (c), respectively. The fit
parameters are listed in Table 1.
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For the CALET measurement, only the statistical error is taken into account in
this fitting, as a significant part of the systematic errors quoted in Ref.[5] is expected
not to be energy dependent or exhibit a smooth energy dependence, which would be
compensated by the variability of the parametrization through the normalization
and power law index parameters. In regard to this, we examined the effect of the
systematic errors on the obtained fit parameter values, which are listed in Table 1,
showing that there is no significant shift from those without systematic errors.
3.2. Diffuse γ-ray Constraints on Dark Matter Decay
Decay of DM particles in the galactic halo would contribute to the diffuse γ-ray
flux. The leptonic decay products from the fermionic DM model should produce
γ-rays via Final State Radiation (FSR) and also the interaction of the charged de-
cay products with the ISM should produce secondary γ-rays via Inverse Compton
and Bremsstrahlung processes. Fermi-LAT measured the total extra-galactic γ-ray
background (EGB) at higher latitudes
(|b| > 20◦), which is the sum of the isotropic
diffuse gamma ray (IGRB) and flux from the resolved sources [51]. Due to the mea-
surement at higher latitudes, the background from astrophysical sources is strongly
reduced compared to the galactic plane. This measurement constrains DM decay
in the galactic halo, which should contribute to the IGRB. The residual contribu-
tion from astrophysical sources depends on the different modelings of the diffuse
galactic emission [51, 52] but the total measured γ-ray flux can be considered a
conservative bound for models of DM decay. To calculate the primary γ-ray flux
from FSR and decay of primary charged particles, we used the PYTHIA [45] event
generator, and numerically integrate the yield over the assumed NFW halo profile.
The flux of secondary γ-rays from the interaction of the charged decay products
with the ISM is calculated with GALPROP assuming the default Interstellar Ra-
diation Field (ISRF) distribution [53]. Also, the extragalactic flux from DM decay
should contribute to the IGRB flux. Following Ref. [54] we calculated the primary
extra-galactic flux from DM decay as,
E2γ φ
DM
γ = 1.4 × 10−7GeV cm−2 s−1 sr−1
(
1 TeV
mDM
) (
1027 s
τDM
) (
Eγ
100 GeV
)
×
∫ ∞
Eγ
e−τod dNdE′γ√
ΩΛ + Ωm(E′γ/Eγ)3
dE′γ ,
(11)
where τod is optical depth and we assume the conservative case of a completely
transparent universe (τod = 0). The matter and dark energy density (Ωm,ΩΛ) are
taken as 0.315 and 0.685 respectively [55].
The γ-ray flux obtained with these calculations for the DM Model A is plotted
in figure 4. This is compared with the scenario of 800 GeV DM decay, for which the
total χ2 from the fit to CALET e+ + e− flux and AMS-02 e+ flux is also well below
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the 95% CL threshold for Ed = 10 TeV and for Ed = 2 TeV, as shown in figure 2.
DM Model C with 100% branching to eeν channel has the lowest γ-ray flux.
The spectrum of diffuse γ-ray flux up to 820 GeV is published by the Fermi-LAT
collaboration averaged over all directions with latitude |b| > 20◦ . As both the flux
from DM decay and the measured diffuse flux show anisotropy, we compare them
in two additional ways: The minimum of the overall measured flux is found at high
latitude, and we compare the flux up to 100 GeV as published by Fermi-LAT in
2012 [56] for |b| > 60◦ with the DM flux calculated for the same sky region. As
shown in the lower left panel of figure 4, the flux from the DM decay expected from
this region is well below the measured flux. Furthermore, we compare the minimum
of the expected flux from DM decay in direction of the anti-galactic center with
the Fermi-LAT IGRB results, which is the modeled isotropic component of the flux
after the subtraction of the galactic foreground. The primary galactic and extra-
galactic flux towards the anti-galactic center are found to be of the same order of
magnitude below 100 GeV, in line with the results given in Ref. [57]. As shown in
the lower right panel of figure 4, the flux from the DM decay for all three models
is compatible with the IGRB calculated with foreground model B in Ref. [51], the
model yielding the highest IGRB flux.
4. Single Pulsar Explanation of the CALET Measurement
As parametrization of the pulsar extra source, we use an exponentially cut-off power-
law spectrum, which corresponds to a single young pulsar [15]. It is shown in Ref. [12]
that several pulsars from the ATNF catalog [58] which are at a distance < 0.5 kpc
from the Earth and have an age ≈ 0.45 ∼ 4.5× 105 years could each explain the
AMS-02 positron excess. While a recent publication of the High-Altitude Water
Cherenkov (HAWC) collaboration questions the validity of the nearby pulsar expla-
nation [59] based on the low diffusion coefficient derived from their measurements
at several 10 TeV energies, we would like to point out that this conclusion requires
that the diffusion coefficient measured near the sources is universal throughout the
galaxy, and also requires the extrapolation of this coefficient by the assumption of a
power law to the ∼ 100 GeV region relevant for the sources of the positron excess.
Thus we adopt the single pulsar model as a generic scenario explaining positron
excess in comparison to the decaying DM model. The pulsar extra source flux is
determined by the normalization factor Cpwn, the power-law index γpwn and the
cut-off energy Epwn, and can be written as
φpwn = CpwnE
γpwne
−
(
E
Epwn
)
. (12)
The same values of the smoothness parameter (s) as in the decaying DM scenario
were tested. In addition to the chosen value of 0.5 GV for the solar modulation
potential, we also studied φ = 0.4 GV and φ = 0.6 GV.
The combined e+ + e− flux and e+ flux can be fitted with χ2 below 95 % CL
using this pulsar model, also if the break in the primary electron spectrum is hard
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Fig. 4. Upper Panel: Primary and secondary γ-ray flux accompanied by DM decay to eeν and
µµν channel for DM Model A, DM Model B and DM Model C are shown with magenta, cyan
and orange lines, respectively. The dashed lines show the primary components, dotted lines show
the secondary components and dash-dot lines show the extragalactic components for each DM
mass. Lower Panel: The comparison of γ-ray flux from the DM models with the high latitude(
|b| > 60◦
)
results from Fermi-LAT [56] (left) is shown. The γ-ray flux at the anti-galactic center
from the DM models are compared with the Fermi-LAT IGRB measurement for foreground model
B (right). Representation for the different lines are same as in figure 4.
(eq. 2). In the DM decay scenario on the other hand, for hard break no values of DM
mass in the range (600 GeV to 4 TeV) can explain the measurements at 95% CL
for the tested fixed values of solar modulation potential, showing the necessity of a
smooth break.
The allowed range for the pulsar-cut off energy (Epwn) compared to the 95 % CL
threshold from the combined fit to the CALET e+ + e− flux and the AMS-02 e+
flux are shown in figure 5 for Ed = 10 TeV and Ed = 2 TeV. The shaded regions in
both figures show the minimum value of χ2 for different smoothness from the hard
break case to s = 1, each region representing one fixed value of solar modulation
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potential. Pulsar cut-off energies larger than ∼ 200 GeV–400 GeV, and depending
on Ed and solar modulation potential up to ∼ 5 TeV or more, are found to be
allowed at 95% CL.
With Ed set to 10 TeV, the best fit pulsar model is obtained for Epwn = 700 GeV
with s = 0.05. With Ed set to 2 TeV, the best fit values are Epwn = 1.5 TeV with
s = 0.05. A summary of the fit parameter values is given in Table 2 and the fitted
curves are shown in figure 6. The secondary minima at Epwn ≈ 200 GeV in figure 5,
for both Ed = 10 TeV and Ed = 2 TeV, are obtained for a smoothness value of 1.
The power law index and cut-off energy of the pulsar parametrization in these
best fit cases are comparable to the values in Ref. [15] where this parametrization is
compared with results of a numerical calculation of nearby pulsars. This indicates
that the obtained values should correspond to the viable model of a young nearby
pulsar like Monogem causing the positron excess.
To evaluate the pulsar parameters associated with the fitted spectrum, we com-
pare the power-law with cut-off extra source spectrum as obtained by the best-fit
with the spectrum of the Monogem pulsar from numerical calculation with GAL-
PROP. The e− (e+) flux from the Monogem pulsar is calculated using the same
propagation model as for the flux from DM decay, with the distance of Monogem
from the solar system d = 0.28 kpc and age T = 1.1 × 105 years taken from the
ATNF catalogue [58]. In the GALPROP calculation, the time progression is taken
as 1.1 × 104 steps of 10 years and the spatial grid separation is 0.1 kpc in a cube
with a side length of 12 kpc centered on the solar system. The release of the CR is
assumed to be instantaneous at the beginning of the pulsar’s life, i.e. during the first
10 year time-step, and an exponentially cut off power-law spectrum is taken as the
injection spectrum [60]. The injection spectrum power-law index and cut-off energy
were adapted by scanning to match the power-law with cut-off spectrum from the
parametrization fit (eq. 12). The GALPROP results are also scaled to match the
parametrization, with parameters of the best-fit model for Ed = 10 TeV as shown
in table 2), and the best fitting case is shown in figure 7 with the parameters of -
source injection index 2.20, source energy cut-off 2 TeV and total released energy
3.24 × 1047 erg. These values are within the ranges commonly given in models
for cosmic-ray acceleration in pulsars [11, 12, 13, 60, 61]. As shown in figure 7,
the difference between the result of GALPROP calculation and the parametrized
spectrum is significantly smaller than the experimental errors, and thus the model-
ing of the propagated pulsar spectrum by the approximate power-law with cut-off
parametrization is viable, given the precision and energy range of the studied ex-
perimental results.
The exponentially cut off pulsar spectrum is considerably different from the DM
spectrum (figure 3) which shows a harder drop in the flux at an energy corresponding
to half the DM mass. In the next section we discuss the possibility of discerning the
signatures of the pulsar spectrum from the DM decay, with five years of CALET
measurement, based on simulated data.
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Fig. 5. Figure shows the dependence of minimum χ2 obtained from the combined fit to the
e+ + e− flux (CALET) and e+ flux (AMS-02) for fixed values of s = 0.05 on the pulsar cut-
off energy (Epwn). Green, red and blue line represent solar modulation potential φ = 0.4 GV,
φ = 0.5 GV and φ = 0.6 GV, respectively and the shaded regions with same colors depict the
minimum χ2 obtained using different values of smoothness (s) for the studied values of φ. In the
upper panel (a) the results are shown for Ed = 10 TeV and in the lower panel (b) they are for
Ed = 2 TeV and the minimum χ
2 is obtained for s = 0.05.
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Fig. 6. Figure (a): Broken power law with pulsar model as extra source and Ed set to 10 TeV,
is taken as a test model (green line) to describe e+ + e− spectrum measured by CALET (upper
panel) and e+ flux measured by AMS-02 (black error bars) in the lower panel. The red-dotted line
represents the background e+ + e− spectrum. Grey and cyan dashed lines in upper and lower
panel show the contribution from the pulsar to the e+ + e− and e+ spectrum, respectively. The
best fit obtained including systematic errors is presented with green and blue dashed lines in the
upper and lower panels, respectively. Figure(b): Same as figure (a), but with Ed set to 2 TeV. The
fit parameters are given in Table 2.
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Fig. 7. Numerical propagation result from GALPROP for the Monogem pulsar is compared with
the best case single pulsar model from the fit to CALET + AMS-02 for Ed = 10 TeV. The blue
error bars and shaded area represent the statistical error of the CALET measurement. In the lower
panel we plot the standardized residual of the scaling fit and show that the difference is at most
∼ 0.25σ.
Table 2. Parameters obtained from the best fit of different studied
models to combined CALET e+ + e− and AMS-02 e+ spectra is
listed here. Upper line (lower line) of each cell shows the values ob-
tained without (with) including systematic error of CALET data.
Model
Pulsar
Ce−(
GeV
s m2 sr
) Cs
C
e−
γe− ∆γe−
Eg
GeV
s
Epwn
TeV
Cpwn
C
e−
γpwn χ2
Ed = 10 TeV
716 0.065 3.22 0.201 40.9 0.05 0.7 0.0021 2.45 75.88
719 0.065 3.23 0.203 40.7 0.05 0.7 0.0021 2.47 30.45
Ed = 2 TeV
705 0.059 3.20 0.224 40.3 0.05 1.5 0.0027 2.53 75.62
707 0.057 3.20 0.223 40.3 0.05 1.5 0.0026 2.55 30.86
5. Discerning DM Decay and Pulsar Models with Expected
CALET Data
Using a simulation of the expected data from five years of CALET observation, we
now estimate the potential to distinguish the DM decay spectrum from the generic
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single pulsar spectrum. Based on the flux prediction from the fit of the parametriza-
tion with DM as extra source and assuming an aperture of 1040 cm2 sr [5], 5000
event samples were generated. These samples reflect the statistical fluctuation in
the event rate, which causes various possible outcomes of the e+ + e− flux measure-
ment in the DM decay scenarios. The pulsar source parametrization is then fitted to
these CALET e+ + e− samples and the AMS-02 e+ flux measurement, obtaining
a χ2 distribution. In figure 8, we show an example of the single pulsar model fit to
one of the 5000 CALET data samples, from the DM Model A as extra source. In
this fitting, the background cut-off energy Ed is chosen by lowest χ
2 from among
the values 1 TeV, 2 TeV, 3 TeV, 5 TeV, 7 TeV and 10 TeV, to give the background
spectrum the flexibility associated with the uncertainties on the propagation and
source distribution. Similarly, the smoothness parameter s is scanned from 0 to 1
in steps of 0.05, and the solar modulation potential φ from 0.35 GV to 0.65 GV in
steps of 0.5 GV.
In the same way, 5000 samples were created for each of the 800 GeV DM-
decay models with low γ-ray yield, with example fits for the DM Model B and
DM Model C also presented in figure 8.
The DM parametrization which was used to determine the models for which
the CALET data samples were created is also fitted to the simulated data, yielding
another χ2 distribution for comparison. In figure 9, we show the χ2 distributions
for the two scenarios, decaying DM and single pulsar source. Since DM and pulsar
model are non-nested i.e. the parameters describing these models are independent
of each other, a quantitative likelihood ratio test is not conclusive. However the
quality of the models to explain the measurement can be compared using Akaike’s
Information Criterion (AIC) [62] as described in Ref. [14]. For a given set of models,
the one with the lowest AIC value is most favorable to represent the data, if the
likelihood for the models shows a normal distribution. The AIC value is defined as
AIC = −2Lm + 2m, (13)
where Lm is the maximum value of the log likelihood function and m is the number
of free parameters in the model. In addition to the free parameters of the background
spectrum, both the DM and the pulsar model add three additional free parameters,
reducing the comparison of the AIC to a comparison of χ2. For the DM models,
including the ττν channel (which was ruled out in the fitting to build the models)
the additional three free parameters are the decay times (eq. 9) for the three lepton
channels. For the pulsar model, the additional parameters are Cpwn, γpwn, Epwn
from eq. 12. As can be seen from figure 9, the χ2 distribution for each model follows
a normal distribution. We plot the χ2 difference between pulsar model fit and DM
model re-fit
(
χ2pulsar − χ2DM
)
on the right side of figure 9, and for all 3 DM models,
it is positive for ∼ 90% of the samples. According to the AIC, for most samples
the initially simulated DM model is thus favored to represent the CALET e+ + e−
simulated flux and AMS-02 e+ flux over the hypothetical pulsar model.
In particular, if the pulsar model is excluded at 95 % CL, while the DM model
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is below this threshold, it can be concluded that the DM model can eventually be
distinguished by the CALET measurement from the pulsar case. The number of
excluded samples for fitting the pulsar model, and for re-fitting of the DM model,
are listed in table 3 for the three simulated DM models. As the lower tail of the χ2
distribution of the pulsar fit may be slightly shortened because of the discretization
of φ, Ed and s, a Gaussian curve is fitted to the histograms to obtain a more precise
and conservative value for the percentage of excluded samples. It is shown that the
re-fit of the DM model has a good fit-quality in each case. An equally good χ2
distribution is obtained, if excluding the ττν channel in the re-fitting of the DM
model, though the model has one less free parameter, proving that the combination
of simulated CALET data and AMS-02 data represents the DM model well.
It is found that less than half of the pulsar samples would be excluded at
χ2 > 95% CL for the three studied DM models based on the simulated future
CALET data. However,
(
χ2pulsar − χ2DM
)
is ∼ 20 or more on average for a clear
majority of the samples, indicating that better separation could be possible with
an analysis using more advanced statistical methods for non-nested models, for ex-
ample following the principle used in Ref. [63], and/or focusing on the region of
interest near the cut-off energy of the extra source.
Table 3. Based on 5000 CALET data samples simulated for each DM model, the number of
samples that are excluded at 95% CL from the fit of pulsar case and DM case to the simulated
CALET e+ + e− data + AMS-02 e+ data are listed, as well as the fraction of excluded sam-
ples according to the fit of a normal distribution to each histogram. Samples with positive χ2
difference between pulsar model and DM Model re-fit are listed for the studied DM Models.
Model
DM
Pulsar Case Excluded Sample DM Case Wrongly Excluded Sample χ2pwn − χ2DM > 0
Sample
Number
Fraction
Fraction
(Gaussian Fit)
Sample
Number
Fraction
Fraction
(Gaussian Fit)
Sample
Number
Average
value
Model A
621 12.42% 12.03% 0 0% 1× 10−3% 4188 17.82
Model B 2237 44.74% 44.21% 0 0% 1× 10−2% 4791 29.35
Model C 1077 21.54% 20.78% 0 0% 2× 10−2% 4459 19.53
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Fig. 8. Figure (a): Fit of the single pulsar source (green line) to one of the 5000 statistical samples (cyan dots) of five year CALET measurement
for e+ + e− flux (upper panel) assuming DM Model A as extra source and e+ flux measured by AMS-02 (lower panel) data is shown here. Dotted
lines in the upper panel represents the background spectrum for the DM source. Pulsar source and DM decay contribution in the e+ + e− flux and
e+ flux are shown with green and pink dashed lines respectively. Black error-bars represent CALET and AMS-02 flight data. Similar plots where DM
Model B and DM Model C are used to simulate CALET data are shown in figure (b) and figure (c) respectively.
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Fig. 9. Figure (a): In left panel, χ2 distribution for the fit of the single pulsar source to the
simulated CALET data for 5000 DM Model A samples + AMS-02 positron flux data (green) and
re-fit of DM case using the same samples (red). The χ2 difference of pulsar fit and DM Model
re-fit
(
χ2pulsar − χ2DM
)
are shown in right panel. Similarly in figure (b) and figure(c), CALET data
samples were generated assuming the DM Model B and DM Model C, with the χ2 distribution
and
(
χ2pulsar − χ2DM
)
shown respectively.
6. Conclusion
First results of the e+ + e− spectrum measured by CALET up to 3 TeV were
published recently. In this work we performed a combined analysis of this CALET
result and the e+ flux measured by AMS-02. With a parametrization of the back-
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ground assuming a smoothly broken power-law for the primary electron flux, and
either 3-body decay of DM or a pulsar as the extra source causing the positron
excess, we show that both pulsar and DM model can well explain these measure-
ments. The ranges of DM mass and the exponential cut-off energy of the pulsar
model which, under the chosen conditions, could explain the combined CALET and
AMS-02 measurements are shown. The γ-ray emission caused by the DM decay in
these models is not exceeding the Fermi-LAT diffuse γ-ray flux. Finally, from the
analysis of simulated data for five years of CALET observation, it is shown that a
separation of the DM models from the pulsar scenario is possible with a maximum
probability of ∼ 45% for DM Model B and less for DM Model A and DM Model C,
based on the used simple statistical method. A refined analysis based on the χ2
difference, which is found to be ∼ 20 on average, is promising to achieve a better
probability to discern the two scenarios.
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