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ABSTRACT
The objective in these notes is to present an approach to dynamical systems in
inﬁnite dimensions. It does not seem reasonable to make a comparison of all of
the orbits of the dynamics of two systems on non locally compact inﬁnite di-
mensional spaces. Therefore, we choose to compare them on the set of globally
deﬁned bounded solutions. Fundamental problems are posed and several impor-
tant results are stated when this set is compact. We then give results on the
dynamical system which will ensure that this set is compact. Many applications
are give to partial diﬀerential equations of parabolic and hyperbolic type as well
as functional diﬀerential equations.
Key words: Dynamical Systems, Stability, Attractors, Gradient systems, Partial diﬀer-
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If X is a metric space, then any continuous map T that takes X to X is a dynam-
ical system with the dynamics being described by the iterates of T . Consider an
autonomous evolutionary equation on X for which the initial value problem is well
deﬁned. If we deﬁne T (t)x, t ≥ 0, as the solution through x, then the family of
mappings {T (t), t ≥ 0} is a dynamical system on X.
For the case in which X is a compact manifold (or even locally compact), there
is an extensive qualitative theory of dynamical systems associated with the stability
and bifurcation of the orbit structure.
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If X is not locally compact, the theory is far from complete. From investigations of
functional diﬀerential equations which began in the late 1950’s, an abstract framework
evolved and an important class of dynamical systems were identiﬁed for which a
qualitative theory is possible in the nonlocally compact case. The abstract theory
applies also to many classes of partial diﬀerential equations including quasilinear
parabolic equations and many types of hyperbolic equations. For this reason, we
include in the appendix some of the basic properties of functional diﬀerential equations
of retarded and neutral type.
One ﬁrst objective in these notes is to introduce these ideas and to state a few of
the important results that have been obtained. After a general discussion of gradi-
ent systems, we present examples from functional diﬀerential equations, quasilinear
parabolic equations and linearly damped nonlinear wave equations.
The hope is that the interested reader will consult the many references given in
the text for a more extensive view of the subject.
1. Basic concepts
Suppose that X is a metric space with metric dX . Let Z = {0,±1,±2, . . . }, Z+ =
{0, 1, 2, . . . }, Z− = {0,−1,−2, . . . }. A discrete dynamical system is the family of
mapping {Tn, n ∈ Z+} where T : X → X is a continuous map.
Let R = (−∞,∞), R+ = [0,∞), R− = (−∞, 0]. A mapping T : R+ × X → X,
(t, x) → T (t)x is said to be a C0-semigroup (or a continuous dynamical system) (or
a C0-dynamical system) if
(i) T (0) = I,
(ii) T (t + s) = T (t)T (s), t, s ∈ R+,
(iii) T (t) ∈ C0(X,X) for t ≥ 0,
(iv) T (t)x is continuous in t, x for (t, x) ∈ [0,∞)×X.
In some applications, it is necessary to consider the case where T (t)x is only
continuous for (t, x) ∈ (0,∞) × X. To handle this case requires only a few changes
which are not discussed..
It is convenient to consider the discrete dynamical system and the C0-dynamical
system together by letting G be either R or Z with similar deﬁnitions for G+ and
G− and write the dynamical system as T : G+ ×X → X.
For any x ∈ X, the positive orbit γ+(x) through x is deﬁned as γ+(x) =⋃
t∈G+ T (t)x. A continuous function y : G
− → X deﬁnes a negative orbit γ−(x)
through x if, for any t, s ∈ G−, s ≥ t, T (s − t)y(t) = y(s). A complete orbit γ(x)
through x is the union of γ+(x) and a negative orbit through x.
Since the range of T (t) need not be the whole space, to say that there is a negative
orbit through x may impose restrictions on x. Since T (t) may not be one-to-one, there
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may be more than one negative orbit through x if one exists. We deﬁne the negative
orbit Γ−(x) through x as the union of all negative orbits through x. The complete
orbit Γ(x) through x is Γ(x) = γ+(x) ∪ Γ−(x).
For any subset B of X, we let γ+(B) =
⋃
x∈B γ
+(x), Γ−(B) =
⋃
x∈B Γ
−(x),
Γ(B) =
⋃
x∈B Γ(x) be respectively the positive orbit, negative orbit, complete orbit
through B.
The orbit structure or ﬂow deﬁned by a dynamical system is the set of all posi-
tive, negative and complete orbits together with a designation of the direction of the
movement along an orbit with increasing t ∈ G+.
A set J ⊂ X is an invariant set of the dynamical system T if T (t)J = J for
t ∈ G+. If J is invariant and x ∈ J , then there must be a complete orbit γ(x)
through x which we denote by {T (t)x, t ∈ G}.
We also need the concept of positive limit and negative limit of points and sets.
For x ∈ X, we deﬁne ω(x), the ω-limit set of x or the ω-limit set of the orbit through
x, as
ω(x) =
⋂
τ∈G+
Cl γ+(T (τ)x),
where ‘Cl’ denotes closure in X. This is equivalent to saying that y ∈ ω(x) if and
only if there is is a sequence tk ∈ G+, tk → ∞ as k → ∞ such that T (tk)x → y as
k →∞. In the same way, for any set B ⊂ X, we deﬁne ω(B), the ω-limit set of B or
the ω-limit set of the orbit through B, as
ω(B) =
⋂
τ∈G+
Cl γ+(T (τ)B).
This is equivalent to saying that y ∈ ω(B) if and only if there are sequences
tk ∈ G+, tk →∞ as k →∞, xk ∈ B, such that T (tk)xk → y as k →∞.
We remark that ω(B) may not be the union of ω(x) for x ∈ B.
In the same way, we can deﬁne the α-limit set of a negative orbit γ−(x) or the
negative orbit Γ−(x) of a point x as well as the same concept for a set B ⊂ X.
Note that ω-limit sets and α-limit sets are invariant sets.
Our exposition below will require other concepts which we now introduce. A set
A ⊂ X attracts a set B ⊂ X under the dynamical system T if
lim
t→∞ distX(T (t)B,A) = 0,
where
distX(B,A) ≡ sup
x∈B
distX(x,A) ≡ sup
x∈B
inf
y∈A
distX(x, y).
We say that a dynamical system T is point dissipative if there is a bounded set
B ⊂ X which attracts each point of X. This concept was introduced by Levinson
(1944) for X = Rn in his study of the periodically forced van der Pol equation.
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This dissipative condition avoids the discussion of the detailed properties of the orbit
structure for large values of x.
For a given dynamical system T , we let
A(T ) = {x ∈ X : T (t)x is deﬁned and bounded for t ∈ G}. (1)
be the set of bounded global orbits of T . The set A(T ) is invariant.
If A(T ) is compact, it is the maximal compact invariant set of T ; that is, A(T )
is compact, invariant and maximal with respect to this property. We remark that, if
X is connected, then the maximal compact invariant set is connected if G = R and
is invariantly connected if G = Z. A set J ⊂ X is invariantly connected with respect
to a map T if it cannot be represented as J = J1 ∪ J2 with J1, J2 being nonempty,
disjoint, closed sets satisfying TJj ⊂ Jj , j = 1, 2 (LaSalle (1976)).
We say that a set A ⊂ X attracts a set B ⊂ X under the action of the dynamical
system T : G+ × X → X if distX(T (t)B,A) → 0 as t → ∞. The set A(T ) is the
compact global attractor of T if it is compact, invariant and attracts each bounded
set of X.
2. Stability for X compact
There is an extensive theory for ﬂows deﬁned by dynamical systems when X is either
a ﬁnite dimensional compact manifold without boundary or a compact manifold with
boundary provided that the ﬂow is diﬀerentiable and transversal to the boundary.
The basic problem is to compare the ﬂows deﬁned by diﬀerent dynamical systems.
The comparison in these cases is made most often through the notion of topological
equivalence. Two dynamical systems T and S deﬁned on X are topologically equiva-
lent, T ∼ S, if there is a homeomorphism from X to X which takes the orbits of T
onto the orbits of S and preserves the sense of direction in time.
Dynamical systems deﬁned from models in applications always involve parameters
and it is necessary to understand when the orbit structure does not change under
perturbations of the parameters and when it does. Let us make this more precise.
Suppose that X is a compact metric space, Λ is a metric space, T : Λ ×G+ ×
X → X is continuous and, for each λ ∈ Λ, let Tλ : G+ × X → X be deﬁned by
Tλ(t)x = T (λ, t, x). Also, suppose that, for each λ ∈ Λ, Tλ is a dynamical system on
X with the property that, for each x ∈ ∂X, t > 0, Tλ(t)x is in the interior of X. The
dynamical system Tλ0 , λ0 ∈ Λ ﬁxed, is said to be stable if there is a neighborhood
U ⊂ Λ of λ0 such that Tλ0 ∼ Tλ for each λ ∈ U . We say that Tλ0 is a bifurcation
point if Tλ0 is not stable.
For X either a smooth compact manifold without boundary or one with boundary
for which the ﬂow is transversal to the boundary, much research has been devoted to
the characterization of those dynamical systems which are stable (see, for example,
Palis and de Melo (1982)). A complete characterization of stable dynamical systems
generated by ordinary diﬀerential equations in the plane was given by Andronov and
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Pontryagin (1937) with the parameter space being the C1-vector ﬁelds on X. Several
types of bifurcation points also have been analyzed completely. A good historical
perspective on these topics is contained in Aubin and Dahan Dalmedico (2002).
3. Stability for X locally compact
If the dynamical system is deﬁned on a ﬁnite dimensional Banach space X, then
extreme care must be exercised in order to compare the orbits with large initial data
and only very special cases have been considered. One way to avoid the consideration
of large initial data in the comparison of dynamical systems is to consider only those
for which inﬁnity is unstable. The precise concept is point dissipativeness which we
have deﬁned in Section 1. The following result is essentially due to Pliss (1966).
Theorem 3.1. If T : G+ × X → X is a dynamical system on a locally compact
metric space X which is point dissipative, then the compact global attractor A(T )
exists.
The proof relies heavily upon the fact that the closure of any bounded set in X is
compact. From this fact, one can show that, for any bounded set U ⊂ X, γ+(U) is
bounded and has compact closure. Therefore, ω(U) is a compact invariant set. The
attractor can be shown to be ω(B) where B is the bounded set in the deﬁnition of
point dissipativeness.
Under the conditions of Theorem 3.1, if X is a ﬁnite dimensional Banach space,
then it is often possible to ﬁnd a neighborhood M of A(T ) for which the closure is a
compact manifold with boundary and the ﬂow is transversal to the boundary of M.
Therefore, the above mentioned global theory of ﬁnite dimensional dynamical systems
can be applied.
4. Stability for general X
Topological dynamics deals with dynamical systems generated by transformation
groups T (t), t ∈ R, on metric spaces X. There is an extensive theory which does
not take into account any special properties of the transformations other than conti-
nuity properties of T (t)x or diﬀerentiability properties of this function with respect
to x (see, for example, Gottschalk and Hedlund (1955), Bhatia and Szego˝ (1967) for
an introduction). This implies that most of the results will be valid only for locally
compact spaces X. Thus, if X is not locally compact, this limits the applicability of
the theory. For example, if J is a invariant set, we may deﬁne stability of J in the
sense of Lyapunov to mean that, for any neighborhood U of J , there is a neighborhood
W of J such that, T (t)W ⊂ U for t ≥ 0. On the other hand, the strongest mean-
ingful deﬁnition of J being a local attractor would be that there is a neighborhood
V of J such that, for any compact set K ⊂ V , the set J attracts K. We would not
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expect in the general situation that J is a local attractor in the sense that J attracts
a neighborhood of itself.
It is clear that it is desirable to obtain conditions on the dynamical system which
will imply the stronger attractivity property and, at the same time, be of interest in the
applications. To accomplish this, one must take advantage of additional properties
of the dynamical system. A large class of dynamical systems have been identiﬁed
as a result of a detailed study of dynamical systems generated by partial diﬀerential
equations and delay diﬀerential or functional diﬀerential equations. (see Henry (1981),
(1987), Hale (1977), (1987), Ladyzˇenskaja (1991), Babin and Vishik (1992), Hale and
Verduyn Lunel (1993), Diekmann et al. (1995), Temam (1997), Sell and You (2002),
Raugel (2002), Hale et al. (2002) and the references therein). In spite of this fact, the
theory is far from being developed.
Following Hale et al. (2002), we outline the manner in which it is possible to begin
to develop the theory by an appropriate modiﬁcation of ideas and methods used in
the ﬁnite dimensional theory. The set A(T ) plays a central role.
If X is a not a locally compact metric space and T and S are dynamical systems
on X, then it seems to be almost impossible to make a comparison of all or even an
arbitrary bounded set of orbits of the space X. For this reason, we make comparisons
of dynamical systems only on A(T ). This does not mean that the transient behavior
is unimportant, but only that our emphasis here is on A(T ). The following deﬁnition
ﬁrst appeared in Hale (1981).
Deﬁnition 4.1. We say that a dynamical system T on X is equivalent to a dynamical
system S on X, T ∼ S, if there is a homeomorphism h : A(T )→ A(S) which preserves
orbits and the sense of direction in time.
We reemphasize that, in the deﬁnition of equivalence, we restrict to the set A(T )
and not to a neighborhood of A(T ). Due to the fact that we are not able to take this
full neighborhood, adaptation of the ﬁnite dimension theory of dynamical systems
to this inﬁnite dimensional setting is nontrivial. Also, further restrictions must be
imposed on the classes of dynamical systems that will be considered.
As remarked earlier, in applications, the dynamical system depends upon pa-
rameters and it is necessary to understand the changes in the orbit structure when
subjected to variations in these parameters. A particular physical problem is modeled
by a dynamical system containing only enough parameters to reﬂect the experimental
observations made on the system. In the case of ordinary diﬀerential equations or
functional diﬀerential equations, the parameter could be a particular class of vector
ﬁelds. If the dynamical system is generated by a partial diﬀerential equations, the
parameters could be a class of vector ﬁelds or the boundary of the region of deﬁnition
or the boundary conditions or all of these.
A basic problem is to know if the ﬂow deﬁned by a dynamical system is preserved
under the above equivalence relation when one allows variations in the parameters.
More precisely, we make the following deﬁnitions which are natural generalizations of
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the case when X is compact except that we restrict to the set of bounded globally
deﬁned orbits.
Deﬁnition 4.2. Suppose that X is a complete metric space, Λ is a metric space,
T : Λ ×G+ ×X → X is continuous and, for each λ ∈ Λ, let Tλ : G+ ×X → X be
deﬁned by Tλ(t)x = T (λ, t, x) and suppose that Tλ is a dynamical system on X for
each λ ∈ Λ. Deﬁne A(Tλ) as above. The dynamical system Tλ is said to be A-stable
if there is a neighborhood U ⊂ Λ of λ such that Tλ ∼ Tμ for each μ ∈ U . We say that
Tλ is a bifurcation point if Tλ is not A-stable.
In studying the stability of the ﬂow of a given dynamical system T , it is probably
necessary to know that the ﬂow is one-to-one on A(T ) and, thus, the question:
Q 4.1. Under what conditions on a dynamical system T is the ﬂow one-to-one on
A(T )?
For general classes of quasilinear parabolic partial diﬀerential equations on a
bounded domain, the corresponding continuous dynamical system on R+ is one-to-one
on all of X.
For other classes of evolutionary equations, such a strong result is not to be ex-
pected for every x ∈ X. On the other hand, there is the possibility that there are
large classes of evolutionary equations for which one obtains one-to-oneness on com-
pact invariant sets.
If a continuous dynamical system on R+ has the property that, for each compact
invariant set J ⊂ X and for each x ∈ J , the function {T (t)x, t ∈ R} is analytic in t,
then T is one-to-one on J .
For retarded functional diﬀerential equations with ﬁnite delay for which the vector
ﬁeld is analytic, it was shown by Nussbaum (1973) that, for any compact invariant
set J and any x ∈ J the function T (t)x deﬁning a complete orbit in J is analytic in
t ∈ R. We remark that, even though the vector ﬁeld is analytic, the function T (t)x is
not analytic for each x ∈ X.
There are examples of retarded functional diﬀerential equations for which the
vector ﬁeld is C∞ and one does not have one-to-oneness on a compact invariant set
(see, for example, Hale et al. (2002)).
Hale and Scheurle (1985) obtained the same analyticity result for neutral func-
tional diﬀerential equations with an exponentially stable D operator, a class of equa-
tions which includes the retarded case.
If J is a compact invariant set for a continuous dynamical system T : R+×X → X
generated by abstract evolutionary equations, other results on analyticity of T (t)x
in t ∈ R are in Hale and Raugel (2003). The equations include many classes of
dissipative hyperbolic equations. This paper also contains results on Ck regularity
in t. We remark also that these regularity properties in t often imply regularity in the
spatial variables for the case when the evolutionary equation corresponds to a partial
diﬀerential equation.
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For a parametrized family of dynamical systems as in Deﬁnition 4.2, it is important
to investigate the following questions.
Q 4.2. Generically in Λ, is Tλ one-to-one on A(Tλ)?
Q 4.3. If Tλ is A-stable, is Tλ one-to-one on A(Tλ)?
Sternberg (1990) has given a positive answer to these questions for retarded func-
tional diﬀerential equations with ﬁnite delay on a compact manifold without boundary.
The parameter space Λ is the class of C1-vector ﬁelds.
Q 4.4. Is the Hausdorﬀ dimension of A(T ) ﬁnite? Is the capacity (box dimension)
of A(T ) ﬁnite?
If A(T ) is compact and X is a Hilbert space, Mallet-Paret (1976) showed that the
Hausdorﬀ dimension of A(T ) is ﬁnite if T (t) = S(t) + U(t), where U(t) is a compact
map for each t ∈ G+ and S(t) is a linear operator with the property that ‖S(t)‖ → 0
as t → ∞ in G. Man˜e´ (1981) proved a more general result for X a Banach space.
More speciﬁcally, he proved the capacity of A(T ) is ﬁnite under the hypothesis that
T has the above decomposition. He showed also that, in the class of linear subspaces
of dimension > 2c(A) + 1, there is a residual set U such that, for each S ∈ U , the
projection of A(T ) onto S is one-to-one. For a complete proof, see Hale et al. (2002).
Retarded and large classes of neutral functional diﬀerential equations as well a
many dissipative parabolic and hyperbolic equations generate dynamical systems for
which the above decomposition holds. (see, for example, Hale (1987), Hale et al.
(2002), Temam (1997)). For estimates of this capacity in speciﬁc systems, see, for
example, Temam (1997).
Q 4.5. When is A(T ) a manifold or the union of a ﬁnite number of manifolds?
We will see below that, if the dynamical system is gradient with all equilibria
hyperbolic and A(T ) compact, then A(T ) is the union of a ﬁnite number of manifolds.
In the case where X is a compact manifold, Morse-Smale systems have played a
very important role. The same is true in inﬁnite dimensions. To deﬁne a Morse-Smale
system, we need some remarks about hyperbolicity of equilibria and periodic orbits.
Deﬁnition 4.3. A point x0 ∈ X is an equilibrium (or critical point) of the ﬂow for
a dynamical system T if T (t)x0 = x0 for all t ∈ G+. An orbit Γ is a periodic orbit of
least period τ if Γ = {p(t), t ∈ G} where p(t+τ) = p(t) for t ∈ G+ and p(t+s) = p(t)
for any s ∈ (0, τ) ∩G+.
If the dynamical system is discrete and deﬁned by a continuous mapping T :
X → X, then an equilibrium (or critical point) is a ﬁxed point of T . A periodic
orbit p of minimal period τ (τ ≥ 1 must be an integer) is a sequence of τ distinct
points p = {x0, x1, . . . , xτ−1} with the property that xj = T jx0, 0 ≤ j ≤ τ − 1, and
T τx0 = x0.
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For a continuous dynamical system T on R+, an equilibrium is a point x0 such
that T (t)x0 = x0 for each t ≥ 0. A periodic orbit of minimal period τ > 0 is a closed
curve in X.
If x0 is an equilibrium, then one can deﬁne the stable set W s(x0) (resp. the
unstable set Wu(x0)) of x0 as the set of all initial values x ∈ X such that T (t)x→ x0
as t → ∞ (resp. t → −∞). If T (t)x is C1 in X, then we can deﬁne DT (1)(x0) as
the linear operator given by the derivative of T (t)x with respect to x evaluated at
t = 1, x = x0. The point x0 is hyperbolic if the spectrum of DT (1)(x0) is bounded
away from the unit circle with center zero in the complex plane. If x0 is hyperbolic,
then there is a neighborhood U of x0 such that W s(x0) ∩ U (resp. Wu(x0) ∩ U) is
a manifold which is Ck if T (t)x is Ck in x. If T is one-to-one, then W s(x0) (resp.
Wu(x0)) is a manifold.
For a discrete dynamical system deﬁned by a Ck-map T : X → X, k ≥ 1, one can
deﬁne hyperbolicity of a periodic orbit of minimal period τ in the same way as above
by using the spectrum of the derivative DT τ (x0).
For a continuous dynamical system T : R+ × X → X, let Γ = {p(t), t ∈ R},
p(t) = T (t)p(0), t ∈ R, be a periodic orbit of minimal period τ . As for an equilibrium,
we deﬁne
W s(Γ) = {x ∈ X : lim
t→∞distX(T (t)x,Γ) = 0}
Wu(Γ) = {x ∈ X : lim
t→−∞distX(T (t)x,Γ) = 0}
as the stable and unstable sets of Γ.
To deﬁne hyperbolicity of Γ, it is necessary to discuss some of the properties of
W s(Γ) and Wu(Γ) in a neighborhood of Γ. The usual way of accomplishing this is
the following. If Γ is a C1-manifold, then one ﬁrst chooses a transversal Σ to the
curve Γ at some point, say p0 = p(0). Then there is a neighborhood U in Σ of p0,
such that, for any x ∈ U , there is a continuous function α(x), α(p0) = τ such that
T˜ x ≡ T (α(x))(x) ∈ Σ. This map is called the Poincare´ map on the transversal Σ. If
T˜ (x) is a C1-function, then we can deﬁne hyperbolicity of the ﬁxed point p0 of T˜ (x)
in the same way as for an equilibrium by requiring that the spectrum of DT˜ (p0) has
no element of modulus one. Knowing the stable and unstable manifolds in Σ for the
ﬁxed point p0, one obtains information about W s(Γ) and Wu(Γ).
If the space X is a ﬁnite dimensional smooth manifold, then the map T˜ (x) is a
C1-function and the above procedure works very well.
If the dynamical system corresponds to either a parabolic partial diﬀerential equa-
tion or a retarded functional diﬀerential equation with ﬁnite retardation, then the
diﬀerentiability properties of T˜ (x) also are satisﬁed for some multiple of the period.
Therefore, the Poincare´ map can be used to determine the properties of the ﬂow
near Γ.
For the case of general dynamical systems on an inﬁnite dimensional space X,
two problems arise in trying to use the Poincare´ map on a transversal to Γ. One
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must ﬁrst be able to deﬁne a transversal which implies that we must know that
Γ is a C1-manifold. If Γ is a C1-manifold, then we must have the Poincare´ map
to be C1. For many evolutionary equations corresponding to interesting classes of
neutral functional diﬀerential equations and dissipative hyperbolic partial diﬀerential
equations, a periodic orbit Γ is a C1-manifold and, thus, it is possible to deﬁne a
transversal to Γ and to deﬁne the Poincare´ map. However, it is usually not the case
in these situations that the Poincare´ map is a C1-function. Therefore, one must
deﬁne hyperbolicity and obtain regularity properties of the stable and unstable sets
in another way.
If Γ = {p(t), t ∈ R} is a periodic solution of an evolutionary equation, then we can
deﬁne the linear variational equation about p(t). This will be a linear evolutionary
equation with periodic coeﬃcients of period τ . Deﬁne S to be the mapping which
takes the initial value x0 at time zero to the solution through x0 at time τ . If Γ
is a C1-manifold, then p˙(t) is a periodic solution of the linearly variational equation
and, therefore, 1 belongs to the spectrum σ(S) of S. We say that Γ is hyperbolic if
1 is a simple eigenvalue of S and no element of σ(S) \ 1 has modulus one. With this
deﬁnition, one can show, in many situations, that hyperbolicity implies that W s(Γ)
and Wu(Γ) are C1 manifolds.
This is suﬃcient to motivate the following deﬁnition.
Deﬁnition 4.4. A dynamical system T : G+ ×X → X is Morse-Smale if
(i) there are only a ﬁnite number of equilibria, each is hyperbolic with smooth
stable and unstable manifolds,
(ii) there are only a ﬁnite number of periodic orbits, each is hyperbolic with smooth
stable and unstable manifolds,
(iii) stable and unstable manifolds of equilibria and periodic orbits intersect transver-
sally,
(iv) the union of the equilibria and periodic orbits coincides with the nonwandering
set Ω(T ).
For a dynamical system T on G+ ×X, the nonwandering set Ω(T ) is deﬁned as
follows:
Ω(T ) = {x ∈ X : ∀ neighborhood V of x,∀t0 ∈ G+,
∃t ∈ G+, t > t0, with T (t)V ∩ V = ∅}
For parametrized dynamical systems as in Deﬁnition 4.2, it is natural to ask if
Morse-Smale systems are A-stable.
If X is a compact manifold, a Morse-Smale system is stable in the sense of Section 2
in the class of C1-perturbations (see, for example, Smale (1967)). Oliva (see Hale et
al. (2002) for precise references) has given a class of dynamical systems in the inﬁnite
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dimensional case for which Morse-Smale systems are A-stable. To avoid introducing
further notation, we state a special case of his result for maps and some types of
evolutionary equations.
Theorem 4.5. Consider a parameterized family of dynamical systems as in Deﬁnition
4.2. For each λ ∈ Λ, assume that Tλ(t)x is C1 in X and one-to-one together with
its ﬁrst derivative in x. For a ﬁxed λ0 ∈ Λ, suppose that there is a neighborhood
U of λ0 such that, for any λ ∈ U , the set A(Tλ) is compact and the family of sets
{A(Tλ), λ ∈ U} is upper semicontinuous at λ0; that is, distX(A(Tλ),A(Tλ0))→ 0 as
λ→ λ0.
The following conclusions hold:
(i) For discrete dynamical systems, if Tλ0 is Morse-Smale, then it is A-stable.
(ii) If the dynamical system Tλ corresponds either to a retarded functional diﬀeren-
tial equation with ﬁnite delay or a parabolic system of partial diﬀerential equa-
tions on a bounded domain and Tλ0 is Morse-Smale, then Tλ0 is A-stable.
In the more general result of Oliva, some regularity properties in t are required
which are not satisﬁed for neutral functional diﬀerential equations with ﬁnite de-
lay, retarded equations with inﬁnite delay, as well as systems of partial diﬀerential
equations which do not have smoothing properties in t. An important problem is to
extend the result so as to apply to these situations. One should be able to exploit
the special properties of the dynamical systems associated with these equations. In
the discussion in the next section we mention these properties. Many speciﬁc situa-
tions satisfying these properties are contained in the general references given at the
beginning of Section 4.
5. Attractivity properties for general X
In nonlocally compact spaces, we have noted the role played by the set A(T ) in (1)
for the qualitative theory of dynamical systems and some of the advantages of having
this set compact. In this section, we identify those dynamical systems for which A(T )
is compact.
In Section 3, for X locally compact, we have noted that, if the dynamical system is
point dissipative, then A(T ) is the compact global attractor. If the dynamical system
satisﬁes some additional properties, then the same result is valid even if X is not
locally compact. In fact, Billotti and LaSalle (1971) proved the following result.
Theorem 5.1. If T is a dynamical system on a metric space X for which there is a
t1 > 0 such that T (t1) is completely continuous and T is point dissipative, then the
compact global attractor exists.
This result is very useful for retarded functional diﬀerential equations with ﬁnite
delay and parabolic equations.
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If X is not locally compact, then it is not to be expected that such a strong result
would be implied unless T (t) became smooth after some ﬁnite t1 > 0. In fact, this is
demonstrated by the following simple result in Hale (2000).
Theorem 5.2. Suppose that X is a Banach space and T : G+×X → X is a dynamical
system on X for which T (t) : X → X is linear for each t ∈ G+. Let r(σess(T (1))) be
the essential spectral radius of T (1). If T is point dissipative (equivalently the origin
attracts points of X), then
(i) r(σess(T (1))) ≤ 1,
(ii) if r(σess(T (1))) = 1, then A(T ) = {0} is the maximal compact invariant set,
A(T ) attracts compact sets of X, γ+(B) is bounded if B is bounded, but A(T )
does not attract bounded sets of X,
(iii) if r(σess(T (1))) < 1, then A(T ) = {0} is the compact global attractor.
It is instructive to say more about the diﬀerences between (ii) and (iii) in The-
orem 5.2. If T is a linear dynamical system on a Banach space X, then there is an
equivalent norm in X such that T (1) can always be expressed as
T (1) = S + U
where U is a compact linear operator and ‖S‖ = r(σess(T (1))) (see, for example,
Deimling (1985)). If r(σess(T (1))) < 1 and T is point dissipative, then this represen-
tation shows that the approach to zero of a solution is exponential and the slowest
decay rate is determined by the largest (in moduli) of the eigenvalues of T (1). In fact,
there exist k > 0, α > 0 such that
‖T (t)‖L(X,X) ≤ ke−αt, t ≥ 0.
The iterates of T (1) acting on a bounded set will converge to a compact set. This
will not be the case if r(σess(T (1))) = 1.
Notice that, if (iii) of Theorem 5.2 is satisﬁed for a given T , then it also will be
satisﬁed for any linear dynamical system T˜ on X for which ‖T (1)−T˜ (1)‖ is suﬃciently
small. This is not the case in (ii) of Theorem 5.2. A small perturbation of T could
make the essential spectral radius < 1 and change the attractivity properties of the
set A(T ) = {0}.
To apply Theorem 5.2, it is necessary to obtain information about r(σess(T (1)))
and the point spectrum Pσ(T (1)) (the eigenvalues of T (1)). For a discrete dynamical
system corresponding to a mapping T˜ on X, there is no choice but to determine the
spectrum from T˜ . If some iterate of T˜ is completely continuous, then σess(T˜ ) = {0}.
This also is the case for a continuous dynamical system for which there is a T1 > 0
such that T (t1) is completely continuous.
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For linear continuous dynamical systems on X, the domain D(A) of the inﬁnites-
imal generator A : D(A)→ X is deﬁned to be
D(A) = {x ∈ X : lim
t→0+
1
t
[T (t)x− x] exists}
and, for x ∈ D(A), Ax is this limit. In this case, it is known that
Pσ(T (t)) = ePσ(A)t
plus possibly zero. Relating σess(T (t)) to the spectrum of A is much more diﬃcult.
In fact, it often is the case that A has only point spectrum and one must have some
other way of deducing information about σ(T (t)). A useful tool is to use known
results relating T (t) to the inverse Laplace transform of the resolvent of A. Upper
bounds on r(σess(T (t))) are easier to obtain and works well from the point of view of
asymptotic behavior provided that this bound is < 1.
The most desirable relation is
σ(T (t)) = ClC eσ(A)t
plus possibly zero. Conditions for which this is true are now known (see, for example,
Henry (1987), van Neerven (1996), Chicone and Latushkin (1999)).
There are interesting examples in applications where both situations (ii) and (iii) in
Theorem 5.2 occur. In Section 10, such an example of a linearly damped wave equation
with nonnegative damping is presented. In the Appendix, there is an example for a
neutral functional diﬀerential.
For general dynamical systems T on a general metric space X, it perhaps is possible
to develop a qualitative theory for the situation in which A(T ) attracts each compact
set of X. The ﬁrst step should be the speciﬁcation of conditions which ensure that such
objects exist. The following result is true for general dynamical systems. Everything
except part (i) is due to Hale et al. (1972). The statement on connectness is due to
Massatt (1983) and on invariantly connected is due to Gobbino and Sardella (1997).
Theorem 5.3. For a dynamical system T : G+ × X → X, there is the maximal
compact invariant set A(T ) which attracts compact sets of X if and only if there
exists a compact set K that attracts compact sets of X.
Furthermore, in such a case, A(T ) = ⋂t∈G+ T (t)K, is independent of K and
(i) A(T ) is invariantly connected if X is connected and connected if X is a Banach
space. Also, for continuous dynamical systems, A(T ) always is connected.
(ii) A(T ) is stable.
(iii) For any compact set K, there is a neighborhood UK of K and a t0 = t0(K) such
that γ+(T (t0)UK) is bounded.
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If we assume that the space X is not locally compact, then there is a dynamical
system on X which is point dissipative and there is no maximal compact invariant
set. For example, the discrete dynamical system deﬁned by a map T which is a
retract onto the unit ball satisﬁes this property. To obtain results based on point
dissipativeness, we must restrict the class of dynamical systems.
For a linear dynamical system on a Banach space X which is point dissipative,
part (ii) of Theorem 5.2 implies the existence of the maximal compact invariant set
(the origin) which attracts compact sets. It perhaps is not to be expected that the
same is true for general dynamical systems and, thus, one should impose additional
conditions on the dynamical system T . We have seen in Theorem 5.1 that, if there
is a t1 > 0 such that T (t1) is completely continuous and point dissipative, then there
exists the compact global attractor, which implies much more.
It would be interesting to characterize those dynamical systems with the property
that point dissipative implies the existence of a compact set which attracts compact
sets.
To obtain other results on the existence of the maximal compact invariant set
and the existence of the compact global attractor, we introduce, in a diﬀerent but
equivalent way, the class of asymptotically smooth dynamical systems due to Hale et
al. (1972). In the Appendix, we have indicated how the study of neutral functional
diﬀerential equations served as motivation for this class.
We say that the dynamical system T (t), t ∈ G+, is asymptotically smooth if, for
any bounded set B in X for which T (t)B ⊂ B for t ∈ G+, there exists a compact set
J in the closure of B such that J attracts B.
Notice that, in the deﬁnition of asymptotically smooth, there is the conditional
hypothesis: “for any bounded set B for which T (t)B ⊂ B for t ∈ G+.” The deﬁnition
of asymptotically smooth involves only a qualitative property of the semigroup and
imposes nothing on the ﬂow.
The concept of asymptotically smooth is equivalent to asymptotically compact as
introduced by Ladyzˇenskaja (1987). It is not the same as the concept of asymptotically
compact as used by Ball (1997) or Sell and You (2002) since their deﬁnition involves
the dynamics of the dynamical system and actually implies that positive orbits of
bounded sets are bounded.
Any dynamical system generated by an ordinary diﬀerential equation in Rn is
asymptotically smooth. Also, if a dynamical system T has the property that there is a
t1 > 0 such that T (t1) is conditionally completely continuous, then it is asymptotically
smooth. A mapping M : C → C is said to be conditionally completely continuous if,
for any bounded B ⊂ C for which MB is bounded, the closure of MB is compact.
To deﬁne another interesting class of asymptotically smooth dynamical systems,
we need the Kuratowski measure α(B) of noncompactness of a bounded set B ⊂ X
given by
α(B) = inf{d > 0 : B has a ﬁnite cover of diameter < d}.
A continuous mapping S : X → X is said to be an α-contraction on X if there is a
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constant 0 ≤ k < 1 such that
α(SB) ≤ kα(B) ∀ bounded B ⊂ X.
If T : G+ × X → X is a dynamical system on X and there is a t1 > 0 such
that T (t1) is an α-contraction on X, then T is asymptotically smooth. A special case
which occurs frequently in applications is
T (t) = S(t) + U(t), (2)
where U(t) is conditionally completely continuous for t ≥ 0 and, if B ⊂ X is bounded,
then dist (S(t)B, 0) → 0 as t → ∞. For other classes of asymptotically smooth
dynamical systems, see Hale (1987), Raugel (2002).
Theorem 5.4. If the dynamical system T : G+ ×X → X is asymptotically smooth,
then
(i) T is point dissipative,
(ii) for any compact set K ⊂ X, there is a t0(K) such that γ+(T (t0)K) is bounded,is
equivalent to
(a) there exists the maximal compact invariant set A,
(b) A is a local attractor,
(c) for each compact set K ⊂ X, there is a neighborhood U of K such that A
attracts U .
Condition (i) in Theorem 5.4 does not imply (a)–(c) and, thus, (ii) cannot be
eliminated. In fact, Cholewa and Hale (2000) show that there is an asymptotically
smooth map on a metric space X which is point dissipative and there are a compact
invariant set K and a sequence nj →∞ as j →∞ such that γ+(TnjK) is unbounded
for each j.
We say that a dynamical system T : G+ ×X → X is compact dissipative if there
is a bounded set B ⊂ X that attracts compact sets of X. If T is asymptotically
smooth and compact dissipative, then it can be shown (see, for example, Hale (1987))
that there exists a compact invariant set that attracts compact sets of X. As a
consequence, from Theorem 5.4, we have
Theorem 5.5. If the dynamical system T : G+ ×X → X is asymptotically smooth,
then compact dissipative implies the statements (a)–(c) in Theorem 5.4.
The example mentioned above of Cholewa and Hale (2000) shows that one cannot
replace compact dissipative in Theorem 5.5 by point dissipative. It is interesting to
try to determine those dynamical systems for which point dissipative is equivalent to
compact dissipative. A reasonable candidate is the class consisting of those systems
21 Revista Matema´tica Complutense
2004, 17; Nu´m. 1, 7–57
Jack K. Hale Stability and Gradient Dynamical Systems
which are α-contractions or perhaps those satisfying (2). It is not known at this time
whether or not this is true.
On the other hand, Massatt (1981) has shown that point dissipative and compact
dissipative are equivalent for those dynamical systems generated by neutral functional
diﬀerential equations with an exponentially stable D operator (for the deﬁnitions, see
the Appendix). To obtain such a result, he exploited the fact that the equation deﬁned
a dynamical system on two Banach spaces X1, X2 with X2 compactly imbedded into
X1 and the representation of each dynamical system had the form (2) with S(t) being
a linear semigroup. The details of the technique, which we do not describe, should
be applicable to other situations.
Another interesting reason for characterizing those dynamical systems for which
point dissipativeness and compact dissipativeness are equivalent is that it would im-
prove signiﬁcantly the applicability of the following asymptotic ﬁxed point theorem
discovered independently and with diﬀerent proofs by Nussbaum (1972) and Hale and
Lopes (1973).
Theorem 5.6. If X is a Banach space and T : X → X is compact dissipative, then
there is a ﬁxed point of T .
There are many important dynamical systems for which the conditions for the ex-
istence of a compact global attractor in Theorem 5.1 are not satisﬁed. The following
result characterizes those dynamical systems for which the compact global attractor
exists and is applicable to neutral functional diﬀerential equations with an expo-
nentially stable D operator as well as a large class of hyperbolic partial diﬀerential
equations.
Theorem 5.7. A dynamical system T : G+×X → X has a compact global attractor
if and only if
(i) T is asymptotically smooth.
(ii) T is point dissipative.
(iii) For any bounded set B in X, there is an t0 = t0(B) such that γ+(T (t0)B) is
bounded.
The ‘if’ part of Theorem 5.7 is essentially due to Hale et al. (1972) taking into
account some reﬁnements in the thesis of Cooperman (1978) and the paper of Massatt
(1981). The ‘only if’ part makes use of an example of Cholewa and Hale (2000) in
which they show that there is a dynamical system for which there is a compact global
attractor and, at the same time, there is a bounded set for which the positive orbit
is unbounded (that is, (iii) in the theorem is necessary).
There are other characterizations of those dynamical systems for which there is
the compact global attractor (see, for example, Temam (1997)). An absorbing set for
a dynamical system T is a bounded set B1 in X such that, for any bounded set U in
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X, there is an t0(B1, U) such that T (t)U ⊂ B1 for t ≥ t0(B1, U). The existence of
an absorbing set is equivalent the old terminology of uniform ultimate boundedness
used in ordinary diﬀerential equations (see, for example, Yoshizawa (1966)).
It is easy to prove the following result.
Theorem 5.8. There is a compact global attractor for the dynamical system T :
G+ ×X → X if and only if
(i) T is asymptotically smooth,
(ii) there exists an absorbing set.
Of course, the hypotheses in Theorems 5.7 and 5.8 must be equivalent. If it is
possible to apply Theorem 5.8, then an explicit bound on the compact global attractor
is obtained since it must belong to each absorbing set. The veriﬁcation of the existence
of an absorbing set involves the construction of a Lyapunov function which is strictly
decreasing for large initial values. Many applications of this method have been given
to particular partial diﬀerential equations for which there is a natural energy function.
The Lyapunov function is then obtained from modiﬁcations of the energy function
(see, for example, Temam (1997)). In the application of Theorem 5.7, there is no
information about an explicit bound on the compact global attractor. However, in
many of the applications to partial diﬀerential equations, the energy function itself
together with Theorem 5.7 can be used to verify the existence of a compact global
attractor. This often requires fewer estimates (see, for example, Hale (1983), (1987)).
We remark also that the construction of explicit Lyapunov functions for general
systems is diﬃcult if not impossible. This is easily observed in ordinary diﬀerential
equations. On the other hand, many situations have been discussed where one is able
to show point dissipativeness directly. If the dynamical system is point dissipative,
then the compact global attractor exists if either X is locally compact or there is t1
such that T (t1) is completely continuous. In more general cases, if it is known that
the system is point dissipative, it is still necessary to verify (i) and (iii) in Theorem 5.7
to know that the compact global attractor exists. Thus, an absorbing set exists, but
a speciﬁc one is not obtained. An explicit example illustrating these remarks is given
in Section 7.
6. Gradient systems
A typical example of a gradient ordinary diﬀerential equation in Rn is
x˙ = −∇F (x), (3)
where F : Rn → R is at least a C1 function. If we deﬁne
V : x ∈ Rn → F (x)
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and x(t) is a solution of (3), then V˙ (x)(t) ≡ ddtV (x(t)) satisﬁes
V˙ (x) = −|∇F (x)|2 ≤ 0, x ∈ Rn.
If x(t, x0) is the solution of (3) through x0 at t = 0 and γ+(x0) is bounded, then ω(x0)
is a compact invariant set in Rn. A simple argument shows that (this is actually a
special case of the LaSalle invariance principle), for any y ∈ ω(x0), the solution x(t, y)
belongs to ω(x0) and V (x(t, y)) = V (y) for all t ∈ R. As a consequence, V˙ (x(t, y)) = 0
for all t ∈ R which implies that ∇F (x(t, y)) = 0 for all t ∈ R. This is equivalent to
saying that ω(x0) belongs to the set of equilibria of (3).
The ﬂow for this gradient system will be Morse-Smale if there are only a ﬁnite
number of equilibria, all of which are hyperbolic and the stable and unstable manifolds
intersect transversally.
In this section, we give generalizations to inﬁnite dimensions of gradient systems
based upon some unpublished notes of Hale and Raugel (2003) (see, also, Conley
(1978), Hurley (1991), (1992), (1995)).
Deﬁnition 6.1. Let T be a dynamical system on Z+ ×X. For 	 > 0, an 	-chain for
T is a sequence of points x0, x1, . . . , xk ∈ X (k is supposed to be at least equal to 1),
such that
d(T (xi), xi+1) ≤ 	, 0 ≤ i ≤ k − 1.
This 	-chain is said to go from x0 to xk and to have length k. A point x ∈ X is called
chain recurrent if, for any 	 > 0, there are an integer k ≥ 1 and an 	-chain of length
k of points x0, x1, . . . , xk ∈ X with x0 = x = xk.
We denote by R(T ) the set of chain recurrent points of T . We can deﬁne an
equivalence relation on R(T ) by x ∼ y if and only if, for each 	 > 0, there exists an
	-chain from x to y and an 	-chain from y to x.
The equivalence classes for this relation are called the chain-transitive components
of T . Each chain-transitive component (and, in particular, R(T )) is easily proved to
be closed.
Likewise, let T : R+ ×X → X be a dynamical system. For 	 > 0 and τ > 0, an
(	, τ)-chain for T of length k (k is supposed to be at least equal to 1), is a sequence of
real numbers t0, t1, . . . , tk−1, tj ≥ τ , for any j, and of points x0, x1, . . . , xk ∈ X such
that
d(T (ti)xi, xi+1) ≤ 	, 0 ≤ i ≤ k − 1.
As before, a point x ∈ X is called chain recurrent if, for any 	 > 0 and any τ > 0, there
are an integer k ≥ 1 and an (	, τ)-chain for T of length k of points x0, x1, . . . , xk ∈ X,
t0, t1, . . . , tk−1 ∈ R with x0 = x = xk. As before, we denote by R(T ) the set of chain
recurrent points of the dynamical system T , and deﬁne the corresponding equivalence
relation on R(T ) and the chain-transitive components.
One easily shows that the nonwandering set Ω(T ) satisﬁes Ω(T ) ⊂ R(T ).
Let E(T ) be the set of stationary points of T (also called equilibria or critical
points); that is, those x ∈ X such that T (t)x = x for t ∈ G+.
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Deﬁnition 6.2. A dynamical system T is said to be a gradient-like if
Ω(T ) = E(T ).
A dynamical system T (t), t ∈ G+, is said to be gradient dynamical system if there
exists a Lyapunov function V : X → R; that is, a function V : X → R satisfying the
following properties:
(i) V (T (t)x) ≤ V (x) for all t ∈ [0,∞) ∩G+, x ∈ X,
(ii) V (T (t)x) = V (x) for t ∈ G+ implies that x ∈ E(T ).
A dynamical system T (t), t ∈ G+, is said to be a strongly gradient dynamical
system if it is a gradient-like dynamical system and R(T ) = E(T ).
These concepts are independent.
Example 6.3 (Gradient-like and not gradient). It is possible to show that there is an
ordinary diﬀerential equation in R2 for which ω(x) is the origin for each x ∈ R2 and
the compact global attractor A is homeomorphic to the unit disk and, for each x ∈ A,
x not the origin, the orbit γ(x) through x is a homoclinic orbit; that is, α(x) and ω(x)
are the origin. As a consequence, there can be no Lyapunov function since it must
be constant on γ(x) ∪ α(x) ∪ ω(x) (see, for example, Bhatia and Szego˝ (1967, p. 44),
Conley (1978)).
Example 6.4 (Gradient and not strongly gradient). We give two examples. On the
circle S1 ∼= [0, π), the dynamical system deﬁned by
dθ
dt
= cos2 2θ .
is gradient-like since Ω(T ) = E(T ). It is gradient with Lyapunov function V (θ) =
− θ2 + 18 sin 4θ. However, it is not strongly gradient since R(T ) = S1.
This fact was pointed out earlier by Conley (1978) using the following example.
Consider the system of equations
dx
dt
= 0 ,
dy
dt
= −(1− x2)(1− y2) ,
on the square {|x| ≤ 1, |y| ≤ 1}. The boundary of the square is the set of equilibria.
The solutions starting at other points run vertically downward to the bottom of the
square. Every point (x, y) belongs to R(T ). Indeed, for any 	 > 0 and any (x, y)
and (x∗, y∗) which are not equilibria, there is an 	-chain from (x, y) and (x∗, y∗); by
allowing small errors, we ﬁrst go down to points close to (x∗,−1), then go to points
close to (−1,−1). Again, allowing small errors, one then goes up to points close to
(−1, 1) and to the right to points close to (x∗, 1) and, ﬁnally, down to (x∗, y∗).
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In Example 6.4, the space X is a compact metric space for which R(T ) = X. The
next example is concerned with a noncompact metric space for which T is gradient-like
and R(T ) is unbounded.
Example 6.5 (Gradient-like, not gradient, Ω(T ) compact and R(T ) unbounded). Cho-
lewa and Hale (2000, Prop. 2.1) have shown that there is a complete metric space
(X, ρ), 0 ∈ X, and a map T : X → X which is continuous and asymptotically smooth
such that {0} attracts each point of X and, for any 	 > 0 and any  ≥ 1, the set
γ+(T (B(0, 	)) is unbounded, where B(0, 	) is the 	-neighborhood of {0}.
For any 	 > 0, R > 0, there is a z ∈ B(0, 	) such that dist (Tz, 0) > R. We want
to construct an 	-chain from x0 ≡ Tz to x0. Choose x1 ∈ B(Tx0, 	). There is an
integer k such that T kx1 ∈ B(	, 0). Deﬁne xj+1 = T jx1, 1 ≤ j ≤ k and xk+2 = z,
xk+3 = x0. This is an 	-chain from x0 ≡ Tz to x0. Since R is arbitrary, this shows
that R(T ) is unbounded.
It always is true that gradient implies gradient-like and in some situations, gradient
implies strongly gradient as stated in
Theorem 6.6 (Implication of gradient). If T (t), t ∈ G+, is a gradient dynamical
system on X, then it is gradient-like.
If, in addition, E(T ) is a ﬁnite set, T (t) is a strongly gradient system.
If T admits a compact global attractor, then we have
Theorem 6.7. If T (t), t ∈ G+, is a strongly gradient dynamical system which admits
a compact global attractor A, then it is a gradient system with a Lyapunov function
as deﬁned in Deﬁnition 6.2.
Theorem 6.8. If T (t), t ∈ G+, is a gradient-like dynamical system, then
(i) γ+(x0) relatively compact implies that ω(x0) ⊂ E(T ).
(ii) If γ−(x0) exists and is relatively compact, then α(γ−(x0)) ⊂ E(T ).
Corollary 6.9. If T (t), t ∈ G+, is an asymptotically smooth gradient-like dynamical
system, then γ+(x0) bounded implies that ω(x0) ⊂ E(T ).
A system may be gradient-like and ω(x0) need not be a singleton (Palis and de
Melo (1982, p. 15)). One can impose some conditions on the multiplicity of the zero
eigenvalue and obtain that ω(x0) is a singleton. A special case of a much more general
result of Hale and Raugel (1992) is
Theorem 6.10. Suppose that T : G+×X → X is a gradient-like dynamical system.
If γ+(x0) is relatively compact and there is a y ∈ ω(x0) such that either 1 is not in the
spectrum σ(DT (1)(y)) of DT (1)(y) or 1 is in σ(DT (1)(y)) and σ(DT (1)(y)) ∩ S1 =
{1} and 1 is a simple eigenvalue, then ω(x0) is a singleton.
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Remark 6.11. If T : G+ ×X → X is a gradient-like dynamical system on X and we
deﬁne A(T ) as in (1), then it is easy to verify that
A(T ) = ClWu(E(T )) ∩ A(T ), (4)
where Wu(E(T )) is the unstable set of E(T ). Furthermore, if each element of E(T )
is isolated, then
A(T ) = Cl
( ⋃
x0∈E(T )
Wu(x0)
)
∩ A(T ). (5)
If A(T ) is a compact set (that is, the maximal compact invariant set), then we do
not need to take the closure in (4) and (5).
If E(T ) is a ﬁnite set, each x0 ∈ E(T ) is hyperbolic and Wu(x0) is a manifold,
then A(T ) is the union of a ﬁnite number of manifolds.
The exponential attractivity of the attractor is important when proving lower
semicontinuity results of maximal invariant sets and compact global attractors as well
as obtaining a better understanding of the transient behavior of solutions. Special
cases of the result below are implicitly contained in Hale and Raugel (1989), Babin
and Vishik (1989). Kostin (1990) proved the same result under the assumption that
the compact global attractor exists. The result as stated is an unpublished result of
Hale and Raugel.
Theorem 6.12 (Exponential attraction of maximal compact invariant set).
Let T : G+ ×X → X be a gradient dynamical system on a Banach space X with the
property that there is a maximal compact invariant set A which attracts a neighborhood
of each compact set. Also, suppose that the associated Lyapunov function satisﬁes,
for any t ∈ G+, t > 0,
V (T (t)x) < V (x), ∀x ∈ X \ E(T ).
If T (t), t ∈ G+, is C1 on X with each equilibrium hyperbolic, then there exist positive
constants C1, γ and a neighborhood B0 of A such that
distX(T (t)y,A) ≤ C1e−γt, t ∈ G+, y ∈ B0.
Remark 6.13. If the conditions of the preceding theorem are satisﬁed, then the set
E(T ) is ﬁnite, say E(T ) = {ej , 1 ≤ j ≤ p}. One can show that the set B0 can be
chosen in such a way that, for any y ∈ B0, there is an integer k such that y ∈W s(ek),
the stable set of ek. Since T (t)y → ek as t → ∞, there are small neighborhoods Uj
of ej , 1 ≤ j ≤ p, such that there are only a ﬁnite number of excursions of T (t)y to
the sets B0 ∩Uj , j = k, before entering B0 ∩Uk; that is, there is a ﬁnite number q(y)
of segments γj ≡ {T (t)y, t ∈ [tj , tj+1)}, j = 1, 2, . . . , q(y), of γ+(y) before entering
B0 ∩ Uk. If we deﬁne γq(y)+1 as that part of the orbit through y which remains in
B0 ∩Uk, then the collection of segments {γj , j = 1, 2, . . . , q(y) + 1} is referred to as a
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ﬁnite-dimensional combined trajectory by Babin and Vishik (1989). Actually, under
additional conditions, they show that this ﬁnite dimensional trajectory converges
exponentially to a ﬁnite dimensional trajectory on A consisting of pieces of invariant
manifolds of equilibria; that is, for any η > 0, one can construct a ﬁnite-dimensional
combined trajectory uη(t) ∈ A such that ‖T (t)y − uη(t)‖X ≤ C(η) exp(−ηt), where
C(η) > 0 depends on η.
7. A viscoelastic model
As remarked earlier, dynamical systems which model physical processes depend upon
many parameters. To simplify the model, one chooses the smallest number of param-
eters which reﬂects well the experimental observations of the process. It thus becomes
important to analyze the dynamics as a function of the parameters; that is ﬁnd those
values of the parameters for which the system is A-stable as well as those for which
there are bifurcations.
In this section, we present a model in viscolasticity which will illustrate the role
of parameters in the discussion of the properties of the ﬂow on the compact global
attractor.
Suppose that δ > 0 is a constant, a and g are functions which satisfy the following
conditions:
a ∈ C2([0, δ],R), a(0) = 1, a(δ) = 0, a(s) > 0, for s ∈ [0, δ),
g ∈ C1(R,R), (6)
and consider the scalar functional diﬀerential equation
x˙(t) = −
∫ 0
−δ
a(−θ)g(x(t + θ))dθ. (7)
Let C = C([−δ, 0],R). For any ϕ ∈ C, it can be shown that there is a unique
continuous function x(·, ϕ) deﬁned on a maximal interval [−δ, αϕ) with the property
that x(θ, ϕ) = ϕ(θ) for θ ∈ [−δ, 0] and x(t, ϕ) satisﬁes (7) for t ∈ [0, αϕ). If we deﬁne
(Ta,g(t)ϕ)(θ) = x(t + θ, ϕ), θ ∈ [−δ, 0], t ∈ [0, αϕ),
then Ta,g(t) : C → C is a local dynamical system. If each solution is deﬁned for all
t ∈ [−δ,∞), then Ta,g : R+ × C → C is a dynamical system on C.
If c is a real constant, we abuse notation by letting c denote the constant function
in C with value c at every point in [−δ, 0]. The equilibria of Ta,g are the zeros of g.
Levin and Nohel (1964) introduced (6) as a model in viscoelasticity under the
assumption that a satisﬁes
a′(s) ≤ 0, a′′(s) ≥ 0, s ∈ [0, δ], (8)
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and g satisﬁes
G(x) =
∫ x
0
g(u)du→∞ as |x| → ∞. (9)
They proved that the limit of a solution must be an equilibrium if a is a nonlinear
function and possibly a periodic solution of period δ if a is linear. Using the concepts
of limit sets and invariance in dynamical systems, it is possible to prove much more
(see Hale (1965), Hale et al. (2002)).
Theorem 7.1 (Nonlinear kernel). If a is a nonlinear function satisfying (6), (8)
and g satisﬁes (9), then
(i) Ta,g is gradient,
(ii) if the zeros of g are bounded (that is, the set Eg of equilibria is bounded), then
the compact global attractor Aa,g exists,
(iii) for any ϕ ∈ C, there is a zero cϕ of g such that T (t)ϕ→ cϕ as t→∞.
If the zeros of g are simple, then
(iv) each equilibrium is hyperbolic. If g(c) = 0, then c is hyperbolically stable (that
is, c is hyperbolic and attracts exponentially a neighborhood of itself) if and only
if g′(c) > 0 and hyperbolically unstable (that is, hyperbolic and unstable) with
dimWu(c) = 1 if and only if g′(c) < 0 and the attractor Aa,g is the union of a
ﬁnite number of one dimensional manifolds,
Aa,g =
⋃
c∈Eg
Wu(c).
Indication of the proof. The proof is based on the construction of a Lyapunov function
and then using the fact that this function must be constant on compact invariant sets.
Since a is C1, the solution of (7) through ϕ must have x¨(t) continuous for t ∈
[0, αϕ). A few elementary calculations show that x(t) must satisfy the equation
x¨(t) + g(x(t)) = −a′(δ)Hδ,g(xt) +
∫ 0
−δ
a′′(−θ)Hθ,g(xt)dθ, (10)
where we are using the notation
Hs,g(ψ) =
∫ 0
−s
g(ψ(θ))dθ, s ∈ [0, δ].
If we deﬁne V : C → R as
V (ϕ) = G(ϕ(0))− 1
2
∫ 0
−δ
a′(−θ)[H−θ,g(ϕ)]2dθ, (11)
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where G(x) =
∫ x
0
g(u)du, then the derivative of V along solutions of (7) is given by
V˙ (ϕ) =
1
2
a′(δ)[Hδ,g(ϕ)]2 − 12
∫ 0
−δ
a′′(−θ)[H−θ,g(ϕ)]2dθ ≤ 0 (12)
Condition (9), relation (12) and the deﬁnition of G imply that each solution is
deﬁned for all t ≥ −δ and, thus, Ta,g is a dynamical system on C. Also, positive
orbits of bounded sets are bounded.
For any solution x(t) of (7), we have observed that x¨(t) is continuous for t ≥ 0.
The Arzela-Ascoli Theorem implies that Ta,g(t) is completely continuous for t ≥ δ.
Let Ω(a, g) be the nonwandering set of (7). If ϕ ∈ Ω(a, g), then the solution x(t, ϕ)
through ϕ at t = 0 must have the property that xt(·, ϕ) ∈ Ω(a, g) for t ∈ [0,∞). Since
x(t, ϕ) satisﬁes (10) and V˙ satisﬁes (12) and is ≤ 0, it is easy to deduce that
Ω(a, g) ⊂ S = {ψ ∈ C : Hδ,g(ψ) = 0 if a′(δ) = 0,Hs,g(ψ) = 0 if a′′(s) = 0},
Furthermore, a solution x(t, ϕ) through ϕ ∈ Ω(a, g) must satisfy the ODE
x¨(t) = g(x(t)). (13)
Since a is not a linear function, there are an s0, a′′(s0) = 0 and an interval Is0
containing s0 such that a′′(s) = 0 for s ∈ Is0 . If x(t) is a solution of (7) for which
xt ∈ Ω(a, g), then x(t) satisﬁes (13). Since Hs,g(xt) = 0 for t ∈ (0,∞), s ∈ Is0 , it
follows that x˙(t) = x˙(t − s) for s ∈ Is0 . As a consequence, x˙(t) is a constant. Since
xt ∈ Ω(a, g), it follows that x(t) is an equilibrium of (7). This proves that (7) is
gradient.
If the conditions in (ii) are satisﬁed, then Ta,g is point dissipative. We may now
apply Theorem 5.6 to obtain the existence of the compact global attractor.
A careful but not diﬃcult analysis of the linear variational equation about an
equilibrium c shows that c is hyperbolic if and only if g′(c) = 0 and the conclusions
in (iv) hold.
If an equilibrium c is not hyperbolic, then the eigenvalue zero is simple and the
conclusion in (iii) follows from Theorem 10.5.
Supposing that the compact global attractor Aa,g of (4.2) exists and the zeros of
g are simple, we describe more detailed properties of the ﬂow. There must be an odd
number of elements in Eg which can be ordered as c1 < c2 < · · · < c2k+1 with each
c2j+1 hyperbolically stable and each c2j hyperbolically unstable with dimWu(c2j) = 1
for each j. To understand the ﬂow on Aa,g, it is only necessary to know the limit sets
of the unstable manifolds of the saddle points c2j , j = 1, 2, . . . , k.
If there is only one equilibrium, then it is the compact global attractor.
If there are only three equilibria, c1 < c2 < c3, then c1, c3 are hyperbolically stable
and c2 is a saddle with a one dimensional unstable manifold. Since the set Aa,g is
connected, the set Aa,g is a one-dimensional manifold with boundary given by the
Revista Matema´tica Complutense
2004, 17; Nu´m. 1, 7–57
30
Jack K. Hale Stability and Gradient Dynamical Systems
closure of Wu(c2); that is, there are orbits γ1, γ3 ⊂ Wu(c2) such that α(γ1) = c2 =
α(γ3), ω(γ1) = c1, ω(γ3) = c3. The point c2 ‘lies between’ c1 and c2 on the attractor
Aa,g. The ordering of the equilibria on the real line is preserved by the ordering
induced by the ﬂow on the attractor.
If there are exactly ﬁve equilibria c1 < c2 < c3 < c4 < c5, then c2, c4 are hyperbol-
ically unstable (saddle points) with one dimensional unstable manifolds and the other
points are stable. From the connectedness of Aa,g, the set Aa,g is the closure of the
union of the unstable manifolds of c2 and c4. If the ﬂow on the attractor preserves
the ordering on the real line of the stationary points, then ω(Wu(c2)\{c2}) = {c1, c3}
and ω(Wu(c4) \ {c4}) = {c3, c5}. Intuitively, this should be the case, but it is not.
To state a precise result, it is convenient to introduce the symbol j[k, ], where j is
one of the saddle points c2, c4, to designate that there exist orbits γjk, γj in Wu(cj)
such that ω(γjk) = ck, ω(γj) = c; that is, there is an orbit of (7) which connects
the equilibrium point cj to ck and an orbit which connects cj to c.
The following result is due to Hale and Rybakowski (1982).
Theorem 7.2. Suppose that the conditions of Theorem 7.1 are satisﬁed. Let c1 <
c2 < c3 < c4 < c5 be given real numbers and consider the class G of functions g
satisfying (6) with the zeros of g being the set {cj , 1 ≤ j ≤ 5} with each zero being
simple (and therefore corresponding to a hyperbolic equilibrium point of (7)). In the
class G, each of the following situations for the ﬂow on Aa,g can be realized:
(i) 2[1, 3], 4[3, 5],
(ii) 2[1, 4], 4[3, 5],
(iii) 2[1, 5], 4[3, 5],
(iv) 2[1, 3], 4[2, 5],
(v) 2[1, 3], 4[1, 5].
In either of the cases (i), (iii) or (v), the system is Morse-Smale. Suppose that
(a0, g0) are given functions such that either (i), (iii) or (v) occurs. Since (a0, g0) is
Morse-Smale, it is A-stable with respect to the class of functions (a, g) for which g
is close to g0 and has exactly 5 equilibria and a is close to a0 in the C2 topology.
It is not necessary to require that a satisfy the monotonicity condition (8). This is
important because it is not feasible that one can assert that the kernel a0 is known
with such accuracy.
The only ﬂow which preserves the natural order on the reals of the equilibria is
case (i). Cases (ii) and (iv) are not Morse-Smale since case (ii) has a nontransverse
intersection of the unstable manifold Wu(c2) of the saddle point c2 and the stable
manifold W s(c4) of the saddle point c4 and case (iv) has a nontransverse intersection
of W s(c2) and Wu(c4).
The proof of this theorem in Hale and Rybakowski (1982) shows the existence
of the nontransversal intersection of two saddle points with the functions g being
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analytic. However, the proof does not show that the transversality of the stable and
unstable manifolds is generic in the class G; that is, in the cases (ii) and (iv), it has
not been shown that a small perturbation of g will break the connection between the
saddles. It may be that one must perturb the function a out of the class of monotone
funtions (8) in order to obtain transversality, but this has not been shown.
Theorem 7.3 (Linear kernel). If a is the linear function satisfying a(0) = 1,
a(δ) = 0, g satisﬁes (9) and the zeros of g are bounded (that is, the set Eg of equilibria
is bounded) then
(i) the compact global attractor Aa,g exists.
(ii) If there are no δ-periodic orbits of the ODE (13) and the zeros of g are simple,
the same conclusions as in Theorem 7.1 hold for the attractor Aa,g.
(iii) If there is a δ-periodic orbit of (13) then it belongs to Aa,g, but it can never be
hyperbolic in the class of a satisfying (6), (8).
The proof of this result is similar to the proof of Theorem 7.1 with details in Hale
et al. (2002).
We remark that explicit estimates of the size of the global attractor (and thus
estimates of absorbing sets) are not obtainable from the Lyapunov function given in
(11). It is not known if there is a Lyapunov function which will yield an explicit
absorbing set.
There are certainly functions g and linear functions a satisfying conditions for
which there are δ-periodic orbits of (13). If this is the case, none of the periodic
orbits can be hyperbolic. In fact, if it were, then it would be a periodic orbit of (7)
for a small perturbation of a in the class (6), (8). On the other hand, if a is nonlinear
and satisﬁes (6), (8), then there are no periodic orbits.
This implies that, in the class of functions (a, g) satisfying (6), (8), (9), no dynam-
ical system generated by system (7) can be Morse-Smale if the dynamical system has
a periodic orbit. In particular, there is no generic Hopf bifurcation in this class. The
chosen parameter space for (a, g) is too small to capture all of the important dynamics
that could occur in a more realistic model. If the class of a is enlarged so that a′′(s)
changes sign, then it is shown in Hale et al. (2002) that a generic Hopf bifurcation can
occur. This involves either using normal form theory to ﬁnd the approximate ﬂow
on a center manifold or determining an approximation to the bifurcation function for
periodic orbits.
8. A scalar 1-D parabolic equation
In this section, we discuss a scalar parabolic equation on a bounded interval with
separated boundary conditions. A more general survey of some of the literature on
this topic is contained in the Butler lectures of Hale (1997).
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Consider the equation
ut = uxx + f(x, u, ux) in Ω = (0, 1), (14)
with the boundary conditions
ux|x=0 = 0 = ux|x=1, (15)
where the function f is assumed to be C2.
The results mentioned below are valid for a more general situation; for exam-
ple there could be a positive space dependent diﬀusion coeﬃcient and more general
boundary conditions. Only the simplest case is presented.
We assume that there is an s such that (14), (15) deﬁnes a semigroup T (t) on
Hs(0, 1) and that, if B is a bounded set in Hs(0, 1) and if there is a t > 0 such that
T (t)B is bounded, then the closure of T (t)B is compact. If f is independent of ux
and is a C2-function, we can take s = 1. If f depends upon ux, then s depends on
the growth rate of ux for large ux. If the growth rate is less than cubic, then we can
take s = 2.
We also suppose that the solutions of the initial value problem for the ordinary
diﬀerential equation
y′′ = f(x, y, y′), y(x0) = y0, y′(x0) = y′0,
are deﬁned for 0 ≤ x ≤ 1, 0 ≤ x0 ≤ 1, y0 ∈ R, y′0 ∈ R.
Theorem 8.1 (Zelenjak (1968)). System (14), (15) is gradient. Furthermore, if
γ+(ϕ) is a bounded orbit, then ω(ϕ) is a singleton.
The nontrivial proof depends upon showing that the hypotheses imply the exis-
tence of a Lyapunov function as in Deﬁnition 6.2. The simplest way to prove the last
part of the theorem (which is diﬀerent from Zelenjak) is to note the implications of
Sturm-Liouville theory of second order equations and use Theorem 10.5.
The dynamical system generated by (14), (15) is completely continuous for t > 0.
As a consequence of the fact that the solution operator of (14), (15) is compact and
that the system is gradient, Theorem 5.1 implies the following result.
Theorem 8.2. If system (14), (15) is point dissipative, then there exists the compact
global attractor Af . If, in addition, the equilibria are hyperbolic, then
Af =
⋃
ϕ∈E
Wu(ϕ).
It is rather remarkable that transversality between stable and unstable manifolds
of hyperbolic equilibria holds for every system (14), (15) (Henry (1985), Angenent
(1986)) as stated in
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Theorem 8.3. For any C2-function f , if ϕ,ψ are hyperbolic equilibria of (14), (15),
then Wu(ϕ) is transversal to W s(ψ).
If, in addition, (14), (15) is point dissipative, then system (14), (15) is Morse-
Smale if and only if the equilibria are hyperbolic.
The proof of Theorem 8.3 involves several basic properties of the solutions of (14),
(15). Any orbit γ(x) having α(x) = ϕ and ω(x) = ψ must have the property stated
in
Lemma 8.4. If ϕ,ψ are hyperbolic equilibria of (14), (15), and there is an orbit γ
through a point η0 with α(η0) = ϕ and ω(η0) = ψ, then dimWu(ϕ) > dimWu(ψ).
The idea for the proof of Lemma 8.4 is the following. For any function v(t, x),
t ∈ R, x ∈ (0, 1), let z(v(t, ·)) be the number of zeros of v(t, x) in (0, 1). The function
z(v(t, ·) is called the zero number or lap number of v(t, ·). If η(t) is a solution of (14),
(15) with α(η) = ϕ, ω(η) = ψ, then the linear variational equation around η is a
linear equation of the form
vt = vxx + b(t, x)v + c(t, x)vx (16)
with the coeﬃcients converging exponentially as t → +∞ (resp. t → −∞) to the
linear variational equation about ψ (resp. ϕ). As a consequence of this fact and the
fact that no solution of (16) can approach zero faster than any exponential, it is to be
expected that the zero number z(η(t)) of η(t) should be at least the number of zeros
of the eigenfunction corresponding to the largest eigenvalue of the linear variational
equation about ψ which, by the Sturm-Liouville theory, is at least dim Wu(ψ). By the
same reasoning, for large negative t, z(η(t)) should be no more that dim Wu(ϕ)− 1.
The proof of the lemma is completed by a famous result of Nickel (1962), Matano
(1982), that asserts that the zero number of solutions of (16) is a nonincreasing
function of t.
To complete the proof of Theorem 8.3, one uses the characterization of the tangent
space TW s(ψ) of W s(ψ) as those functions which are orthogonal to the solutions of
the adjoint linear variational equation
wt = −wxx − b(−t, x)w − c(−t, x)wx (17)
which approach TWu(ϕ) as t → ∞. If Wu(ϕ) is not transversal to W s(ψ), then
there is a solution of (17) which approaches zero as t → ±∞. One now proves that
Lemma 8.4 is valid for (17) and deduces that dimWu(ϕ) < dimW s(ψ) which is a
contradiction.
As noted in Theorem 8.3, (14) generates a Morse-Smale dynamical system if the
compact global attractor exists and the equilibria are hyperbolic. It has been shown
independently by Smoller and Wasserman (1984) and by Brunovsky´ and Chow (1984)
that the equilibria are hyperbolic in an open dense set of C1-functions f(u).
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In the remainder of this section, we assume that each element of the set E of
equilibria is hyperbolic and that the compact global attractor Af exists.
To understand more about the ﬂow on the attractor, we must have some criterion
for deciding how the equilibria are connected by orbits. Given ϕ,ψ ∈ E, let C(ϕ,ψ)
denote the set of connecting orbits from ϕ to ψ; that is, the set of trajectories u(t)
which are deﬁned for t ∈ R with the property that ω(u(·)) = ψ and α(u(·)) = ϕ. It is
clear that
Af = E ∪
( ⋃
ϕ,ψ∈E
C(ϕ,ψ)
)
.
It is rather remarkable that the decision about connecting orbits can be reduced
to an algebraic problem involving a permutation. If E = {ϕ1, . . . , ϕk}, then there is
a natural order of these elements so that
ϕ1(0) < ϕ2(0) < · · · < ϕk(0). (18)
By uniqueness of the initial value problem for the ODE obtained by setting ut = 0 in
(14), these values are distinct. At the other boundary point x = 1, the natural order
may have changed and we have a permutation πf of the integers 1, 2, . . . , k deﬁned
by
ϕπf (1)(1) < ϕπf (2)(1) < · · · < ϕπf (k)(1). (19)
This permutation was introduced by Fusco and Rocha (1991) and some important
consequences were deduced. The complete theory was developed by Fiedler and Rocha
(1996), (1999), (2000).
Theorem 8.5 (Fiedler and Rocha (1996)). If πf is the permutation deﬁned by
(18), (19), then πf determines, in an explicit constructive process, which equilibria
are connected and which are not; that is, this permutation determines which of the
sets C(ϕ,ψ) are nonempty.
The proof is constructive and easy to apply to examples (see Fiedler and Rocha
(1996) or Hale (1997)).
The orbit structure of (14) is completely determined by the permutation as stated
in
Theorem 8.6 (Fiedler and Rocha (2000)). Suppose that Af (resp. Ag) is the
compact global attractor for (14) associated with reaction function f (resp. g) and let
πf (resp. πg) be the corresponding permutations. Then the dynamical system deﬁned
by f is equivalent to the dynamical system deﬁned by g if and only if πf = πg.
The term meander was introduced by Arnol′d (1988) to denote a connected ori-
ented non-self-intersecting curve in the plane intersecting a ﬁxed oriented base line
in k points. The intersections are assumed to be strict crossings. The permutation
deﬁned by ordering the intersection points, ﬁrst along the base points and then along
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the meander, is called a meander permutation. For a ﬁxed k, let S(k) be the set of
meander perturbations.
For any π ∈ S(k), one can deﬁne an index vector (i1, , i2, . . . , ik) by the relations
i1 = 0
in+1 = in + (−1)n+1 sign[π−1(n + 1)− π−1(n)]
for 1 ≤ n ≤ k. An element π ∈ S(k) is said to be Morse if its index vector satisﬁes
in ≥ 0 for 1 ≤ n ≤ k. The motivation for the above deﬁnition of the index vector
comes from expression for the Morse indices of equilibria contained in Fiedler and
Rocha (1996).
The permutation πf associated with the equilibria of (14) on the Af is a meander
permutation. From the point of view of modeling, it is interesting to determine which
meandering permutations can be realized by the permutations obtained from (14).
A permutation π ∈ S(k) with k odd is called dissipative if π(1) = 1 and π(k) = k.
We say that a permutation π ∈ S(k) is realizable by (14) if there is an f such that
the compact global attractor Af exists, each equilibrium is hyperbolic and
π = πf .
Theorem 8.7 (Fiedler and Rocha (1999)). A permutation π ∈ S(k) is realizable
by (14) if and only if k is odd and π is a dissipative Morse meander.
These results give a complete understanding of the qualitative behavior of the ﬂow
for a dissipative parabolic equation in one space dimension with separated boundary
conditions. As remarked earlier, there is a constructive procedure for determining
the ﬂow on the compact global attractor. Many applications of the results have been
given.
9. A scalar parabolic equation in N -D
Suppose that Ω is a bounded domain in RN with smooth boundary, f : Ω¯ × R → R
is a C1-function and consider the scalar reaction diﬀusion equation
∂tu = Δu + f(x, u), t > 0, x ∈ Ω,
u = 0, t > 0, x ∈ ∂Ω. (20)
There is a p > N such that (20) deﬁnes a local dynamical system T on the Sobolev
space X = W 1,p0 (Ω). The dynamical system satisﬁes the following property: for a
bounded set B, if there is a t > 0 such that T (t)B is bounded, then the closure of
T (t)B is compact. In particular, the ω-limit set of any bounded positive orbit of (20)
is a compact, invariant, connected set in X.
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The energy functional
V (ϕ) =
∫
Ω
(
1
2
|∇ϕ(x)|2 − F (x, ϕ(x)))dx,
where F (x, u) =
∫ u
0
f(x, s)ds, is such that, if u(t, x) is a solution of (20), then
V˙ (u(t, ·) = −
∫
Ω
|∂tu(t, x)|2 dx ≤ 0. (21)
As remarked above, if γ+(ϕ) is a bounded orbit, then ω(ϕ) is a nonempty compact
invariant connected set. Relation (21) implies that ω(ϕ) ⊂ Ef , where Ef is the set of
equilibria; that is, the solutions of
0 = Δϕ + f(x, ϕ), x ∈ Ω,
u = 0, x ∈ ∂Ω.
Theorem 9.1. System (20) is gradient. If Ef is bounded and each solution is deﬁned
and bounded for t ≥ 0, then the compact global attractor Af exists. A sign condition
on f(x, u) for large u will ensure that positive orbits of points are bounded.
In the previous section, we have seen that the dynamical system deﬁned by a
scalar parabolic equation in one space dimension with separated boundary conditions
satisﬁes the following properties:
(i) it is gradient,
(ii) each bounded orbit converges to a single equilibrium,
(iii) stable and unstable manifolds of hyperbolic equilibria always intersect transver-
sally.
(iv) assuming the existence of a compact global attractor, the system is Morse-Smale
if and only if the equilibria are hyperbolic.
These properties hold for each C1-function f(x, u, ux) as well as for much more
general boundary conditions.
It is interesting to investigate the extent to which these properties hold when the
spatial domain has dimension > 1.
Regarding (ii), we have the following important result of Simon (1983).
Theorem 9.2. If f in (20) is analytic, then the ω-limit set of any bounded orbit is
a singleton.
If f is not analytic, this may not be the case as the following result of Pola´cˇik and
Rybakowski (1996) shows.
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Theorem 9.3. For Ω the unit ball in R2, there is a C1-function f(x, u) such that
the system (20) has a bounded orbit for which the ω-limit set is a circle of equilibria.
Suppose that the compact global attractor Af exists and let U be a bounded
neighborhood of Af . Brunovsky´ and Pola´cˇik (1997) have shown that system (20) is
generically Morse-Smale as stated in
Theorem 9.4. There is a residual set R ⊂ C1(Ω¯× U¯ ,R) such that, for every f ∈ R,
system (20) is Morse-Smale; that is, each element of Eg is hyperbolic and the stable
and unstable manifolds intersect transversally
Theorem 9.4 asserts that Morse-Smale systems are generic in the parametrized
family of dynamical systems with the parameter space being Λ = C1(Ω¯× U¯ ,R).
It is natural to ask if the parameter set can be restricted to the class C1(U¯ ,R);
that is, to functions f in (20) which do not depend upon the spatial variable. The
following result of Pola´cˇik (1999) shows that this is not the case.
Theorem 9.5. There is a smooth bounded convex domain Ω ⊂ R2 and a quadratic
function f0(u) = μu− u2 such that for any C1-function f with
‖f − f0‖C1([−1,1]) ≡ sup
u∈[−1,1]
(|f0(u)− f(u)|+ |f ′0(u)− f ′(u)|)
suﬃciently small, (20) has exactly two hyperbolic equilibria ϕ and ψ such that Wu(ϕ)
and W s(ψ) intersect nontransversally.
For (20) with f(x, u), we have observed that the system is gradient. However, if
we allow the functions f to depend upon the gradient of u, then the system may not
be gradient. The following result shows much more and is the culmination of much
eﬀort by Pola´cˇik (1991), (1995), Pola´cˇik and Rybakowski (1995), (1996) and Prizzi
(1998).
Theorem 9.6. Consider the system
∂tu = Δu + f(x, u,∇u), t > 0, x ∈ Ω,
u = 0, t > 0, x ∈ ∂Ω. (22)
in the space W 1,p for an appropriate p > N , where f(x, u, w) is a C1-function.
For any given p-dimensional ODE
y˙ = g(y), (23)
with g ∈ C1(Rp,Rp) there is an N −D parabolic equation (22) with a center manifold
on which the ﬂow contains the ﬂow of the ODE (23).
Generically, one can be assured that bounded positive orbits converge to a single-
ton as stated in (Hirsch (1988), Smith and Thieme (1991))
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Theorem 9.7. If f(x, u,∇u) is a C1-function, then there is an open dense set H of
initial data such that, for any u0 ∈ H with γ+(u0) bounded, ω(u0) is a singleton.
Note that this result holds for very general parabolic equations which are not
gradient. This implies that the complicated orbits referred to in Theorem 9.3 must
be unstable. Knowing that such orbits exist is still very important for the global
dynamics. For example, if there are only two stable equilibria, then these orbits
are on the boundary of the basins of attraction of each. As a consequence, if the
initial data is close to this boundary, then it has an important eﬀect on the transient
behavior of the orbit.
10. Linearly damped wave equation
The dynamical systems discussed in Sections 8 and 9 have the property that there is
a t1 > 0 such that T (t1) is completely continuous. As a consequence, we could obtain
the existence of the compact global attractor by assuming only point dissipativeness.
There are many situations where this type of smoothing does not occur and we need to
use Theorem 5.7. In this section, we discuss one such dynamical system; namely the
linearly damped nonlinear wave equation on a bounded domain. Another important
parameter that enters into the problem is the nature of the linear damping. The
simplest case is constant damping, but it also is very important to understand local
damping when the support of the damping is not all of the domain.
We begin by discussing a linear equation to understand conditions which will
ensure the exponential stability of the origin. We then present a rather complete
theory for the nonlinear equation with constant damping and, ﬁnally, a few results
on the case of local damping.
Much of the presentation is based on Hale and Raugel (1993) which was heavily
inﬂuenced by Hale (1983), (1987). Our objective is to stress some of the main ideas
and often present results under hypotheses which are more restrictive than necessary.
10.1. Linearly damped linear wave equation
Let Ω be a bounded domain in Rn, n ≤ 3 with Lipschitz boundary, β ∈ C(Ω¯, [0,∞))
and consider the equation
∂2t u + β∂tu−Δu = 0 in Ω
u = 0 on ∂Ω.
(24)
in the space X = H10 (Ω)× L2(Ω). System (24) is equivalent to the system
∂tU = CU,
C =
[
0 I
−Δ −βI
]
, U =
[
u
∂tu
]
.
(25)
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The operator eCt is a group on R and corresponds to the dynamical system gener-
ated by (25). If β(x) ≥ δ > 0, then it is not diﬃcult to show that the spectral radius
of eC is < 1. From Theorem 5.2, the origin (0, 0) is the compact global attractor for
the dynamical system C0-group , eCt, t ∈ R.
If there is an x0 ∈ Ω for which β(x0) > 0, it was shown by Iwasaki (1969),
Dafermos (1978) that each solution of (24) approaches zero as t→∞. Furthermore,
Dafermos (1978) demonstrated that there was a damping β for which this approach
to zero was not exponential. In such a case, the radius of the essential spectrum of
eC is one. From Theorem 5.2, we have the following
Theorem 10.1. If β(x) ≥ δ > 0 for x ∈ Ω¯, then (0, 0) is the compact global attractor
of (25) and attracts compact sets of X.
There exists a β such that the dynamical system deﬁned by (25) has the property
that (0, 0) is the maximal compact invariant set, (0, 0) is stable and attracts compacts
of X, positive orbits of bounded sets are bounded and, ﬁnally, (0, 0) is not an attractor;
that is, does not attract bounded sets.
It is very diﬃcult to discuss perturbations, especially nonlinear ones, of (25) if
(0, 0) is not the compact global attractor. If (0, 0) is the compact global attractor,
then there are K > 0, α > 0 such that
|eCt|L(X,X) ≤ Ke−αt, t ≥ 0. (26)
Thus, it is important to determine conditions on β which will ensure that (26) is
satisﬁed. The deﬁnitive statement is due to Bardos et al. (1992).
Theorem 10.2. The point (0, 0) is the compact global attractor for (25) if and only
if every light ray of the equation
∂2t u−Δu = 0
intersects the support ω of β.
In particular, this is true if either ω ⊃ ∂Ω or, if n = 1 and there is an x0 ∈ Ω for
which β(x0) > 0.
Given a speciﬁc domain Ω, it would be interesting to characterize the types of β
for which the conclusions of Theorem 10.2 are valid. How much of the boundary must
the support of β cover? Can one choose β so that it intersects the boundary at a very
small set and has special properties in Ω? Some interesting examples are in Chen et
al. (1991), Haraux (1989).
10.2. Constant linearly damped nonlinear wave equation
Let Ω be as above, β > 0 a constant, f : u ∈ R → f(u) ∈ R is a C1 function and
there exist positive constants c, γ such that
|f ′(u)| ≤ ce|u|γ , 0 ≤ γ < 2, n = 2,
|f ′(u)| ≤ c(1 + |u|γ), 0 ≤ γ ≤ 2, n = 3. (27)
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Consider the linearly damped nonlinear wave equation
∂2t u + β∂tu−Δu = f(u) in Ω
u = 0 on ∂Ω.
(28)
System (28) is equivalent to the system
∂tU = CU + f˜(U),
C =
[
0 I
−Δ −βI
]
, f˜(U) =
[
0
f(u)
]
, U =
[
u
∂tu
]
.
(29)
If we choose initial data U0 = (ϕ,ψ) ∈ X ≡ H10 (Ω) × L2(Ω), then U is a (mild)
solution of (29) if it satisﬁes the integral equation
U(t) = eCtU0 +
∫ t
0
eC(t−s)f˜(U(s)) ds, t ≥ 0. (30)
It is possible to show
Lemma 10.3. If f satisﬁes (27), then f : H10 (Ω)→ L2(Ω) (and, therefore, f˜ : X →
X) is a C1-function which takes bounded sets into bounded sets.
The function f˜ is compact if n = 1, 2 and also if n = 3 and γ < 2.
From Lemma 10.3, one can use (30) and the contraction mapping theorem to
show that, for any (ϕ,ψ) ∈ X, there is a solution Tf (t)(ϕ.ψ) ∈ X with initial value
(ϕ,ψ) at t = 0 deﬁned on a maximal interval [0, t(ϕ,ψ)); that is, (29) deﬁnes a local
dynamical system Tf on X.
Since β > 0 is a constant, we know from Theorem 10.1 that the estimate (26)
holds. This is important for
Lemma 10.4. Let Tf be the local dynamical system deﬁned by (28). Suppose that
n = 1, 2 or n = 3 with γ < 2. If B is a closed bounded set of X (considered as a
metric space with the metric induced by X) such that Tf (t)B ⊂ B for t ≥ 0, then
Tf (t)|B, t ≥ 0, is a dynamical system on B and it is asymptotically smooth
Proof. With B as in the statement of the lemma, it is clear that Tf (t)|B, t ≥ 0, is
a dynamical system on B. Furthermore, from (30), (26) and Lemma 10.3, Tf (t) is
the sum of an operator which is completely continuous for each t ≥ 0 and a linear
operator that approaches zero exponentially as t→∞; that is, satisﬁes (2). We have
noted that this implies that Tf (t)|B, t ≥ 0, is asymptotically smooth on B.
From Theorem 5.7, to prove the existence of a compact global attractor, we need
to know that Tf is a dynamical system on all of X, is point dissipative and, for any
bounded set B ⊂ X, there is a t0 > 0 such that γ+(Tf (t0)B) is bounded.
With a dissipative condition on f , we easily satisfy all of these requirements.
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The energy functional V : X → R for (28) (and (29)) is
V (ϕ,ψ) =
∫
Ω
[
1
2
|∇ϕ(x)|2 + 1
2
|ψ(x)|2 − F (ϕ(x))] dx
where F (u) =
∫ u
0
f(s) ds.
If (u(t, x), ∂tu(t, x)) is a solution of (28), then, on a dense set of initial data, a
simple computation shows that
V˙ (u(t, ·), ∂tu(t, ·)) = −
∫
Ω
β|∂tu(t, x)|2 dx ≤ 0. (31)
This implies that V (u(t, ·, ∂tu(t, ·)) is a nonincreasing function of t for all solutions of
(28).
Let us now impose the dissipative condition
lim sup
|u|→∞
f(u)
u
≤ λ1 (32)
where λ1 is the ﬁrst eigenvalue of −Δ with homogeneous Dirichlet boundary condi-
tions.
Theorem 10.5. If the conditions (32), (27) with γ < 2 for n = 3 are satisﬁed, then
Tf (t) is a dynamical system on X, the compact global attractor Af exists and Tf is a
gradient system.
If n = 1, then, for any (ϕ,ψ) ∈ X, ω(ϕ,ψ) is a singleton. If n ≥ 1 and the
function f is analytic, then ω(ϕ,ψ) is a singleton.
Proof. From (32), one can deduce that V (ϕ,ψ) → ∞ as |(ϕ,ψ)| → ∞. Since V is
nonincreasing along solutions of (28), this implies that, for any bounded set B ⊂ X,
γ+(B) exists and is bounded. Therefore, (28) deﬁnes a dynamical system Tf on
X. From Lemma 10.4, Tf is asymptotically smooth. As a consequence, ω(ϕ,ψ) is
a compact invariant set. Since V (u(t, ·), ∂tu(t, ·)) is nonincreasing in t, V must be
constant on any ω-limit set since such a set is invariant. From (31), elements of
ω(ϕ,ψ) must be of the form (ϕ, 0) with −Δψ = f(ψ in Ω, ψ = 0 on ∂Ω; that is, the
set of equilibria. A simmple variational argument shows that the set of equilibria is
bounded and, thus, Tf is point dissipative. Theorem 5.7 completes the proof of the
existence of the compact global attractor.
The statement about n = 1 is due to Hale and Raugel (1993) and is the con-
sequence of an eigenvalue computation showing that the linear variational equation
about an equilibrium can never have the eigenvalue zero with multiplicity greater that
one.
The last statement about convergence to a singleton if f is analytic is due to
Haraux and Jendoubi (1999). This uses a more sophisticated technique as in the
proof of Theorem 9.2.
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Theorem 10.5 as stated is due to Hale and Raugel (1993). Their proof is exactly
the same as the one given by Hale (1983) in which a stronger hypothesis on f was
imposed in the case n = 2. Haraux (1985) proved the above theorem with the same
hypotheses as in Hale (1983) except that the domain was more regular and he made
use of the fact that he could prove that the solutions belong to a more regular space.
This type of proof will not work for the case of a domain for which the boundary is
only Lipschitzian.
To the author’s knowledge, Babin and Vishik (1983) were the ﬁrst to discuss
attractors for (33), but the deﬁnition was not the same as the one that we are using.
They were able to prove that the set A(T ) was an attractor in the sense that it
would attract bounded sets of the space Y = (H2(Ω) ∩ H10 (Ω)) × H1(0); that is,
special compact sets of X. This is analogous to the result of Hale and Meyer (1967)
on the attractor for a linear neutral functional diﬀerential equation with a stable D
operator. We have discussed this in some detail in the Appendix and noted that later
work showing that the attractor for neutral equations was an attractor in the sense of
these notes led to asymptotically smooth dynamical systems, a concept which turned
out to be very appropriate for (33) as well as other partial diﬀerential equations of
hyperbolic type.
For γ = 2, n = 3, the proof of Theorem 10.5 will not work since the map f˜ :
H10 (Ω) → L2(Ω) is a bounded map but not compact. In this case, Arrieta et al.
(1992) proved that the compact global attractor exists. Their proof used a nonlinear
variation of constants formula and a special type of decomposition of the function f .
The decomposition consisted in writing f = f0+f1 with both f0 and f1 satisfying the
dissipative condition (32), f1 having growth rate (27) with γ < 2 and f0 satisfying the
condition f0(0) = 0, uf0(u) ≤ 0 for all u. The function f0 has the property that the
origin is the compact global attractor for the dynamical system Tf0 deﬁned by (28)
with f replaced by f0. Furthermore, for any bounded set B ⊂ X, the origin attracts
B under Tf0(t) at an exponential rate. Treating f = f0 + f1 as a nonhomogeneous
perturbation of f0, the nonlinear variation of constants formula permits one to write
the solution with initial value (ϕ,ψ) as the sum of the solution of (28) with f replaced
by f0 and with initial value (ϕ,ψ) and a part which vanishes at t = 0. It is then shown
that the mapping Tf (t)− Tf0(t) is completely continuous for t ≥ 0. The proof of this
fact used some regularity of Tf (t)(ϕ,ψ) − Tf0(t)(ϕ,ψ) in the spatial variables. This
shows that Tf is asymptotically smooth. Theorem 5.7 completes the proof of the
existence of the compact global attractor.
Babin and Vishik (1992) also proved Theorem 10.5 but imposed more restrictions
on the nonlinear function f . With the decomposition of Arrieta et al. (1992), Raugel
has pointed out to the author that the proof of Babin and Vishik (1992) can be used
to obtain the general result. Another proof using functionals has been given by Ball
(2003).
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10.3. Local linearly damped nonlinear wave equation
In this subsection, we assume the same conditions on f as above; namely, (27) and
(32), but we allow the linear damping to be a continuous nonnegative function of
x ∈ Ω.
Consider the equation
∂2t u + β(x)∂tu−Δu = f(u) in Ω
u = 0 on ∂Ω.
(33)
If Cβ is deﬁned as
Cβ =
[
0 I
−Δ −β(·)I
]
,
then we assume that there are positive constants K,α such that
|eCβt|L(X,X) ≤ Ke−αt, t ≥ 0. (34)
Theorem 10.2 gives necessary and suﬃcient conditions for (34) to hold.
The following result is due to Hale and Raugel (1993).
Theorem 10.6. If f satisﬁes (27) with γ < 2 for n = 3 and (32) and (34) is
satisﬁed, then (33) deﬁnes a dynamical system Tβ,f on X and the minimal global
attractor Aβ,f exists; that is, Aβ,f is invariant, attracts bounded sets of X and is
minimal with respect to this property.
If, in addition, Tβ,f is point dissipative, then Aβ,f is the compact global attractor.
If either n = 1 and there is an x0 ∈ Ω such that β(x0) > 0 or the support ω of β
contains the boundary of Ω, then (33) is a gradient system and Aβ,f is the compact
global attractor.
If n = 1, for any (ϕ,ψ) ∈ X, ω(ϕ,ψ) is a singleton.
The proof of the existence of the minimal global attractor is the same as for the
case with β > 0 a constant. In fact, it is easy to see that the argument for β > 0
a constant shows that (33) deﬁnes a dynamical system Tβ,f on X, is asymptotically
smooth and γ+(B) is bounded if B ⊂ X is bounded. This implies that ω(B) is a
compact invariant set. If we deﬁne
Aβ,f = Cl{ω(B) : B ⊂ X is bounded}
then Aβ,f is the minimal global attractor. If, in addition, Tβ,f is point dissipative,
then Aβ,f is the compact global attractor. This proves the ﬁrst two parts of the
theorem.
To prove the next part, notice that (28) implies that any globally deﬁned solution
of (33) must be a solution of the equation
∂2t v −Δv = f(v) in Ω \ ω
∂tv = 0 in ω
v = 0 in∂Ω.
(35)
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The next step, which is the most diﬃcult, is to show that the only solutions of
(35) are equilibria. The proof, under the above assumptions on β, can be found
in Hale and Raugel (1993). We only remark that it uses some regularity results to
reduce the problem to the unique continuation property for the solutions of linear
wave equations.
To prove the last statement concerning n = 1, one shows ﬁrst that, if an equilib-
rium is not hyperbolic, then 0 is a simple eigenvalue of the linear variational equation
and is the only eigenvalue on the imaginary axis. The convergence to a singleton is
now a consequence of Hale and Raugel (1992).
It is not known if the conclusions of Theorem 10.6 remain true if it is assumed
only that inequality (34) is satisﬁed in the case n ≥ 2; that is, is the condition ω ⊃ ∂Ω
necessary in Theorem 10.6?
10.4. Generically Morse-Smale
The author was informed by G. Raugel that the function f in Theorem 9.5 serves as
a counterexample to generic transversality of stable and unstable manifolds of hyper-
bolic equilibria of (28) in the class of C1-functions f which are spatially independent.
On the other hand, Brunovsky´ and Raugel (2003) have given general results on
generic transversality of stable and unstable manifolds for (32) in an appropriate class
of functions f which are spatially dependent. These results generalize Theorem 9.4
for parabolic equations.
Appendix
A. Functional Diﬀerential Equations
Retarded functional diﬀerential equations with ﬁnite delay (RFDE) and a special class
of neutral functional diﬀerential equations with ﬁnite delay (NFDE) seem to have
been the ﬁrst evolutionary equations in an inﬁnite dimensional nonlocally compact
space for which a qualitative theory was developed. The detailed study of these
equations played an important role in the present theory of the qualitative theory
of quasilinear equations of parabolic and hyperbolic type. It is for this reason, as
well as the fact that most researchers are not familiar with these equations, that we
present in this appendix the deﬁnitions and some of the important properties of the
dynamical system generated by these equations. The reader may consult Hale and
Verduyn Lunel (1993) and Diekmann et al. (1995) for other aspects of the theory as
well as further references.
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A.1. RFDE
For a given δ ≥ 0, let C ≡ C([−δ, 0],Rn) be the space of continuous functions from
[−δ, 0] to Rn with the sup norm | · | ≡ | · |C . If δ = 0, we understand this space to be
just Rn. For any α ≥ 0, for any function x : [−δ, α] → Rn and, for any t ∈ [0, α], we
let xt denote the function from [−δ, 0] to Rn deﬁned by xt(θ) = x(t + θ), θ ∈ [−δ, 0].
Suppose that f : C → Rn is a Cr-function, r ≥ 1, and is a bounded map; that is,
takes bounded sets into bounded sets. An autonomous retarded functional diﬀerential
equation (RFDE) with ﬁnite delay is a relation
x˙(t) = f(xt) (36)
where x˙(t) is the right hand derivative of x(t) at t.
For a given function ϕ ∈ C, we say that x(t, ϕ) is a solution of (36) on the
interval [0, αϕ), αϕ > 0, with initial value ϕ at t = 0 if x(t, ϕ) is deﬁned on [−δ, αϕ),
xt(·, ϕ) ∈ C for t ∈ [0, αϕ), x0(·, ϕ) = ϕ and x(t, ϕ) satisﬁes (36) on the interval
[0, αϕ). If a solution of (36) exists, then, for each t ∈ [0, αϕ), it must satisfy the
following equation
x0(·, ϕ) = ϕ
x(t, ϕ) = ϕ(0) +
∫ t
0
f(xs(·, ϕ))ds, t ∈ [0, αϕ).
(37)
From (37), it is clear that a solution x(t, ϕ) must be continuously diﬀerentiable
for t ∈ (0, αϕ) with a right hand derivative at t = 0. We remark that a solution
x(t, ϕ) will be continuously diﬀerentiable at t = 0 if and only if the initial data ϕ is
continuously diﬀerentiable at θ = 0 and dϕ(0)/dθ = f(ϕ).
The proof of the following result may be easily given by using the contraction
mapping principle in (37)
Theorem A.1. For any ϕ ∈ C, there is a unique solution x(t, ϕ) deﬁned on a
maximal interval [−δ, αϕ), x(t, ϕ) is continuous in (t, ϕ) and Cr in ϕ for all t ∈
[−δ, αϕ), ϕ ∈ C. Also, for k ≤ r + 1, x(t, ϕ) is Ck in t if t ∈ (kδ, αϕ).
If αϕ <∞, then |xt(·, ϕ)| → ∞ as t→ α−ϕ
If we deﬁne T (t)ϕ ≡ xt(·, ϕ) for t ∈ [0, αϕ), then we obtain a local dynamical
system on C. If all solutions exist on [−δ,∞), then T : R+ × C → C is a dynamical
system on C.
A mapping M : C → C is said to be conditionally completely continuous if, for
any bounded B ⊂ C for which MB is bounded, the closure of MB is compact. An
application of the Arzela´-Ascoli theorem and Theorem 5.1 yield the following result.
Theorem A.2. The dynamical system T (t), t ≥ 0, deﬁned by (36) is conditionally
completely continuous for t ≥ δ. If T (t) is a bounded map for each t ≥ 0, T (t), t ≥ 0,
is completely continuous for t ≥ δ.
If T (t) is point dissipative, then the compact global attractor exists.
Revista Matema´tica Complutense
2004, 17; Nu´m. 1, 7–57
46
Jack K. Hale Stability and Gradient Dynamical Systems
For a complete discussion of RFDE, it also is necessary to understand the structure
of T (t) on the interval [0, δ]. This is a consequence of discussing the solution of the
equation x(t) = 0 considered as a dynamical system T0(t), t ≥ 0, on the space
C0 = {ψ ∈ C : ψ(0) = 0}. It is clear that, for any ψ ∈ C0,
(T0(t)ψ)(0) = 0, t ≥ 0,
(T0(t)ψ)(θ) = ψ(t + θ), t + θ ∈ [−δ, 0).
Let us rewrite (37) as
(T (t)ϕ)(0) = 0 + ϕ(0) +
∫ t
0
f(T (s)ϕ)ds, ≥ 0,
(T (t)ϕ)(θ) = [ϕ(t + θ)− ϕ(0)] + ϕ(0), t + θ ∈ [−δ, 0).
(38)
Since the function ϕ − ϕ(0) is an element of C0, the solution of x(t) = 0 through
ϕ− ϕ(0) is given by T0(t)[ϕ− ϕ(0)]. From relation (38), we observe that T (t) is the
sum of T0(t)[ϕ − ϕ(0] and a conditionally completely continuous operator. We can
also introduce an equivalent norm in C such that T0(t)[ϕ−ϕ(0)] is a strict contraction
for each t > 0. As a consequence, we have
Theorem A.3. For each t ≥ 0,
T (t) = T0(t)[ϕ− ϕ(0)] + U(t) is a conditional α-contraction,
U(t) is conditionally completely continuous,
T0(t) is the dynamical system on C0 deﬁned by x(t) = 0.
If T (t) is a bounded map for each t ≥ 0, then it is an α-contraction for all t ≥ 0.
For equation (36) with f(t, ϕ), f(t+τ, ϕ) = f(t, ϕ), we can deﬁne the period map P
on C which takes the initial value at time zero to the solution in C at time τ . This map
also will be an α-contraction for an appropriate norm in C. There exists an integer
k such that P k is completely continuous. If P is point dissipative, then Theorem
5.1 implies that there is the compact global attractor A(P ) of P . In particular,
A(P ) attracts compact sets. From these remarks and Theorem 5.6, we see that point
dissipativeness of P will imply a ﬁxed point of P . Such a ﬁxed point corresponds
to a τ -periodic solution of the equation. Previous to this remark, researchers had
been able to obtain τ -periodic solutions only for τ ≥ δ since they were making use
only of the fact that P was completely continuous and not using the structure of the
dynamical system on the interval [0, τ).
A.2. NFDE
We use the same notation as for RFDE.
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Suppose that D : C → Rn is a continuous linear operator, which is atomic at zero;
that is,
Dϕ = ϕ(0)−
∫ 0
−δ
dμ(θ), ϕ(θ) (39)
wnere μ(θ) is an n× n matrix of bounded variation and there is a continuous nonde-
creasing function γ(s), s ∈ [−δ, 0], γ(0) = 0 such that, for any s > 0,
Var[−s,0] μ ≤ γ(s). (40)
Suppose that f : C → Rn is a Cr-function, r ≥ 1, and is a bounded map. A
neutral functional diﬀerential equation (NFDE) is a relation
d
dt
Dxt = f(xt) (41)
where ddt is the right hand derivative at t.
Note that an RFDE is a special case of (41) with Dϕ = ϕ(0).
For a given function ϕ ∈ C, we say that x(t, ϕ) is a solution of (41) on the
interval [0, αϕ), αϕ > 0, with initial value ϕ at t = 0 if Dxt(·, ϕ) is deﬁned on
[−δ, αϕ), xt(·, ϕ) ∈ C for t ∈ [0, αϕ), x0(·, ϕ) = ϕ and x(t, ϕ) satisﬁes (41) on the
interval [0, αϕ).
If a solution of (41) exists, then it must satisfy the following equation
x0(·, ϕ) = ϕ
Dxt(·, ϕ) = Dϕ +
∫ t
0
f(xs(·, ϕ))ds, t ∈ [0, αϕ).
(42)
From (42), it is clear that each solution x(t, ϕ) of (41) has the property that
Dxt(·, ϕ) must be continuously diﬀerentiable for t ∈ (0, αϕ) with a right hand deriva-
tive at t = 0.
We emphasize that we do not require that the function x(t, ϕ) have a right hand
derivative, but only that the function Dxt(·, ϕ) has a right hand derivative.
If a solution of (41) is continuously diﬀerentiable, then it satisﬁes the relation
Dx˙t = f(xt), an equation in which the derivative occurs with delayed arguments.
Our deﬁnition of NFDE is a special case of a more general class of FDE for which
the derivatives occur with delayed arguments in more general form (see, for example,
Kolmanovski˘ı and Myshkis (1992)). However, (40) occurs frequently in the applica-
tions and, for such systems, we can develop a qualitative theory which is as general
as the one for RFDE. Hale and Meyer (1967) were the ﬁrst to consider NFDE in the
form (41) where it is not required for a solution x(t) to be C1, but that Dxt be C1.
It can be shown that equations of the type (41) are very closely related to weak
solutions of undamped wave equations in one space dimension with linear or nonlinear
boundary conditions (see Abolinya and Mysˇkis (1960), Brayton (1966), Cooke and
Krumme (1968)).
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Theorem A.4. If f ∈ Cr(C,Rn), r ≥ 1 (resp. analytic), then, for any ϕ ∈ C, there
is a unique solution x(t, ϕ) of (26) on a maximal interval of existence [−δ, αϕ). If
αϕ < ∞, then |xt(·, ϕ)| → ∞ as t → αϕ. Furthermore, xt(·, ϕ) is continuous in t, ϕ
and is Cr in ϕ (resp. analytic).
The proof of Theorem A.4 follows in spirit the proof of Theorem A.1 except applied
to the integral equation (42) written in the form
x0(·, ϕ) = ϕ
x(t) =
∫ 0
−δ
[dμ(θ)]x(t + θ) + Dϕ +
∫ t
0
f(xs(·, ϕ))ds, t ∈ [0, αϕ).
In this case, it does not seem possible to use the contraction principle to get a ﬁxed
point of a map deﬁned by the right hand side of the equalities in this equation.
However, it is possible to show that, on an appropriate class of functions on an
interval [−δ, a] with a small, one has an α-contraction. A ﬁxed point theorem for
α-contractions gives existence. The maximal interval of existence is obtained by
invoking Zorn’s lemma in the usual way. The uniqueness and smoothness properties
of the solution in ϕ require some special arguments (for details, see Hale and Verduyn
Lunel (1993)).
Let T (t)ϕ ≡ TD,f (t)ϕ = xt(·, ϕ) for t ∈ [0, αϕ). If we assume that all solutions
of (41) are deﬁned for t ∈ R+, then the family of maps {TD,f (t) : C → C, t ≥ 0} is
a Cr-semigroup on C if f is Cr and analytic if f is analytic. We will assume in the
following that all solutions of (41) are deﬁned for t ≥ 0.
Our next objective is to obtain an important qualitative property of the dynamical
system generated by solutions of (41) which, for RFDE, reduces to Theorem A.3.
Historically, the observation for RFDE was noted after the result had been proved for
NFDE.
To do this, we make the assumption that the matrix function μ(θ) of bounded
variation in (39) has no singular part; that is,
Dϕ = D0ϕ−
∫ 0
−δ
B(θ)ϕ(θ)dθ
D0ϕ = ϕ(0)− Σ∞j=1Bjϕ(−δj), δj > 0, 1 ≤ j,
Σ∞j=1|Bj | <∞,
∫ 0
−δ
|B(θ)|dθ <∞.
(43)
We say that a linear operator D : C → Rn is exponentially stable if the zero
solution of the equation Dyt = 0 is exponentially stable; that is, there are positive
constants k, α such that, for any ψ ∈ C with Dψ = 0, the solution y(t, ϕ) of Dyt = 0
with y0(·, ψ) = ψ satisﬁes |yt(·, ψ)| ≤ kexp(−αt)|ψ| for t ≥ 0.
Theorem A.5. Let T (t) ≡ TD,f (t), t ≥ 0, be the dynamical system deﬁned by (41)
with D satisfying (43) and let TD0 be the dynamical system on CD0 = {ϕ ∈ C : D0ϕ =
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0} generated by the diﬀerence equation D0yt = 0. Then there is a matrix function
ΨD0 : C → CD0 such that
TD,f (t) = TD0(t)ΨD0 + UD,f (t),
UD,f (t) conditionally completely continuous for t ≥ 0,
(44)
If, in addition, the operator D0 is exponentially stable, then there is an equivalent
norm in C such that, for each t > 0, TD,f (t) is a conditional α-contraction.
We present a sketch of the ideas in the proof. The solutions of (41) coincide with
the solutions of (42). The ﬁrst step is to show that there exists a matrix function
ΦD0 = (ϕ
D0
1 , . . . , ϕ
D0
n ), DΦD0 = I, where each ϕ
D0
j ∈ C and to deﬁne ΨD0 = I −
ΦD0D0. Then ΨD0 : C → CD0 , If we let U(t)ϕ ≡ UD,f (t)ϕ = TD,f (t)ϕ−TD0(t)ΨD0ϕ
and T (t)ϕ = TD,f (t)ϕ, then, for t ≥ 0,
D0(U(t)ϕ) =
∫ t
t−δ
B(s− t)(T (s)ϕ)(0)ds +
∫ t
0
f(T (s)ϕ)ds
and U(0)ϕ = ΦD0D0ϕ, which varies over a ﬁnite dimensional subspace as ϕ varies
over C. One now uses some nontrivial estimates to show that U(t) is conditionally
completely continuous. This gives the decomposition (44). If D0 is stable, then one
can ﬁnd an equivalent norm in C such that TD,f (t) is an α-contraction.
This result is essentially contained in Hale (1970) and made extensive use of Cruz
and Hale (1969), (1970), (1971) (see, also Henry (1974)).
Knowing that a NFDE has the representation in Theorem A.5 led to the gen-
eral class of asymptotically smooth dynamical systems of Section 5 introduced by
Hale et al. (1972). In fact, if D0 is exponentially stable, then the dynamical system
TD,f is asymptotically smooth. The asymptotically smooth dynamical systems were
introduced with the hope the one also could discuss compact global attractors for
certain types of partial diﬀerential equations which exhibited hyperbolic structure.
The concept has turned out to very appropriate for many problems, one of which was
mentioned in Section 10.
If TD,f (t) is a linear operator for each t (that is, the original equation (41) is
linear), then the representation (44) shows that
r(σess (TD,f (1))) = r(σess (TD0(1))).
As a consequence, if D0 is exponentially stable and TD,f is point dissipative, then it
is not diﬃcult to show that there are positive constants k, α such that
‖TD,f (t)‖L(C,C) ≤ ke−αt, t ≥ 0. (45)
Let AD,f be the inﬁnitesimal generator of TD,f (t), t ≥ 0; that is,
D(AD,f ) = {ϕ ∈ C : lim
t→0+
1
t
[TD,f (t)ϕ− ϕ] exists}
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and AD,fϕ is this limit. It is easy to show that
D(AD,f ) = {ϕ ∈ C1([−δ, 0],Rn) : Dϕ˙ = f(ϕ)}.
A simple computation shows that AD,f has compact resolvent with only point
spectrum given by
σ(AD,f ) = {λ ∈ C : det[Deλ·I − f(eλ·I)] = 0.
It is to be expected that, if Re(σ(AD,f )) < 0, then TD,f satisﬁes (45). Hale and
Meyer (1967) discussed exactly this situation, but were unable to prove it. By using
the inverse Laplace transform for TD,f (t)ϕ and integrating by parts they showed that
|TD,f (t)ϕ|C ≤ ke−αt|ϕ|DD,f , t ≥ 0,
where |ϕ|DD,f = max{|ϕ|C , |ϕ˙|C} and ϕ ∈ DD,f .
Similar results hold for the dynamical system TD0 on CD0 . The inﬁnitesimal
generator AD0 is given by AD0ψ = ψ˙ for
ψ ∈ D(AD0) ≡ {ψ ∈ CD0 ∩ C1 : D0ψ˙ = 0}
Also, AD0 has compact resolvent and
σ(AD0) = {λ ∈ C : det Deλ·I = 0}.
Cruz and Hale (1969), (1970), (1971) were able to show that the estimate (45)
was valid if D0 was exponentially stable. However, this did not relate the spectrum
of the generator of TD0(t) to the spectrum of its generator AD0 . In 1987, Henry (see
also Greiner and Schwarz (1991)) proved the following result.
Theorem A.6.
σess(TD,f (t)) = σess((TD0(t)) = ClC e
σ(AD0 )t, t > 0.
Example A.7. We give now an example of a NFDE showing that both situations in
Theorem 5.2 can occur. Consider the scalar NFDE
d
dt
[x(t)− ax(t− 1)] + cx(t) = 0 (46)
where c, a are constants. In the notation for NFDE, we have C = C([−1, 0],R),
Dϕ ≡ Daϕ = ϕ(0)− aϕ(−1), CDa = {ϕ ∈ C : ϕ(0)− aϕ(−1) = 0}, f(ϕ) = −cϕ(0).
Let Ta,c be the dynamical system on C generated by (46) and TDa be the dynamical
system on CDa generated by
Da(yt) = y(t)− ay(t− 1) = 0.
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The inﬁnitesimal generator Aa,c of Ta,c is deﬁned on the domain
D(Aa,c) = {ϕ ∈ C : ϕ ∈ C1, ϕ′(0)− aϕ′(−1) + cϕ(0) = 0}
and Aa,cϕ = ϕ′ if ϕ ∈ D(Aa,c). The operator Aa,c has compact resolvent and only
point spectrum which is given by the values λ that satisfy the equation
λ(1− ae−λ) + c = 0. (47)
The operator Aa has compact resolvent and only point spectrum which is given
by the values λ that satisfy the equation
1− ae−λ = 0.
From Theorem A.6 (or direct calculation since the equations is so simple), we see
that σ(TD0(1)) = σess(TD0(1)) lies on the circle in the complex plane with center zero
and modulus |a|. As a consequence, r(σess(Ta,c(t))) = |a|.
It is not diﬃcult to prove that σ(Ta,c(t)) is continuous in a, c. Also, for |a| ≤ 1, it
is easy to show that there are no solutions of (47) on the imaginary axis. For a = 0,
σ(T0,c(t)) = {0, e−ct}. As a consequence, if c > 0, then |σ(Ta,c(t))| ≤ 1 and it is < 1
if |a| < 1. In this case, the origin is the compact global attractor.
If |a| = 1, then r(σess(Ta,c(t))) = 1. With more eﬀort, one can show that the
Laplace transform of any solution of (46) has an analytic extension to the closed
right half plane {z ∈ C : Re z ≥ 0}. This implies that the solution is integrable along
the positive real axis and, hence, each solution tends to zero as t→∞; that is, Ta,c is
point dissipative. As a consequence of Theorem 5.2, the origin attracts compact sets,
is stable and positive orbits of bounded sets are bounded, but the compact global
attractor does not exist. For details of this argument, see Hale and Verduyn Lunel
(2002).
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