Introduction
Consider the nonlinear Burgers' equation given by where ν > 0 is the kinematic viscosity parameter and g, f 1 and f 2 are given functions of the arguments which are sufficiently smooth. Burgers' equation is one of the most fundamental nonlinear partial differential equations which has its impact in numerous areas of scientific research such as viscous flow and turbulence, gas dynamics, shock theory, traffic flow, stochastic process, cosmology, etc. Burgers' equation was introduced in 1915 by a British-American mathematician Harry Bateman [6] . He was interested in vanishing the viscosity limit, i.e. ν → 0. The applications of Burgers' equation began when a Dutch physicist J. M. Burger [7] made use of it to elucidate some important characteristics of turbulence such as balance of energy and appearance of dissipation layers. He did immense research in this equation and to honour his contributions, this equation is well known as Burgers' equation. Research in Burgers' equation became more rigorous when Hopf [8] and Cole [9] in 1950 and 1951 respectively, independently developed a nonlinear transformation which could map the nonlinear Burgers' equation to a linear Heat equation. Thus the analytical solution of Burgers' equation could be obtained for a restricted set of initial conditions. Burgers' equation, due to the simultaneous presence of convective term (u ∂u ∂x ) and diffusive term (ν ∂ 2 u ∂x 2 ), can be employed to study the opposite effects of convection and diffusion at a basic level, thus making the equation all the more celebrated. When ν approaches zero, Eq. (1.1a) becomes the inviscid Burgers' equation which is a model for nonlinear wave propagation. When u approaches zero, Eq. (1.1a) becomes the Heat equation. Thus, it can be thought of as a hyperbolic problem with artificial diffusion for small kinematic viscosity ν and Heat equation for very small u.
Burgers' equation is basically the Navier Stokes equation without the pressure term. For low kinematic viscosity there can be velocity discontinuities, i.e. shocks. Kreiss and Kreiss [10] considered the viscous Burgers' equation with the initial and non-homogeneous Dirichlet boundary conditions to study the effect of shock on convergence of steady state solution. They proved that to speed up the convergence to the steady state, the shock should be located at the boundary. On the other hand, location of shock in the interior leads to very slow convergence. The speed of convergence was studied by analyzing the corresponding eigenvalue problem. Bec and Khanin [11] explained Burgers' turbulence as the study of solutions to the one or multi-dimensional Burgers' equation with random initial conditions or random forcing. Recently, it has become a point of attraction to many researchers due to the new emerging application of Burgers' model to statistical physics, cosmology and fluid dynamics.
One of the earliest attempts to solve Burgers' equation was by Benton and Platzman [12] who presented 35 distinct analytic solutions of the equation with different initial conditions. Rodin [13] studied some approximate and exact solution of boundary value problems for Burgers' equation with the help of Hopf-Cole transformation. Varoglu and Finn [14] developed a finite element method based on weighted residual method where the method of characteristic was employed using space time elements. Cadwell et al. [15] attempted a piecewise approximation method (finite element method) using two elements with the aim of 'chasing the peak' by altering the size of the elements at each stage by using the information at the previous step. Cadwell and Smith [16] extended this method to the general case of n elements. They observed that for large Reynold's number, the finite element results were much superior to the finite difference results. A number of other authors used moving node finite element method to solve Burgers' equation. Gelinas et al. [17] presented a node moving finite element method which can be applied to large gradients or shocks with high resolution and accuracy. In their system, the nodes move systematically and continuously to those regions where they are required the most. Cadwell et al. [18] further developed a moving node finite element method by using an algorithm which was a generalization of that considered by Caldwell et al. [15] . Several other finite element techniques were employed for solving Burgers' equation [19] , [20] , [2] . Asaithambi [21] presented a simple numerical method based on automatic differentiation or algorithmic differentiation that used second-order finite-differences for the spatial derivatives and marched the solution in time using a Taylor series expansion. Kadalbajoo et al. [22] developed an implicit scheme for solving Burgers' equation. They used a standard backward Euler scheme with constant time step to discretize in temporal direction and a standard upwind finite difference scheme to discretize in spatial direction on piecewise uniform mesh. The quasi-linearization process was used to tackle the nonlinearity. A numerical method based on Crank-Nicolson scheme was put forward by Kadalbajoo and Awasthi [23] , where they first reduced the Burgers' equation to a linear Heat equation using Hopf-Cole transformation and then dicsretized using Crank-Nicolson scheme. The mesh size could be chosen without any restriction. It was shown that the scheme was second order accurate in both space and time and also unconditionally stable. Rashidi et al. [24] proposed the homotopy perturbation method (HPM) for solving generalized Burgers' and Burger-Fisher equations. In most cases, the method gave good results even with a few terms. Rashidi et al. [25] also employed the homotopy analysis method (HAM) effectively to Burgers' equation and regularized long wave (RLW) equations and made a comparative study of their results with the HPM to establish the effectiveness of the former method over the latter. Rashidi and Erfani [26] then extended the differential transform method (DTM) to develop approximate analytical solutions of the Burgers' equation and found that the results were more accurate as compared to HAM. Adomian's decomposition method was tried by Abbasbandy and Darvishi [27] , [28] . Several mesh free methods [29] , [30] , [31] , [32] have also been developed for solving Burgers' equation. In 2015, Vijitha Mukundan and Ashish Awasthi [33] presented new efficient numerical techniques for solving Burgers' equation. They used Hopf-Cole transformation to get one-dimensional diffusion equation which was semi-discretized by using method of lines (MOL). Resulting system of ODEs was solved by backward differentiation formulas (BDF) of order one, two and three.
Inan and Bahadir [34] solved the nonlinear Burgers' equation using an explicit exponential finite difference method. They employed Hopf-Cole transformation to convert the nonlinear Burgers' equation to linear Heat equation. Inan and Bahadir [35] further illustrated an implicit and a fully implicit exponential finite difference method for solving Burgers' equation. They used Newton's method to solve the nonlinear system at each time step. Inan and Bahadir [36] improved on their exponential method which lead to Crank-Nicolson exponential finite difference solution of Burgers' equation. In this method, they used CrankNicolson scheme for discretization and Newton Raphson method to solve the system at each time step. Recently in 2015, Inan and Bahadir [37] A remarkable method to solve Burgers' equation is by using splines. The term 'splines' is adopted from the name of a flexible strip of metal used by drafters in olden times to assist in drawing curves. Usage of spline functions has great advantages. They are constructed in such a way that they possess high degree of smoothness even at the juncture between two polynomial pieces, i.e. n th degree spline function is continuous up to (n − 1) th derivative. They are easy to store, manipulate and evaluate on a digital computer. The matrices arising naturally on using splines have convenient determinantal properties. Moreover, every continuous function on the interval [a, b] can be approximated arbitrarily well by polynomial splines, provided a sufficient number of knots are allowed. These desirable properties of splines have driven researchers to develop different types of spline functions of various degree. B-spline or Basis spline is a spline function that has minimal support with respect to given degree of smoothness and domain partition. Any spline function of a particular degree and smoothness can be written as a linear combination of B-splines of the same degree and smoothness. A remarkable property of B-spline that it has minimal support bestows it with a computational edge over finite element method, while its fourth order accuracy marks it superior to finite difference methods. Splines was used in a mathematical context for the first time in 1946 by I. J. Schoenberg [38] , in connection with smooth piecewise polynomial approximation. Since then, it has come a long way in solving Burgers' equation. B-spline was also introduced by Schoenberg to approximate equidistant data by analytic functions by means of integrals. B-splines for arbitrarily spaced data was later given by Curry and Schoenberg [39] . Roach and Yanping [40] used linear exponential spline function as an interpolant to generate finite difference representation of Burgers' equation. The time marching was performed using backward Euler method. In 1992, L.R.T. Gardner et al. [41] developed a collocation solution of Burgers' equation using cubic B-spline finite element method. Kutluay et al. [42] presented a least-squares quadratic B-spline finite element method for Burgers' equation by applying the classical weighted residual method over the finite elements. Dag et. al [43] solved time split and space split Burgers' equation using B-spline collocation method. Aksan [44] brought forward another method in which Burgers' equation was converted to a set of nonlinear ordinary differential equations by the method of discretization in time and then each of them was solved by applying the quadratic Bspline finite element method. A numerical solution based on collocation using septic splines was developed by Ramadan et al. [45] . Here, the time discretization was done using Crank-Nicolson scheme. The method proved to be unconditionally stable. Ramadan et al. [46] also proposed a non-polynomial spline solution of Burgers' equation. The non-polynomial spline function in this work has a trigonometric part and a polynomial part of first degree. The C ∞ differentiability of the trigonometric part of nonpolynomial spline compensates for the loss of smoothness inherited by polynomial splines. Moving boundary conditions were used to improve the accuracy. In another study of Burgers' equation by Saka et al. [47] , time and space splitting techniques were applied to the Burgers' equation and the modified Burgers' equation and then collocation procedure using quintic B-spline was employed to approximate the resulting systems. The method was proven to be better than quadratic B-spline F.E.M and quartic Bspline collocation method. Many other numerical methods for solving Burgers' equation using splines were developed such as that by Jiang and Wang [48] , etc. In 2012, R.C. Mittal and R.K. Jain [49] developed a method for solving Burgers' equation based on collocation of modified cubic B-splines over finite elements. In 2014, Geetha Arora and Brajesh Kumar [50] used modified cubic B-splines in differential quadrature method to give a system of ordinary differential equation, which was solved by strong stability preserving time stepping Runge Kutta (SSP-RK43) scheme.
In this paper, we reduce the Burgers' equation to a linear Heat equation using Hopf-Cole transformation. Linear Heat equation thus obtained is further solved using cubic B-splines in space. Time discretization is done using both Crank-Nicolson scheme as well as backward Euler scheme. We have considered various test examples and computed L 2 and L∞ error norms to establish the accuracy of the proposed methods. Stability check using Von Neumann stability analysis has confirmed that the method is unconditionally stable. We have also compared our numerical results with those of Kutluay et al. [1] , Ozis et al. [2] , Dag et al. [3] , Salkuyeh et al. [4] and Korkmaz et al. [5] and established that our results are more accurate as compared to the above mentioned works. stricted set of initial conditions. The transformation was thus named after them as Hopf-Cole transformation. The concept of Hopf-Cole transformation is of prime significance in the theory of conservation laws. Hopf and Cole proved that in the context with initial and boundary conditions of Eq. (1.1a), the nonlinear transformation 
with initial condition 
Exact solution of Burgers' equation
The Fourier series solution to the linearized Heat equation is
with Fourier coefficients at t = 0 as Table 1 . Using approximation function Eq. (4.2) and Table 1 , we have
The 
In this paper, we make use of Crank-Nicolson scheme, i.e. θ = 
The parameters δ −1 and δ N+1 in Eq. (4.8) are eliminated using boundary condition as follows: From Eq. (4.4) and boundary conditions Eq. (2.4), we have
The initial vector δ 0 , i.e. δ The accuracy in temporal direction is improved by Richardson extrapolation as follows:
where h and k are the grid lengths in x and t directions respectively.
Stability Analysis
The stability analysis is investigated using a versatile technique known as Fourier stability method. Using this method, we assume 
Putting e iα = cos α + i sin α and e −iα = cos α − i sin α
Simplifying Eq. (5.7) we get; 
≤ 0
Hence a ≤ b and therefore ζ ≤ 1. Hence, for both values of θ, the scheme is unconditionally stable.
Numerical Experiments and Discussion
In this section, we consider some test examples to demonstrate the efficiency and accuracy of the proposed method. and Neumann type boundary conditions,
Using the method of separation of variable the (exact) Fourier series solution to the above linearized problem defined by Eq. (2.2) with initial and boundary conditions given by Eq. (6.6) and Eq. (6.7) respectively can be obtained as
An exp(−n 2 π 2 νt) cos(nπx), (6.8) with the Fourier coefficients and homogeneous boundary conditions [4] and Korkmaz et al. [5] . Tables 2 to 4 give the L 2 and L∞ error norms of Example 1 for ν = 1, 0.1 and 0.01 respectively. The L 2 and L ∞ error norms of Example 2 are given in Tables 5 to 7 In Tables 11 to 13 , we have given the comparison of Example 1 at θ = 0.5 and θ = 1 with those of Kutluay et al. [1] , Ozis et al. [2] , Dag et al. [3] , Salkuyeh et al. [4] and Korkmaz et al. [5] for Example 1. Tables 14 to 16 give the comparison of numerical results of Example 2 by our method for θ = 0.5 and θ = 1 with those of Kutluay et al. [1] , Ozis et al. [2] and Salkuyeh et al. [4] . It can be seen that results by the proposed method are more accurate as compared to the results presented in the above mentioned papers. Figure 1 gives the graph of numerical solution of Example 1 for different values of ν, h and Δt. In Figure 2 , we have given the absolute error of our numerical method at The physical behaviour of the solution of Example 1 is given in the surface plots 7 and 8. Figures 9 and 10 give the physical behaviour of the solution to Example 2. Surface plot of Example 3 is given in Figures 11 to 12 . It can be seen that as time increases, the solution profile tries to attain steady state. 
Conclusion
Burgers' equation is linearized by using Hopf-Cole transformation and the resultant linear Heat equation is solved by using cubic B-splines. For solving the linear Heat equation, time discretization is done using Crank-Nicolson Table 2 : L 2 and L∞ error norms of Example 1 for ν = 1, Δt = 0.001 and h = 0.0125 Table 3 : L 2 and L∞ error norms of Example 1 for ν = 0.1, Δt = 0.0001 and h = 0.01 [4] and Korkmaz et al. [5] has validated the superiority of the proposed method over these methods. Numerical results establish that the proposed method is consistent and unconditionally stable.
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