One of the challenges faced by an enterprise with employees in multiple locations is to design a high performance, secure and interoperable distributed computing system (DCS) to interconnect all locations and operations. The problem is computationally hard; hence, subcomponents of it have been studied in detail. These tend to be complex, predominantly theoretical, and somewhat limited from a practical standpoint in terms of providing an integrated solution. Researchers have indicated the need to study the integrated DCS design problem. We merge the complex components and demonstrate that this intrinsically hard problem can be modeled using a component-wise iterative approach. We present a methodology for resource planning and integration that is simple and practical, and can be applied to real-life problems. The methodology includes performance, cost, security and interoperability issues as DCS design objectives. It distributes data and application systems across multiple locations, and aids in security and interoperability configuration, such that the overall design objectives are satisfied. This is one of the first attempts at combining the various components of DCS design and applying it to a real-life problem. The design framework has been successfully used to design a distributed training system for a large, geographically dispersed organization.
I. INTRODUCTION
C OMPETITION in business and advances in telecommunications technology have accelerated decentralized management of information through increased use of distributed computing systems (DCS) [6] , [75] . These networked linkages provide the infrastructure to electronically integrate business operations to achieve competitive advantages. The computing and communications environment for an organization consist of various types of business application systems, communication programs and databases, the users of the system, and the interconnecting networks joining them.
When an organization is spread across diverse geographic locations, the issue of designing a high-performance, secure and interoperable computing and communications system assumes significant importance [15] , [42] , [76] . Several organizations have achieved efficiency, ease of use, and reduced costs by adopting client/server based DCS [45] . Users in such a system Manuscript typically access application programs and data located both at local and remote sites. An organization using this mode of computation, with users, application programs and data in various locations, needs a well-designed DCS to address important issues of system performance, security, cost, and interoperability. A DCS is an inherently stochastic system and its design involves multiple conflicting objectives [23] , [42] , [51] . At the same time, designers have to deal with a daunting array of standards and commercial products and solutions [10] . The process of designing a DCS, along with the location of data and application systems resources, is a combinatorial optimization problem and is computationally hard [11] . Approaches to making the problem more tractable have included 1) adding restrictive assumptions [13] , [41] , [54] or 2) decomposing it into a) the resource allocation problem and b) the communications network design problem. Significant research exists on different components of the resource allocation problem in a DCS, including data and program allocation, based on file or database oriented systems [3] , [14] , [21] , [28] , [31] - [34] , [38] , [43] , [49] , [56] , [61] , [66] , allocation of object-oriented applications [63] , and distributed databases [65] .
Several of these studies mention the need to address the integrated problem of resource allocation and computing infrastructure design. A high-performance, secure, and interoperable distributed computing system infrastructure is a high priority issue for organizations. Enterprises are investing heavily to design such infrastructures and integrate their business operations. However, resource allocation decisions for an organization are made difficult without knowledge of the underlying computing infrastructure. Similarly, the problem of properly designing an infrastructure without prior knowledge of resource allocation patterns is a convoluted one. As the cited studies suggest, little research exists on realistic models of integration that can be used by businesses to tackle such a complicated issue.
In this paper, we address the specific design criteria of high performance, security, interoperability and cost, and present an interactive framework for infrastructure design to achieve those criteria. Our research contributes to both theory and practice. To our knowledge, this research is a first attempt to model and study, in an integrated method, the separate and hard problems of resource allocation, interoperability, security and performance in infrastructure design for an enterprise-wide DCS. We contribute to and extend previous research in DCS design by blending combinatorial optimization and multiple criteria decision making techniques [53] within a hybrid analytic-simulation modeling environment [71] . The iterative portion of our methodology makes it amenable to automation, and the interactive nature provides opportunity for user inputs. Our framework has been successfully used to design a distributed infrastructure for a large geographically distributed organization, demonstrating the effectiveness of the methodology in a practical scenario.
A. Scope of the Problem
The objectives of this research are the following. 1) Develop a methodology to allocate business application systems and data resources throughout the enterprise. 2) Specify middleware services for secure remote access to resources on diverse platforms over a wide area network (WAN). 3) Study configuration effects on overall system performance. 4) Derive configuration guidelines for designing enterprise-wide systems. The following two issues associated with designing a DCS have been excluded from the scope of the present study.
1) Local Area Network (LAN) design, including topology, protocol, and server specifications for database and application systems at various locations. These are addressed in [7] in greater detail. 2) Reliability of servers and connections, which are handled to a large extent in practice through fault tolerant clusters, redundancy, and other fail-over mechanisms. The overall problem is modeled using an iterative three-stage framework ( Fig. 1 ). Statistical, analytic, and simulation techniques are used to solve the general problem. We use a statistical clustering mechanism to aggregate the locations of an enterprise into a set of domains. We model the problem of allocating data and application resources among these domains as an integer programming formulation, and present an efficient algorithm to solve it. We propose a set of middleware services for secure interoperation of the resources and analyze the system using a novel combination of simulation models and regression-based spreadsheet techniques. This study is the only one known that investigates in detail the direct as well as the interaction effects of various middleware services on overall system performance. A set of generalized guidelines derived from the analysis presents a convenient tool for system planners designing an enterprise-wide DCS and provides insights to researchers modeling similar problems.
The outline of the paper is as follows. Section II presents the performance objectives, design parameters, and the problem model. Section III provides a systematic methodology, inte-grating statistical, optimization, and simulation techniques to design an infrastructure configuration. Section IV demonstrates the application of the methodology with a case study that deals with designing the infrastructure for a large geographically dispersed organization. Section V presents analyzes and insights from the case study, leading to configuration guidelines. Finally, in Section VI, we summarize the contributions of this work and identify future research directions.
II. INFRASTRUCTURE PLANNING AND MODELING FRAMEWORK
It is well-known that a computing infrastructure developed for one organization may drastically differ from that of another; at the same time, more than one design solution may fit a particular organization. This apparent dichotomy arises from the inherent complex and stochastic nature of the problem, and the large number of variables involved. A simplified model of such a problem might generate an optimal solution within its restrictive assumptions. However, it would fail to capture many design intricacies, and would not be useful for practical purposes. On the other hand, an extremely complicated modeling approach would unnecessarily confound a designer and impose unreasonable demands about information that may not be available at the design stage. Additionally, such a complex model may not have any hope of being solved with reasonable time and effort. Our modeling approach follows a middle ground.
A. Measurement of Design Objectives
The overall design objectives are performance, security, interoperability and cost. System security is modeled and estimated in Sections II-D and III-C, and cost is modeled in Section II-D. Interoperability is achieved through middleware services, which are detailed in Section III-C. System performance is estimated through the measures of user query (read) delays, update (write) delays, and system utilization, as described next. R1) Average User Query Delay: The query delay (read operation) is the average time taken to execute a query, and is counted from the point at which it was first scheduled until the point when the result returned to the user, including communication delay and queuing delay (at application and database systems). R1 measures the average delay over all users. R2) Average User Update Delay: Calculated similarly as in R1, for updates (write operation), over all users. R3) Average Database System Utilization: A database system contains one or more database files at a given location. The system is considered busy when executing process commands, read/write commands accessing files, and while generating messages and responses to requests. R3 measures the average utilization across all database systems in the enterprise. It is evident that a centralized database system would have a higher utilization than a distributed one, based on similar access patterns. However, a centralized database system with a distributed set of clients may incur remote communications cost that might offset the benefits of centralization.
The remote communication costs are modeled in Section II-D. R4) Average Application System Utilization: An application system is considered busy when executing requests from users and routing requests to database systems. R4 measures the average utilization across all application systems in the enterprise. R5) Average Directory Services Utilization: Directory services provide users and distributed applications an ability to search and access local and remote resources.
The utilization is calculated similarly as in R3. R6) Average Security Services Utilization: Security services provide authentication and authorization functions for enterprise-wide users. The utilization is calculated similarly as in R3. R7) Average Network Utilization: This is defined as the total link usage time divided by the total observation time. Link usage time is determined by the transmission time for a packet, calculated from its size divided by the link speed, plus propagation delay across the link. R7 measures the average utilization across all links.
B. Modeling Framework
The proposed iterative modeling framework is shown in Fig. 1 . In Stage I, domains are formed of the locations of the enterprise, based on user and traffic characteristics. Stage II utilizes the domain properties and allocates resources across them. Stage III uses the outputs of the previous stages for specification, configuration and setup of middleware services, for a seamless and secure end-to-end integrated enterprise.
The three stage planning framework provides a systematic exploration of the complex design space, in an interactive man-machine decision support manner, to guide the design process. This methodology provides interactive design flexibility for multicriteria decision making problems [67] and combines mathematical convergence with the concept of behavioral convergence [24] . The framework is designed to provide an initial resource allocation and WAN design for an organization, taking into consideration that certain parameters may not be available during initial design stages. The framework provides the flexibility to incorporate changes in the infrastructure after additional information becomes available.
C. Stage I: Domain Creation
An organization has types of users from various functional areas. Functional areas determine the access rights that users have for various enterprise-wide resources. User types are defined based on roles, which in turn are based on access rights to the various resources. A domain is defined as a set of geographic locations, where each location may have one or more user types assigned to it. Domains of locations are formed in Stage I, where the subsequent infrastructure, data resources, and business application systems are distributed. The inputs at this stage are: 1) the number of user types in the enterprise; 2) the number of users per type in each location;
3) the communication load between locations, defined as the average kilobytes (kB) of data transfer per hour between each pair of locations. The output of Stage I are the total number of domains of the enterprise, and the locations and number of users per type within each domain.
We use a K-means nonhierarchical clustering mechanism [53] to form domains. Input 3) can be ascertained only after knowing the pattern of resource allocation and user types in the various domains. In this framework, resource allocation is determined after domains are created. Therefore, an organization using this model to determine an initial infrastructure would not have its resource allocation patterns available at this time. For such a situation, the inputs to the model are the first two items. If the domain creation process in this stage is less than optimal, as suggested by results from the subsequent stages, the designer has the option of revisiting this stage later and modifying the domains with the enhanced data available at that time.
D. Stage II: Resource Allocation Across Domains
Our design seeks to balance a set of conflicting objectives-high performance, low cost, high utilization, low delays, high security, distributed resources, low remote communications-while interconnecting all locations and users. This stage seeks to optimally distribute data resources and application systems across domains while satisfying such objectives.
An application system consists of one or more modules, with all modules of a particular system housed at a given location. A module, when invoked, accesses data from a data resource (interchangeably referred here as data set, data file, and database file) at a local or remote site, and in turn might invoke other modules to complete the operation and deliver the results to the user. The model parameters follow.
Resources: 1) : Domain; : Application system; : Data set.
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if copy of application is allocated to domain otherwise if copy of data set is allocated to domain otherwise Fig. 2 shows a schematic of a distributed system, with five data sets, nine application systems, and five user types distributed among three interconnected domains. The functional forms of the performance estimators R1) to R7) (from Section II-A) are extremely complex, and frequently unknown, especially for large systems. For example, query delay of a user of type 1 in domain 1 depends on several factors. It can be expressed as delay {application system processing and waiting times for local ( ) and/or remote ( ) sites, local and remote communication delays, database system ( ) processing and queuing delays}, where application system processing time {query rate of user types, number of users/type, system processing speed, system input/output (I/O) speed}, and database system processing time {query rate of user types, number of users/type, number of application systems accessing database, query complexity, system processing speed, system I/O speed}.
Some parameters, such as processing times, system I/O times, and queuing and communication delays are stochastic in nature, and depend on the physical infrastructure and protocols used. Other parameters such as security are based on prevention and detection based strategies [39] . Prevention systems include resource allocation models, security system levels and authentication processes, while intrusion detection systems (IDS) are broadly classified into anomaly detection and misuse detection [4] , [73] . Significant research exists in IDS [1] , [4] , [5] , [19] , [20] , [30] , [36] , [37] , [39] , [52] , [62] , [69] , which focuses on designing alarm systems to prevent and/or intercept unauthorized breakins [70] . The security focus of this research is grounded on prevention policies, based on research results that suggest that centralized systems are better able to cope with attacks on a single host or domain [36] , [37] , [62] . Distributed hosts (or do-mains) face the possibility of widespread attacks over multiple points, which are potentially more severe in nature and more vulnerable for a distributed system [30] . The resource allocation model (presented next), security system levels (Sections II-E and III-C), and authentication process (Section III-C) comprise the security strategy focus of this research.
The above discussions show that it is very difficult to accurately model and analytically compute R1) through R7) under a practical setting. To surmount this, we develop six surrogate measures (below) that closely capture these estimators, to aid in formulating the model in Stage II. This leads to a multiple criteria objective formulation [46] of the resource allocation problem. The estimators R1) through R7) are modeled explicitly and analyzed in Stage III of the framework using simulation techniques.
1) Enterprise load balancing (ELB) measures the overall computing load balance, which determines system utilization, communication, and processing delays. It is defined as the ratio of the total processing load in the enterprise and the number of domains that contain at least one data set. It has a minimum value when resources are distributed across the maximum number of sites, and is expressed as
2) Maximum domain criticality of applications (MDC) is defined as the domain in the enterprise that has the maximum application system load, which affects application system utilization and query and update delays. MDC achieves a minimum value under a distributed architecture, and is given by
3) Data processing server load balancing across domains (DLB) aims to balance the query and update load among data processing servers across the enterprise, which determines processing and queuing delays, database system utilization and resource distribution. DLB has a minimum value under a distributed scenario, and is expressed as This function achieves its minimum value under a centralized architecture.
(4)
5) The security hazard (SH) of accessing remote resources estimates the potential for attacks on distributed resources and its security implications. While it is very difficult to quantify a security hazard, research suggests that a centralized system is better able to handle attacks than a distributed one [30] . Consequently, we propose a measurement scale for SH that is minimized under a completely centralized architecture, and increases in value with increase in distributed resources. SH is defined to be zero if a user accesses an application system and both reside in the same domain, or if an application system accesses a data file and both reside in the same domain. If a user and application system reside in different domains, or if an application system and date file reside in different domains, the security hazard is defined to be one in each case. A SH value of zero does not signify no security hazard; rather, in the continuum of SH that we model, zero is the lower end of the spectrum of SH. For a domain , the security hazard of the domain (SHD) is given by (7) Hence, across all domains, the SH is given by (8) 6) Remote communication network load (NL) indicates the fixed costs related to setting up WAN access links of appropriate bandwidth connecting locations, and network utilization. NL is minimized under a completely centralized scenario, and is given by (9) In practice, the importance of the above components are determined by organization policies and procedures. Our model provides the flexibility of incorporating policy objectives in the design by allowing decision makers to fix relative weights ( ) to each of the above measures. Hence the overall data and application system allocation model is formulated as a weighted multi-objective integer programming formulation as follows:
Constraint set (11) ensures that at least one copy of each application system is available on the network, and (12) ensures that at least one copy of each data set is available on the network.
System utilization and delay parameters are analyzed experimentally in the next stage through detailed simulation modeling of the distributed system. This provides an accurate assessment of these measures under a stochastic environment, and also helps to identify the direct and interaction effects of system parameters on them.
E. Stage III: Middleware Services Selection
This stage specifies middleware services for interoperability and security requirements for distributed systems. Support technologies like Distributed Object Component Model (DCOM) [17], [78] , Enterprise Java Beans™ (EJB) [26] , [27] , Common Object Request Broker Architecture (CORBA) [58] , Distributed Computing Environment (DCE) [59] , [60] and products like Dynasty [25] and IONA iPortal Suite [40] have evolved to provide interoperability between computing platforms and systems. These technologies provide integration and interoperability among systems through services for naming of resources, routing of messages to local and remote resources on diverse platforms, and through security, directory, and Time Services.
Important middleware parameters and system performance measures are identified at this stage and incorporated in the modeling framework. The model parameters studied are: 1) number of domain clusters required; 2) level of local directory services;
3) Security Service level; 4) Distributed Time Service (DTS) level; 5) level of remote or Global Directory Services (GDS). The individual and interaction effects of the parameters on system performance are studied in detail to identify a set of parameter values to design a high performance, reliable, and secure distributed computing system.
Briefly, directory services provide distributed applications an ability to access diverse resources through local and remote services. Local services implement the naming convention inside a particular domain cluster, henceforth referred to as a cell, and allow addition, modification, and deletion of name information within that cell. Interactions between services and resources within a cell are handled exclusively by the local ser-vice of that cell. Since cells are designed such that most of the resource sharing is done within a particular cell, the importance of the local service, or Cell Directory Services (CDS), is significant. GDS control the naming system between cells, and assume importance when there are multiple cells in the enterprise, with significant interaction between them.
The total number of security and authentication databases needed for cells in the enterprise is of the order of , where is number of crosslinked cells. With potentially thousands of users in a system and multiple cells, it is more efficient to implement and service security needs from a central database, along with a distributed set of daemons and libraries, forming the Security Service. The Security Service level may be low, by requiring authentication information only on the first request by a client, say, or high, requiring authentication of every client request. Hence, the security servers role in authentication and authorization of users provides a comprehensive network security environment, and at the same time imposes different system overhead loads based on the chosen service level.
Distributed Time Service (DTS) helps to synchronize system clocks across LANs and WANs. Clock synchronization helps the distributed applications across the enterprise to accurately determine the sequencing, duration, and scheduling of events. Each cell may have one or more DTS.
The system performance estimators, R1) through R7) (as defined in Section II-A) are modeled and analyzed at this stage. We describe the model solution methodology next.
III. INFRASTRUCTURE PLANNING: ANALYSIS AND DESIGN FRAMEWORK
The problem formulation for each stage is solved, with the outputs of a preceding stage forming the inputs to the next stage. If the system performance objectives, as desired by the designer, are not met at the end of Stage III, the algorithm returns to Stage I (see Fig. 1 ) with the updated current allocation parameters. The solution procedure continues till either designer specified aggregate performance criteria are satisfied, or the total number of specified iterations elapse. The modeling approach ensures a feasible solution at the end of each full cycle of the design framework.
A. Domain Design
In Stage I, domain formation is achieved using a K-means nonhierarchical clustering mechanism [53] to group locations of the enterprise, based on user and traffic characteristics. The inputs to this stage are user types, users/type/location, and communication load between locations. The process consists of partitioning the locations into K clusters or domains, based on the nearest Euclidean distance of a location from a domain centroid (mean). Wilks lambda ( ) is calculated for each solution, over a range of K, where , denoting within-domain variability matrix, and denoting between-domain variability matrix [80] . A solution with low is chosen. This ensures that multiple users of the same type, or locations with significant traffic among one another, would be members of the same domain, leading to better resource allocation, decreased interdomain communication, lower security risk from remote access, etc. Hence the output from this stage, domain memberships of locations, provides a good initial basis for subsequent system and resource allocation.
B. Resource Allocation
The properties of the resource allocation model are investigated in Appendix I. It is shown that the overall objective function (10) is not convex in general. Consequently, the powerful search techniques that can be applied to convex functions cannot be used for this problem. Hence, an algorithmic approach to solve the system is presented.
1) Resource Allocation Algorithm: The resource allocation problem of this stage (Stage II) falls in a class that is combinatorially explosive and has multiple conflicting decision criteria, for which we use a decision making approach suggested by [64] . This methodology proposes an effective interactive technique to solve multicriteria decision problems [67] , by combining mathematical convergence with behavioral convergence [24] . It uses a procedure of broad exploration of the solution space, followed by a deeper probe of promising regions. To surmount the structure and characteristics of our objective function, we adapt the approach [64] and utilize a tabu search based algorithm to explore the solution space efficiently and determine a set of nondominated solutions for data and application system allocations. We extend the approach by combining this analytic resource allocation model with a simulation model for accurate deeper exploration of promising solutions in Stage III.
Tabu search is a metaheuristic that guides local search procedures to search the solution space of a problem beyond local optimality. An excellent overview is provided in [35] . It has been widely used in solving practical optimization problems in various fields, including resource management, process design, and technology planning and logistics [2] , [47] , [72] , [81] , [82] . The tabu search metaheuristic is implemented by specifying candidate lists, aspirations levels, and tabu restrictions. Details of tabu lists and restrictions for this model are presented in Appendix II. The tabu search based resource allocation algorithm is presented next. Designer specified relative weights are assigned to each subfunction value (10) within the nondominated set of solutions and the best solution (with the lowest value of Z-for minimization) is chosen for further experimentation in Stage III. This provides interactive design flexibility [67] and satisfies behavioral convergence [24] .
The order of computation of the algorithm for computing each sample is as follows. For the initial and intermediate 
C. Middleware Platform Configuration
Stage III specifies important middleware parameters affecting computer and network performance, and analyzes in detail the impact of service loads imposed by different middleware configurations on system utilization. Simulation modeling and testing of computing systems and networks is computationally intensive, and we propose a novel combination of simulation and spreadsheet analysis to study the configuration methodology.
Reconfiguration rules for improving system performance are developed from the analysis.
We propose an integrated middleware platform (IMP) to support interactions between remotely located users, including directory services (e.g., to locate the wide range of services), remote data services (e.g., programmed access, data transfer, etc.), and remote application services (e.g., interactions between EC users and EC applications through remote procedure calls (RPCs), message-oriented middleware (MOM), and CORBA/DCOM calls) [77] . A body of work has studied the interoperability and security issues of interconnecting diverse resources. Among those, the Open Software Foundation's (OSF) DCE is an industry standard set of distributed computing technologies that provide Security Services to protect and control access to data, name services to find distributed resources, and a highly scalable model for organizing widely scattered users, services, and data [60] . DCE runs on all major computing platforms and is designed to support distributed applications in heterogeneous hardware and software environments. Moreover, it provides a complete set of specifications for all middleware services and is a comprehensive middleware standard [68] .
DCE is a key middleware technology used in some of the most important areas of computing including security, the World Wide Web (WWW), distributed objects, and several enterprise-wide systems developers are focusing on software bundles that incorporate DCE services [8] , [9] , [22] , [29] , [44] , [48] , [55] , [74] . Our choice of using DCE as the middleware platform has been motivated by the following. 1) Availability of services and specification of standards for enterprise-wide integration. 2) Availability of off-the-shelf DCE products and support services.
3) A rich, real-life application.
We utilize key DCE technologies to facilitate interoperation of resources securely over diverse platforms, and integrate the allocation and configuration design problem with DCE middleware services. Our middleware configuration design principles are generic, and can be applied to middleware environments like Java, CORBA, and other emerging technologies.
An important aspect of DCE services design is the formation of cells. A cell consists of users who share resources and have a common business goal. The goal can be function-oriented, e.g., a marketing department, or process-oriented, consisting of user types from different business functions. A cell is comprised of one or more domains. A small cell consists of users, devices, and services under a single domain, while a large cell spans multiple domains across the enterprise. A small cell can be managed by one or two administrators, while costs and other overhead for a large cell can be substantial. Moreover, the total number of security and authentication databases needed for n cells in the enterprise is of the order of , where is number of crosslinked cells. For these reasons, several factors must be taken into consideration while deciding on the number of cells. Each cell may have one or more CDS servers, time servers, and security servers. DCE system configuration includes determining the number and configuration of servers in each cell, the Time Service update frequency, the Security Service level, and the number of GDS servers in the enterprise.
1) Analysis of Selected Middleware Configurations:
The impact of middleware parameters on system responses (identified in Section II-A) are investigated here using simulation and regression analysis. The middleware configuration methodology is developed and the system is designed to meet or exceed commonly accepted benchmark performance values for the responses, and achieve acceptable levels of security and interoperability between diverse platforms. a) Simulation model: To model and study the middleware environment accurately and efficiently, a fractional factorial design is chosen for simulation analysis, where k is the number of factors studied, and a resolution V design is chosen. This ensures a practical method of getting good estimates of the main effects and two-way interactions between parameters at a fraction of the computational effort required by a full factorial design. Also, main effects are not confounded with two-way or three-way interactions, and two-way interactions are unconfounded with each other. (For a thorough discussion of simulation modeling see [50] ). The simulation model is run for each design using appropriate parameter and initialization values and run lengths. Each design is replicated at least ten times to create 90% confidence intervals for each response measure. These are demonstrated in the case study later.
b) Regression Model: The simulation output data is used to estimate a full factorial general linear regression model, with each system response measure as a dependent variable, and the input factors as independent variables. The general form of the regression model is (14) where is a response measure, and k is the number of input factors. For each coefficient in (14) , we test H : 0 versus H : 0, at . Statistically insignificant factors are discarded from each response measure model.
2) Configuration Strategy: The regression model is programmed into a spreadsheet and used to perform simple and fast what if analyses on various sets of configurations, in place of computationally intensive simulations. Some promising sets of parameters are then chosen from this analysis and simulated for detailed investigation. The resultant output data from the simulation is used to refine the regression model. An analysis of the significant middleware parameters from the simulation and regression models are utilized to create generalized parameter reconfiguration rules.
The above technique provides an efficient method to investigate the effects of middleware configuration on system performance. However, all input factors may not be equally important for all organizations, due to network topology, business processes, or other organizational considerations. An organization may choose to study only part of the factors and responses to select a satisfactory network configuration for itself. The important factors can be determined either through pilot simulations or at the time of planning services. The configuration and analysis algorithm is formalized next. 
IV. CASE STUDY: COMPUTING SYSTEMS DESIGN FOR A DISTRIBUTED ORGANIZATION
A case study problem is presented to illustrate the overall methodology and demonstrate the applicability and versatility of the proposed planning framework. The organization is a large U.S. government establishment, which required a distributed computing system design to interconnect seven geographically dispersed locations in southwestern U.S. The particular need for the distributed system was to provide an integrated environment for its Strategic and Tactical Training Systems (STTS). The organization was facing serious problems in running the STTS from one central site, due to slow responses and bottlenecks in communication and data processing, and due to interoperability problems among sites. It was felt by system planners and users that a secure distributed system, accessible from all locations, would be a better alternative. This involved an integrated approach to form user groups and domains, allocate resources and design the computing network to interconnect locations. This was an excellent case to test our planning methodology. 
A. Brief Description of Problem Parameters
The training systems consists of 15 stand-alone application systems and seven databases, with a many-to-many access relationship between application systems and databases. The STTS is used to train students, keep track of student grades and schedules, schedule training sessions, prevent overlapping schedules, and build and enhance training modules and other related functions. The system is accessed by over 12 000 users spread over the seven locations, ranging from 45 to over 5000 users per location. The 12 000 strong user group is classified into nine user types, based on access rights and privileges, and includes training managers, developers, subject matter experts, instructors, students, and general users. Data analysis from the organization showed a user query rate (read operations) distributed between 20 to 80/h, with sizes between 100 to 1000 bits. Data update (write operations) rates were between 10 to 40/h, with a size distribution between 1000 and 100 000 bits. Additionally, access rates between application systems and databases were also estimated from the data. Discussions with system planners did not indicate a need for setting priority levels for certain user types or application systems-the objective was to improve overall system performance.
B. Stage I Solution: Domain Creation
The solution process starts with domain creation for the organization (Fig. 1) . This organization did not have communication data between all pairs of locations, since the operations were centralized. Consequently, the K-means nonhierarchical clustering method uses currently available information to form clusters or domains of locations. The solution methodology provides an option to return to this stage at a later point, if necessary.
The K-means method is implemented using SPSS™. The input data is normalized and clustered on locations, based on the number of user types per location, with K 1, 2, …, 5 clusters, to study the effects on the seven location problem. It is easily seen that increasing the number of clusters above five would not provide an efficient solution to the problem. The best formation is achieved with a four cluster solution, chosen on the basis of distances between final clusters, F values of factors (in ANOVA), and cluster member scatterplot diagrams. Each cluster corresponds to a domain in the subsequent analysis, and cluster membership translates to the locations in each domain. For this problem, domain 1 contains three locations, domain 2 has two, domain 3 has one, and domain 4 consists of one location.
C. Stage II Solution: Resource Allocation
The four domain solution is the input for this stage, where the databases and application systems are to be located in one or more domains throughout the organization. The tabu search based computational algorithm, dominance checks, and user interfaces were implemented under the Microsoft Visual C++™ environment. The data management was performed using an underlying Microsoft Access™ relational database. The aspiration level for this problem is defined to be an improvement in the solution value of at least 5% over the current best solution. If that happens, the move will be considered admissible even if it is tabu, and the tabu restriction will be overridden.
A solution pool is created using a different starting point for the algorithm each time. A set of nondominated solutions, based on subfunction values, is chosen from the solution pool. Discussions with system planners and administrators led to assignment of relative weights ( ) [see (10) ] to the subfunctions. The rel- ative weights and the four best solutions (based on weighted objective value) are depicted in Fig. 3 . The solution with the lowest weighted sum is chosen as the input for detailed simulation in Stage III. This solution distributes six applications to domain 1, five to domain 2, one to domain 3, and three to domain 4. Three databases were allocated to domain 1, two to domain 2, and two to domain 4.
The algorithm was tested on an Intel Pentium II™ class computer, and takes an average of 15 min to compute a sample of 1000 solutions. It consistently finds the best solution for each sample within 100 iterations. The weighted sum of the nondominated solution pool has a standard deviation of 5.22. These imply that the tabu search based allocation algorithm provides an efficient search of the solution space.
D. Stage III Solution: Middleware Configuration
To investigate middleware configurations using DCE, each database and application system is assumed to be on a dedicated server for simulation study purposes. CDS, Security Service, and Time Service are also modeled as being physically hosted on separate servers. The practical benefits of this assumption are twofold: 1) it allows us to independently focus and study the effects of query and update loads (and related delays) into and out of each application system and database and 2) allows us to measure the utilization of each service-database, application, CDS, security, and Time Service-based on the load of each application system, database, and other services. This also helps us to study the effects on database and application servers, if any, from various system configurations. This insight into the problem helps a system planner to design the overall enterprise infrastructure based on user request delay patterns and utilization of servers.
The DCE-based system simulation model is implemented in COMNET III [16] , a graphical, discrete event, network design, and performance analysis tool. The domains are modeled as linked through a WAN using dedicated leased lines, with users, application systems, and databases located in each domain based on Stages I and II outputs. The server hosts are modeled as equivalent to IBM RS6000 computers. Pilot simulations are conducted with different cell characteristics (based on Sections II-E and III-C).
One cell, with all domains belonging to that cell. Two cells, with a total of six combinations ( C ). Four cells, with each domain as a cell. The four cell solution led to high overhead and management costs, and was discarded from detailed exploration. Based on the pilots, four important input factors are identified for further investigation (Table I ). The seven system performance measures are as in Section II-A. Each input factor and response measure is identified by the input variable (X to X ) and response number [R1) to R7)], respectively. With four input factors, a full-factorial simulation design of 2 ( 16) design points is used, with ten replications for each design, totaling 160 simulation runs. The full-factorial design is chosen to study the effect of the individual, two-way and higher order interactions, if any, of the input factors on the response measures. (A fractional factorial design may be employed when the number of input variables are large-see [50] .) Each replication is initialized and run for 3600 s of simulation time, after allowing for sufficient warm up time for the system to reach a steady state.
The simulation output data is normalized and the regression functions of response measures are estimated at a 5% significance level. Each response [R1) through R7)] can be functionally represented as R f{X , X , X , X , X *X , X *X , X *X , X *X , X *X , X *X , X *X *X , X *X *X , X *X *X , X *X *X *X }. The estimated regression model from the simulation results is presented in Table II , after omitting terms with statistically insignificant coefficients. The functions for the CDS server utilization and the security server utilization have an adjusted R of 0.99, suggesting that each of these equations fits the data extremely well. The database and application server utilization, and query, update, and network utilization do not have a very good fit with the given input parameters, implying that those response parameters are not significantly affected by middleware input variables. However, it is important to note the significant impact of middleware services on the query delay and network utilization of the system. Another very interesting find is that some of the individual and two-way factor interactions are highly significant in determining the response measures, while the higher order interactions (three and above) are not statistically significant.
1) Middleware Configuration Iterative Procedure: A simulation experiment for each design point is computationally intensive, requiring two hours on average on a Pentium II class computer. Hence the regression model is incorporated into a spreadsheet to perform fast what if analyses on various middleware configurations. Some promising subsets of these are identified for more accurate exploration through simulation. Table III shows the progression of the solution through iterative applications of what if analyses (via spreadsheet based regression model) and simulation modeling of promising solutions. The first row shows the values of the system performance parameters at the beginning of Stage III configuration. Successive iterations show the improvements in each of the performance parameters, as a percentage improvement over its previous value. The performance values at the end of iteration 6 were acceptable for the STTS design. Hence the iterations are stopped at this point, and this solution set is chosen as the system solution.
The final solution consists of two cells, one containing domains 1 and 2, and the other consisting of domains 3 and 4. Each cell has one CDS, Security and Time Service, with one enterprise-wide GDS. The case study problem solution yielded database and application server utilization around 40%, CDS utilization of 33%, Security Service utilization of 22%, and an average network utilization of 16%. During simulation studies, the services were assumed to be hosted on separate servers, and some of them may be combined during physical implementation. Average query and update delays were approximately 20 and 60 s, respectively. Since these values were within acceptable limits, and provide room for further planned growth, this solution is chosen as the DCS design for the STTS.
V. CONFIGURATION GUIDE
The detailed simulation analysis is quite insightful and the results are utilized to create a configuration guide. This may be used by system planners and enterprise network designers to design their middleware services infrastructure with reduced modeling and computational effort.
The results from Table II indicate that the CDS server utilization R3) is significantly affected by the number of DCE cells, the number of CDS servers, the Time Service update level, and the interaction effect of the number of DCE cells and the number of CDS servers per cell. This suggests that as the number of cells are increased, the load on each cell's directory server is reduced, hence that server might be used for multiple middleware services, such as CDS and Security Service, in that particular cell. An increase in the Time Service update rate increases the processing load on the CDS server marginally, increasing its utilization. The designer has to be careful to choose a judicious Time Service update frequency to accurately synchronize the time across hosts, yet not load the CDS server excessively.
The security server utilization R4) is significantly affected by the number of cells, the level of Security Service, the Time Service update level, and by the interactions of the number of cells and Security Service level, the number of cells and Time Service update level, and the Security Service and Time Service update level. As the number of DCE cells are increased, the load on the security server decreases, since each security server handles the needs of a small number of users and services. Similarly, an increase in the number of security servers decreases the load on each of the servers. An increase in the Time Service update level marginally increases R4, due to the increased processing involved in handling the Time Service messages. The interaction effect of the number of cells and the Security Service update level positively affects R4, suggesting that under this scenario, an increase in the Security Service level affects the utilization more than a decrease in the number of users served by the security server within a cell, which is an interesting insight. The combined effect of the number of cells and time server update, which affects R4 negatively, suggests that an increase in cells has a greater impact than an increase in the time server update frequency. The query delay R5) is slightly affected by the number of CDS servers. It is positively affected by the Security Service level for each type of cell configuration, suggesting that the increased query delay stems from the increased delay associated with a higher load on the security server, while each user query request is routed and authenticated at the security server, resulting in an increase in network traffic. The network designer should carefully set the security levels so as not to hamper the query delay without reason. It is also affected by the combination of the number of cells and CDS servers, and by the Security Service level and time server update.
It is interesting to note that the update delay here is not significantly affected by middleware parameter settings, except by the combination of the Security Service level and time server update. The same is true for database and application server utilization. The nature of these delays stem more from server configurations and user request patterns.
The network utilization R7) is positively affected by the Security Service level, time server update and the interaction of Security Service level and Time Service level. This confirms that the enterprise traffic load is increased when the security level is increased, as each user query and update request message has to be routed to and authenticated by the security server. An increase in the time server update rate further increases the network traffic, which needs careful consideration by the network designer. An option may be to locate the Security Service server close to the application server, if feasible.
Based on the above analysis, Fig. 4 presents a flowchart which lists important parameters affecting each system response measure, and provides a generalized set of guidelines to test and configure important factors affecting system response. The general nature of the parameter effects would remain similar, however the exact effects on the system response would depend on the specific setting. An organization may use this set of guidelines in lieu of conducting a full set of computationally expensive simulation modeling and analysis. A system designer may simulate a small sample of configurations to test the system, fine tune the parameters with the aid of the guidelines, and test again to judge system performance. For example, if the CDS server utilization of a cell is too high, a designer may choose a higher number of cells or CDS servers/cell. Alternatively, a planner may choose to simulate various configurations and create a regression model. This may be used along with the guidelines to perform initial estimates of the response measures, then one or more sets of the input factors may be chosen for further simulation. The results are studied to gauge the effect of the updated parameters on the system response. If results are within performance limits, as determined by the designer, the design may be accepted.
VI. CONCLUSION
In this paper, we have addressed important issues of building an information technology infrastructure to integrate organizational operations. We present an integrated framework to merge the important yet complex components of an enterprise-wide DCS, and demonstrate that the intrinsically hard problem can be modeled as an iterative three stage process. Our integrated approach involves domain creation, resource allocation and configuration of middleware services to design a high performance and secure DCS for interoperability among diverse resources. A novel approach is utilized to solve the components independently, yet at the same time analyze the effects of individual components on overall system performance, using interactive decision making techniques. This research demonstrates that these important issues can be modeled as a set of linked components in an integrated framework, such that their mutual interaction effects under a stochastic environment can be investigated and accurately estimated.
First, clustering techniques are used to form domains of locations, where data and application systems are subsequently allocated. The data and application system allocation procedure is modeled as an integer program, with a multicriteria objective formulation, and is solved using an combination of mathematical searches (using an efficient tabu search based methodology) and interactive designer inputs. Finally, important middleware services are modeled and their effects on system performance are analyzed through simulation studies. Interactive designer inputs at various stages enable a designer to either introduce new components for further study or interpret the current solution and accept or reject it for a particular purpose. To our best knowledge, this research is probably the first attempt to investigate the main effects as well as the two-way and higher order interaction effects of middleware parameters on the overall system performance, under a stochastic environment. The analysis results are used to estimate regression functions to aid in fast and dynamic what-if analyzes of the system. The insights derived from the analysis are used to create configuration guidelines that will aid system designers to rapidly plan and design their infrastructure without the need for a full-blown simulation analysis.
This study gives researchers a better understanding of the interactions between various components of a DCS and how they affect system performance. The integrated modeling framework provides an efficient distributed computing planning tool, and may be used to design either a new DCS infrastructure, or modify an existing one, by adapting the framework to fit its specific needs.
Future research includes extending and applying the framework to model corporate intranets and electronic commerce supply chains, which are some of the fastest growth areas of networked technologies. In addition, studies need to be conducted to develop models of interconnection of allocated resources, involving the design and testing of networking infrastructure that interconnect the resources.
APPENDIX I PROPERTIES OF THE RESOURCE ALLOCATION FUNCTION
The objective function (10) is the sum of six subfunctions. If all subfunctions are convex, (10) is convex too. In that case, some of the well-known techniques of optimization can be applied to it. Hence each subfunction is investigated in detail for convexity properties.
ELB:
denotes the total query and update load of the enterprise, and is a constant for the whole enterprise. Hence the expression for ELB can be rewritten as where stands for the constant term. This can be seen to be a convex function by inspection. MDC: The term (say) is constant for a given system. Hence is linear, and is therefore convex. Hence is a convex function, since the maximum of a set of convex functions is convex. Hence (2) is convex.
DLB:
The function (3) is the difference between two terms. Each term is linear, as can be seen by inspection, hence each term is convex. However the difference between two convex terms is not necessarily convex, so DLB is not convex in general.
TC:
OMC (4) can be seen to be linear by inspection, as it is a sum of two linear functions. The sum of two linear functions is also linear, and is therefore convex. RCC (5) is a nonlinear function of x and y. Since it includes a product of the two decision variables, it is a nonseparable function, and hence optimization techniques for separable functions cannot be used here. Now, assuming the variables are continuous and applying second order conditions, it can be easily seen that the function is not convex. Hence the discrete function is also not convex. Hence TC is not convex.
SH:
This is the sum of two terms. It can be seen by inspection that the first term of (7) is a function of x alone, and is linear. Hence it is convex. However, the second term is a nonlinear term involving the product of both variables, and is nonseparable. For arguments exactly similar as before, this function is not convex. Hence (8) is not convex.
NL:
This expression (9) is a nonlinear term involving the product of two variables, and is a nonseparable function. For reasons exactly similar as before, this function is not convex.
Hence the overall objective function (10) is not convex in general.
APPENDIX II TABU SEARCH LISTS AND RESTRICTIONS FOR RESOURCE ALLOCATION MODEL
Let denote an application system located in domain and denote the set of application systems in . Similarly, let denote data set in , and denote the set of data sets in . Hence a solution comprises of . A candidate list is a subset of all available alternative moves between solutions or states of a system. Its purpose is to narrow down the possible moves within the solution space, to reduce the effort of examining all options before deciding on a particular solution. This helps in the goal of making a "best move" at every step, subject to tabu restrictions and aspiration levels. The candidate lists for this algorithm are created as three distinct hierarchies, as follows.
Initial:
For a given in , the list includes only those that are accessed by and currently lie in remote domains , such that , and includes all moves satisfying the conditions as well as . If an accesses a given that lies in a remote domain , a move would consist of reallocating to the next numerically higher domain . Successive moves consist of repeating the earlier move, allocating to remote domains in a cyclic fashion, till all remote domains are exhausted. The next set of admissible move would consist of allocating to the local domain of .
Intermediate:
For a given in , the list includes only those that are accessed by and lie in the local domain , such that , and only includes moves that satisfy the condition . If an accesses a given , both of which lie in the same domain, a move would consist of reallocating to the first available remote domain. Successive moves would consist of cyclically reallocating to the next numerically higher remote domain, till all remote domains are exhausted.
Advanced:
After initial and intermediate lists are exhausted, the advanced list consists of the solution space when an currently in is moved to a new domain such that . It can be easily observed that the advanced list produces a brand new set of initial and intermediate lists, which are then evaluated again. If an is currently in , a move consists of reallocating to the next available remote domain such that . This is repeated for all remote domains and for all .
The aspiration level defines an attractive threshold value that decides if certain moves are considered admissible even when they are tabu-restricted, thus increasing the flexibility of the tabu search method. The aspiration level may be chosen at the designer's discretion, and may be changed during the search process.
Tabu restrictions prevent some recently evaluated solution options from entering the solution space for specified intervals, hence it increases search efficiency, prevents cyclic solutions, and forces the search into new neighborhoods. The tabu restrictions for this system are as follows.
