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Abstract
We introduce the ultra-weak variational formulation (UWVF) for ﬂuid–solid vibration problems. In particular, we consider the
scattering of time-harmonic acoustic pressure waves from solid, elastic objects. The problem is modeled using a coupled system
of the Helmholtz and Navier equations. The transmission conditions on the ﬂuid–solid interface are represented in an impedance-
type form after which we can employ the well known ultra-weak formulations for the Helmholtz and Navier equations. The UWVF
approximation for both equations is computed using a superposition of propagating plane waves.A condition number based criterion
is used to deﬁne the plane wave basis dimension for each element. As a model problem we investigate the scattering of sound from
an inﬁnite elastic cylinder immersed in a ﬂuid. A comparison of the UWVF approximation with the analytical solution shows that
the method provides a means for solving wave problems on relatively coarse meshes. However, particular care is needed when the
method is used for problems at frequencies near the resonance frequencies of the ﬂuid–solid system.
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1. Introduction
We propose the ultra-weak variational formulation for a coupled system of Helmholtz and Navier equations which
characterize the scattering of sound in media consisting of ﬂuid and elastic components. Since the pioneering work
by Faran [13] in the 1950’s, the scattering of sound waves from ﬂuid immersed elastic objects has been the subject of
intense theoretical study. These problems arise in many important ﬁelds of application including the propagation of
ultrasound waves in biological tissue, exploration seismology, oceanography and non-destructive testing. The subse-
quent investigation of Faran’s analytical solutions in the 1960s and 1970s led to the establishment of acoustic resonance
scattering theory [11,12,16–18,35] which is of great importance, for example, in the characterization of properties of
submerged objects using sound waves.
Unfortunately, analytical solutions only exist for scatterers of simple shape, such as circular cylinders or spheres,
and numerical methods have been developed for approximating scattering problems in general geometries. Among the
most successful methods are the ﬁnite element (FEM) [21,38,37] and boundary element methods (BEM) [4].
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While FEMs are the most ﬂexible for wave simulations in complex geometries, two weaknesses undermine their
suitability for general ﬂuid–solid scattering problems. First, a physically unbounded problem must be replaced with a
problem on a bounded domain and absorbing boundary conditions (ABC) are then needed to model outgoing waves on
the artiﬁcial external boundary of the domain. The use of theABC may lead to spurious numerical reﬂections from the
ﬁctitious boundary which deteriorates the accuracy of the FEM approximation. Second, due to the typical oscillatory
solution of scattering problems, a relatively large number (say 10) elements per wavelength must be used to obtain a
tolerable accuracy [26]. At higher wave numbers, the requirement of a dense mesh leads to an excessive computational
burden. In addition, to overcome the effect of numerical pollution [1,27], the number of elements per wavelength must
increase with the wave number which further increases the computational load.
The ﬁrst of the weaknesses of the FEM has been successfully avoided by coupling the FEM with a BEM [8,10,20].
The idea is to utilize the geometrical ﬂexibility of FEM in some internal region which encloses the elastic scatterer(s)
and to use the BEM in the unbounded external region is to avoid the need for an ABC. Alternatively, the effect of
numerical reﬂections can be reduced by using more advanced ABCs such as the high-order boundary conditions [19]
or the perfectly matched layer (PML) [3].
To date the second weakness of FEM is still a topic of intensive scientiﬁc research. A widely used domain de-
composition technique [9,30] employs standard ﬁnite element techniques and parallel computing. More precisely, the
scattering problem is partitioned into a set of sub-problems which are distributed among processors. The solution is
then sought by iteratively updating the solution of each sub-problems by using information on the solutions on adjacent
partitions. The iteration is terminated when a convergent solution is reached. However, domain decomposition itself
does not reduce the size of the problem, but rather it enables the efﬁcient use of large-scale parallel computers.
An alternative approach has been the development of solution techniques which aim to reduce the computer storage
and operations needed for solving thewave scattering problem.A relatively new class ofmethods, which are calledwave
element methods, uses standard ﬁnite element meshes but approximates the wave ﬁeld by means of plane waves. These
methods include, for example, the partition of unity method [31], least-squares method [33], discontinuous enrichment
[14] and discontinuous Galerkin [15] methods and the ultra-weak variational formulation (UWVF) [5–7,24,25].
The objective of this study is to introduce an extension of the UWVF method for the ﬂuid–solid scattering problems.
In particular, we investigate a coupled system of Helmholtz and time-harmonic Navier equations. The new formulation
relies on the previous successful ultra-weak formulations of the Helmholtz [5–7,25] and the Navier equations [24].
However, due to the particular ﬂux-type coupling conditions needed for theUWVF, the standard ﬂuid–solid transmission
conditions need to be rewritten in an unusual form to enforce the balance of the normal displacement and force over
the interface. Also, since spurious numerical resonances are known to hamper some computational techniques for
ﬂuid–solid problems, speciﬁc attention is given to the resonances of the proposed method (via numerical simulations).
Numerical tests also show that the new scheme offers advantages compared to low order FEM schemes.
This paper is organized as follows. Section 2 outlines the coupled Helmholtz–Navier problem, its ultra-weak for-
mulation, impedance-type interface conditions and the discrete UWVF. In Section 3 we investigate the performance of
the coupled UWVF for resolving a 2D ﬂuid–solid scattering problem. Finally, in Section 4 we draw some conclusions
from the results. To compare the UWVF with a known analytical solution of the scattering problem, we also outline
the Fourier series solution for the 2D model problem in theAppendix. The series solution of [12,13] is modiﬁed to take
into account the ABC used in the UWVF approximation to give an exact solution suitable for numerical tests.
2. The UWVF for the ﬂuid–solid wave problem
2.1. Statement of the problem
We investigate wave propagation in a 2D domain  which consists of a solid, elastic object occupying a domain
denoted by s immersed in a ﬂuid medium that occupies the domain f . In many practical applications, the physical
ﬂuid domainf is taken to be unbounded.We shall, however, assume that it is bounded by a real physical or a ﬁctitious
boundary ext so that f =ext ∪s and assume that the solid domains is entirely surrounded by the ﬂuid. Hence,
the time-harmonic wave ﬁeld with angular frequency  in the domain  can be characterized by using the Helmholtz
equation for the acoustic pressure p and the Navier equation for elastic displacement u. To write these equations we
denote by =/c the acoustic wave number, c the speed of sound and f the density of the ﬂuid. The Lamé coefﬁcients
for the solid are denoted by  and  which can be expressed by means of the Young’s modulus E and the Poisson
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ratio 	 as
= E
2(1 + 	) and =
E	
(1 + 	)(1 − 2	) .
The governing equations and boundary transmission conditions for p and u are then as follows:
p + 2p = 0 in f , (1)
u + (+ )∇(∇ · u) + 2u = 0 in s, (2)
p
n
= 2fu · n on , (3)
T(n)(u) · n = −p on , (4)
T(n)(u) · t = 0 on , (5)
1
f
p
n
− i
fp = Q
(
− 1
f
p
n
− i
fp
)
+ g on ext. (6)
Here = s is the interface between the ﬂuid and solid domains, n is the outward unit normal either on  or on ext
and the corresponding tangent vector is denoted by t (so t ⊥ n). In addition the traction caused by elastic displacement
is denoted by
T(n) = 2u
n
+ n∇ · u + n × ∇ × u. (7)
Physically, conditions (3) and (4) guarantee the continuity of the normal particle displacement and force over the
interface. Neglecting viscous shear forces in the ﬂuid leads to the vanishing tangential traction condition (5). We
assume that the solid object is completely immersed in the ﬂuid and therefore the boundary condition (6) on the
external boundary is deﬁned for the pressure only. In this rather general form, 
f is a real valued coupling coef-
ﬁcient (which will be discussed more later), Q ∈ C so that |Q|1 and g is a source term. Hence, Q = 1 and
Q= −1 provide the Neumann and Dirichlet type conditions, respectively, and Q= 0 (with 
f =R()/f ) gives a low
order ABC.
We shall be solving (1)–(6) in a two-dimensional domain. We, therefore, assume that p = p(x, y), u = (ux(x, y),
uy(x, y), 0)T and n = (nx, ny, 0)T, where (x, y) ∈ .
Finally note that the scattering problem (1)–(6) is not always uniquely solvable [28,29]. In particular, there may exist
frequencies  such that the displacement ﬁeld in s satisﬁes (2); and T(n)(u) · n = 0 and u · n = 0 on the interface .
These are known as the Jones frequencies, and are the only resonant frequencies for (1)–(6). They are inherent to the
model.
2.2. Ultra-weak formulation
The main objective of this study is to develop a UWVF for the coupled problem (1)–(6). The UWVF for the
Helmholtz equation has been a topic of many previous studies [5–7,25] and the UWVF for the Navier problem
has been introduced in [24]. Since our approach directly relies on these works, we shall brieﬂy review the main
formulations for the independent Helmholtz and Navier UWVFs prior to proceeding to the UWVF coupling
conditions in Section 2.3. More detailed derivations of the following formulae are to be found in the references
above. An alternative derivation of the UWVF as a special form of the discontinuous Galerkin method is introduced
in [23].
Let us ﬁrst cover the domain by ﬁnite elements Kk , k= 1, . . . , N so that each element is either in the ﬂuid domain
f or in the solid domain s. Hence we guarantee that the physical ﬂuid–solid interface  completely coincides with
element boundaries. In this study, we use triangular meshes but the UWVF formulation proposed here is not limited to
any particular element shape (even meshes having mixed element shapes can be used).
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It was shown by Cessenat and Després that the pressure ﬁeld (1) in the ﬂuid domain satisﬁes the following isometry
formula:
Nf∑
k=1
∫
Kk
1

f
(
− 1
f
pk
nk
− i
fpk
)(
− 1
f
qk
nk
− i
fqk
)
ds
=
Nf∑
k=1
∫
Kk
1

f
(
1
f
pk
nk
− i
fpk
)(
1
f
qk
nk
− i
fqk
)
ds, (8)
where Nf is the number of elements in the ﬂuid domain f , pk = p|Kk and qk is any solution of the adjoint Helmholtz
equation
qk + 2qk = 0 in Kk , (9)
where the over-bar denotes complex conjugation. As in the external boundary condition (6), the coupling parameter

f > 0 is chosen to be real. We will discuss a speciﬁc choice of 
f in detail in Sections 2.3 and 2.4.
While the isometry formula (8) looks rather complicated and its original derivation in [5,6] is somewhat non-
intuitive, a more recent investigation has shown that (8) can be derived as a special weak form of a hyperbolic system
characterizing acoustics wave propagation [23]. Namely, the equation of continuity and momentum balance in the
time-harmonic case can be written as ﬁrst order equations for the pressure pk and particle velocity vk so that
− ipk + c2f∇ · vk = 0, (10)
− ifvk + ∇pk = 0. (11)
By deﬁning a vector U = (pk, vk), Eqs. (10) and (11) can be rewritten as a linear symmetric hyperbolic system of the
form [32]
−iAU +
2∑
j=1
Aj
U
xj
= 0, (12)
whereA, andAj , j =1, 2, are symmetric 3×3 matrices and (x1, x2)=(x, y). Following the conventional discontinuous
Galerkin approach using an upwind ﬂux splitting, it is possible to show that the isometry formula (8) is a weak form
of (12) if the test function is derived from a solution of the adjoint (9) in the same way as U.
The corresponding isometry formula for the Navier equation in the elastic domain is [24]
Ns∑
k=1
∫
Kk

−1s (−T(nk)(uk) − i
suk) · (−T(nk)(vk) − i
svk) ds
=
Ns∑
k=1
∫
Kk

−1s (T(nk)(uk) − i
suk) · (T(nk)(vk) − i
svk) ds, (13)
where Ns is number of elements in s, uk = u|Kk and vk is any solution of the adjoint Navier problem
vk + (+ )∇(∇ · vk) + 2vk = 0 in Kk .
The coupling matrix in this study is of the form given in [24] 
s =
s,nn⊗n+
s,t t⊗ t, where 
s,n, 
s,t ∈ R (parameters

s,n > 0 and 
s,t > 0 are deﬁned in detail in Sections 2.3 and 2.4).
Let k,j denote the interface between elements Kk and Kj . On all ﬂuid–ﬂuid interfaces, one can use the following
transmission conditions for the ﬁrst term in brackets on the right-hand side of (8)
1
f
pk
nk
− i
fpk = − 1
f
pj
nj
− i
fpj
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Fig. 1. Notation for adjacent ﬂuid and solid elements.
and
1
f
pj
nj
− i
fpj = − 1
f
pk
nk
− i
fpk . (14)
In addition, for the UWVF it is useful to deﬁne a new function X on the element boundaries by
XKk =Xk =
(
− 1
f
pk
nk
− i
fpk
)∣∣∣∣
Kk
. (15)
On the other hand, in the Navier case the coupled transmission conditions on the solid–solid interfaces can be written
as
T(nk)(uk) − i
suk = −T(nj )(uj ) − i
suj
and
T(nj )(uj ) − i
suj = −T(nk)(uk) − i
suk . (16)
As in the acoustic case, we also deﬁne a new functionY on the element boundaries of the mesh by coupling the elastic
traction and displacement as
YKk =Yk = (−T(nk)(uk) − i
suk)|Kk . (17)
By substituting the acoustic transmission conditions (14) in the Helmholtz isometry formula (8) and the elastic trans-
mission conditions (16) in the Navier isometry formula (13); and by using the external boundary condition, one obtains
the standard acoustic and elastic ultra-weak formulations, see [6,24]. The boundary condition (6) is directly applicable
for ﬂuid elements on the external boundary and it is used in the simulations of this study. In the resulting UWVF, the
unknowns to be found are now the functionsXk andYk on Kk for each element Kk in the ﬂuid and solid, respectively.
The pressure p and displacement u can be computed from Xk and Yk via a simple post-processing step which is
introduced after the discrete problem in Section 2.4.
To use the ultra-weak formulation for ﬂuid–solid interaction we must rewrite the ﬂuid–solid transmission conditions
Eqs. (3)–(5) by means of the functions Xk andYk . This is the topic of the next section.
2.3. Fluid–solid interface conditions for the UWVF
To simplify the derivation of the transmission conditions, we consider two adjacent elements K1 and K2 on the
ﬂuid–solid interface. Let us assume that the ﬂuid occupies the element K1 with outward normal n1 with pressure p.
Whereas the solid occupies K2 with outward normal n2 and displacement u. In addition, let  be the interface between
K1 and K2, and 1,2 =  with normal n1 and 2,1 =  with normal n2 (see Fig. 1).
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The isometry formula (8) for the element K1 in the ﬂuid reduces to∫
K1
1

f
(
− 1
f
p
n1
− i
fp
)(
− 1
f
q
n1
− i
fq
)
ds
=
∫
K1
1

f
(
1
f
p
n1
− i
fp
)(
1
f
q
n1
− i
fq
)
ds. (18)
By using the transmission conditions (4) and (3) for the pressure and its normal derivative we get the following identity
on :
1
f
p
n1
− i
fp = 2u · n1 + i
fn1 · T(n1)(u)
= i
fn1 ·
(
−i
2

f
u + T(n1)(u)
)
= i
fn1 ·
(
−T(n2)(u) − i
2

f
u
)
. (19)
Provided that 
s,n = 2/
f , Eq. (19) can be rewritten on  as
1
f
p
n1
− i
fp = i
fn1 ·Y on . (20)
For the ﬂuid, the relevant part of the boundary integral (8) on K1 is then∫

1

f
(
1
f
p
n1
− i
fp
)(
1
f
q
n1
− i
fq
)
ds =
∫

n1 ·Y
(
1
f
q
n1
− i
fq
)
ds. (21)
In the case of the element K2 in the solid, the isometry formula (13) is∫
K2

−1s (−T(n2)(u) − i
su) · (−T(n2)(v) − i
sv) ds
=
∫
K2

−1s (T(n2)(u) − i
su) · (T(n2)(v) − i
sv) ds. (22)
We then divide the boundary term T(n2)(u) − i
su into normal and tangential components
T(n2)(u) − i
su = (T(n2)(u) − i
s,nu) · n2n2 + (T(n2)(u) − i
s,tu) · t2t2, (23)
where t2 ⊥ n2.
Now using all three interface conditions (3)–(5) the elastic boundary term can be coupled with the pressure terms as
T(n2)(u) − i
su =
(
−p − i 1

ff
p
n2
)
n2 − i
s,tu · t2t2 on . (24)
Using again the vanishing of the tangential component of T, and the deﬁnition of 
s, we have
T(n2)(u) − i
su =
(
−p − i 1

ff
p
n2
)
n2 + (−T(n2)(u) − i
su) · t2 t2.
Hence,
T(n2)(u) − i
su = − i

f
(
− 1
f
p
n1
− i
fp
)
n2 +Y · t2 t2 (25)
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and so, on ,
T(n2)(u) − i
su = − i

f
Xn2 +Y · t2 t2. (26)
The relevant part of the boundary integral (13) for the element K2 in the solid is then∫


−1s (T(n2)(u) − i
su) · (T(n2)(v) − i
sv) ds =
∫


−1s (Y · t2t2) · (T(n2)(v) − i
sv) ds
−
∫

i

f

−1s (Xn2) · (T(n2)(v) − i
sv) ds. (27)
We are now ready to put together all essential transmission conditions for the isometry formulae (8) and (13). On the
ﬂuid–ﬂuid and solid–solid interfaces we use the boundary conditions (14) and (16), respectively. We assume that the
solid is completely immersed in the ﬂuid and therefore only the boundary condition (6) is needed for the external
boundary. Finally, the ﬂuid and solid domains are coupled by using the transmission conditions (21) and (27).
2.4. Discretization
The discretization of the ﬂuid–solid UWVF relies heavily on previous work on the Helmholtz and Navier UWVF
[6,25,24].The idea is to approximate the solutionof the adjoint problem in each element as a superpositionof propagating
plane waves. The propagation directions of the plane waves are angularly equidistributed on the unit circle. However,
we need to let the number of plane wave basis functions vary from element to element.
In the UWVF, the unknown functions to be computed are the functions Xk in the ﬂuid domain andYk in the solid.
The plane wave approximation for function in the ﬂuid can be computed by
Xk ≈
Nk∑
=1
Xk,
(
− 1
k
qhk,
nk
− i
fqhk,
)∣∣∣∣∣
Kk
, (28)
where the plane wave basis is given by
qhk, =
{
q0 exp(ikdk, · x) in Kk,
0 elsewhere
(29)
and whereXk, are the unknowns to be computed andNk is the number of plane wave directions isKk . Since a Galerkin
method is used to choose the basis functions, they also are solutions of the adjoint problem with complex conjugated
wave number k .
The scaling amplitude q0 is used for improving the conditioning of the matrix equation arising from the discrete
UWVF. Motivated by the boundary condition (3), we use q0 = 2f/k .
The functionsYk in the elements in the solid are approximated using two orthogonal sets of plane waves with the
complex conjugate wave numbers P and S as follows:
Yk ≈
NPk∑
=1
[
YPk,
(
−T(nk)(sPk,) − i
ssPk,
)]
+
NSk∑
=1
[
YSk,
(
−T(nk)(sSk,) − i
ssSk,
)]
, (30)
where
sPk, =
{
ak, exp(iPak, · x) in Kk,
0 elsewhere,
(31)
sSk, =
{
a⊥k, exp(iSak, · x) in Kk,
0 elsewhere
(32)
and where ak, = (a1k,, a2k,), |ak,| = 1 and a⊥k, = (−a2k,, a1k,). The number of P- and S-wave basis functions in
the element Kk are denoted by NPk and N
S
k , respectively. The use of two independent basis components stems from
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the fact that the free-space solution of the Navier equation (2) can be decomposed into two displacement wave ﬁelds
which satisfy the Helmholtz equation with wave numbers P = cP/ and S = cS/. The wave speeds in the solid are
functions of the Lamé coefﬁcients and density s as follows:
cP =
√
+ 2
s
and cS =
√

s
.
We have already shown in Section 2.3 that the choice of the coupling matrix 
s on the ﬂuid–solid interfaces is in part
deﬁned by the physical transmission conditions. However, on other element boundaries the parameter 
f in the ﬂuid
and matrix 
s in the solid are chosen to improve the conditioning of the resulting discrete UWVF matrix equation. It
was proposed in [2] that 
f on any ﬂuid–ﬂuid interface k,j should be the mean value

f = 12
(
R(k)
k
+ R(j )
j
)
.
Correspondingly, on the exterior boundary one can set

f = R(k)
k
.
These choices are also used in this study.
On the other hand, as proposed in [24] the elastic coupling matrix 
s is

s = 
s,nn ⊗ n + 
s,t t ⊗ t. (33)
For the ﬂuid–solid interface we have 
s,n = 2/
f . Elsewhere we use 
s,n = scP whereas the parameter 
s,t on all
interfaces is chosen as 
s,t = scS.
To conclude our discussion of the discretization, we note that the substitution of the above planewave approximations
into the ﬂuid–solid UWVF leads to a matrix equation of the from
(I − D−1C)X = D−1b, (34)
where D is derived from the left-hand side of (8) and (13) whereas C comes from the right-hand side of the same
equations (after taking into account boundary and transmission conditions).
The form of Eq. (34) is analogous to equations obtained by discretizing the acoustic and elastic UWVFs [6,24]. In
particular, the matrix D is a sparse block diagonal matrix in which each block corresponds to a single element. The size
of the block for the element Kk is Nk ×Nk if the element Kk is in the ﬂuid and (NPk +NSk )× (NPk +NSk ) for elements
in the solid. The matrix C also has a block structure and it couples each element to neighboring elements through faces.
The vector X to be found consists of the weightsXk , k = 1, . . . , Nf andYPk ,YSk , k = 1, . . . , Ns. The right-hand side b
includes all source terms.
The computation of the entries of D, C and b are discussed in detail in [6,24]. We want to emphasize that all
integrations needed to assemble the matrices are computed over element interfaces only. The essential integrands are
of the form exp(ik · x) where the wave vector k is different for elements in the ﬂuid and solid. For straight element
boundaries, the integral can be computed in a closed form [6]. Corresponding analytical expressions for the integrals
in 3D are given in [5]. For integrals over curved element boundaries a quadrature must be used.
After the weight vector X is solved, the pressure p and displacement u can be computed as a simple post-processing
step. If the acoustic wave number k ∈ R (i.e. in the absence of absorption in the ﬂuid), the pressure pk in an element
Kk is a weighted summation over the basis function so that
pk =
Nk∑
=1
Xk,q
h
k, in Kk .
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Correspondingly, when P, S ∈ R, the displacement uk in Kk is
uk =
NPk∑
=1
YPk,s
P
k, +
NSk∑
=1
YSk,s
S
k, in Kk .
In an absorbing medium, the plane wave basis functions with complex conjugate wave numbers k , P or S are not
solutions of the actual physical problem. In that case, one can represent the solution in a new plane wave basis which
is a solution of the local problem. Then, approximation for pk and uk can be computed as a direct summation over the
new basis functions. This method is explained in detail in of [22, Section 3.2].
3. Numerical simulations
3.1. Model problem
As a model problem we examine the classical test case of the scattering of an acoustic plane wave from an inﬁnitely
long aluminum cylinder embedded in water. The speed of sound and the density of water are c = 1500m/s and
f = 1000 kg/m3. TheYoung’s modulus, the Poisson ratio and the density of aluminum are E = 70 × 109 Pa, 	= 0.33
and = 2700 kg/m3. These give cP ≈ 6198m/s and cS ≈ 3122m/s. The axis of the cylinder coincides with the z-axis
and the plane wave propagates in the direction of the positive x-axis. Due to the cylindrical symmetry of the geometry,
the problem reduces to a 2D scattering problem in the (x, y)-plane. In addition, the pressure ﬁeld p in the ﬂuid can be
decomposed into the incident and scattered parts so that p = pi + ps and where pi = exp(id · x) with d = (1, 0).
We investigate an aluminum cylinder with radius a = 10mm. To truncate the physically unbounded problem, the
cylinder is surrounded by an annular computational domain with the radius R = 20mm. The circular domain R20
mm in the (x, y)-plane constitutes the computational domain . Recall that we denote the exterior boundary of the
domain by ext =  on which a low order, Sommerfeld-type, ABC is used for the scattered part of the pressure ﬁeld
so that
p
n
− ip = pi
n
− ipi on ext, (35)
where n is the outward unit normal of the boundary. In the UWVF (using condition (6)), this corresponds to the choice
Q = 0 and
g = 1
f
pi
n
− i
fpi,
where 
f =R()/f (note in our model problem  is real).
It is known that the boundary condition (35) causes spurious numerical reﬂections of waves into  and deteriorates
the accuracy compared to the physical scattering problem. The reﬂection could be reduced by using more efﬁcientABC
such as the PML [3,22]. However, since we compare the UWVF approximation with a series solution, the boundary
effect is taken into account in the construction of the Fourier series solution, see the Appendix for details. By using
this slightly modiﬁed problem, which is only an approximation of the physical scattering problem, we ensure that
the UWVF errors computed below truly represent the approximation errors rather than errors due to an insufﬁciently
accurate absorbing condition. However, condition (35) still retains all the important physical features of the problem
such as the resonances of the elastic body.
In the following simulations, the inﬁnite Fourier series, representing the exact solution, is truncated when the relative
change due to an additional mode in both acoustic and elastic wave ﬁelds is below 10−5.
The UWVF simulations in this study are computed on the meshes shown in Fig. 2. To improve the accuracy of
the UWVF model, we use curved element edges on the circular ﬂuid–solid interface and the exterior boundary. The
integrals in the matrix assembly for curved edges are computed using 64 point Gauss–Legendre quadrature. The UWVF
matrix (34) is solved using the stabilized bi-conjugate gradient iteration [36] and the iteration is terminated when the
relative residual is below 10−6.
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Fig. 2. The meshes used in simulations. Left: mesh 1; Right: mesh 2.
To compare the efﬁciency of the UWVF method with other numerical techniques, we also solve the problem (1)–(6)
using a piecewise linear FEM. As in the case of the UWVF method, the FEM used here solves for the pressure in the
ﬂuid and the displacement in the elastic domain.
In the following simulations, the relative error is computed as the relative discrete L2-error on the surface of the
solid cylinder via
Relative error (%) = 100
√∑N
n=1(un − uexn )2√∑N
n=1(uexn )2
, (36)
whereN is the number of points on the surface, un and ucnex are the UWVF (or FEM) and Fourier series approximations,
respectively (either pressure or displacement components).
3.2. Choice of basis and comparison with FEM
There are two approaches to improve the accuracy of the UWVF approximation. First, to use a ﬁxed number of
basis function and to reﬁne the mesh. Second, to increase the number of basis functions in a ﬁxed mesh (of course
a combination of the two approaches is also possible). While the latter leads to a smaller matrix storage requirement
(see e.g. in [24, Fig. 6.6]), a large number of plane wave basis functions can also lead to an ill-conditioned UWVF
matrix system [5,25]. To avoid ill-conditioning, the number of basis functions must be chosen carefully and this causes
the number of basis functions to vary from element to element [25]. A possible method to choose the number of basis
function for each element is to enforce the rule that the condition number of each matrix block Dk associated with
element Kk is below a predetermined limit (in particular chosen so that the conjugate gradient scheme converges).
Naturally, by allowing a higher condition number, one also gets more basis functions and so improved accuracy.
In Fig. 3, we show the error of the UWVF approximation computed by increasing the number of basis functions in
mesh 1 of Fig. 2 at frequency a=10.4720 (f =250 kHz). The error is plotted as a function of the number of non-zero
elements in the UWVF system matrix (34). The error curves for the UWVF are computed so that the number of basis
function for each element is chosen by limiting the condition number of the matrix blocksDk below 104, 105, . . . , 1010.
The ratio of P- and S-wave basis functions in elements of the elastic domain is chosen so that NPk /N
S
k ≈ cS/cP. We use
the largest number of basis functions which gives a local condition number below the limit. Details of the computational
procedure for choosing the number of bases are given in [25,24].
The same ﬁgure also shows the error in the solution of a piecewise linear FEM for the same problem. Despite that
the UWVF matrices are less sparse than those for the FEM matrix system, a comparison of UWVF and FEM errors
shows notable reduction in the matrix storage needed by the UWVF to obtain a high level of accuracy (the mesh used
for the FEM is much ﬁner than for the UWVF in order to obtain similar accuracy).
In the rest of the simulations of this study, the number of basis function for an element Kk is chosen by limiting the
condition number of the corresponding matrix block Dk below 108. This value is chosen since it provides a tolerable
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Fig. 3. The approximation error of the UWVF (solid lines) and FEM (dashed lines) as a function of the number of non-zero elements in the system
matrix. Simulation are computed for the model problem at a = 10.4720 (f = 250 kHz). The accuracy of the FEM is improved by reﬁning the mesh
(h-reﬁnement). In the UWVF, the error is reduced by increasing the number of plane wave basis functions (a type of p-reﬁnement) in mesh1.
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Fig. 5. The condition number of the UWVF matrix system I − D−1C as a function of a.
error around 1% at frequency a = 10.4720 which is in the middle of the frequency range of this study. We wish
to recall, however, that choice of the condition number (and thus the basis dimension) depends on the level of error
requested from the simulation [25].
In Fig. 4 we show the number of basis functions in each single elements Kk , k = 1, . . . , N as a function of the
scaled wave number khk obtained by constraining the condition number of the matrix blocks Dk below 108. The
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Fig. 6. The accuracy of the UWVF approximation as a function of a for mesh 1 (top) and mesh 2 (bottom).
wave number k for the element Kk is either , P or S, depending on the type of the basis, and the element size
parameter hk is the mean length of the edges of the element Kk . These results show that in the absence of absorption
(i.e. , P, S ∈ R), the number of basis functions allowed for a predetermined condition number of Dk is well deﬁned
by the local, scaled wave number. Hence, even though we choose the number of basis functions during the assembly,
it is possible to choose a stable basis prior to the assembly of D based on the value of khk in each element.
The condition number of the UWVF matrix system I − D−1C is shown in Fig. 5. Since condition number of
I − D−1C is below 108, the graphs suggest that the stability of the overall system can be controlled via the local
condition number of blocks Dk (which controls the choice of the number of basis functions in each element). Without
such a control, ill-conditioning could lead to divergent Bi-CGStab iterations. The sharp peaks in the condition number
can be localized near the resonance frequencies of the underlying physical system (the Jones frequencies). This topic
will be discussed in detail in the following section.
3.3. Approximation error
In Fig. 6 we plot the relative error of the UWVF approximation as a function of normalized frequency a. The results
are computed using both meshes of Fig. 2. Despite the increased accuracy following the mesh reﬁnement, errors for
both meshes show a similar, irregular pattern of positive and negative peaks in the displacement errors. Although these
errors are computed on the surface of the scatterer, similar error patterns can be obtained for other positions in the
mesh.
The positive and negative peaks of the error in the displacement amplitude are located near resonant frequencies of
the scattering problem. The resonance frequencies of the ﬂuid–solid system can be found by studying the invertibility
of the matrix En for each mode number n as a function of frequency in the computation of the exact Fourier series
solution (the matrix En and the Fourier solution are discussed in detail in the Appendix).
To verify the location of the error peaks, we plot in Fig. 7 the determinants | det(En)| for the matrix En with
n = 0, . . . , 5 that must be solved when computing the Fourier modes (see (A.8)). Recall that the minima of the
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determinants correspond to the resonant modes of the ﬂuid–solid system. Physically these correspond to the excitation
of surface waves on the ﬂuid–solid interface whose integer number of wavelengths ﬁts over the circumference of the
interface [18,16,35,11].
We also plot determinants of two subsystems which correspond to the real unbounded physical scattering problem
(i.e. the terms for Bn omitted in (A.8)) and vanishing traction on the surface of the cylinder (the lower right 2 × 2
subblock of En the minima in the determinant of this subblock corresponds to the so-called Jones frequencies). It is
important to note that all the determinants have minima at same locations. This is numerical support for the observation
that the only resonances for the modal problem are the physically relevant Jones frequencies. Near some of those
resonance frequencies, the UWVF error also peaks.
In Fig. 8 we show the displacement amplitude ﬁelds
√
u · u in the cylinder for frequencies near the highest error
peak (a ≈ 9.25) which is located at the minimum of the determinant of the third Fourier mode, i.e. n = 2. On the
top row is the displacement amplitude for the mode n = 2 at a = 9.2572. The column on the left shows the UWVF
approximations, in the middle are the Fourier series solutions and the right column shows the difference between the
UWVF and series solutions. Table 1lists the relative errors for the same frequencies.
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Table 1
The relative error of the UWVF near a resonance frequency at a ≈ 9.25
f (kHz) a p-error (%) ux -error (%) uy -error (%)
219 9.1735 0.81 1.46 1.31
221 9.2572 0.85 9.23 5.87
223 9.3410 0.85 1.07 1.28
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Fig. 9. Absolute errors (37) as a function of a. The solid line is the pressure; and dashed and dotted lines show the displacement components.
It is interesting to observe that the structure of error at the resonance frequency has the shape of the corresponding
resonance mode. This is to be expected since the magnitude of the resonant mode is not controlled by Eqs. (1)–(6). In
Fig. 9 we plot the absolute errors of the pressure and displacement components. The absolute error is computed as
Absolute error =
√√√√ N∑
n=1
(un − uexn )2. (37)
Fig. 9 shows more clearly the peaks near some of the resonances of the problem while the absolute error is relatively
smooth elsewhere.
Finally, we plot the pressure and displacement at the point (1/
√
2, 1/
√
2) cm on the surface of the scatterer as the
function of a in Fig. 10. The ﬁnal row shows the absolute differences between the UWVF and series approximations.
These results are computed in mesh 1 of Fig. 2. As can be expected, the displacement peaks at the resonances.
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While the displacement errors have also peaks at the resonances, the UWVF approximation for the elastic displacement
is barely distinguishable from the Fourier solution.
4. Discussion and conclusions
We propose an ultra-weak variational formulation (UWVF) method for ﬂuid–solid vibration problems. In particular,
we approximate a coupled system of the Helmholtz and Navier equations. The new method relies on previously
introduced ultra-weak formulations for theHelmholtz andNavier equationswhichwere coupled by using an impedance-
type coupling condition. The discrete approximation of the UWVF was computed by means of plane wave basis
functions.
The numerical simulation results indicate that the method is viable for approximating ﬂuid–solid wave problems at
relatively high wave numbers. In particular, a single mesh can be used over a wide range of frequencies by increasing
the plane wave basis dimension with the frequency. Since the approximation properties of plane wave basis functions
are not well understood, the number of basis functions in this study was chosen by controlling the condition number
of element-wise matrix blocks. This method provides control over the stability of the problem which is essential since
ill-conditioning hampers the convergence of the bi-conjugate gradient scheme and can adversely effect approximations
computed using the plane wave basis. We hope that in the future, it will be possible to choose the basis based on a
priori estimates for the accuracy and conditioning.
In simulations of this study, peaks in the error were observed near some of the resonances of the system. Breakdown
of the method at resonance frequencies is to be expected since the continuous problem is no longer well-posed. The key
point is that this breakdown only inﬂuences the numerical results for wave numbers very close to resonance and does
not pollute the solution away from resonance. Hence, simulations suggest that the UWVF method does not generate any
additional numerical resonances which would otherwise limit the usefulness of the method. However, the method can
suffer from ill-conditioning and therefore a particular attention must be given to the careful choice of basis dimension
in each element.
Another potential drawback of the proposed method in comparison with existing ﬁnite element techniques is the non-
symmetry of the resulting matrix system. However, this feature is not associated just with the ﬂuid–solid UWVF, but is
a property of the UWVF method in general (even the Helmholtz UWVF results in a non-symmetric matrix equation).
The non-symmetry of the matrices is a more serious difﬁculty when a method is used for computing eigenvalues
of the ﬂuid–solid system. We note, however, that the UWVF cannot easily be used as a discretization method in
conventional eigenvalue analysis since the frequency of the problem is built-in to the plane wave basis used in the
UWVF.
In future, a natural improvement of the ﬂuid–solid UWVF will be the extension of the method to 3D prob-
lems. In addition, the theoretical estimates of the error and condition number of the UWVF method needs to be
investigated.
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Appendix. The Fourier series solution
Here we brieﬂy summarize a series solution of (1)–(6) for the cylindrical geometry used in the numerical tests.
The solution takes into account the ﬁnite extent of f . In the ﬂuid domain the pressure ﬁeld can be decomposed into
scattered and incident ﬁelds as p =pi +ps. The scattered ﬁeld is written in the form of the Fourier series by using two
terms
ps(r, ) =
∞∑
n=0
[AnH(1)n (r) + BnH(2)n (r)] cos(n), (A.1)
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where coefﬁcient An and Bn are to be determined. The ﬁrst term AnH(1)n satisﬁes the Sommerfeld radiation condition
and hence corresponds to the radiating part of the solution. The second term BnH(2)n gives spurious reﬂections arising
from the approximate ABC.
The Jacobi–Anger expansion of the incident plane wave is
pi(r, ) = eir cos  =
∞∑
n=0
ni
nJn(r) cos(n), (A.2)
where
n =
{1 for n = 0,
2 for n = 0.
Following [34] for the solid domain, we represent the ﬁeld u using two displacement potentials  and  written as
(r, ) =
∞∑
n=0
CnJn(Pr) cos(n), (A.3)
(r, ) =
∞∑
n=0
DnJn(Sr) sin(n), (A.4)
so that
u = L + M, (A.5)
where
L = ∇, (A.6)
M = − ez × (∇). (A.7)
The relationships between the Fourier series displacement potentials and corresponding displacements and tractions
are derived in [34]. By using boundary conditions (3)–(5) and (35) the coefﬁcients An, Bn, Cn and Dn for each Fourier
mode can be computed as the solution of the system
[Eijn ]Xn = [ein], (A.8)
whereXn=(An, Bn, Cn,Dn)T. For the system matrixEn, the elements (identiﬁed by the super-script ij)) are computed
as follows:
E11n = H ′(1)n (a),
E12n = H ′(2)n (a),
E13n = −
2f
a
[PaJ n−1(Pa) − nJn(Pa)],
E14n = −
2f
a
nJn(Sa),
E21n = H ′(1)n (R) − iH(1)n (R),
E22n = H ′(2)n (R) − iH(2)n (R),
E23n = E24n = 0,
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E31n = H(1)n (a),
E32n = H(2)n (a),
E33n =
2
a2
[
(n2 + n − 1
2
2Sa
2)Jn(Pa) − PaJ n−1(Pa)
]
,
E34n =
2
a2
{n[−(n + 1)Jn(Sa) + SaJ n−1(Sa)]},
E41n = E42n = 0,
E43n = − n[−(n + 1)Jn(Pa) + PaJ n−1(Pa)],
E44n = − [n2 + n − 122Sa2]Jn(Sa) + SaJ n−1(Sa),
where H ′ denote the derivative of the Hankel function H and  is the second Lamé coefﬁcient. The right-hand side of
the problem is
e1n = − ninJ ′n(a),
e2n = − ninJn(a),
e3n = e44 = 0.
It is possible to improve conditioning of the system (A.8) by using a suitable scaling for acoustics or elastic terms in
E
ij
n . In this study, the acoustic terms are scaled by 2f /.
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