Attention is commonly thought to improve behavioral performance by increasing response gain and 2 suppressing shared variability in neuronal populations. However, both the focus and the strength 3 of attention are likely to vary from one experimental trial to the next, thereby inducing response 4 variability unknown to the experimenter. Here we study analytically how fluctuations in attentional 5 state affect the structure of population responses in a simple model of spatial and feature attention. 6 In our model, attention acts on the neural response exclusively by modulating each neuron's gain. 7 Neurons are conditionally independent given the stimulus and the attentional gain, and correlated 8 activity arises only from trial-to-trial fluctuations of the attentional state, which are unknown 9 to the experimenter. We find that this simple model can readily explain many aspects of neural 10 response modulation under attention, such as increased response gain, reduced individual and 11 shared variability, increased correlations with firing rates, limited range correlations, and differential 12 correlations. We therefore suggest that attention may act primarily by increasing response gain 13 of individual neurons without affecting their correlation structure. The experimentally observed 14 reduction in correlations may instead result from reduced variability of the attentional gain when 15 a stimulus is attended. Moreover, we show that attentional gain fluctuations -even if unknown 16 to a downstream readout -do not impair the readout accuracy despite inducing limited-range 17 correlations. 18 1 1 Introduction 19 Attention was traditionally thought of as acting by increasing response gain of a relevant population 20 of neurons (Maunsell and Treue 2006; Reynolds and Chelazzi 2004). More recent studies found that 21 attention also reduces pairwise correlations between neurons (Cohen and Maunsell 2009; Herrero 22 et al. 2013; Mitchell et al. 2009). Based on a simple pooling model (Zohary et al. 1994) these 23 authors argued that the effects of increased gain are dwarfed by the effects of reduced correlations 24 and, therefore, attention is more appropriately viewed as shaping the noise distribution. 25 However, in an experiment the subject's state of attention can be controlled only indirectly and 26 is bound to vary from one trial to the next. As a consequence, measuring neuronal variability or 27 correlations under attention has a fundamental caveat: it is unclear to what extent the observed 28 neuronal covariability reflects interesting aspects of information processing in the neuronal popu-29 lation or simply trial-to-trial fluctuations in the subject's state of attention, which is unknown to 30 the experimenter. Despite ample evidence that attention fluctuates from trial to trial (Cohen and 31 Maunsell 2010; Cohen and Maunsell 2011), the effects of such fluctuations on neuronal population 32 activity have so far not been investigated.
where neurons with similar retinotopic locations are recorded, which typically span a large range 82 of preferred orientations or directions. 83 2.2 Effect of fluctuating gains on spike count statistics 84 Throughout this paper we assume that spatial and feature attention are independent processes and consider them in isolation. We further assume that the experimenter does not have access to the attentional state on individual trials, but can only control its average over many trials:
In addition the attentional state fluctuates from trial to trial with unknown variance
Var[α] = σ 2 (5) 
where the outer expectation (covariance) is taken over α and the inner covariance (expectation) 89 over y i and y j . Plugging the definitions of λ i = E[y i |α] and using the assumption of conditionally 90 independent Poisson spiking Cov[y i , y j |α] = δ ij λ i , we obtain the expressions for variances and 91 covariances stated in the Results (Eqs. 32-34, 38-41). Calculating the means and covariances under fluctuations in the attended direction ψ follows the 94 same approach as above. However, since the gain profile h i (ψ) can be non-linear, we need a few 95 additional assumptions. We assume that ψ is distributed around some direction ψ 0 = E[ψ] with 96 variance q 2 = Var [ψ] . For reasonably small q 2 we can approximate the gain profile by its first-order 97 Taylor expansion
where h ′ i is the derivative with respect to ψ. Using this approximation we can write E[h i (ψ)] ≈ information about the orientation of the stimulus. For simplicity we assume that neurons produce 104 spikes conditionally independently given the stimulus orientation θ and the attentional gain g:
The attentional gain g is shared among all neurons and drawn from a Gamma distribution with shape µ 2 /σ 2 and scale σ 2 /µ, which implies E[g] = µ and Var[g] = σ 2 . Assuming that the experimenter does not know the attentional gain, the distribution P (y|θ) obtained by marginalizing over g is a multivariate negative binomial distribution:
For the Fisher information J = E d 2 dθ 2 log P (y|θ) we need the derivatives of the log-likelihood:
Plugging into the formula for Fisher information, re-ordering the summations over y and i, and using the facts y P (y|θ) = 1 and y P (y|θ)y i = E[y i ] = µf i , we obtain
The first term in the above equation is the Fisher information of an independent population of 106 neurons and therefore O(N ), while the second term is O(1): for homogeneous population of neurons, 
Here the approximation holds because for large N the width of the distribution of f i becomes 115 narrower relative to its mean and therefore the expected value of the second term converges to the 116 ratio of the expected values of numerator and denominator. The equality holds because
approximation, the (linear) Fisher Information is given by
where F ii = (1 + νh i (ψ))f i (θ) and u i = h i (ψ)f i (θ) as above. Plugging in and simplifying we obtain
As above for spatial attention, the O(1) correction term is exactly zero for homogeneous populations 129 and the derivation for heterogeneous populations follows the same line of argument as above. Fluctuations of the attended feature create differential correlations, i. e. response variability that is identical to variability induced by changes in the stimulus. Here we derive this result using a Generalized Linear Model formulation (see also Eqs. 52, 53 in Results):
Sincex is independent of 132 the neurons, it is obvious that attention has exactly the same effect as a change in the stimulus.
133
Assuming E[ψ] = θ, Var[ψ] is small, and (without loss of generality) θ = 0, we have
Moreover, we can write the attention-perturbed stimulusθ as
For large N the Poisson noise averages out and therefore the resulting Fisher information is simply 136 the inverse of the variance of the (attention-perturbed) stimulus: Our goal is to characterize the effect of fluctuating attentional signals on the population response 143 in sensory areas. We start by considering the simplest case of spatial attention and a common gain 144 α for all neurons ( Fig. 1) :
Code
where α > 0 is the amount of spatial attention allocated to the stimulus in the neurons' receptive 146 field. We do not require any distributional assumptions on α, except for its mean E[α] = µ and 147 variance Var[α] = σ 2 (Fig. 1C ). Under this model, the average spike count of a neuron is given by
By convention we refer to the case of µ = 1 as the sensory response, which is the neural response 149 to the stimulus in the absence of any attentional modulation. In experimental conditions where 150 the stimulus is attended µ a > 1 (Fig. 1D ). When attention is directed towards a different stimulus Because the attentional state fluctuates from trial to trial, the underlying firing rate also fluc-156 tuates. By applying the law of total variance we obtain the spike count variance ( Fig. 2A ):
157 Product of mean rates Similar to the variances, we can compute the covariance between two neurons, which is given 163 by the product of the firing rates and the variance of the attentional gain ( Fig. 2B ):
Recall that neurons are assumed to be conditionally independent given the attentional gain. Thus, 165 any covariability arises exclusively from gain fluctuations. As a result, the covariance matrix 166 ( Fig. 2D) can be expressed as a diagonal matrix plus a rank-one matrix:
Note that the assumption of conditional independence could be relaxed without affecting any of 168 the major results qualitatively: the diagonal matrix in the equation above would simply be replaced 169 by the (non-diagonal) point process covariance matrix.
Experimental studies more typically quantify spike count correlations rather than covariances.
The spike count correlations induced by a fluctuating attentional gain increase with firing rates Feature attention is different from spatial attention in that the sign of the gain modulation depends 198 on the similarity of the attended direction to the neuron's preferred direction of motion (Fig. 3) . 
where β is the feature gain that controls how strongly the feature ψ (in this case direction of 202 motion) is attended on the given trial and h i (ψ) is the gain profile ( Fig. 3B ) that determines the 203 sign and relative strength of modulation for each neuron depending on the similarity of its preferred 204 direction φ i to the attended direction ψ. We assume that h i (ψ) most strongly enhances neurons with 205 preferred directions equal to the attended direction and suppresses those with opposite preferred 206 directions (Fig. 3B ).
207
Because feature attention both increases and decreases different neurons' gain depending on 208 their preferred direction relative to the attended direction of motion, it biases the population 209 response towards the attended direction (Fig. 3D ). Thus, unlike in the case of spatial attention the shape of the population response is no longer identical to that of the individual neuron's tuning 211 curve. We start by assuming that the subject always attends the same direction (i. e. ψ is constant) 212 and consider the effect of fluctuations in the strength of attention, that is the gain β. We will come 213 back to fluctuations in the attended direction below.
214
Similar to spatial attention, fluctuations in feature attention lead to overdispersion of the spike counts relative to a Poisson process (because rate variability is added).
where ν = E[β] and τ 2 = Var[β] are the mean and the variance of the feature attention gain, 215 respectively. The degree of overdispersion not only increases with the neuron's firing rate, but also 216 depends on the neuron's preferred direction relative to the attended direction ( Fig. 4A ). Inter-217 estingly, spike counts are more overdispersed at the null direction than at the preferred direction 218 ( Fig. 4A : compare blue vs. black and green vs. yellow). The Fano factor (variance/mean) is given
which is higher when h i is negative than when it is positive. Neurons with preferred directions 221 orthogonal to the attended direction are not overdispersed since h i = 0. Dependence of spike count correlations on tuning similarity (difference of preferred directions). Fluctuations in feature attention induce limited range correlations irrespective of the shape of the tuning curve. The higher the baseline firing rate the stronger the negative correlations for neurons with opposite preferred directions. Inset: different tuning widths used.
As feature attention induces both increases as well as decreases in neuronal gain, the induced 223 correlation structure is different from that induced by spatial attention. For the covariances, we
The sign of the covariance is determined by the product of h i and h j , which depends on the 226 attended direction and the preferred directions of the two neurons ( Fig. 4B ). For two neurons 227 with identical preferred directions, the covariance is always positive while for two neurons with 228 orthogonal preferred directions it is always negative. For any pair of neurons in between, it can be 229 both positive and negative, depending on the stimulus (Fig. 4B) . Again, the covariance matrix can 230 be written as diagonal plus rank one:
where F ii = (1 + νh i (ψ))f i (θ) and u i = h i (ψ)f i (θ).
232
As for spatial attention, averaging correlations over multiple stimulus conditions to represent 233 the correlation structure as a function of the neurons' tuning similarity misses much of the under-234 lying structure (Fig. 4C) : spike count correlations are positively correlated with tuning similarity 235 ( Fig. 4D ), but the stimulus dependence (Fig. 4C) is again ignored. As before, the exact shape 236 of the decay depends on the tuning width: for narrow tuning curves, neurons with opposite pre-237 ferred directions are only weakly anti-correlated, whereas for broad tuning curves, those neurons 238 are strongly anti-correlated ( Fig. 4D , blue to red lines).
239
So far we have assumed that the attended direction of motion is constant and only the strength of attention fluctuates from trial to trial. Now we turn to the case where the attended direction fluctuates from trial to trial. We assume that, on average, the subject attends the correct direction, i. e. E[ψ] = θ, but with some variance Var[ψ] = q 2 . We further assume the gain β is constant. In this case, means and covariances of the observed spike counts are given by
where h ′ i = d dψ h i and we have abbreviated h i ≡ h i (θ) and f i ≡ f i (θ). As before, we can write the 240 covariance matrix as diagonal plus rank one: (Fig. 5C, blue lines) . Also note that these correlations are substantially weaker than 250 those induced by gain fluctuations (Figs. 2, 4) , despite a relatively wide distribution of attended 251 directions (SD: 10 • ). act like additional (internally generated) noise, which could impair the readout. In the following 264 we consider this latter scenario.
265
To quantify the accuracy of a population code, we use the Fisher information (Kay 1993) with 266 respect to direction of motion. The Fisher information is useful because it quantifies the amount 267 of information in a population of neurons without assuming a specific decoder. For a population 268 of independent neurons, the Fisher information is linear in the number of neurons. 269 We start by considering spatial attention. Since the gain is the same for all neurons, gain 270 fluctuations should not affect the coding accuracy of the population with respect to the direction 271 of the stimulus, which is encoded in the differential activation pattern of the neurons. This is 272 indeed the case. The Fisher information of a population of Poisson neurons whose firing rates are 273 modulated by a common gain with mean µ is given by finding, we switch to a slightly modified and more specific response model than above. Assuming 291 f i (θ) = exp(κ cos(θ − φ i )) and h i = cos(ψ − φ i ), and noting that (1 + βh i ) ≈ exp(βh i ), we can 292 write the log-firing rate as
We can combine the two cosine terms and obtain:
Thus, feature attention biases the population response away from the stimulus direction θ towards 
where J 0 is again the information in an independent population and ε = Var[∆θ] depends on both 303 the distribution of attended directions and the variance of the gain. In this case, the information 304 in the population saturates at a finite value 1/ε that depends only on the distribution of the 305 attention signal and can be substantially lower than the limit imposed by the information in 
which can be rewritten as a linear function of the attentional state and the stimulus: of these observations has not previously been fully appreciated. We show that such a model is
