Abstract In this study, we introduce a Lagrangian drop (LD) model to study warm rain microphysical processes in shallow cumulus. The approach combines Large-Eddy Simulations (LES) including a bulk microphysics parameterization with an LD model for raindrop growth. The LD model is one-way coupled with the Eulerian LES and represents all relevant rain microphysical processes such as evaporation, accretion, and selfcollection among LDs as well as dynamical effects such as sedimentation and inertia. To test whether the LD model is fit for purpose, a sensitivity study for isolated shallow cumulus clouds is conducted. We show that the surface precipitation rate and the development of the raindrop size distribution are sensitive to the treatment of selfcollection in the LD model. Some uncertainty remains for the contribution of the subgrid-scale turbulence to the relative velocity difference of a pair of LDs, which appears as a factor in the collision kernel. Sensitivities to other model parameters such as the initial multiplicity or the initial mass distribution are small. Overall, sensitivities of the LD model are small compared to the uncertainties in the assumptions of the bulk rain microphysics scheme, and the LD model is well suited for particle-based studies of raindrop growth and dynamics. This opens up the opportunity to study effects like recirculation, deviations from terminal fall velocity and other microphysical phenomena that so far were not accessible for bin, bulk, or parcel models.
Introduction
In atmospheric modeling, microphysical processes are traditionally parameterized on Eulerian grids either using bulk schemes or (potentially more accurate) bin schemes. On a microphysical process level, a Lagrangian approach is the most natural framework to study cloud droplet and raindrop development. Recently, the superdroplet method has been introduced to study cloud droplet behavior on a particle-based level and on domain sizes of a few kilometers [Andrejczuk et al., 2008 [Andrejczuk et al., , 2010 Shima et al., 2009; Riechelmann et al., 2012] . Because cloud droplets are typically orders of magnitude more numerous than raindrops, those studies focus their computational resources mostly on cloud droplet behavior and an adequate representation of the tail of the drop size distribution, which is decisive for precipitation characteristics, is challenging. In this paper, we introduce a Lagrangian drop (LD) model that focuses on the raindrop phase and that targets specifically the warm rain microphysical processes and the growth history of raindrops after the initial formation of drizzle drops.
Warm rain bulk microphysics parameterizations usually distinguish between two hydrometeor classes: cloud droplets and raindrops [Kessler, 1969; Beheng, 1994] (for a triclass parameterization, see, e.g., Sant et al. [2013] ). While the precise separation value in terms of drop radius or mass may differ between the studies, the cloud droplet class is generally defined such that the sedimentation velocity is negligible and cloud droplets are assumed to evaporate immediately when they encounter unsaturated air. For raindrops in contrast, condensational growth is neglected because collision-coalescence-both with cloud droplets and among raindrops-is the dominant growth mechanism. Also, raindrops do not behave like massless particles but have a mass-dependent sedimentation velocity and experience inertial effects.
To describe the cloud droplet and the raindrop development in space and time, bulk schemes assume that the cloud droplet size distribution and the raindrop size distribution (RSD) in a model grid box can be described well by a family of distributions with few free parameters. Changes in the RSD due to microphysical processes are then formulated as changes in the moments of the RSD. The different moments of the RSD have different sedimentation velocities, which in higher moment schemes generally allows for a representation of gravitational sorting but is also known to produce too excessive sorting and even the occurrence of shock waves [Wacker and Seifert, 2001; Mansell, 2010; Milbrandt and McTaggart-Cowan, 2010] .
In bin schemes, the drop size distribution in each model grid box is discretized in a (large) number of size bins, and the temporal development of the number of drops in each bin is calculated for each bin separately. Therefore, no artificial distinction between cloud droplets and raindrops is needed and (provided that the number of bins is high) the shape of the drop size distribution can evolve freely. Bin schemes are, however, known to encounter diffusion among bins and across grid box boundaries [Stevens et al., 1996] , which hinders a correct representation of important processes such as sedimentation. Another limitation of the bin schemes is that all particles in a bin have identical properties, e.g., fall speeds. This makes it difficult to study inertial effects or the history of raindrops.
In the LD model, we use the distinction between cloud droplets and raindrops from the bulk approach. We run a Large-Eddy Simulation (LES) model with a conventional two-moment bulk microphysics scheme that simulates both the cloud droplet and the raindrop phase [Stevens and Seifert, 2008] . In addition, the LD model also simulates the raindrop phase of the drop development but is run without feedbacks on the Eulerian LES fields. The RSD in the LD model is not restricted but each LD follows its own trajectory and size evolution driven by the time-dependent, thermodynamical background fields of the Eulerian LES. By allowing for subgrid-scale positions of the LDs within the Eulerian grid, also sedimentation and gravitational sorting are considered inherently.
We intend the LD model to be used as a tool to understand warm rain microphysical processes in shallow cumulus on a particle-based level. The LD model is suited to investigate a range of questions such as the effect of subcloud layer evaporation on the RSD, the importance of ''lucky raindrops'' for the formation of surface precipitation [Magaritz et al., 2009] or the role of a subsiding shell for the growth history of raindrops in shallow cumulus . In this study, we test whether a particle-based model can be used to investigate these questions, i.e., whether the LD model is fit for purpose. To do this, we critically examine the assumptions made in the particle-based approach and attempt to quantify the uncertainties of the LD model. Such a quantification of the uncertainties of the introduced LD model is an essential prerequisite before the method can be applied to specific research questions such as those outlined above.
Several modifications of the LD model are conceivable to further broaden the scope of the method. For instance, the implementation of collisional raindrop breakup allows for the simulation of more heavily precipitating clouds and a detailed investigation of the effect of raindrop breakup on the RSD. Another application is the fragmentation of freezing raindrops to quantify their effect on the glaciation of cumulus cloud tops [Rangno, 2008] .
The rest of the paper is structured as follows: in section 2, we shortly describe the LES model and the model setup for a test case of lightly precipitating shallow cumulus. We then introduce the LD model in section 3, in particular, the initialization of the LDs, the calculation of their trajectories, and the growth and shrinking mechanisms-accretion, selfcollection, and evaporation. In that section, we also briefly mention sensitivities to choices of model parameters from the test case setup that are found to be small. In section 4, we focus on those sensitivities to model assumptions that are relatively large and require a more detailed discussion: inertia, the subgrid-scale contribution of the fluid velocity, and their effects on the selfcollection rate. In section 5, we set the sensitivities of the LD model in context to uncertainties in the bulk microphysics parameterization. Finally, in section 6, we give some concluding remarks. exponent to 0.35 to better fit the behavior of small raindrops (see discussion in the Appendix A). Subgridscale fluxes are modeled with the Smagorinsky-Lilly model.
Case Setup
We use two variants of a case study of shallow cumulus over the ocean (Rain In Cumulus over the Ocean, RICO) [see Rauber et al., 2007] . For the standard RICO simulation, the initial profiles and the large-scale forcing are described by van Zanten et al. [2011] . The moist RICO case differs from the standard setup only by a moister initial profile and was first used by Stevens and Seifert [2008] . For large domains, this moister setup results in a higher rain rate, which is both a result of and also a cause for mesoscale organization [Seifert and Heus, 2013] . We choose a much smaller domain size of 3.2 km in both horizontal directions. This has the advantage that there is basically a single cloud in the whole domain at one time, which allows us to isolate the behavior of an individual cloud.
We use a vertical domain size of 3.2 and 4.0 km for the standard and moist RICO setup, respectively, and a grid spacing of 25 m in all spatial directions for both setups. The time step is 1 s. The Eulerian model is run for 24 and 17 h for the standard and moist RICO setup, respectively. We then select the cloud that develops the most bulk rainwater for each run. Over the course of the lifetime of those two clouds (each 1.5 h), we let the model run again including the LDs and output the LD properties with a temporal resolution of 15 s. In the following, we refer to the cloud selected from the standard RICO setup as cloud A and to the cloud selected from the moist RICO setup as cloud B. We do not claim that cloud A (B) is more representative for drier (moister) environmental conditions but the two selected clouds should be seen as different realizations of shallow cumulus convection from slightly different environmental conditions. Some characteristic properties of the two clouds are given in Table 1 . Overall, cloud B has a longer lifetime than cloud A and shows features of pulsating growth [Heus et al., 2009] while the development of cloud A is characterized by a single but stronger updraft.
Lagrangian Drop Model
The LD method used here is based on the superdroplet approach [Andrejczuk et al., 2008 [Andrejczuk et al., , 2010 Shima et al., 2009; Riechelmann et al., 2012] , but adapted to focus on the raindrop distribution by considering basically two differences: first, instead of modeling the whole lifecycle of drops from their nucleation via a cloud droplet phase until a few of them eventually reach raindrop size, we simulate the raindrop phase only. By avoiding nucleation and cloud droplet growth processes for the LDs, (computational) resources are concentrated on the raindrop phase, which is very effective because cloud droplets are typically several orders of magnitude more numerous than raindrops.
A second major difference to the superdroplet method is that we do not use a two-way coupling of the LDs to the Eulerian model. The LD model uses the data from the Eulerian LES as input but is not coupled back to the Eulerian model. The Eulerian LES is run including all microphysics, especially also including the rain microphysics. Such a one-way coupling poses limitations on the usage of the LD model because differences in the rainwater fields of the bulk microphysics and the LD model result from the different formulations of microphysical processes and may lead to inconsistencies. In our simulations, the differences between the rainwater fields are small and hence a one-way coupling is appropriate here. Moreover, the one-way coupling allows for a meaningful comparison of the bulk rain microphysics and the LD statistics because the bulk rain microphysics and the LD model are forced by the same dynamical and thermodynamical fields. The limitations and advantages of comparing two parameterizations of which the first is fully coupled and the second is one-way coupled have recently been discussed by Grabowski [2014] . 
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To retrieve the properties of the ambient air of an LD, trilinear interpolation from the Eulerian grid to the subgrid-scale position of the LD is used for the liquid water potential temperature, the total water mixing ratio, the pressure, the subgrid-scale velocity variance, and the three components of the resolved fluid velocity. All derived variables such as the subsaturation for the calculation of evaporation are determined at the particle position from those interpolated variables.
To explore the sensitivities of the LD model to different model parameters, we ran several additional simulations each differing from the control run by one model parameter. The results are summarized in Table 2 , which shows the accumulated surface precipitation for the whole domain and the whole simulation time, and the slope of the RSD after 30 min simulation time for cloud A and for cloud B. The slope of the RSD, K, is fitted for all LDs in the domain with a diameter D > 200 lm to an exponential function: RSDðDÞ5N 0 exp ð2KDÞ [Marshall and Palmer, 1948] . In the following, we will only briefly mention sensitivities due to the choice of model parameters that are rather small (sensitivity runs 1-6), and discuss model choices that have a stronger impact on the accumulated surface precipitation and on the RSD in section 4 in more detail (sensitivity runs 7-12).
We adapt the concept of multiplicity from the superdroplet method, i.e., one LD represents a multiplicity of raindrops of the same size. While the initial multiplicity of an LD is fixed for each run, during the LD's lifecycle, the multiplicity is allowed to change when collision-coalescence takes place. For the control run, we choose an initial multiplicity of n 0 55310 8 . When increasing and decreasing the initial multiplicity (sensitivity runs 1-3 in Table 2 ), the slope of the RSD varies only slightly for cloud A and cloud B. The accumulated surface precipitation varies up to 30% for cloud A and up to 20% for the overall less sensitive cloud B.
For the initialization of the LDs (section 3.1) and for the selfcollection among the LDs (section 3.4), a MonteCarlo sampling is applied. Sensitivity runs performed with a different initial seed for the Monte-Carlo processes (sensitivity runs with asterisk in Table 2 ) show deviations in the accumulated surface precipitation and the RSD of a similar magnitude as for the different initial multiplicities. Compared to other uncertainties, a For the sensitivity runs of the LD model and the bulk scheme, the accumulated surface precipitation is given as percentage of the LD control run. Sensitivity runs with a different random seed for the LD model are marked with asterisk. Sensitivity runs 7-12 are discussed in section 4. Sensitivity runs I-V, 13 and 14 are discussed in section 5.
e.g., in the treatment of selfcollection (sensitivity runs 7-10), the differences in the accumulated surface precipitation and the slope of the RSD are rather small for different initial multiplicities in the range considered here and for different random seeds. For a field of clouds, we expect the overall sensitivities to be smaller than the sensitivities for the isolated clouds shown here.
The initialization of the LDs, the calculation of their trajectory, which includes inertial effects and the influence of the subgrid-scale velocity, and their mass change due to evaporation, accretion, and selfcollection are described in more detail below. In the end, some details of the technical implementation of the LD model are outlined.
Initialization
The LDs are initialized proportional to the autoconversion rate given in the bulk microphysics scheme [Seifert and Beheng, 2001] for each grid box and each time step such that the mass of cloud water that is converted to rainwater in the bulk microphysics scheme equals the rainwater mass that is initialized with the LDs. We use a fixed initial multiplicity, n 0 , and the initial position of an LD is chosen randomly within the grid box it is assigned to.
The distribution of the initial mass of raindrops in general depends on the pairs of cloud droplets that coalesce and form a raindrop as well as on the relative importance of condensation for the largest cloud droplets. This distribution could be analyzed with the superdroplet method or a spectral bin model but so far has not been investigated to the authors' knowledge. The initial mass of a raindrop is restricted between m Ã and 2m Ã where m Ã 52:6310 210 kg is the minimal mass of a raindrop, which corresponds to a drop radius of 40 lm. In the bulk microphysics scheme of Seifert and Beheng [2001] , 40 lm is chosen to be the drop radius that separates cloud droplets from raindrops. We decide to use a simple initial mass distribution, and choose a uniform distribution between m Ã and 2m Ã . The actual initial mass of one of the raindrops represented by an LD, m 0 , is then drawn randomly from this distribution. Using a uniform distribution presumably overestimates the mean initial size of the raindrops and hence underestimates the number of raindrops, which might lead to a slightly too early emergence of large raindrops for the LD model. Two sensitivity runs are performed: one with an initial LD mass distribution that decreases linearly to zero between m Ã and 2m Ã (sensitivity run 4 in Table 2 ) and one with all LDs initialized with m Ã (sensitivity run 5).
The development of the LD statistics is not very sensitive to the assumed initial mass distribution as long as it is allowed for some variability in the initial mass.
The average number of newly initialized LDs in a grid box is N5ADVDt=M, where A is the autoconversion rate, DV is the gridbox volume, Dt is the model time step, and M is the average total initial mass that an LD represents. For the control run, in which a uniform distribution of the initial mass is assumed, M51:5m Ã n 0 5 195 g. Because usually N is not a natural number, the actual number of newly initialized LDs is the largest natural number that is smaller than N, and a Monte-Carlo process is used to determine whether an additional LD is initialized that represents the decimal places of N. For instance, if N 5 5.3, either 5 or 6 LDs are initialized and the probability that 5 LDs are initialized is 70%.
Finally, an LD is deactivated as soon as its mass shrinks below m Ã or it reaches the ground. The sensitivity for using a smaller minimum mass is small (sensitivity run 6 in Table 2 ).
Trajectory
The momentum equation of an LD in a gravity field is obtained from the balance of the drag force,
the gravity force, F g 54=3pr 3 gðq w 2q a Þ, and the inertial force,
with s d 5 8q w r Seifert et al. [2014] to specify the maximum dimension of the drop, r max . The droplet relaxation time, s d , depends on the drag coefficient, C d , which in turn is a function of the Reynolds number, N Re 52r max jṽ a 2ṽ d j=m, i.e., depends on the drop's relative speed compared to its environmental air and on the size of the drop. The kinetic viscosity of air, m, depends on temperature and is given by Sutherland's law [Sutherland, 1893] . Furthermore,ẽ 3 is the unit vector in vertical direction, g gravity, q w the density of water, and q a the density of air.
In equilibrium, the LD velocity isṽ d;1 5ṽ a 2v tẽ3 with v t being the (equilibrium) terminal fall velocity of the drop relative to the moving fluid,
Note that s d;1 itself is a function ofṽ d;1 andṽ a (equation (2)). Inertial effects can be quantified by analyzing the deviation of the instantaneous LD velocity,ṽ d , from its equilibrium value,ṽ d;1 . Accordingly, we also define an instantaneous fall velocity, v f 5w a 2w d , which may differ from the terminal fall velocity, v t . Here w is the vertical component of the velocity vector.
Because s d is small-mostly much smaller than the model time step, Dt-and slowly varying in time, equation (1) reveals properties of a stiff system and a third-order Runge-Kutta scheme is not appropriate to solve numerically forṽ d . To ensure that, independent of the time step of the LES model, the momentum equation of the LD is solved robustly, i.e., without spurious oscillations in the LD velocity, we use a procedure related to the idea of an exponential integrator [Certaine, 1960] . To predict the LD velocity, we first determine s d with a predictor-corrector method and then use the analytical solution of the momentum equation (equation (1) 
For consistency with the Eulerian model, we update the LD position with a third-order Runge-Kutta scheme that considers the variability ofṽ a .
Such a mixed approach of an analytical solution for the LD velocity with a predictor-corrector procedure for s d , and a third-order Runge-Kutta scheme for the LD position is equal to the analytical solution with the predictor-corrector method ifṽ a is constant during each time step. Asymptotically, if the mass of the drop vanished, s d and v t approach zero andṽ d is equal toṽ a , i.e., the result is equal to the third-order RungeKutta scheme for a massless particle.
Following Abraham [1970] , a good approximation of C d is given by
with C 0 50:29 and d 0 59:06. For small N Re , it follows that
Re , which matches the solution for the Stokes regime. For large raindrops, the flattened shape of the raindrop deviating from a perfect sphere and a turbulence correction of C d should be considered [e.g., Curry, 2002, 2005] . For r 5 500 lm, the difference between the terminal fall velocity according to equations (3) and (5), and the terminal fall velocity from Khvorostyanov and Curry [2005] is 9 cm/s, i.e., less than 3% (Figure 1 ). Compared to the semiempirical formulas from Beard [1976] , the difference is 24 cm/s for r 5 500 lm, i.e., less than 7%. Because in this study the raindrops are mostly smaller, we neglect such corrections onṽ t and use C d as written in equation (5). Therefore, C d is used consistently with equations (1) and (2) and also takes into account deviation from its equilibrium value, which can be caused by the LD velocity deviating from its terminal fall velocity due to inertial effects.
The fluid velocity that an LD feels is composed of two parts, the resolved fluid velocity of the ambient air and the subgrid-scale contribution:ṽ a 5ṽ res 1ṽ sgs . The subgrid-scale velocity is calculated once every time step according to the approach from Weil et al. [2004] , which has been developed for stationary, homogeneous, and isotropic turbulence, and noninteracting particles. Weil's prognostic equation for a Gaussian random subgrid-scale velocity forcing is based on the unresolved turbulent kinetic energy, which in turn is calculated by the Smagorinsky-Lilly model in UCLA-LES.
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The Lagrangian subgrid-scale model from Weil et al. [2004] has been applied to massless, noninteracting Lagrangian particles in LES, e.g., to study mixing and entrainment in the convective boundary layer Yamaguchi and Randall, 2012] . However, the model has limitation when being applied to interacting Lagrangian drops. For a pair of particles, Weil's assumption of a random, uncorrelated subgrid-scale contribution to each particle's velocity becomes invalid if small separation distances between particles are considered, e.g., for point sources [Bec et al., 2010] . In contrast, an identical subgrid-scale contribution for particle pairs with a negligible separation distance would neglect inertial effects. Using the concept of multiplicity, the actual LD concentration is lower than the raindrop concentration in a cloud. If the multiplicity was drastically reduced, i.e., the LD concentration increased, neglecting the subgrid-scale velocity correlation of particle pairs possibly alters the convergence behavior of the LD model.
For the control run, we include the subgrid-scale contribution according to Weil et al. [2004] . In addition, we perform a sensitivity run in which the subgrid-scale contribution to the LD's momentum equation is neglected and we discuss the effect of an uncorrelated subgrid-scale velocity on the collision rate in section 4.
Evaporation and Accretion
For the calculation of evaporation, we follow Mason [1971, p. 123] and additionally include the effect of ventilation:
where S -1 is supersaturation, F h describes conduction of heat, and F v describes diffusion of water vapor. The factor f v represents the effect of ventilation according to Beard and Pruppacher [1971] and Pruppacher and Rasmussen [1979] , and depends on N Re and on the Schmidt number for water vapor, N Sc 5m=D v , with D v 52:53 10 25 m 2 /s being the diffusivity of water vapor. In this approach, the effects of curvature and solution are neglected as well as kinematic and statistical, nonstationary growth effects, which is a reasonable assumption for raindrops of the sizes considered [e.g., Rogers and Yau, 1989, pp. 103 and 112] . For raindrops, the growth rate due to condensation is typically much smaller than the growth rate due to accretion and is not taken into account here.
For accretion, a continuous model of collection growth is used [Pruppacher and Klett, 1997, p. 617] . For the model to be valid, it is assumed that the collected cloud droplets are much smaller than the collector raindrop, i.e., that the cloud droplet fall velocity is much smaller than the raindrop fall velocity, and that the raindrop number density (typically <1 cm 23 ) is much smaller than cloud droplet density (typically 100 cm 23 ). Then the mass gain due to accretion is given by:
where m is the raindrop mass, q c is the ambient cloud water mixing ratio, and the collision-coalescence efficiency, E c , is set to unity. For maritime clouds with relatively large cloud droplets, E c 5 1 is justified but a parameterization of E c as a function of the cloud droplet size distribution should to be considered if the typical cloud droplet size is smaller.
Selfcollection
Selfcollection of raindrops is important if the raindrop number density is high. Using a bulk microphysics scheme, Stevens and Seifert [2008] found that also for lightly precipitating shallow cumulus clouds, (3) and (5), and after Khvorostyanov and Curry [2005, KC05] and Beard [1976] .
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selfcollection has an important effect on the precipitation amount. For a raindrop distribution, selfcollection overall reduces the number of raindrops but conserves the rainwater mass. Hence for the LD model, selfcollection redistributes mass among the LDs and reduces their multiplicity. The formulation of selfcollection for the LD model consists of two steps: first it is defined how a pair of LDs coalesces and second the probability of selfcollection is determined depending on this definition.
Concerning the first step of how LDs coalesce, we closely follow the approach of Shima et al. [2009] . For the selfcollection of a pair of LDs (j, k), the LD with the lower multiplicity retains its multiplicity while gaining mass and the LD with the higher multiplicity retains its mass while its multiplicity is lowered. For multiplicities n j and n k , where n j 6 ¼ n k and without loss of generality n j < n k , the properties of the LDs after a selfcollection event (dashed variables) are
For n j 5n k ,
For the second step, to determine the probability of selfcollection of a pair of LDs, we follow the approach of S€ olch and K€ archer [2010] who suggest an algorithm for selfcollection that takes into account the vertical position of the LDs. Only if the difference between the vertical velocities of the LDs times the time step is larger than vertical distance between the LDs, selfcollection may take place. We consider all LD pairs within one grid column, i.e., we consider LDs falling across vertical grid box boundaries, but not across horizontal grid box boundaries. Collisions of a pair of LDs may occur within one model time step, Dt, if
where z is the vertical position of the LD and w d its vertical velocity. If this criteria is met and if a homogeneous distribution of raindrops in the horizontal of one grid box column is assumed, the probability for selfcollection for each pair of LDs (j, k), P jk , is given by
where Dx and Dy are the horizontal dimensions of a grid box and pðDrÞ 2 jDṽ d j=jw d j is the projected sweep area of the raindrops. The last factor of equation (13), jDṽ d j=jDw d j, approaches one if the vertical component of the LD velocities dominates the velocity difference of a pair of LDs. We use this formulation of LD selfcollection given in equations (8)- (13) for the control run.
Alternatively, it may also be assumed that the raindrops an LD is representing are distributed homogeneously within one grid box not only in the horizontal but also in the vertical. This follows the ideas of Shima et al. [2009, hereinafter S09] except for their Monte-Carlo sampling of superdroplet pairs that we do not apply. Then the probability of selfcollection for each pair of LDs (j, k) that is located in the same grid box is
where Dz is the vertical size of a grid box and pðDrÞ 2 DtjDṽ d j is the sweep volume of the raindrops. Again, in case that the vertical velocity difference dominates the velocity difference of a pair of LDs, the last factor, jDṽj, could be replaced by the vertical velocity difference, jDwj. The assumption of homogeneously distributed raindrops within each grid box, may overestimate the probability for selfcollection, if due to gravitational sorting and raindrop growth heavier (i.e., larger) drops tend to be positioned lower within a grid box. If heavier drops are positioned lower in a grid box, they are not able to capture the smaller drop above them according to P CTRL jk (equation (13)) but are considered in P S09 jk (equation (14)). We will show later in
NAUMANN AND SEIFERT A LAGRANGIAN DROP MODELsection 4, that the horizontal velocity difference of a pair of LDs contributes noticeably to their total velocity difference and that the effect of gravitational sorting in a grid box on the selfcollection can indeed be neglected in the cases considered.
For both approaches, P CTRL jk and P
S09
jk equal the expected value of the selfcollections of minðn j ; n k Þ pairs of real drops. However, due to the rather small number of LDs (compared to the number of raindrops in a real cloud), the variance of the number of coalesced pairs is overestimated by the LD model (for a detailed discussion of the expectation value and variance, see Shima et al. [2009] ).
For selfcollection, it is not justified to set the collision-coalescence efficiency, E c , to unity. Instead, the coalescence efficiency depends on the raindrop size and is determined following the measurements of Beard and Ochs [1995] . Using such a parameterization for E c can also be understood as an attempt to take raindrop breakup into account, i.e., be interpreted as a pair of raindrops rebouncing from each other without changing their masses. For raindrops larger than those considered here, filament breakup becomes an important process [Low and List, 1982; Seifert et al., 2005; Straub et al., 2010] but is not taken into account in this study.
We use a Monte-Carlo sampling to determine whether two LDs, that have the probability P jk to collide, do collide in the model. The position and the velocity of the LDs are assumed to remain unchanged directly after selfcollection.
Implementation
The LDs are implemented as a linked list of particles with several properties. For each processor, a maximum length of the list is specified a priori and represents a ''reservoir'' of LDs. From that reservoir particles are activated as LDs according to the autoconversion rate on that part of the grid that the particular processor represents. When LDs leave the spatial domain of the processor, they are passed to the linked list of the processor they enter. Once an LD is deactivated, because it shrinks below a threshold or reaches the surface, it is passed back to the linked list of its home processor. There, it is available for activation again. To distinguish the former LD (and its trajectory) from the newly activated one, each LD has a property called drop number, which is increased by a value of one if a new LD is activated. To find potential pairs of LDs for selfcollection more effectively, the LDs are also sorted and linked on an additional three-dimensional variable spanning the spatial grid.
The fixed reservoir size per processor, which is specified before starting the model, has only become necessary due to limitations in the output to NetCDF. Before particle output is written, all particles are passed back to their home processor so that the number and order of particles for each output time step is fixed. Using such a static array for writing data ensures an efficient output routine while the usage of a linked list in principle allows for a dynamic internal memory management. Particle properties are written to disk every 15 s of simulation time to be able to analyze an LD's trajectory and growth history. For each particle, 22 variables are saved. Ten of them give properties of the LD: the drop number, the mass and multiplicity, the relaxation time scale, the three components of the LD position in space, and the three velocity components of the instantaneous LD velocity. In addition, 12 properties of the flow at the LDs position are saved: the three components of the fluid velocity and the three components of the subgrid-scale contribution to the fluid velocity, the potential temperature, the virtual potential temperature, the cloud liquid water, the total water, the dissipation rate, and the pressure.
The computational overhead of the LD model depends on the number of particles per reservoir and on the number of active LDs. The runs analyzed in this study are all run on 32 processors and most of them use a reservoir which corresponds to two particles per grid box, i.e., depending on the domain size there are about 1:5310 5 particles available per processor or roughly 5310 6 particles for the whole domain. For the sensitivity run with quartered initial multiplicity, the number of particles is doubled, i.e., there are four particles in the reservoir per grid box. Without the LD model, one LES run needs about 1800 CPU h, for the runs with the LD model and two LDs per grid box about 3400-3800 CPU h are consumed and for four LDs per grid box 4800 CPU h are needed. Therefore, the computational overhead due to the LD model is typically about 100% for the runs performed for this study. Nevertheless, the limiting factor for these simulations is mostly the available disk space for the output of all LDs, not the actual CPU time consumed for the run.
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Resolved and Subgrid-Scale Turbulent Velocity Fluctuations and Their Effect on Collision Frequency
While sensitivities to some assumptions of the LD model such as the initial multiplicity, the initial mass distribution, or the minimum mass are rather small for a reasonable range of parameters (sensitivity runs 1-6 in Table 2 ), we find that the LD model shows a more pronounced sensitivity to the treatment of selfcollection. Besides the radius and the multiplicity, the selfcollection rate depends on the velocity difference between a pair of LDs (section 3.4). Therefore, we first discuss the impact of inertial effects on the LD's velocity, and then expand the discussion on effects that impact the collision probability such as the subgrid-scale velocity.
To analyze the effect of inertia on the instantaneous vertical drop velocity, we define the normalized vertical velocity deviation of an LD, Dw=v t 5ðw d 2w a 1v t Þ=v t , which characterizes the strength of inertial effects on the raindrop velocity and is zero if inertial effects are negligible, i.e., if the instantaneous fall velocity is equal to the fluid velocity minus the terminal fall velocity. For the control run, the normalized vertical velocity deviation is rarely as large as 20% and is less than 5% more than 90% of the time (Figure 2 ). Neglecting the subgrid-scale contribution of the fluid velocity on the LD's momentum equation narrows the distribution of the normalized vertical velocity deviation of an LD even further.
Observations of more heavily precipitating cases have found that ''superterminal'' raindrops, i.e., raindrops that fall faster than their terminal fall velocity (Dw=v t < 0), are abundant for raindrop diameters <1 mm [Montero-Mart ınez et al., 2009; Larsen et al., 2014] . Montero-Mart ınez et al. [2009] suggest that those superterminal raindrops are caused by the breakup of very large raindrops, whose fragments directly after the breakup event still fall with the higher fall velocity of the original raindrop and then slow down with time by relaxing to their own terminal fall velocity. To be able to investigate the occurrence of such a mechanism with the LD model, a detailed formulation for breakup of large raindrops still has to be included in the LD model. From our current simulations, we find no evidence for a large fraction of superterminal raindrops.
The rather small effect of inertia on the LD's velocity observed in this study is consistent with the values of the Stokes number of the LDs, St5s d =s g , where s g 5 ffiffiffiffiffiffi ffi m= p is the Kolmogorov time scale and the dissipation rate (calculated as described in Stevens et al. [1999] ). For large Stokes numbers, the LD relaxation time scale, s d , is larger than the Kolmogorov time scale, s g , and inertial effects are important. The Stokes number is >1 for 18% of the LDs in cloud A and for only 6% of the LDs in cloud B (Figure 3 ). Stokes numbers >5 are very rare (0.28% for cloud A and 0.01% for cloud B). Although the relaxation time scale is increasing almost linearly with the LD diameter for the range considered, the spread in Stokes numbers is large because LDs of different size do not sample the three-dimensional domain homogeneously. Small LDs dominate regions with high dissipation rates near cloud top where the autoconversion rate is high. In contrast, large LDs are often located in less turbulent regions with low dissipation rates both inside the cloud and outside the cloud in the environmental air.
To investigate the effects of velocity deviations due to inertial effects in the LD's momentum equation (equation (4)) on the development of the RSD, we perform a sensitivity run where instead of applying a relaxation time scale, s d , the LD's velocity is simply set toṽ d 5ṽ a 2v tẽ3 , i.e., explicit inertial effects are neglected in the momentum equation (''traj.: no inertia'' in Figure 4 , sensitivity run 12 in Table 2 ). Because the fluid velocity,ṽ a , is the sum of the resolved fluid velocity and a contribution from the Lagrangian subgrid-scale model, this setup still allows for velocity differences between a pair of LDs at the same location due to the subgrid-scale contribution. Compared to the control run, the RSD and the surface precipitation rate do not differ noticeably. This implies that the effect of the vertical velocity deviations as shown in Figure 2 (i.e., the difference between the control run and a delta function at zero) and of the corresponding horizontal velocity deviations on the LD growth is small. The horizontal velocity difference of two LDs that are located close to each other is increasing with increasing separation distance ( Figure 5 ). This has implication for the representation of selfcollection in the LD model: using the concept of multiplicity, collision probabilities in the LD model are calculated for all LD pairs that are located within the same grid box (equation (14); or within the same column and within a vertical distance that is defined by their vertical velocity difference, equations (12) and (13)). Real raindrops,
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however, only collide if they meet at the same position. Because collisions are considered for LD pairs within a grid box regardless of their separation distance, the horizontal velocity difference of a pair of LDs is overestimated for the collision rate in the LD model. However, due to inertial effects we do not expect the horizontal velocity difference to be zero either.
A second issue concerning the velocity difference of a pair of LDs for the collision rate arises from the use of a Lagrangian subgrid-scale model. The subgrid-scale contribution to the fluid velocity directly influences the LD's trajectory via its momentum equation but also impacts the relative velocity difference between a pair of LDs and therefore the collision rate (equations (13) and (14)). Switching off the subgrid-scale contribution for a sensitivity run (''traj.: no sgs vel.,'' Figures 5c and 5d), the average horizontal velocity difference of a pair of LDs is smaller than for the control run that includes the subgrid-scale contribution (Figures 5a  and 5b ). Including the subgrid-scale contribution, we find that the horizontal velocity difference is higher especially for those pairs of LDs that are located close to each other. Here the horizontal velocity difference Figure 2 . Normalized vertical velocity deviation, Dw=v t 5ðw d 2w a 1v t Þ=v t . Values are positive if the LD is falling down slower than its equilibrium terminal fall velocity would suggest; for negative values, the LD is falling faster. Figure 3 . Boxplot of the Stokes number of the LDs as a function of the LD diameter. The whiskers and the boxes mark the 5%, 25%, 50%, 75%, and 95% percentiles, and the dots mark the mean.
is probably overestimated by the subgrid-scale model from Weil et al. [2004] because the subgrid-scale model neglects velocity correlations among LD pairs (see section 3.2) [Yang et al., 2008; Wang et al., 2009] .
Recent superdroplet studies treat both issues differently. They either neglect the subgrid-scale contribution on the collision rate [Shima et al., 2009; Andrejczuk et al., 2010] or include it in an average sense by using a mean field approach derived from direct numerical simulations rather than a statistical approach for collision-coalescence [Riechelmann et al., 2012] . All three studies assume collisions of superdroplets within a certain volume. In the collision kernel, Shima et al. [2009] include horizontal velocity differences of a pair of superdroplets and assume that the superdroplet's fall velocity equals its terminal fall velocity. Andrejczuk et al. [2010] consider only the vertical velocity difference of a pair of superdroplets.
To explore both the effect of the subgrid-scale contribution on the collision rate and the effect of the separation distance on the horizontal velocity difference (and thereby on the collision rate), we compare three simulations. In the control simulations, the Lagrangian subgrid-scale model with the uncorrelated velocity differences is used, and the horizontal velocity difference of a pair of LDs contributes to the collision probability. Two sensitivity runs are performed: in the first one, the subgrid-scale contribution to the LD velocity is Figure 4 . Raindrop size distribution (RSD) and 2 min running average of the surface precipitation rate for the control run and selected sensitivity runs. The grey area indicates the uncertainties in the bulk rain microphysics scheme due to the choice of the shape parameter of the RSD (see section 5 for explanation). The blue area gives the sensitivity of the bulk scheme to decreasing and increasing the cloud droplet density by 50%.
neglected (''traj.: no sgs vel.'' in Figure 4 , sensitivity run 11 in Table 2 ), which underestimates the collision rate in that respect. In the second one, the subgrid-scale model is applied, but only the vertical velocity difference of a pair of LDs is considered for the collision rate (''selfcollection: vert. vel.,'' sensitivity run 7). This also underestimates the collision rate because the contribution of the horizontal velocity difference is neglected. For both sensitivity runs, the surface precipitation is notably reduced for cloud A (to 55% and to 21%, respectively) and the RSDs are narrower compared to the control simulation.
To quantify these effects in the collision kernel, we analyze the vertical velocity difference of an LD pair normalized by the magnitude of its three-dimensional velocity vector (Figure 6 ). If the masses of an LD pair differ substantially, the velocity difference of a pair of LDs is dominated by the sedimentation velocity difference, i.e., the normalized vertical velocity difference is close to one. For small mass differences, the horizontal velocity difference may also contribute noticeably to the three-dimensional velocity difference and therefore the normalized vertical velocity difference is substantially lower.
For both the control run and the sensitivity run without the Lagrangian subgrid-scale model, the spread in normalized vertical velocity difference is high. For the control run, the average normalized vertical velocity difference is about 55%, i.e., using only the vertical velocity difference instead of the three-dimensional one, Figure 5 . Boxplot for the horizontal velocity difference of pairs of LDs that are located in the same grid box as a function the LD separation distance. The whiskers and the boxes mark the 5%, 25%, 50%, 75%, and 95% percentiles, and the dots mark the mean.
such as it is done in a classical gravitational kernel, on average reduces the collision rate by 45% compared to the control run. Without the Lagrangian subgrid-scale model, the average normalized vertical velocity difference is about 5% higher than for the control run and increases with decreasing separation distance.
This leads us to the conclusion that both the subgrid-scale contribution of the fluid velocity as well as the horizontal velocity difference, which is connected to the separation distance of a pair of LDs, do have a noticeable effect on the collision rate. All variants discussed here (the control run, the sensitivity runs ''traj.: no sgs vel., '' and ''selfcollection: vert. vel.'') have their issues and it is not obvious which implementation is most realistic leaving us with a considerable uncertainty in the formulation of the selfcollection of the LDs. Therefore, both effects should be explored further, e.g., by using a Lagrangian subgrid-scale model that includes correlation statistics for particles that are located close to each other [Mazzitelli et al., 2014] .
The assumption of a vertically homogeneous distribution of raindrops within one grid box [Shima et al., 2009] instead of taking their vertical position into account [S€ olch and K€ archer, 2010] does not have a distinct effect for cloud A or cloud B. Therefore, gravitational sorting within one grid box is not important for selfcollection in this case.
While all the sensitivity analyses above are physically reasonable and give an estimate of the uncertainty in the LD model, two further sensitivity runs make rather crude simplifications and again highlight the 
importance of the selfcollection process: neglecting selfcollection altogether (''no selfcollection'' in Figure 4 , sensitivity run 9 in Table 2 ) results in a very narrow RSD and the absence of surface precipitation for cloud A. A constant collision-coalescence efficiency equal to unity (''selfcollection: E c 5 1,'' sensitivity run 10) results in a very broad RSD and a large increase in surface precipitation.
For cloud B, the tested sensitivities are consistent in sign with cloud A but overall lower in magnitude, both for the RSD and for the surface precipitation rate (Figure 4 and Table 2 ). Because cloud B has a more complex and overall longer lifecycle showing features of pulsating growth, we speculate that this less sensitive behavior is related to a microphysical buffering that compensates for changes, e.g., in selfcollection. Large normalized vertical velocity deviations and large Stokes numbers are even less numerous for cloud B than for cloud A due to an overall less vigorous lifecycle.
Assessment of the Bulk Microphysics Scheme
For both cloud A and cloud B, the LD statistics show some agreement with the bulk rain microphysics control run, which uses the closure equation of Seifert [2008] for the shape parameter of the RSD (''bulk: control run'' Figure 7 . Raindrop size distribution (RSD) and 2 min running average surface precipitation rate for different assumptions of the cloud droplet number density, n c .
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in Figure 4 and Table 2 ). In the two-moment bulk microphysics scheme from Seifert and Beheng [2001] , the RSD is assumed to follow a gamma distribution in terms of the raindrop diameter. Because the gamma distribution has three free parameters and only two of those can be determined from the prognostic moments of the parameterization, a closure equation for the third parameter, usually the shape parameter, is needed. To set the sensitivities of the LD model in context to the uncertainties in the bulk rain microphysics scheme, a set of four Eulerian simulations is run. Each simulation has been started from the same initial conditions and with the same Eulerian model setup as described in section 2.1 despite a change in the closure equation that determines the shape of the RSD in the bulk scheme. In addition to the control run, which uses the closure equation from Seifert [2008] , three simulation are run: one using the closure equation suggested by Milbrandt and Yau [2005, MY05 in Table 2 ], one using a constant shape parameter equal to 1, and one using a constant shape parameter equal to 10. Considering the uncertain knowledge about the value of the shape parameter, besides the relations from Seifert [2008] and Milbrandt and Yau [2005] also a constant value of 1 and a constant value of 10 are plausible choices [Stevens and Seifert, 2008] . In Figure 4 , the uncertainty in the RSD and the surface precipitation rate due to the choice of the shape parameter in the bulk scheme is given as a grey shading and only the control run is shown explicitly (dashed line). From Figure 4 and Table 2 (sensitivity run I-III), it can be seen that the uncertainty range of the bulk scheme due to the choices for the shape parameter of the assumed RSD is much larger than the uncertainty in the LD model.
An additional uncertainty of the bulk scheme lies in the treatment of the cloud droplet number density, n c . In the bulk scheme, n c is assumed to be constant in space and time, and aerosol effects are often studied by varying n c [e.g., Savic-Jovcic and . If n c is decreased and to a first order it is assumed that the cloud water content is constant, the mean cloud droplet diameter and the autoconversion rate increase, i.e., more cloud water is converted to rainwater. In our control run, n c 570310 6 m 23 is prescribed in accordance with the RICO case setup [van Zanten et al., 2011] . When decreasing n c by 50%, the rainwater content is increasing (and vice versa for increasing n c ) but the slope of the RSD in the bulk scheme does not vary much ( Figure 7 and sensitivity runs IV-V in Table 2 ). For the LD model, the tail of the RSD flattens with decreasing n c (sensitivity run 13-14), i.e., with increasing rainwater content, the number of large raindrops increases disproportionally strong, probably due to more efficient selfcollection. Therefore, with decreasing n c , the surface rain rate also increases more for the LD model than for the bulk scheme.
Overall, the uncertainty of the LD model, e.g., for the treatment of selfcollection, is smaller than the n c sensitivity in both the bulk scheme and the LD model. The uncertainty of the bulk scheme due to the choice of the shape parameter of the RSD is at least as large as the impact of n c .
Conclusions
We introduced a Lagrangian drop (LD) model to study warm rain microphysical processes. The LD model presented here is closely related to the superdroplet method and applies their concept of multiplicity but instead of trying to represent the whole drop size distribution it simulates the raindrop phase only, making the problem computationally more feasible. The LDs are initialized proportional to the autoconversion rate of the bulk microphysics scheme to assure that the same amount of rainwater is initialized in the bulk scheme and in the LD model. All relevant microphysical processes-accretion of bulk cloud water, selfcollection among the LDs, and evaporation in unsaturated air-are included so that the mass of an LD develops according to its environment. The momentum equation for each LD includes dynamical effects such as sedimentation and inertia, and a contribution from the parameterized subgrid-scale fluid velocity.
The LD model is intended to be used as a tool to understand warm rain microphysical processes in shallow cumulus on a particle-based level. In the present study, we test whether the model is fit for purpose. We therefore conduct a sensitivity study of two isolated shallow cumulus clouds that are simulated with Large-Eddy Simulations (LES) including a bulk microphysics parameterization and with the LD model for raindrop growth without feedbacks to the Eulerian LES fields. We show that the surface precipitation rate and the slope of the raindrop size distribution (RSD) are especially sensitive to the treatment of selfcollection in the LD model. Some uncertainty remains in determining the velocity difference of a pair of LDs, which appears as a factor in the collection kernel. On the one hand, a pure gravitational kernel underestimates the collection rate because it neglects the horizontal component of the velocity difference of a pair of LDs. On the other hand, a Lagrangian subgrid-scale model that does not take velocity correlations among particle pairs into account overestimates the Journal of Advances in Modeling Earth Systems 10.1002/2015MS000456 collision rate. In contrast, gravitational sorting within an LES grid box and other parameters such as the initial mass distribution or the initial multiplicity are found to have no distinct effect on the development of the RSD.
Comparing the LD model to the bulk microphysics scheme, we find that the tail of the RSD is less sensitive to changes in the cloud droplet number density for the bulk scheme than for the LD model. The uncertainties due to assumptions in the LD model-including those in the treatment of selfcollection-are much smaller than uncertainties of the bulk rain microphysics scheme due to assumptions on the shape parameter and the cloud droplet number density.
We therefore conclude that the LD model is a valuable tool for further studies to advance understanding of raindrop growth and dynamics. Possible applications to specific research questions include, e.g., the effect of evaporation on the RSD or the growth history of raindrops (see section 1). In a follow-up paper, we will use the LD model to investigate the importance of recirculation for rain formation in shallow cumuli.
Appendix A: Density Dependence of the Terminal Fall Velocity
The terminal fall velocity of a raindrop is not solely determined by its mass but also depends on the air density. For the LD model, this is taken into account via the temperature dependency of the air viscosity. (The pressure dependence is much smaller and thus neglected.) For a bulk rain microphysics scheme, the deceleration of a raindrop with increasing density, i.e., decreasing height, is usually considered by applying a density correction to the terminal fall velocity that is valid for sea level conditions, v t;0 . The terminal fall velocity at any height, v t , is then given by Beard [1985] v t v t;0 5 q a;0 q a m
where q a;0 is the air density at sea level, q a is the actual air density, and m is the air density exponent. When taking the temperature dependence of the air viscosity into account [Sutherland, 1893] , using the approach of Abraham [1970] to calculate the drag coefficient (equation (5)) and assuming a standard atmosphere to relate the air density and the temperature, m is increasing from about 0.2 for cloud droplets to 0.5 for large raindrops, i.e., small droplets decelerate less with decreasing height than large raindrops (Figure 8 ). Very similar values of m are obtained using the temperature and pressure correction from Khvorostyanov and Curry [2005] . In contrast, neglecting the temperature dependence of the air viscosity, results in increasing values of m with decreasing drop radius, i.e., an erroneous dependence of m on drop size. Because for large raindrops it is well established that m approaches 0.5, bulk rain microphysics schemes typically assume m 5 0.5 when accounting for the density dependence of the terminal fall Figure 8 . Air density exponent, m, as a function of the raindrop radius for different assumptions of the air viscosity.
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velocities of raindrops. In this study, raindrops have a typical radius of 100-200 lm, and therefore, we choose to use a lower, more appropriate value of m 5 0.35 in the bulk rain microphysics scheme (raindrop sedimentation and accretion). Digital Infrastructure). The source code of UCLA-LES including the extension of the LD model is released under the GNU General Public License and is publicly available on github (https:// github.com/uclales/). All files necessary to reproduce the experiments, which include the specific version of UCLA-LES and the input files used for this study, are archived at the German Climate Computing Center (DKRZ) and are available from the authors upon request (ann-kristin.naumann@mpimet.mpg.de).
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