Given a class of graphs G, a graph G is a probe graph of G if its vertices can be partitioned into a set of probes and an independent set of nonprobes such that G can be embedded into a graph of G by adding edges between certain nonprobes. If the partition of the vertices is part of the input, we call G a partitioned probe graph of G. In this paper we show that there exists a polynomial-time algorithm for the recognition of partitioned probe graphs of comparability graphs. This immediately leads to a polynomial-time algorithm for the recognition of partitioned probe graphs of cocomparability graphs. We then show that a partitioned graph G is a partitioned probe permutation graph if and only if G is at the same time a partitioned probe graph of comparability and cocomparability graphs.
Introduction
Let G = (V, E) be a finite, simple, and undirected graph. A vertex subset W ⊆ V is independent if for any two vertices u, v ∈ W, (u, v) / ∈ E. Let G be a class of graphs. A graph G = (V, E) is a probe graph of G if its vertex set can be partitioned into a set of probes P and an independent set of nonprobes N, such that G can be embedded into a graph of G by adding edges between certain vertices of N. If the partition is part of the input, then we call G a partitioned probe graph of G. In this paper we denote a partitioned graph as G = (P + N, E), and when this notation is used it is to be understood that N is an independent set. Given a partitioned graph G = (P + N, E), the partitioned probe-G recognition problem of G is to determine whether G is a partitioned probe graph of G.
The class of probe interval graphs was introduced in [19, 23] to model certain problems in physical mapping of DNA when only partial data is available on the overlap of clones. The clones are distinguished as being either probes or nonprobes. According to the information of probes, the objective is to determine whether some nonprobes overlap such that the probes and nonprobes can form an interval graph. Efficient algorithms for the recognition of partitioned probe interval graphs appeared in [16, 18] . Along the way, partitioned and unpartitioned probe chordal graphs were handled in [1, 2, 14] . 1 According to [2] , probe chordal graphs also find immediate applications, e.g., in the reconstruction of phylogenies. It is interesting to investigate other probe classes of graphs. A recognition algorithm for unpartitioned probe interval graphs appeared in [6] . Probe interval bigraphs were studied in [7] . Cycle free probe interval graphs were addressed in [21] . The recognition problems for partitioned and unpartitioned probe graphs of some self-complementary classes, such as cographs, split graphs, and so on, are studied in [8] . Some other partitioned probe graphs are studied in [3] [4] [5] .
Recognizing partitioned probe graphs is also related to the graph sandwich problem. Given two graphs G 1 = (V, E 1 ) and G 2 = (V, E 2 ) with E 1 ⊆ E 2 , the graph sandwich problem for G is to determine whether there exists a graph G = (V, E) with E 1 ⊆ E ⊆ E 2 such that G ∈ G [13] . When E 2 − E 1 is the set of edges of a clique, we obtain the partitioned probe-G recognition problem. That is, the problem of recognizing partitioned probe-G graphs is a special case of the G-graph sandwich problem. In [13] it is shown that the sandwich problem can be solved in polynomial time for threshold graphs, splitgraphs, and cographs. However, the problem is NP-complete for comparability graphs, cocomparability graphs, permutation graphs, and for several other graph classes. Thus, it is interesting to know whether the recognition of partitioned probe comparability, cocomparability, and permutation graphs can be done in polynomial time.
Let G denote the complement of G = (V, E). That is, G = (V, {(u, v) | (u, v) / ∈ E}. For a partitioned graph G = (P + N, E), let G * be the graph obtained from G by deleting all edges between nonprobes. We call G * the sandwich conjugate of G. Obviously, if G is a self-complementary class of graphs, then a graph G = (P + N, E) is a partitioned probe graph of G if and only if G * falls into the same category. In this paper, we propose an O(nm)-time algorithm for the recognition of partitioned probe comparability graphs, where n and m are the numbers of vertices and edges, respectively. Since a graph is a cocomparability graph if its complement is a comparability graph, a partitioned graph G is a partitioned probe cocomparability graph if G * is a partitioned probe comparability graph and hence partitioned probe cocomparability graphs can be recognized in O(n 3 ) time. A graph is a permutation graph if and only if it is at the same time a comparability graph and a cocomparability graph [20] . An immediate consequence is that a probe permutation graph is both probe comparability and probe cocomparability. For partitioned graphs the converse remains true: G is a partitioned probe permutation graph if and only if G and G * are both partitioned probe comparability graphs. This result is proved in the last section and leads to an O(n 3 )-time recognition algorithm for partitioned probe permutation graphs.
Preliminaries
A graph G is a pair (V, E) where the elements of V are called the vertices of G and where E is a family of twoelement subsets of V called the edges. We write n = |V| for the number of vertices and m = |E| for the number of edges. We denote edges of a graph G as (x, y) and we call x and y the endvertices of the edge. Unless stated otherwise, a graph is regarded as undirected. For convenience, we will use xy to denote the edge (x, y). If the graph is directed, we use the notation − → xy to denote the arc directed from x to y. Likewise, we use ← − xy to denote the arc directed in the opposite direction. Note that − → xy = ← − yx. For a vertex x we write N(x) for its set of neighbors in G, and for a subset W ⊆ V we write N(W) = ∪ x∈W N(x) − W. For a subset A of edges or arcs of a graph we denote by V(A) the set of endvertices incident with elements of A. For a graph G = (V, E) and a subset S ⊆ V of vertices, we write G[S] for the subgraph of G induced by S. For a vertex x we write G − x rather than G − {x}. For a subset E ⊆ E of edges of G = (V, E), let
In the case of E = E, we call the elements of
xy and − → yz ∈ F for some y ∈ V}, and its symmetric closurê F = F + F −1 . Since the adjacency relation of an undirected graph is symmetric,F will also be treated as an undirected edge set.
Given a comparability graph, a transitive orientation of its edges can be obtained in linear time [15, 17] . However, checking the transitivity of the orientation needs a verification phase, for which no faster algorithm is known than a fast matrix multiplication [9] .
Definition 3 (Golumbic [12] ). Define the binary relation Γ on the directed edges
The relation Γ is reflexive and symmetric and its transitive closure Γ c is an equivalence relation on − → E . The equivalence classes of Γ c partition − → E into the implication classes of G. For an implication class A of G, the symmetric closurê
Golumbic [10, 11] gave a simple algorithm to test whether a graph G = (V, E) is a comparability graph and to give it a transitive orientation if it is a comparability graph. The central part of Golumbic's algorithm is to compute a G-decomposition of E, defined as follows.
Golumbic's algorithm follows directly from the following theorem.
Theorem 5 (Golumbic [10] [11] [12] ). Let G = (V, E) be a graph and let E =B 1 + · · · +B k be a G-decomposition. The following statements are equivalent.
Furthermore, if these conditions hold, then B 1 + · · · + B k is a transitive orientation of E.
By Theorem 5, we can test whether a graph G = (V, E) is a comparability graph and give G a transitive orientation through computing a G-decomposition. Golumbic [10] [11] [12] gave an algorithm to compute a G-decomposition in O(∆ · m) time where ∆ is the maximum degree of G.
Recognition of partitioned probe comparability graphs
In this section we extend the algorithm for recognizing comparability graphs given by Golumbic [10] [11] [12] such that it permits a recognition algorithm for partitioned probe comparability graphs within the same time bound. Golumbic's result shows that a graph G is a comparability graph by showing that G has a transitive orientation. An orientation of a partitioned probe comparability graph may not be transitive, but the transitive completion may be a transitive orientation of an embedding. The following proposition is clear from the definitions. Proposition 6. Let G = (P + N, E) be a partitioned probe comparability graph with an embedding H. Let F be a transitive orientation of H, F = − → E ∩ F, and let (V, F c ) be the transitive closure of (V, F). Then,
is a comparability graph with transitive orientation F c .
Observe that F c is an orientation of the smallest embedding of G such that it can be oriented in agreement with F. We will call F a quasitransitive orientation. Determining whether G is partitioned probe comparability will be equivalent to determining whether it has a quasitransitive orientation. Definition 7. Let G = (P + N, E) be a partitioned graph and let F be an orientation of G. We call
Theorem 8. A partitioned graph G = (P + N, E) is partitioned probe comparability if and only if G has a quasitransitive orientation.
Proof. Using the notation of Proposition 6, if G is partitioned probe comparability with embedding H, then F is clearly a quasitransitive orientation of G. That is, if − → xy, − → yz ∈ F ⊆ F, then − → xz ∈ F and, unless x and z are both nonprobes, − → xz ∈ F. Now suppose F is a quasitransitive orientation of G. Let F = F + F 2 . We prove that G is a partitioned probe comparability graph by showing that (V, F) is transitive, i.e., by showing that
If at most one vertex in {x, y, z} is a nonprobe, then − → xy, − → yz, and − → xz are in F. Now we consider the case that at most one vertex in {x, y, z} is a probe. If y is a probe (x and z are nonprobes), then − → xy, − → yz ∈ F and hence − → xz ∈ F 2 ⊆ F. If z is a probe (x and y are nonprobes), then − → xy / ∈ F, but − → xy ∈ F 2 and there exists a u ∈ P such that
Similarly, if x is a probe (y and z are nonprobes), there exists a v ∈ P such that
Finally, if x, y, and z are all nonprobes, there exist two vertices u = v as above. (If u = v, the edge uy would be oriented in two directions.) Then
Thus G is a probe comparability graph and H = (V,F) is an embedding of G.
We need to modify the Γ relation to use it in recognizing partitioned probe comparability graphs. Consider edges xy, yz ∈ E where x, z ∈ N and let H be some embedding of G. We do not know a priori whether the edge xz is in H or not. Thus we do not know whether − → xy Γ − → zy is in H before H is constructed. To capture this fact we define a new relation on − → E .
Definition 9. Let G = (P + N, E) be a partitioned graph. We define a binary relation Υ on − → E as follows. Let xy, xz be edges of G. Then each of − → xy Υ − → xz and − → yx Υ − → zx if and only if one of the following holds.
(a) y = z, or (b) yz / ∈ E and at least one of y and z is a probe.
The relation Υ is reflexive and symmetric. Its transitive closure, denoted by Υ c , defines an equivalence relation on − → E . We call the equivalence classes the probe implication classes of G. Let A be a probe implication class of G. We call the symmetric closure of A, i.e.,Â, a probe color class of G. Next, we define the probe G-decomposition as follows:
The following extension of Theorem 5 is the basis for our algorithm.
Theorem 11 (Probe TRO Theorem). Let G = (P + N, E) be a partitioned graph with probe G-decomposition E =B 1 + · · · +B k . The following statements are equivalent.
(i) G is a partitioned probe comparability graph;
Furthermore, if these conditions hold, then F = B 1 + · · · + B k is a quasitransitive orientation of E and H = (V,F) is a comparability graph which is an embedding of G, where
By the Probe TRO Theorem, it is easy to see that the algorithm for recognizing comparability graphs given in [12] extends to recognizing partitioned probe comparability graphs and assigning quasitransitive orientations. An embedding follows from the quasitransitive orientation. We postpone the proof of the Probe TRO Theorem. Some of the following lemmas are extensions of lemmas given in [10] [11] [12] 22] for proving the TRO Theorem. Note that in the original TRO Theorem, there are four statements. The last statement presents that every circuit has even length. Currently, we do not know how to transform it for the probe graphs. So, we omit this statement. Arcs − → xy and − → uv are in the same probe implication class if and only if they are joined by an Υ-chain, i.e., a sequence of edges x i y i ∈ E such that
Proposition 12. If − → xy Υ c − → uv, then there exists an Υ-chain (1) such that for each i, 1 ≤ i ≤ k, either
Such a chain will be called a canonical Υ-chain.
Proof. Suppose − → xy Υ c − → uv and that (1) is a shortest Υ-chain from − → xy to − → uv. Then (2) holds for each 1 ≤ i ≤ k, since otherwise the ith step is an equality and we have a shorter chain by removing it.
Corollary 13. Let G = (P+N, E) be a partitioned graph and let A be a probe implication class of G. Then (V(A),Â) is a connected undirected graph.
Lemma 14 (The Probe Triangle Lemma). Let x, y, and z be three distinct vertices of a partitioned graph G = (P + N, E), let z ∈ P, and let X, Y, and Z be probe implication classes of G with X = Z and Z = Y −1 and having arcs − → xy ∈ Z, − → zx ∈ Y, such that − → zy ∈ X. Then the following four statements hold.
Proof. We first prove (i). Notice that − → xz / ∈ Z, since − → zx ∈ Y and Z = Y −1 . Then u = z because − → xy ∈ Z = Y −1 and − → xu Υ − → xy. Since z ∈ P, if zu / ∈ E, − → xz Υ − → xu, a contradiction to the assumption that − → xz / ∈ Z. Hence zu ∈ E must hold. Since − → xu Υ − → xy, we have that yu / ∈ E and at least one of y and u is a probe. Because zu ∈ E, zy ∈ E, yu / ∈ E, and at least one of y and u is a probe, we have − → zu Υ − → zy and − → zu ∈ X because − → zy ∈ X. The proof of (ii) is similar. Next, to prove (iii), let − → pq ∈ Z. By Proposition 12, since − → xy ∈ Z, there exists a canonical Υ-chain
We claim that x i = z = y i , − → zx i ∈ Y, and − → zy i ∈ X, for 0 ≤ i ≤ k. We prove the claim by induction on i. It holds for i = 0 by assumption. Suppose it holds for i − 1. If x i−1 = x i and y i = y i−1 , then − → zy i ∈ X by (i). Otherwise x i−1 = x i and y i = y i−1 and hence − → zx i ∈ Y by (ii). In either case, we have
We have (iii) and (iv).
The following is immediate from (iv) of Lemma 14.
Corollary 15. Let G = (P + N, E) be a partitioned graph with a probe implication class Z. Let x, y, z ∈ V = P + N, let xy, xz, yz ∈ E, and let z ∈ P. If − → xy ∈ Z, then z ∈ V(Z) if and only if at least one of − → xz ∈ Z or − → zy ∈ Z.
For a probe implication class A of G = (V, E), let G A = (V,Â) and G A = (V, E −Â). We have the following lemmas.
Lemma 16. Let G = (P + N, E) be a partitioned graph and let A be a probe implication class of G. Exactly one of the following alternatives holds. xy, − → yz ∈ A where at least one of x and z is a probe of G, − → xz ∈ A. If xz / ∈ E, then − → xy Υ − → zy and − → zy ∈ A ∩ A −1 = ∅, a contradiction. Thus xz ∈ E must hold. If − → xz ∈ A, then we are done. Suppose − → xz / ∈ A. Consider the case of x ∈ P. We have − → yz ∈ A and − → yx, − → xz / ∈ A. By Corollary 15, x / ∈ V(A), a contradiction. The case of z ∈ P is similar. Thus A is a quasitransitive orientation of G A . Obviously, quasitransitivity of A implies quasitransitivity of A −1 for G A .
Lemma 17. Let G = (V = P + N, E) be a partitioned graph, and let A be a probe implication class of G. If F is a quasitransitive orientation of G A and if A ∩ A −1 = ∅, then F + A is a quasitransitive orientation of G.
Proof. By the previous lemma, A is a quasitransitive orientation of G A = (V,Â). Let F = F + A. Clearly F is an orientation of G and F ∩ A = ∅. If F is not quasitransitive, then there exist arcs − → xy, − → yz ∈ F, x and z not both nonprobes, such that − → xz / ∈ F. If xz / ∈ E then − → xy Υ − → zy, contradicting quasitransitivity of A unless both − → xy, − → zy ∈ F. But then − → xy and − → yz violate quasitransitivity of G A . Suppose then that − → zx ∈ F. Two of the three arcs, − → xy, − → yz, and − → zx, must be in A, or in F. We have a violation of quasitransitivity in G A , or in G A , respectively.
Notice that for every implication class A, V(A) is a partitive (or module) in G [12, pp. 112]. That is, for each vertex
. We define the following generalization which includes probe implication classes.
Definition 18. Let G = (P+N, E) be a partitioned graph, and let M ⊆ V = P+N. Let C 1 , . . . , C t be the components of G[P(M)]. We call M a QT-module if the following conditions are satisfied.
Lemma 19. Let G = (P + N, E) be a partitioned graph and let A be a probe implication class of G. Then V(A) is a QT-module.
Proof. First suppose there exists an x ∈ P − V(A) which is connected to some, but not all, vertices in V(A). Define R = {w ∈ V(A) | xw ∈ E} and U = V(A) − R. By Corollary 13, the undirected graph (V(A),Â) is connected. There exist p ∈ U and q ∈ R such that − → pq ∈ A or ← − pq ∈ A. Since pq, qx ∈ E, px / ∈ E, and x ∈ P, we obtain
contradicting x / ∈ V(A). We have shown that Condition (a) of Definition 18 is satisfied. Instead suppose there exist a y ∈ N − V(A) and a component C i of P(V(A)) such that y is adjacent to some but not to all vertices in C i . The proof is the same as before, except that now R and U are the neighbors and nonneighbors of y restricted to C i , and that this time p is a probe in (3) (instead of x). Therefore Condition (b) of Definition 18 is also satisfied.
Lemma 20. Let G = (P + N, E) be a partitioned graph, let M be a QT-module and let A be a probe implication class of G. Then either
Proof. Suppose that − → xy Υ − → zy for some edges xy, yz ∈ E with x, y ∈ M and z ∈ V − M. If z ∈ P, Definition 18 gives us that xz ∈ E. If z ∈ N and xz / ∈ E, then x cannot be a probe, because otherwise x and y are in the same component of P(M). Either case contradicts − → xy Υ − → zy, from which the lemma follows.
We are now ready to prove the following theorem that implies our Probe TRO Theorem.
Theorem 21. Let G = (V = P + N, E) be a partitioned graph. The following statements are equivalent.
(i) G is a partitioned probe comparability graph.
(ii) A ∩ A −1 = ∅ for each probe implication class A of G.
(iii) For each probe implication class A of G, the graphs G A = (V,Â) and G A = (V, E −Â) are partitioned probe comparability graphs.
Proof. We will prove the theorem by induction on the number of vertices in G, and on the number k of probe color classes when two graphs have the same number of vertices. Suppose k = 1. Since G has only one probe color class, E(G A ) = ∅, and by Lemma 16, all the statements hold or none holds. For the remainder of the proof we assume that k > 1, and that the theorem holds for all partitioned probe graphs on fewer vertices than G, and for all partitioned probe graphs on V(G) for which the number of probe color classes is less than k. We prove that the statements are equivalent for a partitioned probe graph G of k probe color classes.
(i)=⇒(ii). Let F be a quasitransitive orientation of G and suppose that − → xy ∈ A ∩ A −1 . Then there is an Υ-chain from − → xy to − → yx
However, from the definitions of Υ and quasitransitive orientation for G, if xy and pq are two edges of G such that − → xy ∈ F and − → xy Υ − → pq then − → pq ∈ F, which is a contradiction since − → xy and − → yx cannot both be in F.
(ii)=⇒(iii). That G A is a partitioned probe comparability graph follows from (ii) of Lemma 16. In the following we prove that G A is also a partitioned probe comparability graph. We consider two cases: 
Suppose there exists a vertex p = x such that − → xy Υ − → py. Then p ∈ P since x ∈ N. Since z ∈ P and − → xy, − → py ∈ D i , we have − → pz ∈ D j by the Probe Triangle Lemma (iii). Then by (iv) of the same lemma, since − → py ∈ D i , − → pz ∈ D j , and − → yz ∈Â, we have p / ∈ V(A), a contradiction. Hence all arcs of the probe implication class of − → xy must be of the form − → xq. Hence D i is a star, as claimed. Since − → xy ∈ D i and − → xz ∈ D j , we see that D i and D j merge at x. We divide the arcs of − → E (G A ) into two groups: those arcs between two vertices of M = V(A), and those with at least one endvertex not in M. Since M is a QT-module, by Lemma 20, every probe implication class of G is either a subset of
, and Υ A does not either, because the edges of G missing in G A do not leave M. Thus, by the same argument as in Case 1, every probe implication class
Next we consider those probe implication classes that are disjoint from
. Let X be a set containing one vertex from each component of
is a proper induced subgraph, it satisfies Statement (ii) of the theorem. Since the vertex set is not all of G, the induction hypothesis says that G[V − M + X] is a partitioned probe comparability graph having a quasitransitive orientation F. We extend this orientation to an orientation F * of (V, E − E(G[M])) as follows. Let v ∈ V − M. Since X is an independent set, every arc between v and X in F is from v to X, or every such arc is from X to v. We give every edge between v and M the same orientation.
We show that F * is again a quasitransitive orientation. Suppose there is a violation of quasitransitivity in F * involving vx, vy ∈ E. If v ∈ V − M, and x, y ∈ M, by the construction of F * ,
and there is no violation. Next, assume x ∈ M but v, y ∈ V − M, and x and y not both nonprobes. If x ∈ P, let z ∈ X be the vertex, possibly the same as x, in the same component of P (G[M] ) as x; otherwise, if x ∈ N, let z ∈ X be arbitrary. Then zy ∈ E ⇐⇒ xy ∈ E because M is a QT-module. Since vx and vz have the same direction, as well as xy and zy if they are both edges, and since {z, y, v} does not contain a violation of quasitransitivity, neither does {x, y, v}. Suppose now v ∈ M and x, y ∈ V − M. Then there exists z ∈ X such that zx, zy ∈ E and such that zx and zy receive the same orientations as vx and vy, respectively. Since F is quasitransitive, {x, y, z} does not contain a violation of quasitransitivity; neither therefore does {x, y, v}. Another characterization follows immediately.
Theorem 22. Let G = (P + N, E) be a partitioned graph and let A be a probe implication class of G. Assume that Proof. The class of probe comparability graphs is hereditary. Therefore, if G is in the class, then so are the two induced subgraphs. To get the reverse result, we use the same construction as in Case 2 of (ii)⇒(iii) in the proof of Theorem 21 to get D∩D −1 = ∅ for every probe implication class of G, and thus G is a partitioned probe comparability graph.
The Probe TRO Theorem follows immediately from Theorem 21. We present an algorithm for recognizing partitioned probe comparability graphs which is a modification of the algorithm given in Golumbic [12] for recognizing comparability graphs. The algorithm computes a probe G-decomposition,B 1 , . . . ,B k for G. It uses the function
has not yet been assigned, and a variable FLAG which is 0 if B ∩ B −1 = ∅ for each class B in the decomposition, and 1 otherwise. If the algorithm terminates with FLAG = 0, then a quasitransitive orientation of G is obtained by combining all edges having positive CLASS. The algorithm finds a probe color classB h of the current graph, deletes it, and iterates. It calculatesB h by arbitrarily finding an arc − → xy which has not yet been assigned to anyB h for 1 ≤ h < i and visiting all arcs − → pq with − → xy Υ c − → pq using the DFS-like procedure Quasi-EXPLORE(i, j). The variable FLAG changes from 0 to 1 whenever B h ∩ B −1 h = ∅. By Theorem 11 G is a partitioned probe comparability graph if and only if FLAG never changes. Quasi-EXPLORE(i, j) differs from EXPLORE(i, j) given by Golumbic in checking one more condition,
The details of the algorithm and Quasi-EXPLORE(i, j) are given in Algorithms 1 and 2, respectively.
It is easy to see that the modified algorithm can be implemented in the same time bound as the algorithm given by Golumbic. We obtain the following theorem. 
if CLASS(i, j) is undefined then 4:
Quasi-EXPLORE(i, j);
end if 8: end for Algorithm 2 Quasi-EXPLORE(i, j)
Find the edges of a probe implication class containing edge − − → v i v j . For each edge visited with CLASS undefined, assign it a value.
if CLASS(i, h) is undefined then 3:
Quasi-EXPLORE(i, h); 5:
if CLASS(i, h) = −k then 7: CLASS(i, h) = k; FLAG ← 1;
8:
Quasi-EXPLORE(i, h);
end if 10:
end if 11: end for 12: for each h ∈ Adj(j) such that
if CLASS(h, j) is undefined then 14:
Quasi-EXPLORE(h, j);
16:
if CLASS(h, j) = −k then 18: CLASS(h, j) = k; FLAG ← 1;
19:
Quasi-EXPLORE(h, j); Let G = (P + N, E) be a partitioned graph. Recall that the sandwich conjugate G * of G is the partitioned graph obtained from G by removing all edges between vertices of N. It is not hard to check that a partitioned graph G is a partitioned probe cocomparability graph if and only if its sandwich conjugate G * is a partitioned probe comparability graph. We have the following corollary.
Corollary 24. The recognition of partitioned probe cocomparability graphs can be done in O(n 3 ) time.
Recognition of partitioned probe permutation graphs
Definition 25. Let π be a permutation acting on the set of integers {1, 2, . . . , n}. We define the inversion graph G[π] as follows. The graph has vertex set V = {x 1 , . . . , x n } and edge set E defined by
An undirected graph G is called a permutation graph if there exists a permutation π such that
Geometrically, we can diagram an inversion graph as follows. Write the integers 1, . . . , n from left to right as distinct points on a line, and write the permutation π of {1, . . . , n} on a parallel line. The vertices of G[π] are the line segments joining points with the same label, and two vertices are joined by an edge if their line segments intersect. Pnueli et al. showed that a graph G is a permutation graph if and only if both G and G are comparability graphs [20] . This characterization permits permutation graphs to be recognized in linear time [17] . In the following we extend this statement to cover partitioned probe permutation graphs.
Lemma 26. Let G = (P + N, E) be a partitioned graph. Then G is a partitioned probe permutation graph if and only if there exist a labeling L of the vertices by integers 1, . . . , n, and a permutation π such that xy ∈ E if and only if both
Proof. It is easy to see that if xy ∈ E(G[π]) − E is an edge, then {x, y} ⊆ N. Thus G[π] is an embedding of G.
Theorem 27. A partitioned probe graph G is a probe permutation graph if and only if both G and G * are partitioned probe comparability graphs.
Proof. Let G be a partitioned probe permutation graph and let H be an embedding of G. Both H and H are comparability graphs. By definition, {x, y} ⊆ N if either xy ∈ E(H) − E(G) or xy ∈ E(H) − E(G). Thus both G and G * are partitioned probe comparability graphs. Suppose both G and G * are partitioned probe comparability graphs. By Theorem 8, both G and G * have quasitransitive orientations. Let F 1 and F 2 be quasitransitive orientations of G and G * , respectively. We claim that (V, F 1 + F 2 ) is an acyclic digraph. If not, let v 0 , . . . , v , v 0 be a cycle of the smallest possible length > 3. Since at least one of the two ends of an edge is a probe, without loss of generality let v 0 ∈ P. Then either ←−− v 0 v 2 ∈ F 1 + F 2 , in which case v 0 , v 1 , v 2 , v 0 is a shorter cycle, or −−→ v 0 v 2 ∈ F 1 + F 2 , in which case v 0 , v 2 , v 3 , . . . , v 0 is a shorter cycle, contradicting minimality in each case. If = 3, then at least two of the three vertices visited by the cycle are probes and at least two of the edges of the cycle are in the same F i , 1 ≤ i ≤ 2, implying that F i is not quasitransitive. Thus (V, F 1 + F 2 ) is acyclic. Similarly (V, F −1 1 + F 2 ) is acyclic. In the following we construct a permutation π such that G[π] is an embedding of G. Define two labelings L and L as follows.
1. Label the vertices in the order determined by a topological sort of vertices of (V, F 1 + F 2 ), that is, L(x) = i if x is the ith vertex of this sort. 2. Label the vertices according to the order determined by a topological sort of vertices of (V, F By Theorems 23 and 27 we obtain the following theorem.
Theorem 28. A partitioned probe permutation graph can be recognized in O(n 3 ) time.
Remark 29. By using a modular decomposition, Chandler et al. showed that there exists an O(n 2 )-time algorithm that recognizes partitioned probe permutation graphs [3] .
