Abstract Most vision papers have to include some evaluation work in order to demonstrate that the algorithm proposed is an improvement on existing ones. Generally, these evaluation results are presented in tabular or graphical forms. Neither of these is ideal because there is no indication as to whether any performance differences are statistically significant. Moreover, the size and nature of the dataset used for evaluation will obviously have a bearing on the results, and neither of these factors are usually discussed. This paper evaluates the effectiveness of commonly used performance characterization metrics for image feature detection and description for matching problems and explores the use of statistical tests such as McNemar's test and ANOVA as better alternatives.
Introduction
Vision research has developed a substantial number of algorithms for tasks such as image matching, segmentation, stitching, tracking and navigation. One should not expect all of these algorithms to be equally accurate and reliable, yet deciding which one is best-suited to a particular problem can be difficult. However, statisticians have done a great service to vision researchers and developers by defining a number of performance characterization measures. Nevertheless, the selection of an appropriate performance measure is again crucial and demands an in-depth understanding of the domain (such as computer vision here) and data (images here) used for performance evaluation.
There are a number of performance measures already in widespread use. The best-known is arguably the ROC (Receiver Operating Characteristic) curve [35] , a visual form of performance comparison in which the curve on a plot is used to represent an algorithm's performance, as illustrated in Fig. 1 . However, there are other visual performance metrics. These include precision-recall [36] and sensitivityspecificity [15] graphs, which were introduced because calculating the accuracy of algorithms alone was found to be misleading [43] in machine learning applications. In the computer vision domain, it has become the norm to present a comparison of a newly proposed algorithm with results from existing methods using an appropriate performance evaluation measure. These metrics characterize different aspects of algorithms' performances. As a consequence, they can produce different rank orderings of algorithms, as seen in for example [3, 9, 48] . This paper reviews the strengths and weaknesses of existing performance evaluation measures specifically for assessing feature detection and description algorithms to match pairs of images, including ROC and precision-recall curves, F-measure etc., and explores the use of statistical tests such as McNemar's test and ANOVA as more principled alternatives.
Performance evaluation studies in other domains regularly use statistical hypothesis tests, such as the χ 2 test, t [12, 14, 16, 49, 53] , though few of them focus on the quantity of data needed and their variability. Ensuring the dataset is large enough and exhibits enough variation is as important for vision research as any other mathematical or statistical discipline if the results are to be generalized. Even sophisticated and statistically reliable evaluation techniques may produce misleading results if the sample size is not sufficiently large.
In vision research, algorithms are generally tested on a number of images, though the amount of image data employed is rarely large in the statistical sense. This study examines the behaviour of algorithms for an image matching problem using different numbers of images with different contents. This is done by dividing a large database into many small subsets and ascertaining whether they produce similar rankings of algorithms as on the whole database; as the image content is the same in all images, one might expect the results to be consistent.
To avoid confusion, the term 'database' in this paper refers to a collection of images which is intended for evaluation purposes, while 'dataset' is one component of a database, typically images of the same scene. This paper uses two widely used databases of different numbers of images to ascertain whether the performance differences calculated for small numbers of images reflect the general trends of algorithms. Although the findings are strictly applicable only to the problem of image matching, the processes employed in obtaining them can be applied to many problems in the computer vision domain.
The remainder of this paper is organized as follows. Section 2 introduces the way that vision evaluation studies are generally performed and describes measures that commonly are used to measure or represent performance. Section 3 introduces the null hypothesis testing framework that can be employed to assess performance differences of vision algorithms. Two statistical tests, McNemar's test and ANOVA, are also introduced in this section. Section 4 presents McNemar's test as an alternate to other performance metrics. Section 5 introduces the homography testing framework used to analyse the performances of feature extraction algorithms (also known as feature operators) using McNemar's test and ANOVA. Section 6 describes the databases of images employed and an evaluation of the performances of feature operators on them. Section 8 goes on to explore the interplay between image content and dataset size. Finally, Sect. 9 concludes the discussion by presenting some rules of thumb about selecting an appropriate dataset size and a proper evaluation framework for obtaining statistically valid performance comparisons of multiple algorithms.
Performance Evaluation Measures: Reliability and Statistical Significance
Vision algorithms are generally assessed according to whether they have succeeded or failed, a true or false (T/F) result, on a series of test images. (A separate set of training images is normally available for problems that involve manual tuning or machine learning.) In the absence of well-defined benchmarks, the performance of an algorithm is usually compared with those of other algorithms and outcomes are counted in the form of a confusion matrix.
There are several metrics in widespread use that characterize the performance of algorithms using these values, including the true positive rate (TPR), false positive rate (FPR), accuracy, precision, recall, sensitivity and specificity. Table 1 gives definitions of these metrics. These metrics are usually shown graphically as in ROC curves, precision-recall curves etc. An ROC curve shows the performance of an algorithm by plotting TPR versus FPR, as illustrated in Fig. 1a . It is important to appreciate what is plotted here: each point on the curve summarizes the performance of an algorithm with a specific set of tuning parameters; hence, the curve shows how an algorithm's performance varies as a tuning parameter changes. An algorithm whose performance is close to the top-left corner of an ROC curve is performing better than one whose curve lies further away. In practice, ROC curves often cross as illustrated in Fig. 1b ; then one has to be careful about the settings of the tuning parameters of algorithms. In an attempt to identify an overall better algorithm when ROC curves cross, several researchers calculate the area under the curve (AUC). However, this is not necessarily reliable [20, 33] . These concerns are also applicable to the other performance measures discussed below.
Precision-recall curves (recall on the y-axis against precision on the x-axis) are somewhat analogous to ROC curves, though the top right corner indicates good performance.
(Many researchers plot recall against 1-precision to have a similar orientation as ROC curves [48] .) Ideally, precision ≈ recall ≈ 1 represents good performance; however, recall can be easily maximized at the expense of precision and vice versa. Hence, for ranking an algorithm, one often combines precision and recall into the so-called F-measure (see Table 1 ).
Similarly, sensitivity-specificity graphs are most commonly used in behavioural sciences and are closely related to ROC curves [27] . Their appearance can be similar to an ROC curve if sensitivity is plotted against 1-specificity [45] . It is also interesting to see an algorithm's performance using simple measures such as false positive ratio (F P r ) against true positive ratio (T P r ). Lastly, accuracy is probably the most popular method for translating confusion matrix data into a single numeric performance measure. Table 1 shows how the confusion matrix values are affected as an algorithm is tuned. The algorithm in question is concerned with matching an image using feature correspondences, though that is not important in this example; rather, it is how the confusion matrix values change as the algorithm's tuning parameter is changed. Similar effects can be observed while almost any algorithm's tuning parameters are varied. Changing the value of a tuning parameter may, for example, convert a false positive into a true positive, affecting two cells of the confusion matrix. [19] considered these kinds of events in detail, identifying for example that if the data in the confusion matrix change proportionally, the ROC curve is unaffected. Table 1 shows the confusion matrix values from the algorithm with different tuning parameter settings A, B and C and the corresponding derived measures. Set C in Table 1 has 40 more points than Set A, 10 in each of the four categories. Because there are different counts in each of TP etc, the actual performance is different yet the TPR is unchanged. This is clearly undesirable. Similarly, recall is invariant to this type of change, as are both sensitivity and specificity. Hence, these curves have some shortcomings for assessing the performances of vision algorithms.
With so many performance metrics available, it is illuminating to discover whether they all yield consistent results. If they do not, one could argue that they are actually measuring something other than performance, or are measuring different aspects of performance. To that end, an experiment was performed using a pair of images drawn from the well-established Oxford Graffiti database, 1 hereafter referred to as the 'small' database. The algorithm being assessed identifies characteristic features in images in the database and then attempts to match them, so that specific points in one image are known to relate to specific points in another. The need to perform this type of matching is an important enabling technology for computer vision applications such as panorama stitching, depth-from-stereo, tracking, segmentation, object identification, and so on. More precisely, a local image feature detection and description algorithm (SIFT [34] in this case) is used to identify interest points in both images independently, then these interest points are matched using descriptors of the interest points [40] . The correct and false matches are categorized into four possible outcomes based on the descriptors' similarity, namely: -TP: obtained when an algorithm's outcome is a correct match; -FP: obtained when an algorithm reports a result but that result is an incorrect match; -TN: obtained when an algorithm reports a failure when a point in the first image is not matched because there is no corresponding point in the second image; -FN: obtained when an algorithm reports a failure when the corresponding point exists in the second image but was not matched.
Results were collected for three different matching thresholds, τ = 0, 0.7 and 1: a threshold of zero yields no matched points; for a threshold of 0.7, all points will be matched for which the descriptor difference is less than 0.7; a threshold of 1 means that all points are matched. Fig. 2 using the curves commonly encountered in the literature. The shaded area in each graph represents the region where the outcomes are consistent with good performance. Let us consider an algorithm to be good if, in each graph, all three points appear in the shaded region. According to this criterion, only two of the plots (the accuracy and specificity-sensitivity graphs) classify this algorithm as good. But does this reflect the algorithm's true performance?
The ambiguity in the accuracy graph is obvious because it says that algorithm has same accuracy of 0.4 when all of the outcomes are negatively (τ = 0) or positively (τ = 1) classified! Similarly, the ROC, precision-recall, T P r -F P r and F graphs rate this algorithm at their lowest positions of zero at τ = 0, when all outcomes fall in negative classes, overlooking the fact that many of these negative results are true negatives. Although some measures do highlight poor performance, they do not do so consistently: for example, the high specificity scores suggests that the algorithm would be good at identifying negative outcomes correctly but ignores the large number of false negative outcomes for thresholds of 0 and 0.7. Similarly, the high true positive rate with a lower false positive rate in the ROC curve may rank this an algorithm as having good performance for threshold 0.7, overlooking the large number of false negatives. The same is the case with the precision-recall curve for thresholds of 0.7 and 1.0. Interestingly, with lower T P r for thresholds 0.7 and 1.0, the T P r -F P r graph seems more representative of the algorithms' actual performances.
These results highlight some of the weakness of existing performance characterization methods for assessing an algorithm's performance. However, evaluating one algorithm's performance in isolation is usually not required, and hence these methods have been widely used in the literature to compare algorithms' performances and produce rankings.
Comparing the Performances of Several Algorithms
To understand the behaviour of performance evaluation measures for comparing several algorithms, a number of feature operators have been used to match features in the same image data. These are SIFT [34] , SURF-64 [3] , SURF-128 [3] , Harris-Affine-GLOH (Haraff) [40] , Harris-Laplace-GLOH (Harlap) [40] , Hessian-Affine-GLOH (Hesaff) [40] and Hessian-Laplace-GLOH (Heslap) [40] . All seven feature operators were evaluated using for matching Graffiti images 1 and 2.
Regrettably, one cannot simply run the operators on the images and determine whether features were found in the right places, principally because the different feature operators detect different types of features-for example, Harris-based operators tend to identify corner features in an image while SIFT avoids them. Hence, the approach that has been taken is to use feature matches found between the two images to calculate the homography matrix, the transformation of one image onto the other [22] . Ground truth homography matrices are provided with the databases used here.
The simplest way to compare two homography matrices is to see how closely they project points. Therefore, a specific number of points from one image were projected using the estimated homography and then compared with the true projection of the point using the homography supplied with the database. This process was repeated for several nearest neighbour matching thresholds and the resultant graphs are shown in Figs. 3, 4 and 5; the results presented here are essentially the same as those in Table 2 but include a greater number of matching threshold values.
As mentioned before, the hope is that these graphs would show some similarity in the ranking of algorithms based on their performance, determined by the relationships of the curves in the graphs. This is not the case: for example, there are obvious discrepancies in the results presented by the ROC and precision-recall curves. According to Fig. 3b , both versions of SURF employed exhibit poor performance but in Fig. 3a , all algorithms but SIFT have similar performance. Similarly, when both FN and TN become zero (at a threshold of unity), the ROC curve shows that all algorithms have same TPR and FPR and hence should be considered similar; but this is not the case for the precision-recall and T P r -F P r curves. Figure 4b shows a completely different behaviour, where the accuracies of SURF-64 and SURF-128 are significantly better than all other methods except SIFT. This may be happening because, by increasing the threshold, all negative outcomes shift to positive ones, and accuracy and ROC are invariant to this change (a consequence of the combination of the confusion matrix values they use). As mentioned earlier, the sensitivity-specificity graph in Fig. 5a is closely related to the ROC curve and hence shares similar properties. Similarly, Fig. 4a shows SURF-64 and SURF-128 being dominant as they have the highest F-measures, better than SIFT. Although the precision-recall and T P r -F P r ratio graphs mostly agree, the question asked earlier still remains valid: do they characterize performance well? Indeed, one might conclude that any algorithm can be presented as performing better than the others by intelligently selecting the most suitable performance measure.
Notwithstanding the above, the major drawback of all these graphical methods is that even if they carry any statistical significance, it is not shown. Even error bars do not necessarily indicate that performances are necessarily different in the statistical sense. In any case, these curves may well overlap each other, making it difficult to identify which algorithm is better overall.
Due to these biased performance characterizations of algorithms by different graphical evaluation methods, the authors contend that the research community should be looking for other reliable and statistically valid evaluation techniques. The remainder of the paper explores this.
Null Hypothesis Testing
An hypothesis is a way of describing a theory about data. In many cases, an hypothesis can be proven to be right or wrong using evidence. A methodology has been developed over the last few decades by the statistics research community that allows for evidence-based decisions to be made about performance. One starts with a so-called null hypothesis that (say) a newly developed algorithm is no better than an existing one. The formal definition of this null hypothesis will be H o : there is no difference in performance between the two algorithms One can also propose an alternative hypothesis:
By gathering the results of a trial employing the two algorithms on the same data, one can amass evidence as to which hypothesis is better. One assumes that the null hypothesis H o is correct unless the evidence suggests that it cannot be; hence, null hypothesis testing is inherently conservative. A number of tests can be used for null hypothesis testing, including the χ 2 test, the t test, McNemar's test, ANOVA, and so on-the test that is selected is based on known properties of the data being used for evaluation. The resulting test statistics are compared with some critical value selected for an arbitrary level, α, which is often used as a cut-off between a statistically significant and a statistically insignificant result. A statistically significant result rejects the null hypothesis while a statistically insignificant result indicates that there is not enough evidence to reject the null hypothesis.
In this work, two statistical tests are used, McNemar's test and ANOVA. As we shall see, McNemar's test works by exploring where one treatment succeeded and the other failed, ensuring that well-understood binomial statistics apply; indeed, it is sometimes described as a form of the statistical sign test for categorical data. The test is nonparametric but statistically 'weak' in that it requires a larger amount of evidence to indicate dissimilarity of performance than other, statistically 'stronger' tests. The second test that will be used is ANOVA ("analysis of variance"), which is perhaps best thought of as a generalization of the t test to many variates. ANOVA is statistically stronger than McNemar's test but imposes some requirements on the data, principally that they are Normally distributed. To be able to employ ANOVA, one needs to ensure that these requirements are met. However, when ANOVA can be employed, less data are required for it to ascertain whether performance differences are significant.
McNemar's Test
McNemar's test has been widely used in medical research [12, 14, 16, 49, 53] ; however, it has not been fully explored for comparing the performances of vision algorithms. Therefore, this study explores the use of McNemar's test in the null hypothesis framework to ascertain whether it produces more reliable rankings than the graphical methods rejected in the previous section.
McNemar's test is a non-parametric evaluation metric introduced by Quinn McNemar in 1947 [38] . To compare Algorithm A with Algorithm B, a null hypothesis can be formed by assuming that there is no statistical difference between their performances. One then assesses whether the evidence obtained from testing does or does not support that hypothesis. Given a dataset for which the ground truth is known, one applies both algorithms to each member of the dataset in turn, recording successes and failures in a kind of 'truth table' for this pair of algorithms as shown in Table 3 . 
This expression takes into account the cases where one algorithm succeeds and the other fails and is also normalized by the number of these differences. This is in sharp contrast to many evaluations currently performed in computer vision, which largely focus on where algorithms succeed. One can see that Z has similarities to the popular χ 2 test.
If Algorithm A and Algorithm B give similar results, then Z ≈ 0; as their results diverge, Z increases. To assess whether Z indicates a statistically significant result, one normally does so in the context of a particular level of significance. In computer vision, it is common to use a onein-twenty level (α = 0.05), which means that the particular results might be obtained purely by random fluctuations in the data one time in twenty. For the value of Z to be reasonably reliable, one needs N s f + N f s 20 to achieve this one-in-twenty criterion [29] .
McNemar's test is suitable for use on pairs of algorithms only; when there are more than two algorithms being compared in a pair-wise manner, as here, then it is necessary to introduce a correction when interpreting the results; this matter is discussed further in Sect. 4. However, the need to make these corrections makes ANOVA an attractive alternative when the data obey a Normal distribution.
ANOVA
ANOVA can be used to perform multiple (more than two) comparisons at the same time without increasing the Type-I error (false rejection of null hypothesis). It can also be used for null hypothesis testing, provided the data are Normally distributed data, for example as one would find in psychological research [51] .
ANOVA assesses whether two or more groups exhibit a statistically significant difference in their means (μ). The null hypothesis is
where n is the number of independent groups under comparison. ANOVA can show that there are at least two groups whose means differ significantly. There are different variants of ANOVA test, based on the number of factors that vary. So-called "one-way" ANOVA is used when one needs to compare data means grouped under a single category; twoway ANOVA is used to compare population means based on two factors or categories, and so on. Before applying ANOVA, there are some conditions for the data that need to be checked:
-groups must be independent; -data in each group must be Normally distributed; -there is homogeneity of variance.
The homogeneity of variance criterion means the variances of the groups under analysis should be similar, which can be ascertained using Hartley's F max test [21] . This calculates the ratio of the maximum and minimum group variances, F max , and if this ratio is less than a critical value (obtained from a table), the groups are assumed to have similar variances. However, if the groups' variances do not show homogeneity, then some mathematical treatment is required to prepare the data for ANOVA: this treatment can be for example calculating the natural logarithm of the data or taking its square root. (To avoid 0-based arithmetic errors, adding 1 prior to calculation is acceptable.) Moreover, the independence and normality of the data can be checked by calculating mean, median and mode of the data for each group. An equivalent mean, median and mode suggests that the data are Normally distributed, though a formal test can be used to confirm this. ANOVA compares groups by calculating the mean square difference between and within groups as shown in Table 4 , where SS is sum of square differences, given by
SS is divided by the number of degrees of freedom (d f ) both between and within groups. Commonly, the F test is used in conjunction with the variance for comparing groups of total deviation using M S (see Table 4 ) between and within groups. F is compared with F crit , whose value depends on the significance level chosen α and can be determined from tables 
Within groups
SS is the Sum of Squares, df the number of degrees of freedom, MS the Mean Square and F the ratio of two mean square values [41] . If F ≥ F crit or if the probability of error P ≤ α, then the null hypothesis should be rejected, showing at least two of the groups' means have statistically significant differences; however, the test does not indicate which mean or means differ, a limitation of the technique. The most important distinction between McNemars test and ANOVA is that the former compares outcomes (success/failure) whereas the latter compares a continuous measure. One can convert a continuous measure into a discrete outcome using a threshold but not vice versa. Unlike ANOVA, McNemars test can answer two questions: whether the two samples are statistically different; and which one of them is better-both with a given confidence level.
McNemar's Test for ROC-Like Analysis
Although McNemar's test is normally used to compare the performances of two algorithms, if one uses the correct values as one 'algorithm', the resulting Z can be regarded as a performance measure, with a smaller Z indicating better performance. Table 5 shows how the numbers of true and false positives contribute to the sums needed for calculating Z .
McNemar's test is for the analysis of paired data, and hence to compare more than two samples one needs to perform McNemar's test multiple times. According to statistical theory, multiple two-sample tests tend to increase the probability of Type-I errors. However, corrections can be applied to reduce Type-I errors, the simplest of which is the Bonferroni correction [1] . This is done by adjusting the significance level α; see [8] for a detailed discussion. As the number of algorithms under comparison in this study is seven (A = 7) so to achieve the overall 5% error rate alluded to above, we determine the per-test error rate α c by dividing α by number of algorithms under test so that α A = 0.00714 and 1−α c = 0.9928. From tables, the corresponding Z crit = 2.5. Hence, for these multiple comparisons, Z < 2.5 indicates that there is no significant performance difference between algorithms.
There are some concerns over the use of any correction [42] . For example, Bonferroni corrections control only the probability of false positives and come at the cost of increasing the probability of false negatives; it may therefore be considered as being too conservative to control the family-wise error rate [23] . There are some other corrections suggested in the literature, such as the Benjamini and Hochberg [4] and Benjamini and Yekutieli [5] corrections, which control the expected proportion of false discoveries amongst the rejected hypothesis, a less rigid condition than the Bonferroni correction. However, using different corrections can yield different results, with one correction causing the hypothesis to be rejected while another causes it to be accepted [11] ; hence, applying the most conservative correction is considered safest approach. Hence, in this work the Bonferroni correction is used. The Z-scores for the algorithms' outcomes when compared with the ground truth for each threshold are presented in Fig. 6 . A Z-score closer to zero shows that an algorithm performed more similarly to the ground truth and hence exhibits better performance. The Z-score, P R (Fig. 3b) and T P r -F P r graphs (Fig. 5b) show somewhat similar rankings i.e. with SIFT performing best, closely followed by Harlap. However, the T P r -F P r graph has more similarity with the Z-scores. It was observed earlier that no two performance measures agree with each other and that is a good reason for questioning their reliability. As the T P r -F P r graph gives somewhat similar results to Fig. 6 , one could say that there are two measures which are consistent and are therefore more reliable than the others; however, this is not a strong argument.
Homography Testing
The general approach to measuring the performances of algorithms by projecting points using a homography matrix calculated from feature matches was described in Sect. 2. The spacing of these points to be projected is important: if the points selected when calculating the homography matrix are not evenly distributed over the image, then the homography tends to represent the transformation of only that part of the image and therefore may not project all points correctly [6, 13] . Therefore, to test a homography matrix, equally spaced points are used to avoid any skew towards the points selected for the calculation of the homography.
How Many Points are Required To Produce Consistent Results?
The objective here is to establish the number of points that need to be projected from one image to another using a calculated homography in order for it to produce consistent results. This is done by starting with a small number of regularly spaced points for projection, then increasing the number of points. When enough points are projected, the statistical significance of the result will not change as further points are added; the results become consistent. If consistency were not reached then clearly the method would be inappropriate for assessing performance. Table 6 presents results for the Graffiti and Bark datasets from the small database. Both of these datasets contain images with complex transformations: the Graffiti images have been taken from different viewpoints while the Bark images are zoomed and rotated. McNemar's test is applied to find the number of correct and incorrect projections for two algorithms, SIFT and SURF-128, and the Z-scores between the sets of projected points are presented in Table 6 . Italicized values in the table indicate the point at which a significant result (Z > Z crit ) is obtained, highlighting the number of points required to obtain consistent results for the particular image data. It can be seen that, for some images, 100 points are enough to establish the performance differences between operators, such as for Bark images 1 and 4, where the result remained insignificant even for 1000 points (Z < 1.96). Similarly, for Graffiti image pairs 1-3, 1-4 and 1-5, the evaluation shows a similar trend for different numbers of points. However, for the rest of the images, at least 700 points are required to obtain consistent results. From this, we conclude that for homography testing the number of points should be greater than 700.
Homography Testing Using McNemar's Test
As described earlier, the list of matched points obtained from each algorithm is used to calculate an estimated homography (H e ), which is then compared with the ground truth homography (H gt ). For McNemar's test, some 1000 equally spaced points were selected from a reference image to be projected onto a test image using both homography matrices. If the Euclidean distance between two projections of a point is less than some threshold (5 in this case), then it is a success; otherwise, it is a failure. Table 5 presents the Z-scores plotted in Fig. 7 . There is a limitation of this test: if the number of matched points between two images is less than 4 then homography matrix estimation is not tractable. These cases can be seen in the table with Z-scores of 35. However, this limitation does not affect the overall test results because if there are less than 4 To find the better algorithm, follow the arrowhead direction in each pairwise comparison matched points, the algorithm's performance cannot be predicted anyway. To accept the null hypothesis, the Z-score should be less than the Z crit = 2.50 for α = 0.007 (twotailed test); however, all scores are significantly higher than this, making it safe to reject the null hypothesis. For an algorithm to have better performance than others, it needs to show low Z-scores for different thresholds.
It is interesting to see that the Z-scores given in Fig. 7 for a threshold of 0.7 vary consistently with the Z-scores between algorithms given in Table 7 . In Fig. 7 , Haraff shows highest score of being better than all other algorithms. The distance between Harlap and SIFT in Fig. 7 shows that their difference in the performance is significant, with SIFT showing better performance (lower Z-score). This result is supported by Z = 8.89 given in the pairwise comparison. It is evident that if we have ground truth available then comparing algorithms' performances with ground truth using McNemar's test can give a figure of merit and therefore pairwise comparison is not required. However, in the absence of ground truth data, pairwise comparison gives a reliable and statistically significant ranking. This is not possible using any graphical evaluation method.
Homography Testing using ANOVA
To compare the performances of the feature operators under study using ANOVA, the same Graffiti images have been used using the same general approach as with McNemar's test. As previously discussed, some 1000 equally spaced points are projected using both ground truth and estimated homography matrices. If a point P i is projected using both homography matrices, then P e = H e × P i and P t = H gt × P i are the projections of that point using the estimated and ground truth homography matrices respectively. Let d = |P t − P e | be the difference in their projected positions; this will be close to zero if both homography matrices represent similar transformation and large otherwise. Hence, d is used to calculate sum of square difference for ANOVA:
Before applying ANOVA, the data are checked for basic homogeneity of variances. The distances of false matches make the data variance too high and non-homogeneous, so some data treatment is required. Here, the square roots of data have been used to make variances homogeneous, after which ANOVA is applied and the result shown in Table 8 .
The result based on F = 198.75 F crit = 2.10 and P = 1.1×10 −234 α = 0.05 suggests that the null hypothesis should be rejected and shows statistically significant differences in the performances of interest point operators, in agreement with the results obtained using McNemar's test. The difference between the two tests is that the former used a distance threshold to determine success and failure, but the latter used a numerical measure.
The next section explores discrepancies in evaluation results as a consequence of database content, by comparing the performances on one well-established database with another of similar size. The effects of database size are also explored by employing subsets of a larger database.
The Effect of Dataset Size
For evaluating the performance of image feature matching, the most widely used database of images, the small database alluded to above, was introduced in [40] . This database 2 comprises several datasets of real images with different geometric and photometric transformations; it was made publicly-available and many subsequent studies have also used it [2, 3, 7, 9, 10, 17, 18, [24] [25] [26] 28, [30] [31] [32] 37, 39, 44, 47, 48, 50, 52, 54, 55] . This work employs it too; it is summarized in Table 9 .
To assess whether the amount of data affects the relative performances of interest operators, this work also employs a second database. 3 This was collected by the same researchers as devised the small database, perhaps implicitly indicating that they believe it is really too small. This larger database contains 191 images in 13 datasets (Table 10 ). Different datasets encompass geometric and photometric transformations that include zoom, rotation, viewpoint change, blurring, change in illumination and JPEG compression. All images in each dataset are planar scenes or taken with a fixed camera position, so each image pair is related by a homography matrix which is supplied along with the imagery as 'ground truth.'
How Many Image Pairs?
Having established that more than 700 points need to projected between a pair of images to obtain a consistent result from a test, we are now able to ask how many image pairs are required to produce consistent results. The same general approach as in previous section is adopted, i.e. starting with a small number of image pairs and increasing the number; again the aim is to find a point at which results become consistent (either remaining statistically significant or insignificant). This establishes the minimum number of images that is required in a dataset. Again, this is done using McNemar's test for two algorithms, SIFT and SURF-128. Five images from the each of the New York, Laptop, Mars and Asterix datasets of the large database were selected as these contain the largest number of images (35, 21, 18 and 16 respectively) . A subset of 5 image pairs is used as starting point because this is the size of the datasets in the small database. If the number of images do not affect the performance results, then the Z-scores of small subsets should be similar to the result from the whole dataset. However, the results presented in Table 11 show that if the performance difference between two algorithms is insignificant for 5 pairs of images (set 4 of New York dataset in the Table 11 ), it subsequently becomes significant when the number of image pairs is increased. Similarly, set 2 of the same dataset shows that SURF-128 is significantly better than SIFT; however, this result does not occur when the number of image pairs were increased in the other sets. Similarly, there is no performance difference between SIFT and SURF-128 for three sets of the Laptop dataset with 5 image pairs, but this changes for the sets containing 15 or more image pairs. The same evaluation differences can be seen in the Monet and Asterix datasets. From these results, a rule of thumb can tentatively be established that at least 15 image pairs are required to obtain consistent performance evaluation results.
Results Using The Small Database
Results for all eight datasets of the small database are presented in Table 12 , grouped according to the image transformations involved. An easy inspection method is to follow the scores generated for each algorithm in the last column for each dataset. None of these algorithms appears to be best for matching images with all kind of transformations: if an algorithm is good at matching images with rotation it fails to match images with scale difference and so on. Of course, we need to bear in mind that the number of image pairs-10 for first three sets and 5 for the last two-are not sufficient to draw any statistically valid conclusion according to the rule of thumb established earlier. According to these results, SIFT is robust for matching all images except for viewpoint change. Similarly, Harris-affine with GLOH descriptor appears to be a strong combination of detector and descriptor for matching images under viewpoint change and change in illumination. SURF-128 showed, unexpectedly, to be the worst algorithms for matching zoomed and rotated images, a contradiction of [3] .
The overall ranking is shown by the order of algorithms in Table 13 , according to which SIFT, SURF-128 and Harrisaffine show statistically better performance when compared with other algorithms. This can also be seen in the ANOVA analysis given in Table 14 . Hesaff performed better only for one type of images, i.e. matching images with different viewpoints. Exact similarity in McNemar's test and ANOVA results is not observed, perhaps because of the mathematical treatment applied to the data prior to ANOVA to cajole them to be Normally distributed. To find the better algorithm, follow the arrowhead direction in a pairwise comparison
Results Using The Large Database
These experiments allow us to ascertain whether the small database contains enough images to characterize the performances of algorithms: if differences are obtained using a larger database, we should be concerned that there are not enough. The larger database comprises 191 images in 13 datasets (Table 10) , and it was used in exactly the same way as described in the previous section. In order to demonstrate an algorithm's behaviour for a particular transformation between image pairs, a summary of these results is presented in Table 15 . This table identifies performance differences more clearly than ROC or precision-recall curves and has the advantage of associating a statistical confidence with each comparison. The Z-scores and directions of the arrows show that SIFT's detector and descriptor are effective in identifying stable features under geometric transformations. The performance of SURF-128 closely follows that of SIFT but there is a significant difference between their performances, evident by Z-scores such as 3.42, 11.68 and 46.09 for zoomed images, zoomed-androtated images, and images with only rotation respectively. Table 16 gives a summarized characterization of the performances of all algorithms by collecting their scores from Table 15 . A comparison of the rankings produced for the large and small databases shows broadly similar characterization, because only SURF-64 and Haraff operators have changed their positions in the table. Of course, one needs to keep in mind the difference in the image transformation in both databases, which can be a critique to the comparison of these results as being unfair. To see a comparison between similar transformations, Table 17 presents a ranking of algorithms for those image datasets featuring both zoom and rotation. Again, the order of algorithms highlights the relative performance on different amount of data. Unfortunately none of the algorithms share similar positions in the tables. Interestingly, Heslap with GLOH is performing better when there are smaller numbers of image pairs, while Hesaff secured last position; this is not the case for the larger dataset. Having this level of dissimilarity in results suggests that the size of the database used has a significant effect on the ranking-and this means that existing evaluations based around the small database need to be treated with some caution.
To confirm these results are not an artefact of the use of McNemar's test, the same general procedure has also been carried out with ANOVA (Table 18) , and the mean performances of these operators can be compared by comparing the last block of Table 18 and first block of Table 14 . Both show different ranking of algorithms for the larger and smaller databases of images with same transformation zoom+rotation. For the large database SURF-128 is second best but for the small database its performance degrades and it is ranked fourth.
The Effect of Dataset Content
The use of different sample sizes for performance analysis revealed statistically significant performance differences of algorithms. However, it does not show whether these results will be different if the images are changed; in other words, does image content play a role in favour of any operator? To explore this effect, the larger datasets of images are divided into smaller subsets of fifteen image pairs each and McNemar's test and ANOVA have both been used to study the behaviour of the feature operators.
One needs to keep in mind that a different amount of transformation has applied to each image in a dataset; the images in the Mars, Monet and New York datasets are rotated at The result of each subset can be compared with the whole dataset result given at the bottom of each set in bold whole dataset (at the bottom of each set in highlighted and bold).
The results for the subsets from Laptop, Mars and Monet are consistent with the whole dataset, showing that the appropriate evaluation framework with sufficient dataset size can predict the behaviour of the algorithms. However, for the New York dataset, the better performing operator changes for different subsets. This appears to be principally because of the varying amounts of transformation alluded to above: the first subset contains images with less rotation, while the last subset has images with rotation up to 360 • . For these kind of data, the subset size needs to be large to accommodate the maximum variation in transformation.
ANOVA results for whole New York dataset, given in Table 21 , mostly agree with subsets results shown in Table 22 in showing statistically significant performance differences of feature operators (F >> F crit ) but do not yield similar rankings based on low means and variances. The major problem with ANOVA is that the data are required to be Normally distributed and the variances homogeneous; the data under analysis do not obey these rules and, even though they have been transformed by calculating its square root-the most effective of the standard transformations for these datathey do not fit a Normal distribution well. This transformation makes these rankings unreliable and so the rankings produced by McNemar's test are considered more trustworthy.
The underlying concept of the this study was to highlight the importance of the amount of data for comparison and an appropriate testing framework. Furthermore, the performance metrics discussed and critically analysed here are not specific to image matching problem but can be and have been used for comparing several other image processing algorithms. These include image stitching, tracking, navigation, augmented reality, visual SLAM and many more. Therefore, suggested evaluation framework and data centric rules can be easily applied to other domains where the analysis is done using a number of features, images, frames of a video, recognition of a number of objects or classification tasks etc. in order to provide a comprehensive benchmark.
Conclusions
Performance characterization is a sensitive problem and therefore needs to be dealt with carefully. Graphical methods for evaluation appear to be unreliable and sometimes misleading. The use of statistically reliable methods is more rigorous. To explore this, McNemar's test has been used to carry out a statistically valid examination of the performances of vision algorithms. It is also important to note that McNemar's test can be used to carry out tasks such as ranking algorithms based on their performance, in which case comparison between algorithms and ground truth has been established as being sufficient. As McNemar's test alone can be criticized because it involves assigning an arbitrary threshold for distinguish success from failure, a companion study using ANOVA has been carried out to see whether a similar characterization is obtained. Although the testing procedures for the tests are slightly different, the results are broadly similar.
Unlike previous studies, this research takes account of the size of the dataset used in making comparisons. Contrary to previous evaluation studies [40, 46] , in which overlapping precision-recall curves made it difficult to determine which algorithms outperformed others, the results presented here are not only statistically reliable but also clearly indicative of differences in the performances of algorithms for the same set of data. Table 17 reflects the changes in ranking when the evaluations were performed on datasets with different sample sizes. Therefore, one needs to be very careful in drawing conclusions when the amount of data is not sufficiently large.
The paper has attempted to establish some valuable rules of thumb regarding data size when evaluating the performances of vision algorithms. The homography testing framework proposed and used for the evaluation of feature operators should use a minimum of 700 points. Similarly, it has been established that 5 images pairs are not sufficient; at least 15 image pairs are needed for statistically valid results to be obtained.
Using these rules, a number of feature operators have been characterized based on their performances and the results are compared with the standard dataset of 5 to 10 image pairs widely used for this purpose. The results show that the SIFT detector and descriptor are more distinctive and robust for matching under different image transformations and give consistent performance regardless of the type of images. Conversely, the Harris-based detector combined with the GLOH descriptor (which is an extended form of SIFT descriptor) gives good performance only when there is a significant viewpoint change in images. It should therefore be most useful when used in conjunction with another reliable feature descriptor, such as SIFT or SURF.
