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1. INTRODUCTION
Let G be a multiplicative group of order v. A k-subset D of G is called a
(v, k, l)-difference set if for each nonidentity element g of G, the equation
di d
−1
j =g, di, dj ¥ D has exactly l solutions. The parameter n=k−l is
called the order of D. Using the notation of the group ring Z[G], D is a
(v, k, l)-difference set in G if and only if D=; d ¥ D d as an element of
Z[G] satisfies
DD(−1)=n·1G+lG,
where D (t)=; d ¥ D d t and G=; g ¥ G g. We say D is abelian (cyclic) if the
group is abelian (cyclic). For more about difference sets, we refer the
readers to [2–7].
Lots of papers have contributed to finding necessary conditions for the
existence of difference sets with certain parameters. Almost all of the
known results on this problem (most of them can be found in [5, 6]) are
based on some self-conjugacy assumption. (An integer m is said to be self-
conjugate modulo w if for each prime divisor p of m there exists a nonnega-
tive integer j such that p j — −1 (mod wp), where wp is the largest divisor of
w such that (wp, p)=1.) So it will be interesting to get necessary conditions
for the existence of difference sets without the self-conjugacy assumption.
Recently in [1, 8] and [10], some tools were developed separately to
deal with the cases where the self-conjugacy assumption does not hold.
Schmidt [10] also got some brilliant results on the nonexistence of cyclic
Hadamard difference sets. On the other hand, Arasu and Ma [1] inves-
tigated McFarland difference sets of order 81; Jia [3] considered the
(351, 126, 45)-difference sets. In both cases the self-conjugacy assumption
does not hold. In [4], we modified the basic lemma [1, Lemma 2] and got
a necessary condition for the existence of difference sets without a self-con-
jugate condition, but the result was only for the cases where n=p2r and p is
an odd prime. With a more detailed discussion, here we get a lemma that
generalizes Lemma 2 in [1] by removing the condition (p−1, w)=1,
which is much stronger than the result in [4]. Moreover, we generalize the
lemma to the case of p=2. As an application, we get an exponent bound
condition without a self-conjugacy assumption for the existence of differ-
ence sets, stated in the following theorem.
Theorem 1. Let G be a group of order v, and there is a normal subgroup
U of order u such that G/U 5 OaP×H, where o(a)=p t, p is a prime, H is
an abelian group, and |H|=w, (p, w)=1. If D is a (v, k, l)-difference set in
G, and n=pr, then:
(i) If p > 2 and r — 0 (mod 2), then
u2 ·w \ (s+1) p r−1,
where s=[2, p−1(w, p−1)].
(ii) If p > 2 and r — 1 (mod 2), then
u2 ·w \ p r−1.
(iii) If p=2, then:
u2 ·w \ p r−1.
Applying the theorem to known parameter families, we show that
Lander’s conjecture (If D is a (v, k, l)-difference set in abelian group G,
and p|(v, n), where p is a prime, then the Sylow p-subgroup of G cannot be
cyclic.) is true for the known difference set families except for Hadamard
difference sets.
As further applications of Theorem 1, we get more results on Lander’s
conjecture, which generalizes a known theorem on the conjecture.
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2. PRELIMINARIES
Throughout this paper, we use tw to denote the complex wth root of
unity e2pi/w; Q(tm) is the mth cyclotomic field. It is well known that the
algebraic integer ring of Q(tm) is Z[tm], and tm, t
2
m, · · · , t
f(m)
m is a basis of
Z[tm] over Z.
Let p=ef+1 be an odd prime, and e, f are integers. Let n be a primi-
tive root modulo p t; then sn : tpt W t
n
pt is a generater of Gal(Q(tpt)/Q). Let
Fix(sen)={a ¥ Q(tpt)|as
e
n=a} be the fixed field of sen; then Fix(s
e
n) is the
unique subfield of Q(tp), such that [Fix(s
e
n): Q]=e. Let S1=;f−1j=0 tn
ej
p ,
and Si=S
s
i−1
n
1 , i=1, 2, ..., e; then {Si}
e
i=1 is a basis of the algebraic integer
ring of Fix(sen) over Z. In [11], Si were called period sum.
Lemma 2.1. Let Si, i=1, · · · , e be the period sum defined above, then:
Dj :=C
e
i=1
SiSi+j=˛p−f if j=0
−f if j ] 0.
Here we reduce the subscripts modulo e.
Proof. Express ;ei=1 SiSi+j as the sum of ef2 terms, where each term is
a power of tp, so Dj can be viewed as a polynomial of tp.
On the other hand, let s be the generator of Gal(Q(tp)/Q) induced by
sn, then:
(Dj)s=1 Ce
i=1
Si Si+j 2s=Ce
i=1
Ssi S
s
i+j=C
e
i=1
Si+1 Si+j+1=Dj
So Dj is a rational integer. Since the minimal polynomial of tp is
1+x+· · ·+xp−1, we can assume that Dj=a+b;p−1l=1 t lp, a, b ¥ Z.
Count the number of terms on both sides of the equation, we have
ef2=a+b(p−1).
(a) If j=0, every Si Si in D0 generates f 1s, so a=ef. Thus
b=f−1 and then
D0=a−b=p−f.
(b) If j ] 0, then there is no 1 in the expression of SiSi+j, so a=0.
Thus b=f, and then
Dj=a−b=−f. L
We cite the following lemma from [1] without proof.
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Lemma 2.2 [1, Lemma 1]. Let G=OaP×H be an abelian group of
exponent v=uw where o(a)=u, exp(H)=w, and (w, u)=1. Suppose
y ¥ Z[G] and s ¥ Gal(Q(tv)/Q) such that
(i) q(y) q(y)=n for all characters q of G such that q(a)=tu, where
n is an integer relatively prime to w; and
(ii) s fixes every prime ideal divisor of nZ[tv],
If s(tv)=t
t
v, then
y (t)=±by+C
r
i=1
Oau/piP xi,
where b ¥ G, x1, x2, ..., xr ¥ Z[G] and p1, p2, ..., pr are all prime divisors of
u. Furthermore, if u is even, then the sign ± can be chosen arbitrarily.
3. MAIN RESULTS
In [1], some lemmas for the study of difference sets without self-
conjugacy were proved. In this paper, we will generalize [1, Lemma 2] by
removing the condition (p−1, w)=1; then we will prove part (i) and (ii) of
Theorem 1. The proof of the lemma is very similar to the proof of [1,
Lemma 2].
Lemma 3.1. Let G=OaP×H be an abelian group of order v, where v=
p t w, p is an odd prime, and (p, w)=1, o(a)=p t, |H|=w. Let r : Z[G]0
Z[tpt][H] be a homomorphism such that r(a)=tpt and r(h)=h, -h ¥H. If
y ¥ Z[G] satisfies that q(y) q(y)=pr for all q ¥ Gˆ satisfying q(ap
t−1
) ] 1,
then:
(i) If r — 0 (mod 2), then there exists b ¥H, o(b) | (p−1) such that
r(y)=1 Ce
i=1
Si b−i21 Ce
i=1
Ai b i2 tcpt, (1)
where e=o(b), Si, i=1, ..., e are period sums, Ai=; h ¥ R a ihh, R is a
complete coset representation system of ObP in H, a ih ¥ Z.
(ii) If r — 1 (mod 2), then there exists b ¥H, o(b) | (p−1) such that
r(y)=1 Ce
i=1
Si b i (−1) i21 Co(b)
i=1
Ai b i (−1) i2 tcpt, (2)
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where e=[2, o(b)], Si, i=1, ..., e are period sums, Ai=; h ¥ R a ihh, R is a
complete coset representation system of ObP in H, a ih ¥ Z.
Proof. Let m be a rational integer such that m — 1 (mod w) and
m — n (mod p t), where n is a primitive root modulo p t. Let s be the auto-
morphism of Q(tv) such that t
s
v=t
m
v .
Let k be a character of H. Since kr(y) kr(y)=pr and every prime ideal
of pZ[tv] is fixed by s, by Lemma 2.2, there exists b ¥H, s is a nonnega-
tive integer, and x0 ¥ Z[G], such that
y (m)=d(ba s) y+Oap
t−1
Px0,
where d=±1, so
r(y (m))=d ·b ·t spt ·r(y). (3)
Let y=; h ¥H yh · h, yh ¥ Z[OaP], then
y (m)=1 C
h ¥H
yh · h2 (m)= C
h ¥H
y (m)h · h
m= C
h ¥H
y (m)h · h.
Thus
r(y (m))=r 1 C
h ¥H
h ·y (m)h 2= C
h ¥H
h ·r(yh)s.
Let k0 be the principal character of H; by (3), we have:
k0r(y)s=k0r(y (m))=dt
s
ptk0r(y)
Since k0r(y) k0r(y)=pr and k0r(y) ¥ Z[tpt], so k0r(y)=E`pg r ·tcpt,
and k0r(y)s=E(−1) r`pg tcnpt=dt spt `pg r Etcpt, where pg=(−1) (p−1)/2 p,
E=±1.
Now consider x=r(y) t−cpt . Then
xs=(r(y) t−cpt )
s=(−1) r br(y) t−cpt=(−1)
rb · x.
Because x=xs
f(pt)
=bf(p
t)x and (p, w)=1, we have bp−1=1; thus
o(b) | (p−1).
Suppose x=; h ¥H ah h, ah ¥ Z[tpt].
(i) If r — 0 (mod 2), let e=o(b). Since ; h ¥H ash · h=xs=b · x=
; h ¥H ah · hb, then ash=ahb −1; thus
as
e
h =(ahb −1)
s
e−1
=·· ·=ahb −e=ah.
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Then ah ¥ Fix(se). As we have stated, we can assume that ah=;ei=1 a ihSi,
a ih ¥ Z and then ahbj=;ei=1 a ihSi− j.
Let R be a complete coset representation system of ObP in H. Then:
C
h ¥H
ah · h=C
h ¥ R
1 Ce
j=1
ahbj hb j2
=C
h ¥ R
1 Ce
j=1
C
e
i=1
a ihSi− j · hb
j2
=C
h ¥ R
5Ce
i=1
1a ih · hb i Ce
j=1
Si− jb j− i26
=5Ce
i=1
1 C
h ¥ R
a ih · h2 b i65Ce
j=1
Sjb−j6 .
Let Ai=; h ¥ R a ih · h. Then we complete the proof of (i).
(ii) If r — 1 (mod 2), then ; h ¥H ash · h=−; h ¥H ah · hb. So we have
ash=−ahb −1. Let e=[2, o(b)]; then:
as
e
h =(−ahb −1)
s
e−1
=·· ·=(−1)e ahb −e=ah.
Thus ah ¥ Fix(se). We can assume ah=;ei=1 a ihSi, and ahbj=;ei=1
(−1) j a ihSi− j.
Let R be a complete coset representation system of ObP in H. Then:
C
h ¥H
ah · h=C
h ¥ R
1 Co(b)
j=1
ahbj · hb j2
=C
h ¥ R
1 Co(b)
j=1
C
e
i=1
(−1) j a ihSi− j · hb
j2
=C
h ¥ R
5Ce
i=1
1a ih · hb i Co(b)
j=1
(−1) j Si− jb j− i26
When o(b) — 0 (mod 2), then e=o(b), and the proof is similar to (i).
When o(b) — 1 (mod 2), then e=2o(b). Since xs
o(b)
=(−x·b)s
o(b)−1
=·· ·
=−x, then as
o(b)
h =−ah, i.e., a
i
h=−a
i+o(b)
h , -i [ o(b).
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C
e
i=1
(a ih · hb
−i C
o(b)
j=1
(−1) j Si− jb j− i)
=C
o(b)
i=1
51a ih · hb−i Co(b)
j=1
(−1) j Si− jb j− i2
+1a i+o(b)h · hb−i−o(b) Co(b)
j=1
(−1) j Si+o(b)−jb j− i−o(b)26
=C
o(b)
i=1
51a ih · hb−i Co(b)
j=1
(−1) j Si− jb j− i2
+1 Co(b)
j=1
(−1) j+o(b) Si−o(b)−jb j+o(b)− i26
=1 Co(b)
i=1
a ihhb
−i21 Ce
j=1
(−1) j Si− j b j− i2
The following calculation is similar to the proof of (i). L
In the next lemma, we try to find more properties of Ai, i=1, ..., e and b.
Lemma 3.2. Following the notations in lemma 3.1, then the b, Ai,
i=1, ..., o(b) satisfy that:
(i) If r — 0 (mod 2), then
1 Co(b)
i=1
Ai b i21 Co(b)
i=1
Ai b i2 (−1)=pr−1(1+ObP), (4)
(ii) If r — 1 (mod 2) and o(b) — 1 (mod 2), then
1 Co(b)
i=1
(−1) i Ai b i21 Co(b)
i=1
(−1) i Ai b i2 (−1)=p r−1, (5)
(iii) If r — 1 (mod 2) and o(b) — 0 (mod 2), then
1 Co(b)
i=1
(−1) i Ai b i21 Co(b)
i=1
(−1) i Ai b i2 (−1)=pr−1(1+f·Ob2P−f·Ob2P b).
(6)
Proof. By the definition of r, we know that r(y) r(y) (−1)=pr.
(i) If r — 0 (mod 2).
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Since
1 Co(b)
i=1
Si b−i21 Co(b)
i=1
Sib−i2 (−1)=Co(b)
j=1
1 Co(b)
i=1
SiSi+j 2 b j
=p−f+ C
o(b)−1
j=1
(−f) b j=p−ObP
and in Q[H],
(p−f·ObP) 11
p
+
f
p
ObP2=1,
then
1 Co(b)
i=1
Ai b i21 Co(b)
i=1
Ai b i2 (−1)=pr 11p+1p ObP2=pr−1(1+f·ObP)
Equation (4) is proved.
(ii) and (iii) If r — 1 (mod 2).
1 Co(b)
i=1
Si b−i (−1) i21 Co(b)
i=1
Sib−i (−1) i2 (−1)
=C
o(b)
j=1
51 Co(b)
i=1
Si Si+j 2 (−1) jb−j6
=p−f C
o(b)
j=1
(−1) j b−j
=˛p−f·Ob2P+f·Ob2P b if 2 | o(b)
p if 2 h o(b)
When 2 | o(b),
(p−fOb2P+fOb2P b) 11
p
+
f
p
Ob2P−
f
p
Ob2P b2=1
Equations (5) and (6) are proved. L
Remark. When (p−1, v)=1, then b=1; the combination of Lemma 1
and 2 is the lemma of Arasu and Ma [1, Lemma 2].
Lemma 3.3. Following the notations of Lemma 3.1, if all the coefficients
a ih satisfy that |a
i
h | [M, then:
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(i) if r — 0 (mod 2), then:
M2 ·w \ p r−1(f+1)
(ii) if r — 1 (mod 2) and o(b) — 1 (mod 2), then
M2 ·w \ p r−1;
(iii) if r — 1 (mod 2) and o(b) — 0 (mod 2), then
M2 ·w \ p r−1(f+1).
Proof. If r — 0 (mod 2), by lemma 3.2,
1 Co(b)
i=1
Ai b i21 Co(b)
i=1
Ai b i2 (−1)=pr−1(1+fObP).
The left side equals ; i, j Ai ·b i A (−1)j ·b−j=; i Ai Ai (−1)+; i ] jAi A (−1)j b i− j.
Since Ai, Aj ¥ Z[R] and R is a complete coset representation system of
ObP in H, so we can not get 1 from AiA
(−1)
j b
i− j, i ] j. So 1 can only come
from AiA
(−1)
i .
Let li be the coefficient of 1 in AiA
(−1)
i ; then li=; h ¥H (a ih)2 [M2 we .
So
M2
w
e
· e \ C
e
i=1
li=pr−1(f+1).
We have proved (i).
The proof of (ii), (iii) is similar to that of (i). L
Note. In the above proof, we only use the fact that the coefficients of
identity in two sides are equal. When ObP is a direct sum factor of H, we
can choose R to be a subgroup of H, then express two sides of the identity
(4)–(6) according to b, and the coefficients of the same term should be
equal, and we can get more information about the parameters. For
example, even without the additional assumption about ObP, we can get
the following corollary.
Lemma 3.4. Following the notations of Lemma 3.1 and r — 0 (mod 2), if
2 | o(b), then 2 | f. In particular, we must have f \ 2.
Proof. By the lemma,
1 Co(b)
i=1
Ai b i21 Co(b)
i=1
Ai b i2 (−1)=pr−1(1+fObP).
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Now we calculate the coefficient of bo(b)/2 in the left side. Denote o(b)/2
by k, then express the left side as
C
i, j
Ai ·b i A
(−1)
j ·b
−j= C
i− j ] k
Ai Aj (−1)b i− j+ C
i− j=k
AiA
(−1)
j b
k
= C
i− j ] k
Ai Aj (−1)b i− j+C
k
i=1
[AiA
(−1)
i+k b
k+A(−1)i Ai+kb
k].
Since Ai, Aj ¥ Z[R] and R is a complete coset representation system of
ObP in H, we cannot get bk from AiA
(−1)
j b
i− j, i− j ] k, and the coefficients
of bk in AiA
(−1)
i+k b
k and A (−1)i Ai+kb
k are equal, so the coefficient of bk in the
left side is even. Therefore f is even.
Because ef=p−1 is even, so f must be even, and f \ 2. L
Now we can give the proof for Theorem 1.
Proof of (i) and (ii) of Theorem 1. Let f be the canonical homo-
morphism from G to G/U, and GŒ=OaP×H. Let y=f(D); then
yy(−1)=pr+ulGŒ
and the coefficients of y range from 0 to u. Let r be a homomorphism from
GŒ to Z[tpt][H] such that r(a)=tpt, r(h)=h, -h ¥H.
(i) If r — 0 (mod 2), by lemma 1, there exists b ¥H, o(b) | (p−1)
such that
r(y)=1 Ce
i=1
Si b i21 Ce
i=1
Ai b i2 tcpt,
where e=o(b), Si are period sums, Ai=; h ¥ R a ihh, R is a complete coset
representation system of ObP in H, a ih ¥ Z.
Let c=ap
a−1
; then ker(r)=OcP Z[GŒ]. Replacing tp in Si by c, we get a
preimage of Si under r; by abusing notation, we call it Si. Then
y=1 Ce
i=1
Si b i21 Ce
i=1
Ai b i2 ac+OcP x,
where x ¥ Z[GŒ].
We can rewrite x as x=; h ¥ RŒ xh · h, where RŒ is a complete coset repre-
sentation system of OcP in GŒ. Then the coefficients of OcP x are the coeffi-
cients of x. But for an element h with non-zero coefficient in x, there are p
elements {h, hc, ..., hcp−1} in OcP x, which have different c-components
and the same coefficients xh. But in (;ei=1 Si b i)(;ei=1 Ai b i) ac, the
a-component of the elements has ef=p−1 different possible values. So
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there exists at least one element in OcP h, it cannot be concealed by the
element in (;ei=1 Si b i)(;ei=1 Ai b i) ac, so xh appears in the coefficients of
y, since the coefficients of y range from 0 to u, so the coefficients of x
range from 0 to u too. Again because the coefficients of y range from 0 to
u, so the coefficients of (;ei=1 Si b i)(;ei=1 Ai b i) ac range from −u to u.
Now we will show that the coefficients of (;ei=1 Si b i)(;ei=1 Ai b i) ac are
the coefficients of Ai, i=1, ..., s. Note that
1 Ce
i=1
Si b i21 Ce
i=1
Ai b i2 ac=Ce
i=1
C
e
j=1
Sib i Aj b j.
Since R is a complete coset representation system of ObP in H, if there
exists an element in both Si b i Aj b j and Sn bn Am bm, then Si=Sn and
b i+j=bm+n; i.e., i=n, j=m. So the terms in the right side of the identity
are pairwisely disjoint, so the coefficients of Ai form the coefficients of
(;ei=1 Si b i)(;ei=1 Ai b i) ac.
Then the coefficients of Ai range from −u to u. By Lemma 3.3, we have:
u2 ·w \ p r−1(f+1).
Since f is a multiple of p−1(w, p−1) and f is even, then the inequality holds.
(ii) If r — 1 (mod 2), then v is odd and hence o(b) — 1 (mod 2). By a
similar argument, we can get:
u2 ·w \ p r−1. L
The next lemma will generalize [1, Lemma 2] to the case of p=2.
Lemma 3.5. Let G=OaP×H be an abelian group of order v, where
o(a)=2 t, |H|=w, and (w, 2)=1. If y ¥ Z[G], such that q(y) q(y)=22r,
for any character q ¥ Gˆ, then
y=acx0+Oa2
t−1
P x1,
where x1 ¥ Z[G], x0 ¥ Z[H], and x0x (−1)0 =22r.
Proof. Let r : Z[G]0 Z[t2t][H] be a homomorphism such that
r(a)=t2t and r(h)=h for any h ¥H. Denote yŒ=r(y) ¥ Z[t2t][H].
Let f0 be the principal character of H, define q to be a character of G
such that q(a)=t2t, q(h)=1. Then q(y)=f0(yŒ) and q(y) q(y)=22r. So:
f0(yŒ) f0(yŒ)=22r, f0(yŒ) ¥ Z[t2t.
Then f0(yŒ)=2r tc2t. Let x0=yŒt−c2t=; h ¥H ah h, ah ¥ Z[t2t].
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Let n be an odd integer. Consider s ¥ Gal(Q(tv)/Q) such that tsw=tw,
ts2t=t
n
2t. By Lemma 2.2, there exists b ¥H and b ¥ Z such that:
yŒs=btb2tyŒ.
Since yŒ=yŒsf(2
t)
=(−1)bbf(2
t)yŒ=b2t−1 · yŒ, and (o(b), 2))=1, then
b=1. Thus
yŒs=tb2tyŒ. (7)
Applying f0 on (7), we get f0(yŒ)s=tb2t ·f0(yŒ); i.e.,
2 r · (tc2t)
s=(2r ·tc2t)
s=tb2t · 2
r ·tc2t.
Then:
xs0=yŒs (t−c2t )s=tb2tyŒ ·tb2t ·tc2t=yŒt−c2t=x0.
So asnh =ah, -h ¥H, where sn ¥ Gal(Q(t2t)/Q) such that tsn2t=tn2t. Since
when n runs over odd integers less than 2 t, sn runs over Gal(Q(t2t)/Q), we
have that ah are integers and x0 ¥ Z[H].
Since Ker(r)=Oa2
t−1
P ·Z[G], there exists x1 ¥ G such that
y=ac x0+Oa2
t−1
P x1.
For any character f of H, let q be the extension of f on G such that
q(a)=t2r. Then f(x0)=q(y) and q(y) q(y)=22r. So for any character f
of H,
f(x0x
(−1)
0 )=f(x0) f(x0)=2
2r;
then
x0x
(−1)
0 =2
2r. L
Using Lemma 3.5, the proof of part (iii) of Theorem 1 is almost the same
as the proof of parts (i) and (ii), and we omit it.
Applying Theorem 1 to McFarland difference sets, Spence difference
sets, Chen difference sets, and Davis–Jedwab difference sets, we get a
bound of the exponent of the Sylow p-subgroup of the groups. Particularly,
we can know that the Sylow p-subgroups cannot be cyclic; that is to say,
Lander’s conjecture is true for these four difference set families.
Corollary 3.6. If there is a McFarland difference set with v=qd+1(1+
(qd+1−1)/(q−1)) and n=q2d in G, where q=pr and p is an odd prime, then
the exponent of the Sylow p-subgroup of G is at most qp[(dr+1)/2].
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Corollary 3.7. If there is a Spence difference set with v=3d+1((3d+1
−1)/2) and n=32d in G, then the exponent of the Sylow p-subgroup of G is
at most 3[(d+2)/2].
Corollary 3.8. If there is a Chen difference set with v=4q2t((q2t−1)/
(q2−1)) and n=q4t−2 in G, where q=pr, p=3, or q=p2r, p > 3 is an odd
prime, then the exponent of the Sylow p-subgroup of G is at most pq t.
Corollary 3.9. If there is a Davis–Jedwab difference set with
v=22d+4((22d+2−1)/3) and n=24d+2 in G, then the exponent of the Sylow
p-subgroup of G is at most 2d+3.
Remark. When d is odd in Spence difference sets (r is even in Chen
family, resp.), since 3 is self-conjugate modulo 3 (d+1)/2+1(p is self-conju-
gate modulo q t+1, resp.), by [7, Theorem 4.33], a slightly better bound
can be obtained. Moreover, by [7, Theorem 4.33], a better bound for the
Davis–Jedwab family (2d+2 when d is odd) can be obtained. But for the
other cases, [7, Theorem 4.33] is no longer valid; few results have been
given for these cases.
Corollary 3.10. Lander’s conjecture is true for McFarland difference
sets, Spence difference sets, Davis–Jedwab difference sets, and Chen differ-
ence sets.
4. MORE ON LANDER’S CONJECTURE
In this section, we dig out more applications of the bound result: we will
partly generalize the following theorem on Lander’s conjecture.
Theorem (Lander [7], Turyn [9]). Let G be an abelian group and D be
a (v, k, l)-difference set in G, 2 | (v, n). If there exists a positive integer i such
that 22i || n and 2 i || k, then the Sylow 2-subgroup cannot be cyclic.
We will generalize the theorem to cases where p is an odd integer, and
n=p2K. First we show that if such a difference set exists, we can restrict its
parameters in a very small range.
Lemma 4.1. Let D be an abelian (v, k, l)-difference set in G with
k [ v/2, and n=p2K, where p is an odd prime, p | v, and the Sylow
p-subgroup is cyclic. If pK || k, then
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v=2p2K+pK 1p2K+lŒ2−1
lŒ
2
k=p2K+lŒpK
l=lŒpK
n=p2K,
where 2 < lŒ < p−2.
Proof. Assume v=pV vŒ, l=lŒpM. The basic relation between
(v, k, l, n) is
l(v−1)=k(k−1) (8)
Since p | (v, k), we know M=K. Then the parameters can be represented
by lŒ as in the conclusion. We only need to prove that 2 < lŒ < p−2.
By rewriting (8) as lv=k2−n, we have V \K, and
v=
k2−n
l
=
k2−n
k−n
=k+n+
n2−n
k−n
.
By Theorem 1 (i),
vŒ \ 3 ·p2K−1.
So
k+n+
n2−n
k−n
=vŒ · pV \ 2 ·p2K−1 · pV \ 3 ·p3K−1.
Since k [ v/2, by (8) we have k [ 2n. So:
2n+n+
n2−n
lŒ · pK \ 3 ·p
3K−1.
Then:
lŒ [ p−1.
When lŒ=1, v=2p2K+p3K, so vŒ=pK+2. But Theorem 1 (i) states that
vŒ \ 3p2K−1, a contradiction! So lŒ ] 1.
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When lŒ=p−1, since p | ((p2K+(p−1)2−1)/p−1),
vŒ [ 2pk−1+p
2K+(p−1)2−1
(p−1) p
,
which contradicts with vŒ \ 3 ·p2K−1. So lŒ ] p−1.
So we proved 2 [ lŒ [ p−2. L
Consider an abelian (v, k, l, n)-difference set D in group G, with n=p2K
and pK || k. If k \ v/2, let D¯ be the complementary set of D; then D¯ is a
difference set with parameters (v, v−k, v−2k+l), and has the same order
n as D. By rewiting (8) as n(v−1)=k(v−k), it is easy to know pK || (v−k).
Thus without loss of generalization, we always assume k [ v/2 in the
following discussion.
Theorem 4.2. Let D be an abelian (v, k, l)-difference set with n=p2K,
where p is an odd prime, and pK || k. Then:
(i) If p=3, 5 or 7, then the Sylow p-subgroup cannot be cyclic.
(ii) If p=11, then the Sylow p-subgroup cannot be cyclic unless
l=3·11K.
Proof. If the Sylow p-subgroup is cyclic, then by Lemma 4.1, l=lŒ · pK,
and 2 [ lŒ [ p−2. So the proof for case p=3 is trivial, no such lŒ exists.
The proofs for the other cases are based on a case-by-case discussion,
with almost the same method. We show the dicussion for one case (with
p=11, lŒ=5) and omit the others.
When p=11 and lŒ=5, we have:
v=11K12 · 11K+112K+52−1
5
2 .
By Theorem 1 (i),
2 · 11K+
112K+52−1
5
\ 3 · 112K−1.
SoK=1, andD is a (11 · 51, 176, 55)-difference set. But 118 — −1 (mod 17),
i.e., 11 is self-conjugate modulo 17; by [7, Theorem 4.33], the difference set
does not exist. A contradiction L
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Note added in proof. Some results in this paper were also discovered by other people
independently:
(1) Lemma 3.5 is contained in Ali Nabavi’s Ph.D. thesis entilted ‘‘On the Spectrum of
Orders of Circulant Weighing Matrices of Weight 16.’’ Ma has also obtained this result in his
work on circulant weighing matrices of weight 2 t.
(2) Corrollary 3.10 is also proved by Schmidt [2, Theorem 16.16 in Chap. VI], except
for McFarland difference sets with dr=1. He also got some results on Lander’s conjecture for
Hadamard difference sets.
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