Maass-Jacobi Poincar\'e series and Mathieu Moonshine by Bringmann, Kathrin et al.
ar
X
iv
:1
40
9.
41
24
v6
  [
ma
th.
NT
]  
18
 A
ug
 20
15
MAASS-JACOBI POINCARE´ SERIES AND MATHIEU MOONSHINE
KATHRIN BRINGMANN, JOHN DUNCAN, AND LARRY ROLEN
Abstract. Mathieu moonshine attaches a weak Jacobi form of weight zero and index one to
each conjugacy class of the largest sporadic simple group of Mathieu. We introduce a mod-
ification of this assignment, whereby weak Jacobi forms are replaced by semi-holomorphic
Maass-Jacobi forms of weight one and index two. We prove the convergence of some Maass-
Jacobi Poincare´ series of weight one, and then use these to characterize the semi-holomorphic
Maass-Jacobi forms arising from the largest Mathieu group.
1. Introduction and statement of results
The Mathieu groups were discovered by Mathieu over 150 years ago [46, 47]. Today, we
recognize them as five of the 26 sporadic simple groups, serving as the exceptions to the
general rule that most finite simple groups, namely the non-sporadic ones, are either cyclic
of prime order, alternating of degree five or more, or finite of Lie type. This is the content
of the classification of finite simple groups [1]. The largest Mathieu group, denoted M24,
may be characterized as the unique (up to isomorphism) proper subgroup of the alternating
group of degree 24 that acts quintuply transitively on 24 points [20]. The stabilizer of a
point in M24 is the sporadic Mathieu group M23.
In 1988, Mukai established a surprising role for M23 in geometry by showing that it con-
trols, in a certain sense, the finite automorphisms of certain complex manifolds of dimension
two. More precisely, he proved [49] that any finite group of symplectic automorphisms of a
complex K3 surface is isomorphic to a subgroup of M23 that has five orbits in the natural
permutation representation on 24 points. Furthermore, any such subgroup may be realized
via symplectic automorphisms of some complex K3 surface. For certain purposes, such as in
mathematical physics, K3 surfaces serve as higher dimensional analogues of elliptic curves.
For example, they are well-adapted to the constructions of string theory (see e.g. [2]). All
complex K3 surfaces have the same diffeomorphism type, so we may consider one example,
such as the Fermat quartic {X41+X42+X43+X44 = 0} ⊂ P3, and regard the general K3 surface
Date: May 19, 2018.
2010 Mathematics Subject Classification. 11F20,11F22,11F37,11F50,20C34,20C35.
Key words and phrases. Jacobi form; Maass form; Mathieu group; Mathieu moonshine.
The research of the first author was supported by the Alfried Krupp Prize for Young University Teachers
of the Krupp foundation and the research leading to these results has received funding from the European
Research Council under the European Union’s Seventh Framework Programme (FP/2007-2013) / ERC Grant
agreement n. 335220 - AQSER. The research of the second author was supported in part by the Simons
Foundation (#316779) and the U.S. National Science Foundation (DMS 1203162). The third author thanks
the University of Cologne and the DFG for their generous support via the University of Cologne postdoc
grant DFG Grant D-72133-G-403-151001011, funded under the Institutional Strategy of the University of
Cologne within the German Excellence Initiative.
1
2 KATHRIN BRINGMANN, JOHN DUNCAN, AND LARRY ROLEN
as a choice of complex structure on its underlying real manifold. Any K3 surface admits a
non-vanishing holomorphic two-form, unique up to scale, and an automorphism that acts
trivially on this two-form is called symplectic. We refer to [3, 4] for more background on K3
surfaces.
In 2010, Eguchi, Ooguri, and Tachikawa made a stunning observation [27] that relates the
largest Mathieu group M24 to K3 surfaces. To describe this, let Z(τ ; z) be the unique weak
Jacobi form of weight zero and index one satisfying Z(τ ; 0) = 24. It can be shown that Z
may be written in the form (throughout q := e2πiτ )
Z(τ ; z) = 24A(τ ; z)θ1(τ ; z)
2
η(τ)3
+ A(q)q−
1
8
θ1(τ ; z)
2
η(τ)3
(1.1)
for some series A(q) =
∑
n≥0Anq
n ∈ Z[[q]], where θ1 is the usual Jacobi theta function
θ1(τ ; z) := i
∑
n∈Z
(−1)nζ(n+ 12)q 12(n+ 12)
2
,
η denotes the Dedekind eta function, η(τ) := q1/24
∏
n≥1(1− qn), and A is the Lerch sum
A(τ ; z) := iζ
1
2
θ1(τ ; z)
∑
n∈Z
(−1)n q
n(n+1)
2 ζn
1− ζqn , (1.2)
where ζ := e2πiz throughout. Note that A(τ ; z) is, up to a scalar multiple, the specialization
µ(z, z; τ) where µ denotes the Zwegers µ-function [66]. The authors of [27] noticed that each
of the first five terms
A1 = 90, A2 = 462, A3 = 1540, A4 = 4554, A5 = 11592, (1.3)
of A is twice the dimension of an irreducible representation of M24. The terms A6 and
A7 admit simple expressions as positive integer combinations of dimensions of irreducible
representations ofM24. Note that A0 = −2, which we may regard as −2 times the dimension
of the trivial irreducible representation.
The functions above are motivated on physical grounds. For example, the weak Jacobi
form Z is the elliptic genus1 of a K3 surface. As a consequence of what Witten has explained
in [41], reformulating elliptic genera in terms of supersymmetric non-linear sigma models,
we know that Z can be expressed as a linear combination of characters of unitary irreducible
representations of the small N = 4 super conformal algebra at c = 6 [29], and these char-
acters are given by Aθ21η−3 and qn−1/8θ21η−3 in [30]; see also [25]. Thus, in physical terms,
the numbers An encode (virtual) multiplicities of irreducible representations of the N = 4
algebra, arising from its action on some Hilbert space.
This connection between (1.3) and M24 may be compared to the observations of McKay
and Thompson [63], which initiated the investigations of Conway and Norton [18], and
the subsequent development2 of monstrous moonshine. If J(τ) denotes the unique weakly
1See [50, 51] for background on elliptic genera. An explicit computation of the K3 elliptic genus first
appeared in [28].
2One may argue that the initiation of monstrous moonshine occurred earlier with Ogg’s observation [52]
that the primes p dividing the order of the monster are precisely those for which the normalizer of Γ0(p) in
SL2(R) defines a genus zero quotient of the upper-half plane.
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holomorphic modular form of weight zero such that J(τ) = q−1 +O(q), then
J(τ) = q−1 + 194884q + 21493760q2 + · · · ,
and we have 196884 = 1 + 196883 and 21493760 = 1 + 196883 + 21296876, where the right-
hand sides are sums of dimensions of irreducible representations of the monster. For an
analogy that is somewhat closer, we may replace J with the weight 1/2 modular form ηJ .
Upon expanding η(τ)J(τ) = q1/24
∑
n≥−1 anq
n, we find
a1 = 196883, a2 = 21296876, a3 = 842609326, a4 = 19360062527, (1.4)
all of which are degrees of irreducible representations of the monster [19]. Note that the
zeroth term is a0 = −1, which we may regard as −1 times the dimension of the trivial
representation.
From a purely number theoretic point of view, ηJ may be characterized as the unique
weakly holomorphic modular form of weight 1/2 with multiplier system coinciding with
that of η, and satisfying η(τ)J(τ) = q−23/24 − q1/24 + O(q) as τ → i∞. It is natural to
ask if there is a similar description of A. As one might guess from the formula (1.1), it is
better for modular properties3 to consider H(τ) = q−1/8A(q). Indeed, this function H is
beautifully characterized4 as the unique mock modular form of weight 1/2 with multiplier
system coinciding with that of η−3 satisfying H(τ) = q−1/8+O(q) as τ → i∞. We also have
the elegant expression [25]
H(τ) = −8 (A (τ ; 1
2
)
+A (τ ; τ
2
)
+A (τ ; 1+τ
2
))
(1.5)
in terms of the Lerch sum A of (1.2). See (6.1) for an alternative formula for H , which is
well-adapted to the computation of its coefficients.
Here we have used the term mock modular form, which refers to a holomorphic function
on the upper-half plane whose failure to transform as a modular form is encoded by suitable
integrals of an auxiliary function, called the shadow of the mock modular form. The notion
arose quite recently from the foundational work of Zwegers [66] and Bruinier and Funke [6],
with important further developments supplied by the first author and Ono [8] and Zagier
[65]. In this work, we regard mock modular forms as an aspect of the theory of modular
invariant (non-holomorphic) harmonic functions on the upper-half plane, by defining them
(see §2.2) as the holomorphic parts of harmonic weak Maass forms. The works [21, 53, 65]
provide nice introductions to the theory, with [21] including a discussion of the particular
example H .
We have seen evidence that both the monster group and the Mathieu group M24 enjoy
special, if not mysterious, relationships to (mock) modular forms of weight 1/2. Alterna-
tively, the weak Jacobi form Z of (1.1) may serve for M24 as an analogue of the elliptic
modular invariant J . Reformulations such as this have an algebraic significance, for the
appearance of dimensions of irreducible representations in (1.3) and (1.4) suggests the exis-
tence of graded vector spaces with module structures for the corresponding groups. In the
3Motivated by sigma model elliptic genera, Eguchi and Hikami [24] described the modular properties of
H . Interestingly, the function H appeared earlier in the number theory literature, as one of the examples at
the end of [54].
4The characterization given here is not hard to prove. We refer the reader to [15] for a detailed argument.
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case of the monster, this is a pioneering conjecture of Thompson [63]. The construction of
such a module is an important step in explaining the original observations, and of course,
this construction problem changes depending on which function one considers. For example,
the problem varies if one studies J instead of ηJ or Z instead of H .
For monstrous moonshine, the existence of a (possibly virtual) monster module with the
desired properties was proven by Atkin, Fong, and Smith [62], although they did not provide
an explicit construction. A monster module V ♮ with rich algebraic structure was constructed
concretely by Frenkel, Lepowsky, and Meurman [32, 33, 34]. Soon after this Borcherds
introduced the notion of a vertex algebra [7] and demonstrated that V ♮ is an example.
Frenkel, Lepowsky, and Meurman then established the conjecture of Thompson in a strong
sense, by showing that the monster is precisely the group of vertex algebra automorphisms of
V ♮ that preserve a certain distinguished vector, called the Virasoro element. This Virasoro
element endows V ♮ with a module structure for the Virasoro algebra, being the universal
central extension of the Lie algebra of polynomial vector fields on the circle S1. The existence
of this structure indicates the relevance of V ♮ to mathematical physics and to conformal field
theory in particular. We refer the reader to [35] for more on the role of vertex algebras in
conformal field theory.
For the Mathieu group, Gannon [38] has proven the existence of an M24-module K =⊕
n>0Kn−1/8 such that H(τ) = −2q−1/8+
∑
n>0 dimKnq
n−1/8. Moreover, if we define Hg(τ)
for g ∈M24 by setting
Hg(τ) := −2q− 18 +
∑
n>0
(trK
n−18
g)qn−
1
8 , (1.6)
then the functions Hg, which are the M24 twinings of H , are mock modular forms of weight
1/2 for certain subgroups of SL2(Z) and coincide precisely with the predictions of [13, 26, 36,
37]. We define the function Hg in a more explicit fashion in §6. Now consider the functions
Zg(τ ; z), defined by setting
Zg(τ ; z) := χ(g)A(τ ; z)θ1(τ ; z)
2
η(τ)3
+Hg(τ)
θ1(τ ; z)
2
η(τ)3
, (1.7)
where χ(g) is the number of fixed points of g in the defining permutation representation.
Then the functions Zg are weak Jacobi forms of weight zero and index one for (the same)
certain subgroups of SL2(Z) [14]. Despite this progress, the M24-module K has not been
constructed explicitly. For this reason, it is important to consider alternative formulations
of the Mathieu moonshine observation (1.3).
In this article, we consider such an alternative formulation, whereby the weak Jacobi forms
Zg are replaced by semi-holomorphic Maass-Jacobi forms φg of weight one and index two.
Before stating our main result, we recall that Maass-Jacobi forms were introduced in [10]
and studied further in [11]. We give the precise definition in §2, and invite the reader to
regard semi-holomorphic Maass-Jacobi forms as related to the usual Jacobi forms, in much
the same way that harmonic weak Maass forms are related to modular forms. We refer to
§2 also for the notion of principal parts and to §6 for the definition of the φg, for g ∈ M24.
To state our characterization, we require the theta function ϑ
(1)
1,2(τ ; z) (see §4), defined by
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setting
ϑ
(1)
1,2 (τ ; z) :=
∑
λ∈Z
q2λ
2
ζ4λ
(
ζqλ − ζ−1q−λ) .
Our main result is the following characterization theorem.
Theorem 1.1. Suppose that φ is a semi-holomorphic Maass-Jacobi form of weight one and
index two with the same level and multiplier system as φg for some g ∈M24. If the principal
part of φ at the infinite cusp is 2ϑ
(1)
1,2 and if the principal parts at non-infinite cusps vanish,
then φ = φg.
Theorem 1.1 is a strong motivation for a closer consideration of the functions φg and their
relationship to M24, since it implies that the functions φg may be constructed in a uniform
manner as the Maass-Jacobi Poincare´ series attached to certain easily described multiplier
systems on certain subgroups of the modular group. See Corollary 6.2 for a precisely formu-
lated result. From this point of view, our characterization of the φg may be regarded as an
analogue of the main result of [15], which gives a uniform construction of the mock modular
forms via Rademacher sums. Note that no such construction or characterization holds for
the weak Jacobi forms Zg, since they generally have non-vanishing principal parts at cusps
other than the infinite one. See §6 for more on this point.
Rademacher sums, a kind of regularized Poincare´ series, play a directly analogous role in
other moonshine phenomena as well. For the case of monstrous moonshine, it was proven in
[23] that the monstrous McKay-Thompson series
Tm(τ) := q
−1 +
∑
n>0
(
trV ♮nm
)
qn,
obtained by taking the graded trace associated to the action of an element m of the monster
group on the monster module V ♮ =
⊕
n V
♮
n , is also a Rademacher sum for every m in the
monster, of a very similar kind to that first considered by Rademacher [55] in 1939.
Umbral moonshine is an extension of the observations recalled here, relatingM24 to certain
mock modular forms. Specifically, it is a family of 23 analogous correspondences indexed by
the root systems of the even unimodular positive-definite lattices of rank 24. In this setting,
the case of M24 corresponds to 24 copies of the A1 root system. One of the main conjectures
of umbral moonshine [16, 17], still outstanding except for the case of M24, is that the mock
modular forms arising may all be constructed in a uniform manner via Rademacher sums
or regularized Poincare´ series of a suitable kind. Thus Rademacher sums for the Tm and Hg
and Maass-Jacobi Poincare´ series for the φg allow us to write down uniform constructions
of all these functions and conjecturally all the functions of umbral moonshine may also be
obtained in this way.
In [23], the identification of the Tm as Rademacher sums has been used to formulate
conjectures relating monstrous moonshine to three-dimensional quantum gravity, following
earlier work [22, 42, 43, 44, 45, 48, 64] in the physics literature. Theorem 1.1 and the
main result of [15] indicate that quantum gravity may, ultimately, also play an important
role in explicating the physical origins of Mathieu moonshine, and umbral moonshine more
generally, assuming the conjectural construction of the umbral moonshine mock modular
forms as Rademacher sums.
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As we have mentioned, there is as yet no known construction of the M24-module K in
(1.6). In particular, a physical interpretation of the coefficients of H = He, in which the role
of M24 is manifest, is still lacking. The same is true for the semi-holomorphic Maass-Jacobi
form φe attached to the identity element ofM24, but we note the recent work [40] which gives
a physical interpretation of the closely-related function 1
2πi
∂
∂z
φe(τ ; z)
∣∣
z=0
. It would be very
interesting, especially given our construction of the φg as Poincare´ series and the significance
of Poincare´ series in quantum gravity, to see what modification of the methods of [40] might
furnish a physical interpretation of the functions φg.
We have discussed the analogy between Theorem 1.1 and the main result of [15]. It is
worth noting that, on a technical level, our approach enjoys an advantage over that utilized
in [15], for the Maass-Jacobi theory employed here allows us to avoid much of the case-by-
case analysis that was necessary there. Consequently, our treatment is significantly shorter.
For this reason, it is an interesting problem to extend the methods here to the analogues of
the mock modular forms Hg that appear in the remaining 22 cases of umbral moonshine.
The approach we pursue offers a promising path to establishing other cases of the main
conjecture of umbral moonshine: that the mock modular forms arising may be constructed
uniformly as Rademacher sums or regularized Poincare´ series. In the course of our work,
we further develop the theory of Maass–Jacobi forms initiated in [10, 11], by considering
subgroups of the modular group, certain multiplier systems, and larger ranges of weights.
In particular, we establish larger regions of convergence for certain Maass–Jacobi Poincare´
series.
The paper is organized as follows. In §2 we recall the definitions of Jacobi forms, skew-
holomorphic Jacobi forms, Maass-Jacobi forms, and mock modular forms, and explain the
relationships between these objects. In §4 we generalize the construction of Poincare´ series
by Richter and the first author [10, 11] to include higher level, multipliers, and an extended
range of weights. Part of the analysis in §4 requires some facts about Gauss sums, which
we recall in §3. In §5, we generalize a useful pairing of Richter and the first author [10] to
prove that the Maass-Jacobi forms we are interested in are determined by their principal
parts. Finally, in §6, we define and characterize the semi-holomorphic Maass-Jacobi forms
φg attached to the Mathieu group M24 and identify them as Maass-Jacobi Poincare´ series.
We conclude with the proof of Theorem 1.1 and discuss its physical significance and analogy
to the weak Jacobi form case. We note that the main difficulty lies in proving convergence
of the Fourier expansions of these Poincare´ series, which requires a subtle analysis.
Acknowledgements
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2. Jacobi forms, skew-holomorphic Jacobi forms, Maass-Jacobi forms, and
mock modular forms
In this section, we recall basic facts about Jacobi forms, Maass-Jacobi forms, and mock
modular forms.
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2.1. Jacobi forms and skew-holomorphic Jacobi forms. To give the relevant defini-
tions, we require some notation. Let ΓJ := SL2(Z)⋉Z
2 be the Jacobi group and for N ∈ N,
let ΓJ0 (N) := Γ0(N)⋉ Z
2 ⊆ ΓJ . Recall that ΓJ acts naturally on H× C via
A(τ ; z) :=
(
aτ + b
cτ + d
;
z + λτ + µ
cτ + d
)
for A = [( a bc d ) , (λ, µ)] ∈ ΓJ , where H := {τ ∈ C : Im(τ) > 0}. For k,m ∈ Z, let
jk,m(A, (τ ; z)) := (cτ + d)
−k e
2πim
(
− c(z+λτ+µ)2
cτ+d
+λ2τ+2λz
)
,
jskk,m(A, (τ ; z)) := (cτ + d)
1−k |cτ + d|−1 e2πim
(
− c(z+λτ+µ)2
cτ+d
+λ2τ+2λz
)
.
We use these to define a weight k and index m action of ΓJ on smooth functions
φ : H× C→ C by setting for A ∈ ΓJ
φ|k,mA(τ ; z) := jk,m(A, (τ ; z))φ(A(τ ; z)).
The action φ|skk,mA is given similarly but with jskk,m in place of jk,m.
Next recall that a multiplier system of weight k and index m for ΓJ0 (N) is a function
σ : ΓJ0 (N)→ C such that for A,B ∈ ΓJ0 (N)
σ(AB)jk,m(AB, (τ ; z)) = σ(A)σ(B)jk,m(A,B(τ ; z))jk,m(B, (τ ; z)).
A skew-multiplier system for ΓJ0 (N) is defined similarly but with j
sk
k,m in place of jk,m. Given
a multiplier system σ of weight k and index m for ΓJ0 (N) let for A ∈ ΓJ0 (N)
φ|σ,k,mA := σ(A)φ|k,mA, (2.1)
and define φ|skσ,k,mA similarly when σ is a skew-multiplier system. Note that a more common
convention is to define multipliers so that σ−1 appears in (2.1). Set Q̂ := Q ∪ {∞} and
call the orbits of Q̂ under the action Γ0(N) the cusps of Γ0(N). Observe that if σ0 is a
multiplier system of weight k and index m for ΓJ0 (N) and if ρ : Γ
J
0 (N)→ C× is a morphism
from ΓJ0 (N) to the multiplicative group of C, then the product A 7→ σ(A) = ρ(A)σ0(A) is
also a multiplier system of weight k and index m for ΓJ0 (N). In this article we are concerned
exclusively with the case that σ0 is trivial and ρ : Γ
J
0 (N) → C× takes the form ρ = ρN |h for
some h ∈ Z, where
ρN |h (( a bc d ) , (λ, µ)) := e
− 2πicd
Nh . (2.2)
Note that (2.2) defines a morphism ΓJ0 (N)→ C× with kernel ΓJ0 (Nh) if h|(24, N).
We need the following generalization of holomorphic Jacobi forms, which allows poles at
the cusps.
Definition. A weakly holomorphic Jacobi form of weight k and index m for ΓJ0 (N) with
multiplier σ is a holomorphic function φ : H×C→ C such that the following conditions are
satisfied:
(i) We have φ|σ,k,mA = φ for all A ∈ ΓJ0 (N).
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(ii) For any cusp α ∈ Γ0(N)\Q̂ and any γ ∈ SL2(Z) with γ∞ ∈ α, the function
φ|k,m[γ, (0, 0)] admits a Fourier expansion
φ|k,m [γ, (0, 0)] (τ ; z) =
∑
n,r∈Z
4mn
w
−r2≫−∞
cφ,α (n, r) q
n
w ζr
where w is the width of α.
The coefficients cφ,α (n, r) depend upon the choice of γ, but only up to roots of unity. If
cφ,α (n, r) = 0 for n < 0, for every cusp α, then φ is called a weak Jacobi form. If cφ,α (n, r) = 0
whenever r2 − 4mn/w > 0 for every cusp α, then φ is called a holomorphic Jacobi form. If
cφ,α(n, r) = 0 whenever r
2 − 4mn/w ≥ 0 for every cusp α, then φ is called a Jacobi cusp
form. We denote the spaces of weakly holomorphic Jacobi forms, holomorphic Jacobi forms,
Jacobi cusp forms, each of weight k and index m for ΓJ0 (N) with multiplier σ, by J
!
σ,k,m(N),
Jσ,k,m(N), and J
cusp
σ,k,m(N), respectively.
The notion of weakly skew-holomorphic Jacobi forms for ΓJ0 (N) with multiplier σ is for-
mulated similarly except that we require the Fourier expansion at any cusp α ∈ Γ0(N)\Q̂ to
take the form
φ|skk,m [γ, (0, 0)] (τ ; z) =
∑
n,r∈Z
r2− 4mn
w
≫−∞
cφ,α (n, r) e
−πv
m (r2− 4mnw )q
n
w ζr, (2.3)
where throughout we write τ = u + iv. If the summation in (2.3) can be restricted to
r2−4mn/w ≥ 0 for every α, then φ is called a skew-holomorphic Jacobi form for ΓJ0 (N) and
a cusp form in case cφ,α(n, r) = 0 whenever r
2 − 4mn/w ≤ 0 for every cusp α.
We denote the spaces of weakly skew-holomorphic Jacobi forms, skew-holomorphic Jacobi
forms, and skew-holomorphic Jacobi cusp forms, each of weight k and index m for ΓJ0 (N)
with multiplier σ, by Jsk!σ,k,m(N), J
sk
σ,k,m(N), and J
sk, cusp
σ,k,m (N), respectively.
2.2. Maass Forms and Mock Modular Forms. Maass forms were introduced by Maass
and generalized by Bruinier and Funke in [6] to allow growth at the cusps. Following their
work, we define a harmonic (weak) Maass form of weight k ∈ 1
2
Z for a congruence subgroup
Γ as follows. We first recall the usual weight k hyperbolic Laplacian operator given by
∆k := −v2
(
∂2
∂u2
+
∂2
∂v2
)
− ikv
(
∂
∂u
+
∂
∂v
)
.
For half-integral k, we require that Γ has level divisible by four. In this case, we also define
εd for odd d by
εd :=
{
1 if d ≡ 1 (mod 4),
i if d ≡ 3 (mod 4).
We may now define harmonic weak Maass forms as follows.
Definition. A harmonic weak Maass form of weight k on a congruence subgroup Γ ⊆ SL2(Z)
(with level 4|N if k ∈ 1
2
+ Z) is any C2 function F : H→ C satisfying:
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(i) For all γ ∈ Γ,
F (γτ) =
{
(cτ + d)kF (τ) if k ∈ Z,(
c
d
)2k
ε−2kd (cτ + d)
kF (τ) if k ∈ 1
2
+ Z.
(ii) We have that
∆k(F ) = 0.
(iii) There is a polynomial PF (q) =
∑
n≤0CF (n)q
n ∈ C[q−1] such that F (τ) − PF (q) =
O(e−εv) for some ε > 0 as v → +∞. We require analogous conditions at all the
cusps of Γ.
We denote the space of weight k harmonic weak Maass forms on Γ by Hk(Γ).
Three remarks.
1) The space Hk (Γ1(N)) corresponds to H
+
k (Γ1(N)) in the notation of [6]. Bruinier and
Funke also defined a larger class of harmonic weak Maass forms by modifying condition (iii)
above, however we only need the definition above.
2) Since holomorphic functions are harmonic, weakly holomorphic modular forms are also
harmonic weak Maass forms.
3) Although the definition above only allows the Maass forms to have level divisible by four,
we may analogously define them of arbitrary level by allowing a more general multiplier.
A key property of harmonic weak Maass forms is that they canonically split into a holo-
morphic piece and a non-holomorphic piece. Namely, if we define h(w) := e−w
∫∞
−2w e
−tt−kdt,
then we have that any F ∈ Hk(Γ1(N)) (for k 6= 1) decomposes as F = F+ + F−, where
F+(τ) =
∑
n≫−∞
c+F (n)q
n, F−(τ) =
∑
n<0
c−F (n)h(2pinv)e(nu),
for some complex numbers c+F (n), c
−
F (n). We refer to F
+ as the holomorphic part and F−
as the non-holomorphic part of F . We call a q-series which is the holomorphic part of
some harmonic Maass form a mock modular form. Another crucial operator in the theory
of harmonic Maass forms is the ξ-operator ξk := 2iv
k · ∂
∂τ
, which has the useful property
that it defines a map ξk : Hk(Γ) → S2−k(Γ). Moreover, Bruinier and Funke [6] proved that
the above map is surjective, and following Zagier we define ξk (F ) to be the shadow of F
+.
Finally, we recall that an elementary calculation shows that the non-holomorphic part F−
is actually essentially a period integral of its shadow, specifically:
F−(τ) = − (−2i)k−1
∫ i∞
−τ
ξk (F (w))
(τ + w)k
dw.
2.3. Maass-Jacobi forms. We now turn to a special class of Maass-Jacobi forms introduced
by Richter and the first author [10]. For the general definition of Maass-Jacobi forms, we
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refer the reader to [9]. Define the Casimir operator by setting
Ck,m :=− 2(τ − τ)2∂ττ − (2k − 1)(τ − τ)∂τ + (τ − τ)
2
4piim
∂τzz
+
k(τ − τ )
4piim
∂zz +
(τ − τ )(z − z)
4piim
∂zzz − 2(τ − τ)(z − z)∂τz + k(z − z)∂z
+
(τ − τ )2
4piim
∂τzz +
(
(z − z)2
2
+
k(τ − τ)
4piim
)
∂zz +
(τ − τ )(z − z)
4piim
∂zzz .
Throughout, we note that the notation ∂zzz, for example, is shorthand for ∂z∂z∂z and ∂z, for
example, denotes ∂
∂z
. Note that in the special case that the Jacobi form is holomorphic in
z, this operator simplifies to
Ck,m = −2 (τ − τ )2 ∂ττ − (2k − 1) (τ − τ ) ∂τ + (τ − τ )
2
4piim
∂τzz.
We essentially define a Maass-Jacobi form as a function which transforms as a Jacobi form
and is in the kernel of the Casimir operator. More specifically, we make the following
definition, where here and throughout we write z = x+ iy.
Definition. A smooth function φ : H × C → C is called a semi-holomorphic Maass-Jacobi
form for ΓJ0 (N) with multiplier σ, weight k, and index m if the following conditions hold:
(1) For all A ∈ ΓJ0 (N), φ|σ,k,mA = φ.
(2) We have Ck,m(φ) = 0.
(3) The function φ is holomorphic in z.
(4) We have that φ(τ ; z) = O(eaye
2πmy2
v ) as v →∞ for some a > 0, and the same
conditions also hold for φ|σ,k,mA with A ∈ ΓJ .
The space of semi-holomorphic Maass-Jacobi forms for ΓJ0 (N) with multiplier σ, weight k,
and index m is denoted by Ĵσ,k,m(N). Skew-holomorphic Jacobi forms and semi-holomorphic
Maass-Jacobi forms are related via the following operator
ξk,m :=
(
τ − τ
2i
)k− 5
2
D
(m)
− .
Here
D
(m)
− :=
(
τ − τ
2i
)(
−(τ − τ )∂τ − (z − z)∂z + 1
4pim
(
τ − τ
2i
)
∂zz
)
is a “lowering” operator. That is, if φ is a smooth function on H × C and if A ∈ ΓJ , then
[10]:
D
(m)
− (φ)
∣∣
k−2,mA = D
(m)
−
(
φ
∣∣
k,m
A
)
.
The operator ξk,m maps semi-holomorphic Maass-Jacobi forms to weakly skew-holomorphic
Jacobi forms of weight 3− k
ξk,m : Ĵσ,k,m(N)→ Jsk!σ,3−k,m(N).
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It is not hard to see that the kernel of ξk,m is J
!
σ,k,m(N). We define Ĵ
cusp
σ,k,m(N) to be the
preimage of J sk,cuspσ,3−k,m(N) under ξk,m.
One can show [10] that φ ∈ Ĵσ,k,m(N) has an expansion of the form
v
3
2
−k ∑
n,r∈Z
D=0
c0φ(n, r)q
nζr +
∑
n,r∈Z
D≪∞
c+φ (n, r)q
nζr +
∑
n,r∈Z
D≫−∞
c−φ (n, r)h
(
−piDv
2m
)
e
(
iDv
4m
)
qnζr,
where D := r2 − 4mn. We call the second sum the holomorphic part of φ and the third
sum the non-holomorphic part of φ. A similar expansion holds for φ|σ,k,mA with A ∈ ΓJ .
Moreover,
Pφ(τ ; z) = Pφ+(τ ; z) :=
∑
n,r∈Z
D>0
c+φ (n, r)q
nζr
is called the principal part of φ (at infinity). Similarly, Pφ,α(τ ; z) denotes the principal part
at the cusp α. We let Ĵcusp,∞σ,k,m (N) ⊂ Ĵcuspσ,k,m(N) consists of those φ for which Pφ,α = 0 unless
α is the infinite cusp of Γ0(N).
3. Gauss sums
In this section, we recall some basic properties of and give some elementary formulas for
Gauss sums. These explicit calculations are crucial for proving analytic continuations of the
Poincare´ series analyzed in §4. Consider the generalized quadratic Gauss sum, defined for
a, b, c ∈ Z by
G(a, b, c) :=
|c|−1∑
n=0
ec(an
2 + bn),
where ec(x) := e
2πix/c. The following lemma describes the most important properties of
G(a, b, c) that we need, each of which is well-known.
Lemma 3.1. For any a, b, c ∈ Z, the following are true:
(i) If b = 0 and (a, c) = 1, then we have
G(a, 0, c) =

0 if c ≡ 2 (mod 4),
εc
√
c
(
a
c
)
if c is odd,
(1 + i)ε−1a
√
c
(
c
a
)
if 4|c.
(ii) If 4|c, (a, c) = 1, and b is odd, then G(a, b, c) = 0.
(iii) For (c, d) = 1
G(a, b, cd) = G(ac, b, d)G(ad, b, c).
(iv) If (a, c) > 1, then G(a, b, c) = 0 unless (a, c)|b, in which case
G(a, b, c) = (a, c)G
(
a
(a, c)
,
b
(a, c)
,
c
(a, c)
)
.
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For the proof of Theorem 4.3, it is very handy to have explicit formulas for the Gauss sums
G
(
2d,−r′ + d, c), where d¯ is a multiplicative inverse of d modulo c. For this, we introduce
the following auxiliary function, where ν := ord2(c):
βc,d,r′ :=

1 if ν = 0,
0 if ν ≥ 1 and r′ is even,
2 if ν = 1 and r′ is odd,
4 if ν = 2, r′ is odd, and d 6≡ r′ (mod 4),
0 if ν = 2, r′ is odd, and d ≡ r′ (mod 4),
0 if ν ≥ 3,r′ is odd, and d 6≡ r′ (mod 4),
α if ν ≥ 3, r′ is odd, and d ≡ r′ (mod 4),
where α := (1+ i)e2ν−1(−c¯′d 116(d− r′)2)ε−1dc′
√
2ν−1
(
2ν−1
c′d
)
. The general formula for the Gauss
sum is given in the following proposition, whose proof uses Lemma 3.1 and is a long, but
elementary calculation.
Proposition 3.2. Let a, b, c ∈ Z and c = 2νc′ with ν ∈ N0 and c′ odd. Then we have
G
(
2d,−r′ + d, c) = ec′ (−2ν+3d (d− r′)2) εc′√c′(2ν+1d
c′
)
βc,d,r′. (3.1)
4. Maass-Jacobi Poincare´ series
In this section, we generalize the construction of Poincare´ series by Richter and the first
author [10, 11] to include higher level, multipliers, and an extended range of weights. The
main difficulty lies in showing convergence. To define these series, let Mν,µ be the usual
M-Whittaker function, which is a solution to the differential equation
∂2wf(w) +
(
−1
4
+
ν
w
+
1
4
− µ2
w2
)
f(w) = 0. (4.1)
For s ∈ C, κ ∈ 1
2
Z, and t ∈ R \ {0}, define
Ms,κ(t) := |t|−κ2 Msgn(t)κ
2
,s− 1
2
(|t|)
and
φ
(n,r)
k,m,s(τ ; z) :=Ms,k− 12
(
−piDv
m
)
e
(
rz +
ir2v
4m
+ nu
)
.
Lemma 1 of [10] shows that this function is an eigenfunction of the operator Ck,m with
eigenvalue −2s(1− s)− 1
2
(
k2 − 3k + 5
4
)
. For N a positive integer and h|(N, 24), we consider
the Poincare´ series
P
(n,r)
k,m,N |h,s(τ ; z) :=
2
Γ(2s)
∑
A∈ΓJ∞\ΓJ0 (N)
φ
(n,r)
k,m,s
∣∣∣
σ,k,m
A(τ ; z), (4.2)
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where Γ is the usual gamma function, σ = ρN |h (see (2.2)), and ΓJ∞ :=
{[(
1 η
0 1
)
, (0, n)
] | η, n ∈ Z}.
Note that we choose a slightly different normalization than in [10]. The estimate
Ms,k− 1
2
(t)≪ tRe(s)− 2k−14 (t→ 0)
yields that P
(n,r)
k,m,N |h,s is absolutely and uniformly convergent for Re(s) >
5
4
. In the cases s ∈{
k
2
− 1
4
, 5
4
− k
2
}
, the series P
(n,r)
k,m,N |h,s are annihilated by C
k,m. We are particularly interested
in the case k = 1, in which the defining sum is not convergent.
We give the Fourier expansion of P
(n,r)
k,m,N |h,s in the next theorem after introducing a modified
W -Whittaker function, and we use this to analytically continue our function. For this, we
require further notation. For s ∈ C, κ ∈ 1
2
Z, and t ∈ R \ {0}, set
Ws,κ(t) := |t|−κ2Wsgn(t)κ
2
, s− 1
2
(|t|).
HereWν,µ denotes the usualW -Whittaker function, which is also a solution to the differential
equation (4.1). Moreover, we define the theta functions
ϑ(r)κ,m (τ ; z) :=
∑
λ∈Z
qλ
2mζ2mλ
(
qrλζr + (−1)κq−rλζ−r) (4.3)
and the Jacobi-Kloosterman sums
Kc(n, r, n
′, r′;N |h) := e2mc (−rr′)
∑
d (mod c)∗
λ (mod c)
e−
2πicd
Nh ec
(
d¯mλ2 + n′d− r′λ+ d¯n+ d¯rλ) .
Here the ∗ in the summation means that the sum on d only runs over those d modulo c that
are coprime to c.
Theorem 4.1. We have for Re(s) > 5
4
P
(n,r)
k,m,N |h,s(τ ; z) =
2
Γ(2s)
qnMs,k− 1
2
(
−piDv
m
)
e
(
iDv
4m
)
ϑ
(r)
k,m(τ ; z) +
∑
n′,r′∈Z
cv,s(n
′, r′)qn
′
ζr
′
,
where
cv,s(n
′, r′) := bv,s(n′, r′) + (−1)kbv,s(n′,−r′),
with bv,s(n
′, r′) given as follows (D′ := r′2 − 4n′m):
(i) If DD′ > 0, then bv,s(n′, r′) equals
2
√
2pii−km−
1
2
Γ
(
s− sgn(D′)2k−1
4
) (D′
D
)k
2
− 3
4
e−
πD′v
2m Ws,k− 1
2
(
−piD
′v
m
)
×
∑
c>0
N |c
c−
3
2Kc(n, r, n
′, r′;N |h)J2s−1
(
pi
√
D′D
mc
)
,
where J is the usual J-Bessel function.
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(ii) If D′ = 0, then bv,s(n′, r′) equals
v
5−2k
4
−s 2
Γ(2s)Γ
(
s+ 2k−1
4
)
Γ
(
s− 2k−1
4
)as (n′, r′) ,
where as(n
′, r′) is holomorphic for Re(s) > 5
4
.
(iii) If DD′ < 0, then bv,s(n′, r′) equals
2
√
2pii−km−
1
2
1
Γ
(
s− sgn(D′)2k−1
4
) ( |D′||D|
)k
2
− 3
4
e−
πD′v
2m Ws,k− 1
2
(−piD′v
m
)
×
∑
c>0
N |c
c−
3
2Kc(n, r, n
′, r′;N |h)I2s−1
(
pi
√|D′D|
mc
)
,
where I is the usual I-Bessel function.
Proof. Since the proof of Theorem 4.1 is very similar to the case N = 1, which appears as
Theorem 4 in [10], noting that the multiplier given in (2.2) only depends on d (mod c), we
omit it here. 
We next specialize to s = 5
4
− k
2
(k < 0) for D > 0.
Corollary 4.2. For D > 0 and k < 0, the functions P
(n,r)
k,m,N |h, 5
4
− k
2
are elements of Ĵcusp,∞ρN|h,k,m(N)
and have Fourier expansions of the form
P
(n,r)
k,m,N |h, 5
4
− k
2
(τ ; z) =2qn
(
1− 1
Γ
(
3
2
− k)Γ
(
3
2
− k, piDv
m
))
ϑ
(r)
k,m(τ ; z) +
∑
n′,r′∈Z
D′<0
c(k)n,r(n
′, r′)qn
′
ζr
′
− 1
k − 3
2
(
piD
m
)k− 3
2 ∑
n′,r′∈Z
D′>0
c(k)n,r(n
′, r′)Γ
(
3
2
− k, piD
′v
m
)
qn
′
ζr
′
+
∑
n′,r′∈Z
D′=0
c(k)n,r (n
′, r′) qn
′
ζr
′
.
Here Γ(α, x) is the usual incomplete Gamma-function, and
c(k)n,r(n
′, r′) := b(k)n,r(n
′, r′) + (−1)kb(k)n,r(n′,−r′)
with
b(k)n,r(n
′, r′) =

2
√
2πi−km−
1
2
(
D′
D
) k
2−
3
4
Γ( 32−k)
∑
c>0
N|c
c−
3
2Kc(n, r, n
′, r′;N |h)J 3
2
−k
(
π
√
D′D
mc
)
if D′ > 0,
2
√
2pii−km−
1
2
(
|D′|
D
) k
2
− 3
4
∑
c>0
N|c
c−
3
2Kc(n, r, n
′, r′;N |h)I 3
2
−k
(
π
√
|D′|D
mc
)
if D′ < 0,
2
Γ(1−k)Γ( 52−k)
(as (n
′, r′)− as (n′,−r′)) if D′ = 0.
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In particular, the principal part of P
(n,r)
k,m,N |h, 5
4
−k equals 2q
nϑ
(r)
k,m(τ ; z).
Proof. The proof follows directly from Theorem 4.1, using the following special values of the
Whittaker functions
W 5
4
− k
2
,k− 1
2
(y) = e−
y
2 ,
W 5
4
− k
2
,k− 1
2
(−y) = e y2Γ
(
3
2
− k, y
)
,
M 5
4
− k
2
,k− 1
2
(−y) =
(
k − 3
2
)
e
y
2Γ
(
3
2
− k, y
)
+ e
y
2Γ
(
5
2
− k
)
.
The claim that P
(n,r)
k,m,N |h, 5
4
−k has no principal part at cusps inequivalent to ∞ follows by
directly taking the limit. 
Our next goal is to show that the Poincare´ series defined for s with Re(s) > 5
4
by (4.2)
can be analytically continued by using the Fourier expansions of Corollary 4.2. The case of
most interest to us is k = 1, for which we require s = 5
4
− k
2
= 3
4
.
According to the standard asymptotic formulas for Bessel functions, we may replace
Y 1
2
(
π
√
|DD′|
2c
) with |DD
′| 14
c
1
2
for c large, with Y = I or Y = J . Thus the convergence of
the Fourier coefficient b
(k)
n,r(n′, r′) of Corollary 4.2 is controlled by that of∑
c>0
c−
3
2Kc(n, r, n
′, r′;N |h) |DD
′| 14
c
1
2
. (4.4)
Easy estimates show that Kc(n, r, n
′, r′;N |h) = O(c3/2) as c → ∞, where the implied con-
stant is independent of D and D′. So the sum (4.4) is O(c1−2s) and thus converges absolutely
for Re(s) > 1. In this way Corollary 4.2 leads to a definition of P
(0,1)
1,2,N |h,s for Re(s) > 1. To
treat s = 3
4
requires a more subtle analysis, which we now present.
Theorem 4.3. The function P
(0,1)
1,2,N |h,s has an analytic continuation to s =
3
4
given by its
Fourier expansion. It is an element in Ĵcusp,∞ρN|h,1,2(N) and its principal part in ∞ equals 2ϑ
(1)
1,2.
Remark 4.4. It may be possible to prove the convergence of (4.4) using an adaptation of the
spectral theoretic methods of [58, 60] (see [59] for a review) to Jacobi forms, together with
generalizations of the results of [39]. Here, we choose to use elementary methods to rewrite
(4.4) in terms of well-known multiplier systems. Our technique is of general interest and
should be useful in the case that m > 1 as well.
Proof of Theorem 4.3. The only difficulty is to show convergence of the Fourier expansion.
By Theorem 4.1, we need to show convergence of∑
c>0
N|c
c−
3
2
(
Kc(0, 1, n
′, r′;N |h)−Kc(0, 1, n′,−r′;N |h)
)
Y 1
2
(
pi
√|DD′|
2c
)
.
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As above, we may replace Y 1
2
(
π
√
|DD′|
2c
) by |DD
′| 14
c
1
2
, and aim to bound∑
c>0
N|c
1
c2
(
Kc(0, 1, n
′, r′;N |h)−Kc(0, 1, n′,−r′;N |h)
)
. (4.5)
We next write the Kloosterman sums in terms of the generalized Gauss sums described in
Section 3, since we can manipulate and compute them directly. For this, we write
Kc(0, 1, n
′, r′;N |h) = √c
∑
d (mod c)∗
e
(
− cd
Nh
)
ec(n
′d)f(c, d, r′)
with
f(c, a, r) :=
e4c(−r)√
c
G(2a, a− r, c).
Now define
g0(c, a, r) := i
(−4
r
)
e8c
(
d
(
1− r2)) e−3πis(a,c),
where
s(a, c) :=
∑
n (mod c)
((n
c
))((na
c
))
is the usual Dedekind sum and
((x)) :=
{
x− ⌊x⌋ − 1
2
if x ∈ R\Z,
0 if x ∈ Z.
Assume for now that for (a, c) = 1 we have the following identity:
F (c, a, r) := f(c, a, r)− f(c, a,−r) = −2g0(c, a, r). (4.6)
Armed with (4.6), the convergence of (4.5) follows from the convergence of the coefficients
of the mock modular form Hg, established via spectral theory in [15]. To see this, assume
henceforth that D′ = r′2 − 8n′ < 0 and define
S(k, c, ε−3ρN |h) :=
∑
d (mod c)∗
ω−3d,ce
(−cd
Nh
)
e
(
kd
c
)
,
where ωd,c := e
πis(d,c) and ε is the multiplier system of η [57]. Note that
ε
((
a b
c d
))
= ωd,ce
πi( a+d12c − 14),
and S(k, c, ε−3ρN |h) coincides with the Kloosterman sum denoted S(0, k, c, ε−3ρN |h) in [15].
Then we have that(−4
r′
)
e
(
−3
4
)
S
( |D′|+ 1
8
, c, ε−3ρN |h
)
=
∑
d (mod c)∗
e
(
− cd
Nh
)
e
(
n′d
c
)
g0(c, d, r
′),
MAASS-JACOBI POINCARE´ SERIES AND MATHIEU MOONSHINE 17
and (4.6) implies that
1√
c
(
Kc(0, 1, n
′, r′;N |h)−Kc(0, 1, n′,−r′;N |h)
)
= 2
(−4
r′
)
e
(
3
4
)
S
( |D′|+ 1
8
, c, ε−3ρN |h
)
.
Thus we have reduced the Jacobi-Maass Kloosterman sums to the (more) classical Klooster-
man sums arising from the mock modular forms Hg. The convergence of (4.5) then follows
directly from Theorem 9.1 of [15].
We now turn to the proof of (4.6). Note that we may assume r to be odd, as if r is even,
the definition of g0(c, a, r) and the explicit formulas in Proposition 3.2 imply that both sides
of (4.6) vanish. Note that the pairs (a, c) with (a, c) = 1 are in correspondence with fractions
a
c
∈ Q. Thus, it is enough to establish (4.6) for a
c
= 0 and then to show that both F and
g0 transform in the same way under the action of SL2(Z) on Q, as this action is transitive.
Specifically, it suffices to establish the following:
(i) (Equality at 0): We have that
F (1, 0, r) = −2g0(1, 0, r). (4.7)
(ii) (Translation property): We have that
F (c, a, r)− F (c, a+ c, r) = g0(c, a, r)− g0(c, a+ c, r) = 0. (4.8)
(iii) (Inversion property): We have that
F (c, a, r)
F (a,−c, r) =
g0(c, a, r)
g0(a,−c, r) . (4.9)
To show (4.7), note that g0(1, 0, r) = i
(−4
r
)
as s(0, 1) = 0. Moreover,
f(0, 1, r)− f(0, 1,−r) = e4(−r)− e4(r) = −2i
(−4
r
)
,
as r is odd. For (4.8), observe that we have s(a+c, c) = s(a, c), as the inverse of a+c modulo
c is equal to the inverse of a modulo c, and also G(2a + 2c, a + c − r, c) = G(2a, a − r, c),
which can be seen directly from the definition.
The last property, (4.9), requires more careful consideration. We may compute the in-
version property of g0(c, a, r) directly, using the classical reciprocity formula for Dedekind
sums. Specifically, recall that s(−a, c) = −s(a, c) and for a, c > 0, both positive, we have
the following reciprocity formula, stated in (69.6) of [56]:
s(a, c)− s(−c, a) = −1
4
+
1
12
(
c
a
+
a
c
+
1
ac
)
. (4.10)
A short calculation translates the standard Dedekind reciprocity formula (4.10) into the
transformation equation
g0(c, a, r) = g0(a,−c, r)ζ38e8ac
(−a2 − c2 − r2) , (4.11)
where ζa := e
2πi/a. Thus we need to compute the inversion formula for F (c, a, r) for compari-
son with (4.11). The key is to use an inversion formula for generalized Gauss sums, and then
to employ Proposition 3.2 on a case-by-case basis. Since the proof is very similar in each
case, we only provide the proof when 2 exactly divides c, so we assume this condition on c
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from now on. In this case, an elementary calculation, using the exact formula in Proposition
3.2, shows that
F (c, a, r) = (1 + δa,ci)f(c, a, r) (4.12)
where
δa,c :=
{
1 if ac
2
≡ 3 (mod 4),
−1 if ac
4
≡ 1 (mod 4).
We now give the inversion property of G(a, b, c). From Theorem 1.2.2 of [5], we find that
for a, c > 0:
G(a, b, c) =
√
c
2a
ζ8e4ac(−b2)G
(
− c
2
,−b, 2a
)
. (4.13)
Another elementary calculation gives
G(2a, a− r, c) = G(2a,−r, c)e8c
(−2¯3c8(a− 2r)) ,
where 2¯c denotes any multiplicative inverse of 2 modulo c. Using (4.12),(4.13), and (3.1), we
see that
F (c, a, r) =
e4c(−r)
2
√
a
ζ8e8ac
(−(a− r)2)G (−2c, r, a)G(−ac
2
, r − a, 4
)
(1 + δa,ci)
= 2δa,c
e4c(−r)√
a
ζ38e8ac
(−(a− r)2)G(−2c, r, a). (4.14)
Using (4.12) to compare the factor G(−2c, r + c, a) to G(−2c, r, a) in f(a,−c, r) gives, after
a short calculation,
G(−2c, r + c, a) = δa,cG(−2c, r, a)e8a(2r + c). (4.15)
Thus, (4.14) and (4.15) directly yield
f(c, a, r) = f(a,−c, r)ζ38e8ac
(−a2 − c2 − r2) ,
as desired. 
5. Decomposition into Poincare´ series
To show how to decompose the spaces of interest for this paper in terms of Maass-Jacobi
Poincare´ series, we require a certain pairing generalizing the pairings in [11, 12]. Recall from
[61] that if φ, ψ ∈ J sk, cuspσ,k,m (N), then the Petersson scalar product of φ and ψ is defined by
〈φ, ψ〉 := 1
[ΓJ0 (N) : Γ
J ]
∫
ΓJ (N)\H×C
φ(τ ; z)ψ(τ ; z)e−
4πmy2
v vkdV,
where dV := dudvdxdy
v3
is the ΓJ -invariant volume element on H × C. If φ ∈ Ĵcusp,∞σ,k,m (N) and
ψ ∈ J sk, cuspσ,3−k,m (N), then we define the pairing
{φ, ψ} := 〈ξk,m(φ), ψ〉 . (5.1)
This pairing is determined by the principal part of φ. To be more precise, as in the level one
case [11], one can show the following.
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Lemma 5.1. If φ ∈ Ĵcusp,∞σ,k,m (N) and ψ ∈ J sk, cuspσ,3−k,m(N), then we have
{φ, ψ} =
∑
D>0
r (mod 2m)
c+φ (n, r)cψ(−n, r).
Proof. The proof in [11] follows mutatis mutandis for any multiplier system σ of absolute
value one. 
We will now show that Maass-Jacobi forms of weight 1 and index 2 are determined by
their principal parts for certain levels N , which will be sufficient for our proof of Theorem
1.1.
Proposition 5.2. If φ1, φ2 ∈ Ĵcusp,∞σ,1,2 (N) with Pφ1 = Pφ2 and N the level of any of the
modular forms in Table 1, then φ1 = φ2.
Proof. For the proof it is enough to assume that Pφ = 0 and conclude that then φ = 0. From
Lemma 5.1, we obtain that for ψ ∈ J sk, cuspσ,3−1,2 (N) one has
0 = {φ, ψ} = 〈ξ1,2(φ), ψ〉 .
We next claim that 〈·, ·〉 is nondegenerate for the levels occurring in Table 1. For the
reader’s convenience, we recall that the level of a form in this table corresponding to an
element g ∈ M24 is equal to Ng = nghg, where ng is the order of g (which is the number in
front of the label for g in the first column of Table 1) and hg is as in Table 1.
Explicitly, we need to verify that J1,2(N) = 0 for
N ∈ N := {1, 2, 3, 4, 5, 6, 7, 8, 9, 11, 14, 15, 16, 20, 23, 24, 36, 63, 144}.
Thus, for the remainder of the proof, we assume that N ∈ N . According to Lemma 5.1,
the function ψ 7→ {φ, ψ} for ψ ∈ Jsk,cusp2,2 is identically zero if φ has vanishing principal parts
at all cusps of Γ0(N). On the other hand, the results of [10] show that (5.1) induces a
non-degenerate pairing
J1,2(N)/J1,2(N)× Jsk,cusp2,2 (N)→ C,
so if {φ, ψ} = 0 for all ψ ∈ Jsk,cusp2,2 (N), then φ belongs to the space J1,2(N). The non-
degeneracy of (5.1) now follows if we can show that J1,2(N) = {0}. Suppose that φ ∈ J1,2(N).
Then we have that
φ(τ ; z) = h(τ)q
1
8ϑ
(1)
1,2(τ ; z),
where ϑ
(1)
1,2 was defined in (4.3) and where h(τ) depends only on τ . Hence, we find that
φ′(τ ; z), where the derivative is taken in z, is a Jacobi form of index 2, weight 2, and level
N . Hence, the specialization φ′(τ ; 0) lies in M2(N). A short calculation using the Jacobi
triple product then shows that
φ′(τ ; 0) = h(τ)q
1
8ϑ
(1)
1,2
′(τ ; 0) = 2h(τ)η3(τ) ∈M2(N).
Thus, as η3 is a cusp form, we find that
h(8τ)η3(8τ) ∈ S2(8N).
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As η3(8τ) is an ordinary weight 3
2
theta series associated to the Dirichlet character
(−4
·
)
, it
is easy to check that η3(τ) ∈ S 3
2
(64), which implies that
h(8τ) ∈M 1
2
(lcm(64, N)) .
Moreover, since φ has a Fourier expansion with integral powers of q, it follows that h has
a Fourier expansion with exponents which are all congruent to 7
8
(mod 1). Hence, h(8τ)
has integral exponents which are all congruent to 7 (mod 8). However, a quick check, for
example using MAGMA, shows that the subspace ofM 1
2
(lcm(64, N)) spanned by forms with
Fourier expansions supported on this progression is empty, which implies that h = 0 and
hence that φ = 0, as desired.
To complete the proof, we apply the non-degeneracy of 〈·, ·〉 to obtain that φ = 0 since
Pφ = 0. 
6. Maass-Jacobi forms for M24
In this section we attach a semi-holomorphic Maass-Jacobi form φg to each element g in
the sporadic group M24. We characterize the Maass-Jacobi forms that arise in this way, and
in so doing, identify them as Maass-Jacobi Poincare´ series.
In preparation for the definition of φg, we recall explicit expressions for the mock modular
forms Hg defined rather abstractly in the introduction by (1.6). For the function He(τ) =
H(τ) = q−1/8A(q) (see (1.1), (1.5)), attached to the identity element, we have (see (7.16) of
[21]):
H(τ) =
−2E2(τ) + 48F (2)2 (τ)
η(τ)3
. (6.1)
Here E2(τ) := 1− 24
∑
n≥1 σ1(n)q
n denotes the quasi-modular Eisenstein series of weight 2,
where σ1(n) :=
∑
d|n d. The function F
(2)
2 (τ) is defined by
F
(2)
2 (τ) :=
∑
r>s>0
r−s≡1 (mod 2)
(−1)rsq rs2 .
As mentioned in the introduction, H is the unique mock modular form of weight 1/2 for
SL2(Z) satisfying H(τ) = q
−1/8 + O(q), with multiplier system coinciding with that of η−3.
Recall that χ(g) denotes the number of fixed points of g ∈ M24, acting in the defining (i.e.,
unique non-trivial) permutation representation on 24 points. The functions Hg satisfy [15]
Hg(τ) =
χ(g)
24
H(τ)− Tg(τ)
η(τ)3
, (6.2)
where the Tg(τ) are certain modular forms of weight two given in Table 1.
The first column of Table 1 names the conjugacy classes ofM24 according to the conventions
of [19]. Note that a conjugacy class labelled by nZ consists of elements of order n. We
condense notation a little by writing 7AB as shorthand for 7A∪7B, and similarly for 14AB,
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Table 1. Weight two forms attached to M24
[g] χ(g) hg Tg(τ)
1A 24 1 0
2A 8 1 16Λ2(τ)
2B 0 2 2η(τ)8η(2τ)−4
3A 6 1 6Λ3(τ)
3B 0 3 2η(τ)6η(3τ)−2
4A 0 2 2η(2τ)8η(4τ)−4
4B 4 1 4(−Λ2(τ) + Λ4(τ))
4C 0 4 2η(τ)4η(2τ)2η(4τ)−2
5A 4 1 2Λ5(τ)
6A 2 1 2(−Λ2(τ)− Λ3(τ) + Λ6(τ))
6B 0 6 2η(τ)2η(2τ)2η(3τ)2η(6τ)−2
7AB 3 1 Λ7(τ)
8A 2 1 −Λ4(τ) + Λ8(τ)
10A 0 2 2η(τ)3η(2τ)η(5τ)η(10τ)−1
11A 2 1 2(Λ11(τ)− 11η(τ)2η(11τ)2)/5
12A 0 2 2η(τ)3η(4τ)2η(6τ)3η(2τ)−1η(3τ)−1η(12τ)−2
12B 0 12 2η(τ)4η(4τ)η(6τ)η(2τ)−1η(12τ)−1
14AB 1 1 (−Λ2(τ)− Λ7(τ) + Λ14(τ)− 14η(τ)η(2τ)η(7τ)η(14τ))/3
15AB 1 1 (−Λ3(τ)− Λ5(τ) + Λ15(τ)− 15η(τ)η(3τ)η(5τ)η(15τ))/4
21AB 0 3 (7η(τ)3η(7τ)3η(3τ)−1η(21τ)−1 − η(τ)6η(3τ)−2)/3
23AB 1 1 (Λ23(τ)− 23f23,a(τ)− 69f23,b(τ))/11
etc. In the last column we have used the notation ΛM(τ) to represent the function
ΛM(τ) :=Mq
d
dq
(
log
η(Mτ)
η(τ)
)
=
M(M − 1)
24
+M
∑
k>0
σ1(k)
(
qk −MqMk) ,
which is a modular form of weight two for Γ0(N) if M |N . The functions f23,a and f23,b are
cusp forms of weight two for Γ0(23), defined by
f23,a(τ) :=
η(τ)3η(23τ)3
η(2τ)η(46τ)
+ 3η(τ)2η(23τ)2 + 4η(τ)η(2τ)η(23τ)η(46τ) + 4η(2τ)2η(46τ)2,
f23,b(τ) := η(τ)
2η(23τ)2.
Note that the definition of Tg given here for g ∈ 23A∪23B corrects errors in [14, 15]. One can
check, using Table 1, that the function Tg is a modular form of weight two for Γ0(ng), where
ng := o(g) is the order of g, but with a multiplier system ρ¯g that is generally non-trivial.
The third column of Table 1 specifies this multiplier system, according to the rule that
ρ¯g (( a bc d )) := e
−2πi cd
nghg (6.3)
for ( a bc d ) ∈ Γ0(ng) (see (2.2)). In terms of the defining permutation representation of M24,
the value hg turns out to be the shortest cycle length in an expression for g as a product of
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disjoint cycles. The multiplier system ρ¯g is trivial on Γ0(nghg) for all g and therefore trivial
on Γ0(ng) exactly when hg = 1. Observe that hg = 1 if and only if g has a fixed-point in
the defining permutation representation. Equivalently, hg = 1 if and only if χ(g) 6= 0. Thus,
from (6.2), we see that the g for which ρ¯g is non-trivial are exactly those g for which Hg is
a (non-mock) weakly holomorphic modular form of weight 1/2.
As discussed in §2.2, the function Hg is the holomorphic part of a harmonic weak Maass
form Ĥg. For g ∈M24, the completions Ĥg are given explicitly by
Ĥg(τ) := Hg(τ) + χ(g)(4i)
− 1
2
∫ ∞
−τ
(w + τ)−
1
2 η (−w)3dw.
We define the semi-holomorphic Maass-Jacobi forms φg(τ ; z) of weight one and index two,
for g ∈M24, by setting
φg(τ ; z) := −q 18 Ĥg(τ)ϑ(1)1,2(τ ; z),
where ϑ
(1)
1,2 is given in (4.3). It is not hard to see that φg ∈ Ĵcuspσg,1,2(ng) and
σg(A) := ρ(A) = ρ¯ng |hg(γ)
for A = [γ, (λ, µ)] (see (2.2) and (6.3)). In particular, the multiplier of φg is trivial precisely
when χ(g) 6= 0.
We now compute the principal parts of the φg. In order to do this, we must determine
the asymptotic behavior of these weight two forms Tg at each cusp of Γ0(ng). The necessary
data is presented in Table 2.
Proposition 6.1. If g ∈ M24, then Pφg = 2ϑ(1)1,2 and Pφg,α = 0 for α any non-infinite cusp
of Γ0(ng). In particular, φg ∈ Ĵcusp,∞σg,1,2 (ng).
Proof. From the explicit expression (6.2) for Hg, we see that
φ+g (τ ; z) =
(
−χ(g)
24
H(τ) +
Tg(τ)
η(τ)3
)
q
1
8ϑ
(1)
1,2(τ ; z).
Inspecting Tables 1 and 2, we verify that Tg(τ) = 2 − χ(g)12 + O(q). Then the identity
Pφg = 2ϑ
(1)
1,2 follows, since H(τ)q
1
8 = −2 + O(q) according to (6.1) and Tg
η3
q
1
8 has the same
constant term as Tg.
It remains to verify that Pφg,α = 0 for α a non-infinite cusp of Γ0(ng). For this, let
γ ∈ SL2(Z) such that γ∞ ∈ Q̂ is a representative for α, and set A = [γ, (0, 0)]. Then we
have
φg|1,2A(τ ; z) =
(
−χ(g)
24
Ĥ(τ) +
Tg|2γ(τ)
η3(τ)
)
q
1
8ϑ
(1)
1,2(τ ; z).
Therefore, (φg|1,2A)+ is given by (−χ(g)24 H + Tg|2γη3 )q
1
8ϑ
(1)
1,2. Recall the values hg defined in
Table 1. Note that Tg|2γ is a power series in q 1w , with w the width of α if hg = 1, while if
hg > 1, then Tg|2γ is a power series in q 1w′ where w′ is the width of the cusp of Γ0(nghg)
that is represented by γ∞. This is because the multiplier system for Tg, a modular form for
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Γ0(ng), is trivial when restricted to Γ0(nghg). Note that these properties of Tg can be verified
directly using Table 1. For a given g, we now define for k ∈ Z values c(k) by requiring(
−χ(g)
24
H(τ) +
Tg|2γ(τ)
η3(τ)
)
q
1
8 =:
∑
k≫−∞
c(k)q
k
w′ . (6.4)
In order to conclude Pφg,α = 0, we must verify that c(k) = 0 for k < w
′/8, since a non-zero
term c(k)qk/w
′
in (6.4) leads to non-zero terms c(k)q2λ
2+λ+k/w′ζ4λ+1 (for example), in the
Fourier expansion of (φg|1,2A)+. For such terms D = r2 − 4mn/w′ = 1− 8k/w′ is positive if
k < w′/8, where m = 2, n/w′ = 2λ2 + λ + k/w′, and r = 4λ + 1. So we need to check that
the expansion of Tg|2γ satisfies
Tg|2γ(τ) = −χ(g)
12
+O
(
q
1
8
)
, (6.5)
whenever α is not the infinite cusp of Γ0(ng). The identity (6.5) is verified case-by-case by
inspecting Tables 1 and 2. This completes the proof. 
We next prove Theorem 1.1, giving a characterization of the semi-holomorphic Maass-
Jacobi forms attached to M24 by Mathieu moonshine.
Proof of Theorem 1.1. Let g ∈M24 and suppose that φ satisfies the hypotheses of the theo-
rem. Then by Proposition 6.1, φ and φg have the same principal parts at all cusps of Γ0(ng)
and thus they are equal by Proposition 5.2. 
Theorem 1.1 admits an important corollary. Namely, it follows from Theorem 1.1 that the
functions φg coincide with Poincare´ series constructed in Theorem 4.3.
Corollary 6.2. If g ∈M24, then φg = P (0,1)1,2,ng|hg, 34 .
Proof. Let g ∈ M24 and set φ := P (0,1)1,2,ng|hg,3/4. Then φ belongs to Ĵ
cusp,∞
σg,1,2 (ng) and satisfies
Pφ = 2ϑ
(1)
1,2, according to Theorem 4.3. So φ satisfies the hypotheses of Theorem 1.1 and thus
φ = φg, as required. 
The physical significance of Corollary 6.2, stating that the φg may be constructed uniformly
via Poincare´ series, has been discussed in the introduction. We conclude the paper by
demonstrating that the analogous statement for the weak Jacobi forms Zg, more closely
connected to K3 surfaces via elliptic genera (see (1.1)), does not hold. Indeed, in order for
Zg to have vanishing principal part at a non-infinite cusp α, we require the condition
Tg|2γ(τ) = −χ(g)
12
+O
(
q
1
4
)
(6.6)
to hold for γ ∈ SL2(Z) such that γ∞ represents α and this is stronger than (6.5). To see
that (6.6) is necessary, we combine (1.7) with (6.2) to obtain
Zg(τ ; z) =
χ(g)
12
φ0,1(τ ; z)− Tg(τ)φ−2,1(τ ; z),
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where φ0,1 :=
1
2
Z and φ−2,1 := θ21η
−6 are weak Jacobi forms of index one and with weights
zero and negative two, respectively. Recall from [31] that for a weak Jacobi form φ of index
one, we have a Fourier expansion
φ(τ ; z) =
∑
n,r
n≥0
c(n, r)qnζr,
and further recall that c(n, r) only depends on D := r2 − 4n. The polar part of φ at the
infinite cusp is
∑
D>0 c(D)q
nζr. So from the expansions φ0,1(τ ; z) = ζ
−1 + 10 + ζ + O(q)
and φ−2,1(τ ; z) = ζ−1 − 2 + ζ + O(q) [31] we conclude that φ0,1 and φ−2,1 have the same
prinicipal parts at infinity, namely
∑
n≥0,D=1 q
nζr. Now for the expansion of Zg at a cusp α,
represented by γ∞ for some γ ∈ SL2(Z), we have
Zg|0,1[γ, (0, 0)] = χ(g)
12
φ0,1 − (Tg|2γ)φ−2,1,
since φ0,1 and φ−2,1 are invariant for the relevant actions of ΓJ . From this expression, we
see that a term c(k)qk/w in the Fourier expansion of Tg|2γ contributes a term c(k)qk/wζ to
the principal part of Zg, whenever 1 − 4k/w > 0 and c(k) 6= 0. In other words, we require
c(k) = 0 whenever 0 < k
w
< 1
4
in order for the principal part of Zg at α to be vanishing. The
fact that φ0,1 and φ−2,1 have the same principal parts is what determines the constant term
in (6.6). Observe now that the condition (6.6) fails for g ∈ 11A, for example. For taking α
to be the cusp represented by 0 and taking γ = ( 0 −11 0 ) we easily compute, using the explicit
expression for Tg in Table 1, that the coefficient of q
2
11 in Tg|2γ is non-zero.
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Table 2. Asymptotics of weight two forms attached to M24
[g] Ng hg cusp rep. Tg exp.
1A 1 1 ∞ 0
2A 2 1
∞ 4
3
+O(q)
0 −2
3
+O(q
1
2 )
2B 2 2
∞ 2 +O(q)
0 O(q
1
4 )
3A 3 1
∞ 3
2
+O(q)
0 −1
2
+O(q
1
3 )
3B 3 3
∞ 2 +O(q)
0 O(q
2
9 )
4A 4 2
∞ 2 +O(q)
0 O(q
1
8 )
1
2
O(q
1
6 )
4B 4 1
∞ 5
3
+O(q)
0 −1
3
+O(q
1
4 )
1
2
−1
3
+O(q)
4C 4 4
∞ 2 +O(q)
0 O(q
3
16 )
1
2
O(q
1
4 )
5A 5 1
∞ 5
3
+O(q)
0 −1
3
+O(q
1
5 )
6A 6 1
∞ 11
6
+O(q)
0 −1
6
+O(q
1
6 )
1
2
−1
6
+O(q
1
3 )
1
3
−1
6
+O(q
1
2 )
6B 6 6
∞ 2 +O(q)
0 O(q
5
36 )
1
2
O(q
2
9 )
1
3
O(q
1
4 )
7AB 7 1
∞ 7
4
+O(q)
0 −1
4
+O(q
1
7 )
8A 8 1
∞ 11
6
+O(q)
0 −1
6
+O(q
1
8 )
1
2
−1
6
+O(q
1
2 )
1
4
−1
6
+O(q)
[g] Ng hg cusp rep. Tg exp.
10A 10 2
∞ 2 +O(q)
0 O(q
3
10 )
1
2
O(q
1
5 )
1
5
O(q
1
4 )
11A 11 1
∞ 11
6
+O(q)
0 −1
6
+O(q
2
11 )
12A 12 2
∞ 2 +O(q)
0 O(q
1
8 )
1
2
O(q
1
6 )
1
3
O(q
1
8 )
1
4
O(q
1
3 )
1
6
O(q
1
2 )
12B 12 12
∞ 2 +O(q)
0 O(q
23
144 )
1
2
O(q
5
36 )
1
3
O(q
7
48 )
1
4
O(q
2
9 )
1
6
O(q
1
4 )
14AB 14 1
∞ 23
12
+O(q)
0 − 1
12
+ O(q
1
7 )
1
2
− 1
12
+ O(q
1
7 )
1
7
− 1
12
+ O(q
1
2 )
15AB 15 1
∞ 23
12
+O(q)
0 − 1
12
+ O(q
2
15 )
1
3
− 1
12
+ O(q
1
5 )
1
5
− 1
12
+ O(q
1
3 )
21AB 21 3
∞ 2 +O(q)
0 O(q
8
63 )
1
3
O(q
1
7 )
1
7
O(q
2
9 )
23AB 23 1
∞ 23
12
+O(q)
0 − 1
12
+ O(q
3
23 )
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