






















This paper investigates the countercurrent gas–liquid flow in an annular gap bubble col-
umn with a 0.24 m inner diameter by using experimental and numerical investigations.
The two-phase flow is studied experimentally using flow visualizations, gas holdup meas-
urements, and double fiber optical probes in the following range of operating conditions:
superficial air velocities up to 0.23 m/s and superficial water velocities up to 0.11 m/s,
corresponding to gas holdups up to 29%. The flow visualizations were used to observe
the flow patterns and to obtain the bubble size distribution (BSD). The gas holdup meas-
urements were used for investigating the flow regime transitions, and the double fiber op-
tical probes were used to study the local flow phenomena. A computational fluid
dynamics (CFD) Eulerian two-fluid modeling of the column operating in the bubbly flow
regime is proposed using the commercial software ANSYS FLUENT. The three-dimensional
(3D) transient simulations have been performed considering a set of nondrag forces and
polydispersity. It is shown that the errors in the global holdup and in the local properties
are below 7% and 16%, respectively, in the range considered. [DOI: 10.1115/1.4031002]
1 Introduction
Gas–liquid flow in vertical pipes and bubble columns is
encountered in several plants in the chemical, energy, and nuclear
fields. The correct design and operation of these devices can be
managed with the proper prediction of the flow patterns and prop-
erties. This study investigates the countercurrent air–water flow in
a large-diameter vertical pipe with internal pipes (“countercurrent
annular bubble column”). This study considers a pipe with an
inner diameter of 0.24 m, which is a large-diameter pipe under
ambient operating conditions.




r=g qL  qGð Þ
p (1)
where DH is the hydraulic diameter, r is the surface tension coeffi-
cient, g is the gravity acceleration, and qL  qG is the density dif-
ference between the two phases. Pipes with dimensionless
diameters greater than the critical value DH ,cr¼ 52 are considered
large-diameter pipes [1]. The critical hydraulic diameter for
air–water at atmospheric conditions is DH,cr 0.13 m. When the
pipe diameter is larger than this value, the stabilizing effect of the
channel wall on the interface of the Taylor bubbles becomes
lower, and the slug flow can no longer be sustained due to the
Rayleigh–Taylor instabilities. The hydrodynamics in large pipes
differ from those in small pipes because of changes in the liquid
field around the bubbles, the presence of additional turbulence,
and strong secondary recirculation [2]. Therefore, the flow regime
maps and flow regime transitions criteria used to predict the
behavior of two-phase flow in small pipes may not be scaled up
for understanding the flow in large ones.
This study considers countercurrent gas–liquid vertical flow.
Countercurrent two-phase flow has been investigated experimen-
tally using intrusive and nonintrusive techniques. Yamaguchi and
Yamazaki [3] investigated cross-sectional void fractions of
cocurrent and countercurrent bubbly and slug air–water flow in
vertical pipes with inner diameters of 0.04 and 0.08 m
(DH ¼ 14.69–29.38) by a quick-closing valve method. Hasan et al.
[4] investigated cross-sectional void fractions of air–water cocur-
rent and countercurrent bubbly and slug flow in a vertical pipe
with an inner diameter of 0.127 m (DH ¼ 46.64) using a pressure
drop technique. Aritomi et al. [5] investigated the behaviors of
countercurrent bubbly flow in a rectangular channel (DH ¼ 18.18)
using an ultrasonic technique. Fuangworawong et al. [6] investi-
gated local void fractions of air–water countercurrent bubbly flow
in a vertical pipe with an inner diameter of 0.050 m (DH ¼ 18.18)
using a wire mesh tomography technique. Ghosh et al. [7,8] inves-
tigated cross-sectional void fractions of air–water countercurrent
flow in a vertical pipe with an inner diameter of 0.0264 m
(DH ¼ 9.69) using a wire conductivity probe technique. All of
these studies evaluated the fluid dynamics behavior with a dimen-
sionless diameter smaller than the critical value of 52. The facility
studied in this paper has an inner diameter of 0.24 m, correspond-
ing to a dimensionless diameter of DH ¼ 88.13 (above the critical
value), without considering the internal pipes, and DH ¼ 47.37 in
the annular gap configuration (close to the critical value).
Previous studies have focused on open tubes (without inner
pipes), but many chemical and nuclear engineering systems
involve more complex geometries in separators, fuel bundles, and
steam generators. Annular channels have been found to replicate
some of the phenomena found in these more complex geometries.
Annular channels also occur in internal-loop, airlift bubble col-
umns and photocatalytic bubble column reactors containing lamps
positioned on the centerline [9]. However, in the literature, the
studies focused on annular channel configurations typically con-
cern null superficial water velocity or cocurrent flow in a small-
diameter pipe [10–12]. The countercurrent flow in large-diameter
pipes with annular gap is not yet well understood. The first experi-
mental results of the present configuration have been proposed
[13], but some open questions remain, such as the flow regime
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transitions, the bubble diameter distribution, and the numerical
settings for the modeling of the facility.
The ability to predict the fluid dynamics is of primary impor-
tance in designing and developing multiphase reactors. Numerical
modeling of multiphase flows at large scales is an intensive area
of research, and the Eulerian two-fluid approach is widely used
for simulating dispersed multiphase flows, such as in bubble col-
umns. In this approach, the conservation equations are formulated
for each phase and weighted with the volume fraction of the corre-
sponding phase. As a result of this averaging procedure, the inter-
action between the phases is taken into account by the interfacial
exchange terms that appear in the mass, momentum, and energy
conservation equations of each phase. The turbulence for large-
scale simulations is usually described with the Reynolds-
Averaged Navier–Stokes (RANS) equations [14]. Such an
approach allows for the simulation of large-scale reactors,
whereas direct numerical simulation or large eddy simulation with
the Euler–Lagrange treatment is too cost-intensive.
Examples of the Eulerian two-fluid approach with unsteady
RANS (URANS) turbulence modeling have been widely applied
in the literature for bubble columns [14–20]. When using an
Eulerian two-fluid approach, a proper solution for the bubble col-
umns is dependent on the correct modeling of interphase forces
and turbulence models. These closure models must describe com-
plex phase interactions, and several models for interphase forces
have been reported in the literature [15,19,21–23]. The drag force
has a great effect on the macroscopic flow patterns (i.e., vertical
velocity profiles and local void fraction profiles). The lateral
forces influence the radial void fractions in the pipe cross section.
The lift force is subject to a change of sign for a bubble critical di-
ameter and becomes substantial by using bubble classes with extra
velocity classes. The wall force drives the bubbles away from the
wall, and the turbulent dispersion force tends to even the gradients
in the void fractions.
In this paper, the two-phase flow is studied using experimental
and numerical investigations. The two-phase flow is studied
experimentally using flow visualizations, gas holdup measure-
ments, and double fiber optical probes in the following range of
operating conditions: superficial air velocities up to 0.23 m/s and
superficial water velocities up to 0.11 m/s, corresponding to gas
holdups up to 29%. The flow visualizations were used to observe
the flow patterns and to obtain the bubble size distribution (BSD).
The gas holdup measurements were used to investigate the flow
regime transitions, and the double fiber optical probes were used
to study the local flow phenomena. The numerical part concerns
numerical calculations performed with an Eulerian two-fluid
model, using the commercial software ANSYS FLUENT Release
15.0.7. The 3D transient simulations considered a set of nondrag
forces (drag, lift, wall force, and turbulent dispersion) and poly-
dispersity within an Eulerian two-fluid approach. It is shown that
the errors in the global holdup and in the local properties are
below 7% and 16%, respectively, in the range considered.
The paper is structured as follows: In Sec. 2, the experimental
setup is presented. In Sec. 3, the numerical approach is presented.
In Sec. 4, the experimental results are detailed and in Sec. 5, nu-
merical prediction is compared with the experiments. Finally, in
Sec. 6, the results are discussed, and conclusions are drawn.
2 The Experimental Setup
2.1 Experimental Facility. The experimental facility (Figs.1(a)–
1(c)) is a nonpressurized vertical pipe made of Plexiglas with
dinner¼ 0.24 m and Hcolumn¼ 5.3 m. Two internal pipes made of
polyvinyl chloride are positioned: one centrally positioned (with
an external diameter of 0.06 m) and one asymmetrically posi-
tioned (with an external diameter of 0.075 m). A pump, controlled
by a bypass valve, provides water recirculation, and a rotameter
(3) measures the water flow rate. The recirculated water falls
down on the water surface from the top of the column. A pressure
reducer controls the pressure upstream from rotameters (1) and
(2) and is used to measure the airflow rate. The air distributor,
which is positioned asymmetrically (on the lateral inner pipe), is
made of a stainless steel tube with an external diameter of 0.07 m,
a height of 0.34 m, and holes positioned along the circumference
with diameters dholes¼ 3.5 mm (Fig. 1(b)). The optical probe is
inserted, via an access port (Fig. 2), into the flow 2.3 m from the
pipe bottom (1.9 m from the air distributor). Clean filtered deion-
ized water was used. During the experiments, the air and water
temperatures were controlled to maintain constant values.
In this study, the values of gas density (used to compute the su-
perficial gas velocity) are based upon the operating conditions
existing at the column midpoint [24]. The midpoint column
pressure was assumed equal to the column outlet pressure plus
one-half the total experimental hydrostatic pressure head.
2.2 Measurement Techniques. Digital images were taken to
have detailed descriptions regarding bubble shapes and flow con-
figurations and qualitative information on fluid dynamics. The
holdup measurements were determined using the bed expansion
technique. The local bubble properties were measured using a
double fiber optical probe. In Secs. 2.2.1, 2.2.2, and 2.2.3, the
measurement techniques are detailed.
2.2.1 Digital Images and Image Processing
2.2.1.1 Instrumentation. Photos were taken using a Canon
a200 camera, and the back light method was employed in the
experiments using a 500 -W halogen lamp. Visualization sections
consist of squared boxes (filled with water) around the vertical
pipe to prevent image distortion effects.
2.2.1.2 Image analysis method. The image analysis is based
on the individual bubble sampling approach proposed by Aloufi
[25] for a small-diameter bubble column. In this approach, each
bubble is approximated and reconstructed using an ellipse
(Fig. 3), represented by the following equation:
c1x
2 þ c2xy þ c3y2 þ c4x þ c5x þ 1 ¼ 0 (2)
The method is structured in three phases:
(1) Calibration: The reference conversion factor between pix-
els and millimeters is provided.
(2) Bubble reconstruction: For each bubble, six points are
selected on the bubble edge, and the ellipse equation pa-
rameters c1, c2, c3, c4, and c5 are evaluated by using the
least squares method.
(3) Bubble processing: The equivalent ellipse is processed to
obtain the major axis, 2a, and the minor axis, 2b (Fig. 3(a)).
Hence, the bubble equivalent diameter, deq, and the aspect










The number of bubbles to be sampled to have a reliable BSD is
a matter of discussion in the literature [26]. Different studies have
sampled a different number of bubbles: between 50 and 100 [27],
200 [28], 250 [29], 300 [30] and between 250 and 300 [25]. In
this study, 2590 bubbles have been selected using 32 photos taken
to obtain time-averaged results. All of the images have been taken
at approximately 2.5 m from the air distributor.
The focus of the camera (1/1200 s, ISO400, f/3.5) was adjusted
on the external diameter of the inner pipes (the midplane of the
column). This value is then used for the correction to the real size
of the bubbles. Of course, an uncertainty exists in adjusting the
focus of the camera on the column midplane; therefore, we have
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selected a region in which all of the bubbles can be considered at
the same focal distance as the external diameter of the pipes. This
region is defined by a line at a distance x from the center of the
column (Fig. 3(b)). For the choice of the value of x, two factors
have been taken into account:
(1) Increasing x, the area of sampling becomes smaller and the
bubbles are closer to the reference plane;
(2) increasing x decreases the number of bubbles to be
analyzed.
After a preliminary analysis, the value of x¼ 0.3 dinner was cho-
sen. This area is colored in gray in the schematic drawing of the
column (Fig. 3(b)). It is worth noting that the BSD obtained here
might not represent the true BSD in the bubble column because
another BSD could be expected near the inner pipes.
2.2.2 Gas Holdup Measurements. Measurements of the bed
expansion allowed the evaluation of the gas holdup eG. The proce-
dure involves measuring the location (height) of the liquid free-
surface when air flows in the column. The gas holdup is then
obtained using the relation
eG ¼ HD  H0ð Þ
HD
(5)
where HD and H0 are the heights of the free surface after and
before aeration, respectively. The height is measured using a
Fig. 1 Experimental facility details: (a) experimental facility, (b) air distributor, and
(c) photo of the facility
Fig. 2 The optical probe and its position within the pipe cross section
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reference position above the air distributor, where the two-phase flow
is developed. The reference position is determined by measuring the
location where the bubbles are spread across the entire cross section
of the pipe. The error in the holdup measurements is approximately
10%. This value is in agreement with the literature [31].
2.2.3 Optical Probe Measurements
2.2.3.1 Instrumentation. A double fiber optical probe system,
manufactured by RBI (Meylan, France), measures local flow
properties (local void fraction, bubble vertical velocity, bubble
Sauter mean diameter, interfacial area concentration, and bubble
chord length distributions). Each double probe is made of two 40-
lm glass fibers, whose tips are re-enforced by two sharp sapphire
pins. Further information concerning this equipment can be found
in Boes and Hager [32].
Optical probes distinguish the gas and liquid phases by meas-
uring the intensity of a laser light that is reflected and/or refracted
at the probe tip on the basis of the refractive indices of the probe
tip, gas and liquid phases [33]. The probe signal is measured via
an optoelectronic module that emits the laser to the probe tip and
converts the reflected optical signal into a digital signal. From the
digital signal, the bubble frequency f (bubble number per unit
time) and void fraction eG,Local (assuming it equals the proportion
of time when the tip is surrounded by gas) can be obtained. By
cross-correlating the signals from the two tips, bubble traveling
time from one tip to the other can be estimated and the bubble ve-
locity ub can be calculated. Assuming that bubbles are spherical,
the bubble-specific interfacial area, ai, and bubble Sauter mean
diameter, db, are calculated by the optical probe system
ai ¼ 4f=ub (6)
db ¼ 3eG;Localub=2f (7)
Equation (7) is based on the assumption of spherical bubbles;
however, this assumption is only approximately valid when bub-
bles are small. The following equation has been used to account
for the nonsphericity of bubbles [34]:
db;corrected ¼ u2=33eG;Localub=2f (8)
where u is the aspect ratio.
In the present investigation, optical probe measurements were
performed both in the bubbly and in the churn turbulent flow for
four water superficial velocities:
• JL¼ 0 m/s and JG¼ 0.0087, 0.0220, 0.0313, 0.0408, 0.1192,
and 0.1987 m/s;
• JL¼0.04 m/s and JG¼ 0.0087, 0.0198, 0.0290, 0.0410,
0.1192, and 0.1981 m/s;
• JL¼0.08 cm/s and JG¼ 0.0131, 0.0220, 0.0408, 0.1189,
and 0.1983 m/s; and
• JL¼0.11 cm/s and JG¼ 0.0109, 0.0198, 0.0408, 0.1186,
and 0.1974 m/s.
The acquisitions are performed using a sampling period equal
to Dtsampling¼ 1000 s, which is large enough to produce reliable
time-averaged values.
2.2.3.2 Optical probe errors. There are some potential sources
of errors when characterizing bubbles using optical probes [35]:
• Improper dewetting at the probe tip (the blinding effect);
• alteration of bubble trajectory prior to or during the piercing
process (the drifting effect); and
• bubble deformation and/or deceleration at the probe tip
(the crawling effect).
The effect of these contributions over the local measurements is
a matter of study:
• Void fraction: Comparing optical probe results with other
measurement techniques (i.e., visual or pressure sensors), it is
generally found that the underestimation of the local value
and the relative differences is between 0.8% and 16%
[33,36–39]. It is worth noting that Simonnet et al. [34]
observed an overestimation of the optical probe value of
þ12%. Moreover, Barrau et al. [33] observed the worst per-
formance with no liquid flow and/or at low gas fractions.
• Bubble diameter: The assumption of spherical bubbles leads
to an underestimation of the equivalent diameter between
þ10% and 27% [36,38,40]. Applying a correction based on
the aspect ratio evaluation can reduce the error, e.g., from
þ26.6% to þ7% [36].
• Bubble rise velocity: The rise time errors are primarily
affected by the impact angle of the bubbles with the probe
tip. The relative difference reported in the literature, com-
pared with other techniques (e.g., image processing), is
between þ5% and þ30% [34,36–40]. Cartellier and Barrau
[41] reported a higher error (þ45%).
3 The Numerical Model
The numerical model used to predict the two-phase fluid dy-
namics in the column has been implemented in the commercial
software ANSYS FLUENT release 15.0.7. The model is described
briefly in Secs. 3.1 to 3.7. The modeling approach is focused on
the JL¼ 0 m/s operating condition in the bubbly flow regime, and
the goal is to assess a numerical model able to simulate an annular
gap configuration. In future works, the countercurrent operating
conditions will be studied.
3.1 Geometrical Domain. The simulations are performed
using a geometric representative of the real column geometry, i.e.,
a 0.24 m inner diameter pipe with two inner pipes of 0.060 m and
0.075 m outer diameters. The height of the domain is 5 m. The
sparger is modeled as a uniform cylindrical surface with a height
Fig. 3 Image processing: (a) bubble sampling and (b) sampling area (top view of
the column)
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of 0.10 m placed on the lateral inner pipe at the vertical position
of 0.35 m from the bottom of the domain. For the position of the
inner pipes, refer to Figs. 1–3.
3.2 Governing Equations. An Eulerian two-fluid approach is
adopted in the present numerical simulations. Within such a
framework, two sets of Navier–Stokes equations are ensemble-
averaged, and the effects of turbulence and interphase phenomena
are taken into account using closure models [42]. For an isother-
mal flow without mass transfer, the URANS governing equations
for the kth phase are
@
@t
akqkð Þ þ r  akqkukð Þ ¼ 0 (9)
@
@t
akqkukð Þ þ r  akqkukukð Þ ¼ akrp þr  akskð Þ
þ akqkgþMI;k (10)
The terms on the right-hand side of Eq. (4) represent the pres-
sure gradient, the stresses (viscous and Reynolds), the body
forces, and the interfacial momentum exchanges between the
phases, respectively. The last term comprises several independent
physical mechanisms: drag, lift, virtual mass, turbulent dispersion,
and wall lubrication forces
MI;k ¼ FD;k þ FL;k þ FVM;k þ FTD;k þ FWL;k (11)
In the present paper, two classes of bubbles are considered to
take into account the different dynamics between small bubbles
and large bubbles. As a result, the water is represented as a contin-
uous phase, and air is modeled through two dispersed phases with
a different average bubble diameter. This type of approach has
been used successfully to simulate bubble columns in previous
studies [14,20].
3.3 Interfacial Momentum Exchanges. Modeling and vali-
dation of forces acting on a bubble have been intensively studied
over the last decade. All forces act together to produce observable
phenomena, such as the distribution of the void fraction. Hence,
an independent validation of each single force is not possible.
Therefore, a complete set of interfacial forces should be used. A
complete discussion of this approach can be found in the paper of
Rzehak and Krepper [43]. The drag, lift, turbulent dispersion, and
wall lubrication forces are implemented in the numerical model
for both the bubble classes. The expression for these forces will
be given for a dispersed phase j in a continuous phase k (water, in
this study). The source term for the continuous phase is then equal





3.3.1 Drag Force. The drag force originates from the pres-
ence of a slip velocity between the gas and liquid phases. The
implementation of the drag force within the ANSYS FLUENT software
gives
FD;j ¼  3
4






  uj  uk  (13)
The drag coefficient between the continuous phase and the dis-
persed phases, CD, is computed using the correlation of
Tomiyama et al. [44], well suited for bubbly flows















In this formulation, CD depends on the bubble Reynolds
number
Reb ¼ qk uj  uk
 dj=lk (15)
and the E€otv€os number
Eo ¼ g qk  qj
 d2b=rjk (16)
No drag force interaction is taken into account between the two
dispersed phases.
3.3.2 Lift Force. The lift force is a lateral force originating in
a shear flow. It is implemented as
FL;j ¼ CLajqk uj  uk
  r ukð Þ (17)
The lift coefficient CL depends mainly on the shape of the bub-
ble. For small bubbles, it is positive; for deformed bubbles, it
changes its sign. To account for this dependency, the model of
Tomiyama et al. [44] is used to compute the lift coefficient to-
gether with the use of two bubble classes as introduced previ-
ously. One of the bubble classes represents small and nearly
spherical bubbles with a positive CL, while the other one models
large and deformed bubbles with a negative CL. For the air–water
system at ambient conditions, the bubble diameter at which the
change in sign occurs is 5.8 mm. The lift coefficient according to
Tomiyama et al. is given as
CL ¼
min 0:288 tanh 0:121Rebð Þ; f Eo?ð Þ½  Eo?  4
f Eo?ð Þ 4 < Eo?  10





f Eo?ð Þ ¼ 0:00105Eo3?  0:0159Eo2?  0:0204Eo? þ 0:474
(19)
where Eo? is the E€otv€os number considering the maximum
horizontal dimension of the bubble d? given by the empirical
correlation for the aspect ratio by Wellek et al. [45]
d? ¼ db 1 þ 0:163Eo0:757
 1=3
(20)
3.3.3 Turbulent Dispersion Force. The diffusion effect of the
turbulent fluctuations of the liquid phase on the bubbles is mod-
eled through the turbulent dispersion force. It is derived by Favre
averaging the interphase drag term. The model of Burns et al. [46]
is implemented and reads as
FTD;j ¼  3
4












where CTD ¼ 1 and rjk ¼ 0:9.
3.3.4 Wall Lubrication Force. A bubble moving near a wall is
subject to a lift force that pushes it away from the wall. This force
is often mentioned as the wall lubrication force and is imple-
mented as




where uk  uj
 
jj is the relative velocity component parallel to the
wall and nw is the unit normal to the wall pointing toward the
fluid. CWL is the wall lubrication coefficient, which depends
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mainly on the distance to the wall and is given here by the model
of Antal et al. [47]






where CW1¼0.01 and CW2¼ 0.05 are dimensionless constants
and yW is the distance to the nearest wall.
3.4 Turbulence Modeling. In this study, we have used an
eddy diffusivity approach for the turbulence modeling. The two
equation k-x shear-stress-transport model is used to include the
effect of turbulence, as suggested in Refs. [14,20,43]. The constants
of the model follow their single phase values. Turbulence effects in
the liquid phase induced by the bubbles have been neglected.
3.5 Numerical Settings. Three-dimensional transient simula-
tions have been carried out. The numerical simulations are per-
formed on a mesh of 180,000 hexahedral cells. Each cell is
approximately 12 12 12 mm3. A grid resolution study was
conducted to ensure that convergence with respect to the spatial
resolution has been achieved. The various numerical schemes are
chosen to reduce the discretization error as much as possible
within the ANSYS FLUENT CFD software. A second-order Euler
implicit temporal discretization scheme is adopted. Gradients are
estimated using a least squares cell-based method. The quadratic
upstream interpolation for convective kinematics scheme is used
to discretize the convection term of each scalar solved. A phase
coupled semi-implicit method for pressure-linked equations algo-
rithm guarantees the coupling between pressure, velocity, and vol-
ume fraction. The time discretization is characterized by using the
CFL number and, in this study, a CFL 0.10 is considered: the
resulting time step size is Dt¼ 0.0005 s. The iterations within
each time step are stopped when the residuals fall below 105.
3.6 Simulation Procedure. The simulation procedure is
similar to the typical one employed for studying transient bubble
column flow [14,15,17,18,20]. The sequence followed in the sim-
ulations includes an initial run to reach a statistical steady tempo-
ral convergence of the solution. The first run has the duration of
30 s in physical time, and a second run of 120 s is performed with
data sampling to collect temporal averages and deviations of the
fluid dynamic parameters. The choice of the duration of the first
run is dictated by the temporal evolution of the total gas holdup,
i.e., within the entire computational domain. When this quantity
stabilizes, it means that the flow is developed and that data sam-
pling operations can be performed. The analysis on the simulation
procedure was previously discussed by Besagni et al. [48].
3.7 Materials and Boundary and Initial Conditions. Despite
the air phase having a slightly varying density from the bottom to
the top of the column, both fluids are considered incompressible.
A hydrostatic pressure variation of 0.3 bar exists from the air dis-
tributor until the free surface; thus, the air density is taken at the
averaged conditions p¼ 1.15 bar and T¼ 20 	C. The resulting
density of air and water is 1.38 kg/m3 and 1000 kg/m3, respec-
tively. The dynamic viscosity of air and water is assumed to be
1.8 105 Pas and 1.0 103 Pas, respectively. The surface ten-
sion coefficient, required for the calculation of the drag coeffi-
cient, is set to 0.072 N/m. Two cases with different superficial air
velocities are investigated: (1) JG¼ 0.0087 m/s and JL¼ 0 m/s
(case A) and (2) JG¼ 0.0228 m/s and JL¼ 0 m/s (case B). These
operating conditions lie in the bubbly flow regimes, and in partic-
ular, case B lies just before the flow regime transition (Sec. 4.3).
Velocity inlet boundary conditions are assigned at the air distribu-
tor, and the pressure is assigned at the outlet. At the walls, a
no-slip boundary condition is applied for the continuous phase
and a free-slip condition for the disperse phase.
3.8 Bubble Size. Simulations taking polydispersity into
account have been performed by modeling the discrete phase by
means of multiple classes. The bubble mean diameter of each bub-
ble class is set according to the experimental measurements of the
bubble diameter distribution for case A (refer to the image analy-
sis in Sec. 4.1 for the detailed results). This BSD is used also for
case B because of the similar bubble chord distribution obtained
by the optical probe (refer to Sec. 4.5). In the homogenous regime
of a bubble column, the coalescence and breakup can be neglected
[49]. Moreover, two or three velocity classes can describe the
main effects of the bubbly flow, as suggested in Ref. [50]. In the
present investigation, to keep the numerical effort small, two bub-
ble classes are considered. The subdivision into two classes is per-
formed by distinguishing the bubbles having a negative lift
coefficient from those having a positive lift coefficient. According
to the literature, the change in lift force direction occurs at a bub-
ble diameter of 5.8 mm for the air–water system at ambient condi-
tions. Splitting the distribution yields two distributions with
diameters below and above 5.8 mm. The Sauter mean bubble di-














where dBi and ni are the diameter and the number of bubbles of
size class i, respectively, and N is the number of classes used for
the distribution. As a result, at the inlet, two dispersed phases
are implemented: a small-diameter bubble class (db¼ 4.18 mm)
and a large-diameter bubble class (db¼ 7.38 mm). It is worth
noting that these two classes have a mean diameter value differ-
ent from the peaks observed in the experimental BSD obtained
from digital images (refer to Sec. 4.1). The resulting data are
summarized in Table 1 and are used in the simulations of both
cases A and B.
4 The Experimental Results
Herein, the experimental results are detailed. First, flow config-
urations, qualitative information on fluid dynamics, and informa-
tion on bubble diameter distribution have been obtained via
digital images. Second, the holdup measurements are presented
and used to obtain information on the global hydrodynamics of
the system. Third, optical probe data are presented and used to
investigate the local flow behavior.
4.1 Flow Regimes Description and Discussion. Ranging
from low to high air superficial velocity, the homogeneous-bubbly
flow, a transition zone, and the heterogeneous-churn turbulent
flow were observed. In the bubbly flow regime (Fig. 4(a)), bubbles
are uniformly distributed in the cross section of the pipe, traveling
vertically with minor transverse and axial oscillations. Around the
inner pipes, flow recirculation and the periodic appearance of cap
bubbles occur. The cap bubbles seem to originate from the bubble
coalescence around the inner pipes. Due to the presence of these
cap bubbles, this regime can be defined as a pseudo-homogeneous
regime. Increasing the water flow rate, at a fixed superficial gas
velocity, the bubble rise velocity decreases and the number of
bubbles increases (Fig. 5).
Table 1 Bubble classes used in the simulations
db (mm) a Eo? CL
Small bubble class 4.18 0.88 2.82 0.288
Large bubble class 7.38 0.12 10.6 0.270
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The bubble diameter distribution in the bubbly flow regime
(JG¼ 0.0087 m/s and JL¼ 0 m/s) obtained from the image analysis
is a bimodal distribution (Fig. 6(a)) having two peaks: the first
one at the low diameter deq¼ 0.5–1 mm and the second one at
deq¼ 3–3.5 mm. Such a bimodal distribution has been noticed in
other studies from the literature [28,51–53]. The Sauter mean bub-
ble diameter is (Eq. (24)) db¼ 5.26 mm. As expected, a relation
between the size of the bubbles and the aspect ratio seems to exist:
the small bubbles have high aspect ratio (closer to a spherical
shape), while the larger bubbles seem to be characterized by lower
aspect ratio (Fig. 6(b)). Indeed, bubbles with an equivalent diame-
ter less than 1 mm tend to be spherical, having an aspect ratio
greater than 0.7. Bubbles with higher equivalent diameter are
characterized by a lower aspect ratio (between 0.4 and 0.7), show-
ing the trend of larger bubbles to be more flattened.
By increasing air flow rate from the bubbly flow regime, the co-
alescence rate increases leading to a transition regime (Figs. 4(b)
and 4(c)) toward the heterogeneous (churn turbulent) regime
(Figs. 4(d) and 4(e)), and finally, a fully developed churn turbulent
regime is reached (Fig. 4(f)) and large periodic eddies accompa-
nied with flow recirculation are observed all along the vertical de-
velopment of the pipe. This flow regime is similar to the one
encountered in the annular gap configuration documented in pre-
vious studies [54]: the gas is moving continuously upward, and
large bubbles that occupy the major part of the cross section of the
pipe lift the liquid to a certain height. The liquid then falls, accu-
mulates, and bridges the two tubes of the annulus and is lifted up
by the gas again. By increasing the water flow rate, the bubble
number increases and the bubble rising velocity decreases.
The absence of a stable slug flow can be explained by large-
diameter pipe theory: the dimensionless diameter is DH ¼ 88.13
(above the critical value), without considering the internal pipes,
and DH ¼ 47.37 (below the critical value) in the annular gap con-
figuration. Hence, this facility considers an intermediate pipe that
originates from a large-diameter pipe; therefore, stable Taylor
bubbles have not been detected because of the above-discussed
instabilities. Moreover, in a large-diameter pipe, high turbulence
is expected, and in the present case, bubble coalescence and
breakup constantly occur even at low gas flow rate. The high flow
mixing is the reason why the flow field rapidly becomes devel-
oped: a distance of approximately 5–7 dinner is required for the
flow to develop downstream from the air distributor. Accordingly,
the double optical probe measurements are taken at approximately
8 dinner from the air distributor.
4.2 Gas Holdup. The gas holdup data have been measured
for superficial air velocities up to 0.23 m/s and superficial water
velocities up to 0.11 m/s (Fig. 7). At low air superficial velocity,
in the bubbly flow regime, the relation between the gas holdup
and the air superficial velocity is linear, followed by a change in
slope due to the flow regime transition toward the bubbly–churn
transition zone. By increasing the liquid flow rate, a faster
increase in the holdup is observed at low superficial gas velocities,
and the transition point also moves toward lower superficial gas
velocities. This is explained by the effect of the liquid flow, which
slows down the rise of the bubbles, leading to higher holdup. The
more compact arrangement of the bubbles leads to an earlier flow
regime transition. Above the transition velocity, large deformed
bubbles start to appear, and the bubble coalescence increases the
average rise velocity and reduces the gas residence time in the col-
umn, hence decreasing the gas holdup versus gas velocity slope.
Fig. 4 Photographs of the air–water flow at h ¼ 2:8 m—influence of the superficial
gas velocity: JL5 0 m/s and (a) JG5 0.0087 m/s, (b) JG50.0220 m/s, (c) JG5 0.0313
m/s, (d) JG50.0408 m/s, (e) JG5 0.1192 m/s, and (f) JG5 0.1986 m/s
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Above eG 16–17%, the water superficial velocity has no influ-
ence on the gas holdup. The discrepancy of the holdup in the het-
erogeneous regime between the no liquid flow and the
countercurrent configurations is hardly justified. A possible hy-
pothesis may be the asymmetric distributor, which generates a
larger flow development zone in the no liquid flow configuration
with respect to the countercurrent cases, due to the lower liquid
back-mixing.
Otake et al. [55] observed an increase in the holdup and earlier
regime transitions as the countercurrent liquid flow rate is
increased in a small pipe with a diameter of 0.05 m. Their analysis
covered gas superficial velocities up to 0.0824 m/s and liquid su-
perficial velocities up to 0.15 m/s. Similar conclusions were
drawn by Yamaguchi and Yamazaki [3] for small pipes with
diameters of 0.04 m and 0.08 m, with gas superficial velocities up
to 1 m/s. On the contrary, Akita and Yoshida [56] observed that
the liquid flow rate had no influence in a large pipe with a diame-
ter of 0.152 m at gas superficial velocities up to 0.032 m/s and liq-
uid superficial velocities up to 0.04 m/s. The latter is in
disagreement with what we observed in the bubbly flow regime,
while the former suggests an influence of liquid flow rate at gas
superficial velocities higher than 0.06 m/s.
4.3 Flow Regime Transition. The flow regime transition
from bubbly flow to the transition zone can be predicted by
analyzing the swarm rise velocity Uswarm¼ JG/eG with respect to
the superficial gas velocity (Fig. 8(a)), as proposed by Krishna
et al. [57]. The swarm velocity is constant in the homogeneous re-
gime, but it starts to increase as the system enters the heterogene-
ous regime at a certain transition superficial velocity. The
appearance of the first large bubble is responsible for a very sud-
den increase in swarm velocity and is an indication of flow regime
transition. The transition gas velocity Utrans can be determined by
the intersection between the two trends of holdup in the two flow
regimes (Fig. 8(b)). The trend in the churn turbulent flow is deter-
mined by a least squares fitting of the following function:
Uswarm ¼ A JGð ÞBþC (25)
where A, B, and C are parameters.
The transition velocity decreases while the liquid velocity
increases, because bubbles are closer in a countercurrent operating
condition. Indeed, Utrans¼ 0.0259 m/s for JL¼ 0 m/s decreases
when increasing the counter current liquid velocity (Utrans
¼ 0.0213, 0.018, and 0.0168 m/s for JL¼0.04, 0.08, and
0.11 m/s, respectively).
Typical values of Utrans found in the literature for the air–water
systems in bubble columns with diameters higher than 0.15 m
range between 0.01 and 0.08 m/s at ambient operating conditions
[24,57–66]. The value depends mainly on the distributor type.
Single and multiple nozzles or perforated plate distributors with
hole diameters greater than 1 mm (“coarse” distributors) usually
lead to an early regime transition, while “fine” distributors such as
porous plates can maintain a stable bubbly flow at higher gas flow
rates. The distributor considered in this study is of the coarse type,
and values of Utrans are in agreement with data and observations
presented in the literature. In particular, the values in the present
study are in very good agreement with the studies of Dargar and
Macchi [65], Rollbusch et al. [66], and Besagni and Inzoli [64].
Fig. 5 Photographs of the air–water flow at h ¼ 2:8 m—influence of the superficial
liquid velocity: JG5 0.220 m/s and (a) JL5 0 m/s; (b) JL520.08 m/s
Fig. 6 Image analysis results (JG50.0087 m/s and JL5 0 m/s):
(a) BSD and (b) relation between aspect ratio and equivalent
diameter Fig. 7 Gas holdup
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Some correlations for the determination of Utrans are available
in the literature. One of the first correlations proposed is from
Wilkinson et al. [59]



















with the holdup at the transition






A ¼ 2:81qLq0:96G r0:12 (30)
For water in the liquid phase, B ¼ 3:75. Comparisons of Utrans
and eG,trans from the experimental investigation and these
correlations are given in Table 2. Equation (25) largely underesti-
mates the transition gas velocity; this observation was also made
by Letzel et al. [60], who also compared their results with the cor-
relation of Reilly et al. [24], which provides a better agreement.
Alternately, Eq. (27) gives values for Utrans and eG,trans, which are
in agreement with the experimental data. Despite the experimental
data lying within the ranges observed in the literature, the flow re-
gime transition occurs quite early. This could be due to the distrib-
utor design used in the experiment, as well as due to the presence
of internal pipes.
4.4 Comparison With Correlations and Data From the
Literature
4.4.1 Data Comparison. In the literature, several experimen-
tal data are available for bubble columns with various diameters.
However, few studies are available on countercurrent flow in
large-diameter pipes. Moreover, experiments involving internal
pipes in large-diameter columns are almost absent. The inner
pipes may influence the trend of the holdup; thus, further investi-
gations without the presence of the inner pipes are required. To
compare the holdup data, a set of experimental studies, with a
pipe diameter and sparger design similar to those considered in
this study, have been selected. The list of references is reported in
Table 3, and the comparison with the data is displayed in Fig. 9.
The data by Al-Oufi et al. [10] refer to the annular gap configura-
tion with an inner-tube diameter of 0.051 m. A relative high vari-
ability between the reference data is observed. However, the
holdup results lie within the range of such variability, indicating
that the two-phase flow dynamics in this experimental configura-
tion are similar to those in bubble columns without inner pipes.
4.4.2 Correlations Comparison. Four correlations have been
analyzed (Fig. 9): those of Reilly et al. [69], Joshi and Sharma
[70], Hughmark [71], and Kawase and Murray [72]. For both low
and high air superficial velocities, the correlation of Hughmark
gives the better predictions. For low air superficial velocities, the
correlation of Joshi and Sharma and the correlation of Kawase
and Murray well predict the experimental data. The correlation of
Reilly et al. gives a similar trend to that of the experimental data;
however, a constant shift of volume fraction is observed.
4.4.3 Proposed Correlation for the Gas Holdup. The correla-
tions from the literature cannot predict the holdup curve in all of
the operating conditions, therefore a new correlation is proposed.
The relationship between the gas holdup and the physical proper-
ties of the system may be written as a function of the following
parameters:
eG ¼ f g; JG; deq;lL;qL  qG; g
 
(31)
This equation can be transformed by means of the dimensional
analysis




¼ f Ca;Moð Þ (32)
A different formulation can be used for the function f, and in
this paper, the same expression proposed by Akita and Yoshida
[56] is used
Fig. 8 (a) Swarm velocity and (b) transitions velocity
Table 2 Flow regime transition: comparison with the literature
Experiment Wilkinson et al. [59] Reilly et al. [24]
Utrans (m/s) 0.0259 0.00198 0.0289
egas,trans 0.0846
a 0.0077b 0.1295
aThe value is given by Utrans/Uswarm.
bThe value is given by Utrans/Ub,small (Eq. (27)).
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eG
1  eGð Þ4
¼ kMok1 Cak2 (33)




1  eGð Þ4
 !
¼ k2lnðCaÞ þ ln kð Þ (34)
which can be rewritten as
ln
eG
1  eGð Þ4
 !
¼ clnðCaÞ þ ln að Þ (35)
It is now in the following form:
y ¼ mx þ q (36)
where k2¼m, ln(Ca)¼ x, and ln(k*)¼ q. Therefore, a linear
regression can be used, resulting in (R2¼ 0.9958)
y ¼ 0:9966x þ 5:797 (37)
Hence, k2¼ 0.9966 and k*¼ 329.31.
Finally, the proposed correlation takes the following form:
eG
1  eGð Þ4
¼ 329:31Ca0:997 (38)
The results can be found in Fig. 10, and the proposed correla-
tion matches the data fairly well if compared to the previous cor-
relation in the literature.
4.5 Optical Probe Measurements. The local void fraction
(Fig. 11(a)) increases with superficial air velocity, as expected,
and with superficial water velocity. This is because bubbles move
in a nonstagnant surrounding liquid, which is forced to move
downward.
The bubble vertical velocity (Fig. 11(b)) increases with superfi-
cial air velocity, as one would expect. The increase of the bubble
vertical velocity after the transition of the superficial gas velocity
is due to the increased coalescence rate. The increase in the super-
ficial water velocity also leads to an increase in the bubble vertical
velocity. Furthermore, liquid may be more concentrated near
walls, and an increase of liquid velocity may result in the increase
of the thickness of the liquid film near the walls, resulting in the
increase of the gas velocity in the core of the section.
The bubble Sauter mean diameter (Fig. 11(c)) increases with
air flow rate. It is frequently admitted that, in a given gas injection
configuration, the bubble diameter is an increasing function of the
superficial gas velocity. The reasons for this increase can be
linked to the coalescence phenomena [34]. We have noticed that
an increasing diameter also increases the water flow rate. As dis-
cussed before, the Sauter mean diameter obtained from the optical
probe refers to a spherical shape. While considering the operating
conditions (analyzed using the image processing), the Sauter
Table 3 Experimental studies
Reference Configuration Dc (m) Sparger design
R1 Reith et al. [67] Open tube 0.14 Perforated plate—dholes ¼ 2 mm
R2 Reith et al. [67] Open tube 0.29 Perforated plate—dholes ¼ 2 mm
R3 Schumpe and Grund [58] Open tube 0.30 Ring—dholes ¼ 1 mm
R4 Wilkinson et al. [59] Open tube 0.15 Ring—dholes ¼ 2 mm
R5 Wilkinson et al. [59] Open tube 0.23 Ring—dholes ¼ 7 mm
R6 Throat et al. [68] Open tube 0.385 Sieve plate—dholes ¼ 1 mm
R7 Throat et al. [68] Open tube 0.385 Sieve plate—dholes ¼ 2 mm
R8 Al-Oufi et al. [10] Annular gap 0.102 Porous plate—dholes ¼ 0:1 mm
Fig. 9 Holdup measurements (JL5 0 m/s): (a) comparison with literature correla-
tions and (b) comparison with data from the literature (Table 3)
Fig. 10 Proposed correlation for the gas holdup
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mean diameter from the optical probe and from the image analysis
is found to be 6.3 and 5.26 mm, respectively. Applying the correc-
tion previously described in Eq. (8) with a mean aspect ratio of
0.7 (mean value from the experimental data of the image analy-
sis), the corrected Sauter mean diameter from the optical probe is
4.975 mm. The resulting error decreases and changes from
19.81% to 5.52%.
The interfacial area concentration (Fig. 11(d)) increases with
the increase of water superficial velocity at low air superficial ve-
locity, and an opposite trend is observed at higher air superficial
velocity. This indicates that, as the bubble diameter increases, the
interfacial area concentration decreases after some point.
The bubble chord distribution data are presented in Fig. 12 for
the four superficial water velocities and the different superficial
Fig. 11 Optical probe measurements: (a) local void fraction, (b) bubble velocity,
(c) bubble Sauter mean diameter, and (d) interfacial area
Fig. 12 Bubble chord distributions
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gas velocities at which local measurements were performed. In
future studies, the bubble chord distributions could be converted
to BSD using correction algorithms from the literature, such as
the one proposed by Hoang et al. [73].
5 The Numerical Results
Numerical results from CFD simulations are presented, dis-
cussed, and compared to experimental data. Results in terms of
gas holdup, local void fraction, and cross-sectional void fraction
distribution are analyzed.
5.1 Experimental Data Comparison. Gas holdups from the
numerical simulations are measured in a similar way with respect
to the experiments, i.e., measuring the free-surface height and
comparing it with the initial water volume. The results obtained
for the two cases (A and B) identified previously are summarized
in Table 4. A very good agreement between the numerical results
and the experiments is found, and errors in the global holdup are
below 7% in the range considered. The two cases analyzed cover
the bubbly flow regime (case B is just before the flow regime tran-
sition), and this suggests that the present model can predict the
bubbly flow regime in the annular gap bubble column. The optical
probe data have been compared with local numerical results,
showing a relative error between 9% and þ16%. The data used
for comparison are the mean values of the void fractions. Of
course, the experimental data are affected by an uncertainty,
which has been discussed in Sec. 2. Such agreement is achievable
only when two bubble classes are implemented. We noticed that,
with only the small bubble class, the bubble plume diffuses com-
pletely within the pipe cross section and the gas holdup is largely
overestimated. Alternately, with only the large bubble class, the
bubble plume does not diffuse transversally and remains attached
to the internal pipes, leading to qualitatively and quantitatively
wrong results [48]. Instead, when two bubble classes are consid-
ered, the bubble plume starts to oscillate and to expand within the
entire cross section slightly after the air distributor. This behavior,
together with the development length, matches very well the ex-
perimental observations.
5.2 Cross-Sectional Volume Fraction Distribution. The
qualitative visualization of the cross-sectional volume fraction
distribution allows a better understanding of the quality of the pre-
dictions. In Fig. 13, the time-averaged air volume fraction distri-
bution (mean air volume fraction; the sum of the small and large
bubbles phases) is shown for various vertical positions ranging
from 0.8 to 3.3 m. Few changes of the cross-sectional air volume
fraction distribution are noticed from the vertical position
h¼ 2.0 m until h¼ 3.0 m, suggesting that the two-phase flow
develops quite rapidly as in the experiments. A similar flow devel-
opment is also observed for case B, as shown in Fig. 14. In
Fig. 15, the time-averaged volume fraction distribution of the
water and the small bubbles and large bubbles phases is displayed
for cases A (Fig. 15(a)) and B (Fig. 15(b)) within the horizontal
plane at h¼ 2.3 m. A concentration of the large bubbles phase is
noticed near the inner pipes for both cases. Alternately, the small
Table 4 Numerical results: gas holdup and local void fraction
comparison
Data Model Case A Case B
Holdup Experiment 2.9% 7.5%
CFD 3.1% (þ6.9%) 8.0% (þ6.7%)
Local void fraction Experiment 3.31% 8.71%
CFD 3.85% (þ16.3%) 7.89% (9.41%)
Fig. 13 Cross-sectional contour of time-averaged air volume fraction at various
vertical positions for case A (values of the area-averaged air volume fraction are
also displayed)
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Fig. 14 Cross-sectional contour of time-averaged air volume fraction at various
vertical positions for case B (values of the area-averaged air volume fraction are
also displayed)
Fig. 15 Cross-sectional contour of time-averaged volume fraction at the horizontal plane
h5 2.3 m (the black dot indicates the probe location for local measurements): (a) case A and (b)
case B
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bubbles phase tends to spread within the entire cross section,
which is also consistent with the experiments where a
homogeneous-bubbly flow is witnessed far from the inner pipes.
6 Conclusions
This paper investigates the countercurrent gas–liquid flow in an
annular gap bubble column with an inner diameter of 0.24 m via
experimental and numerical investigations.
In the first part, the experimental results are detailed. A
homogeneous-bubbly flow regime and a heterogeneous-churn tur-
bulent flow regime have been reported, with a transition zone
between the two regimes. The stable slug flow, the annular flow,
and the flooding condition were not observed, and the absence of
slug flow is motivated by the theoretical consideration of large-
diameter pipes. In the homogeneous regime, bubble recirculation
occurs around the inner pipes, along with the periodic appearance
of cap bubbles. In the bubbly flow regime, gas holdup increases
linearly as a function of the gas flow rate, and it increases with the
water flow rate; however, in the heterogeneous regime, the water
superficial velocity has no influence on the holdup. The flow re-
gime transition toward the heterogeneous regime has been quanti-
tatively analyzed using holdup measurements. A comparison
between holdup measurements and literature correlations has
revealed that the present experimental data are in agreement with
the previous studies in the literature. Local flow behavior has been
analyzed considering the local void fraction, the bubble velocity,
the bubble diameter, and the bubble chord distributions.
In the second part, a CFD modeling of the column operating in
the bubbly flow regime is proposed using the commercial software
ANSYS FLUENT. Three-dimensional transient simulations have been
performed considering a set of nondrag forces and polydispersity
within an Eulerian two-fluid approach. It is shown that the errors
in the global holdup and in the local properties are below 7% and
16%, respectively, in the range considered. Further studies may
concern the influence of the inner pipes on the flow behavior and
analysis of the images to provide further data concerning the
bubble shape and its influence on the global fluid dynamics
parameters.
Nomenclature
ai ¼ interfacial area concentration (m2/m3)
BSD ¼ bubble size distribution
c ¼ coefficient in the ellipse equation
CD ¼ drag coefficient
CL ¼ lift coefficient
Ca ¼ JGlL=r capillary number
CFD ¼ computational fluid dynamics
CFL ¼ Courant–Friedrichs–Lewy number
db ¼ bubble Sauter mean diameter (mm)
deq ¼ equivalent bubble diameter (mm)
dholes ¼ diameter of holes (m)
dinner ¼ inner diameter of pipes (m)
DH ¼ hydraulic diameter (m)
DH ¼ dimensionless hydraulic diameter
DH;cr ¼ critical dimensionless hydraulic diameter
Eo ¼ g qk  qj
 d2b=rjk E€otv€os number
f ¼ bubble frequency (1/s)
g ¼ gravity acceleration (m/s2)
h ¼ vertical position (m)
H ¼ pipe height (m)
HD ¼ height of water free-surface after aeration (m)
H0 ¼ initial height of water free-surface (m)
J ¼ superficial velocity (m/s)
k ¼ coefficient in the holdup correlation
m ¼ coefficient in the holdup correlation
MI ¼ momentum exchanges (kg/(m2 s2))
Mo ¼ gl4L=ðqL  qGÞr3 Morton number
n ¼ refractive index
p ¼ pressure (Pa)
q ¼ coefficient in the holdup correlation
RANS ¼ Reynolds-Averaged Navier–Stokes
Reb ¼ qk uj  uk
 dj=lk Reynolds number
t ¼ time (s)
T ¼ temperature (	C)
u ¼ velocity vector (m/s)
ub ¼ bubble velocity (m/s)
Uswarm ¼ swarm bubble velocity (m/s)
Utrans ¼ transition superficial velocity (m/s)
URANS ¼ unsteady RANS
a ¼ volume fraction
Dt ¼ sampling period or time step size (s)
eG ¼ gas holdup
eG;Local ¼ local void fraction
l ¼ dynamic viscosity (kg/(m s))
q ¼ density (kg/m3)
r ¼ surface tension coefficient (N/m)
s ¼ viscous and Reynolds stresses (kg/(m s2))
u ¼ aspect ratio
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