Abstract. Prognosis of Prostate cancer is challenging due to incomplete assessment by clinical variables such as Gleason score, metastasis stage, surgical margin status, seminal vesicle invasion status and preoperative prostate-specific antigen level. The whole-genome gene expression assay provides us with opportunities to identify molecular indicators for predicting disease outcomes. However, cell composition heterogeneity of the tissue samples usually generates inconsistent results for cancer profile studies. We developed a two-step strategy to identify prognostic biomarkers for prostate cancer by taking into account the variation due to mixed tissue samples. In the first step, an unsupervised EM clustering analysis was applied to each gene to cluster patient samples into subgroups based on the expression values of the gene. In the second step, genes were selected based on χ 2 correlation analysis between the cluster indicators obtained in the first step and the observed clinical outcomes. Two simulation studies showed that the proposed method identified 30% more prognostic genes than the traditional differential expression analysis methods such as SAM and LIMMA. We also analyzed a real prostate cancer expression data set using the new method and the traditional methods. The pathway assay showed that the genes identified with the new method are significantly enriched by prostate cancer relevant pathways such as the wnt signaling pathway and TGF-β signaling pathway. Nevertheless, these genes were not detected by the traditional methods.
Introduction
Prostate cancer is the most frequently diagnosed male cancer and the second leading cause of cancer death in men in the United States [1] . Majority of the diagnosed cases are "indolent" that may not threaten lives. Radical prostatectomy provides excellent outcomes for patients with localized disease. It is the subsequent disease recurrence and metastatic spread of the cancer that accounts for most of the mortality. In order to improve disease management and benefit for the patients, reliable indicators are needed to distinguish the indolent cancer from the cancer that will progress. This information would guide treatment choices, avoid inappropriate radical prostatectomy and provide guidance to those who may profit from adjuvant therapy in the post-prostatectomy setting, a period that is seldom utilized as a treatment window. Much effort has been made to identify gene expression changes between aggressive cases and indolent cases [2, 3, 4] . Standard analytical approaches, such as t-test, significance analysis of microarray (SAM) [5] and linear models for microarray data (LIMMA) [6] , have been applied to these studies. However, few accepted and clinically employed biomarkers have been developed owing to the lack of consistency among these studies, i.e., the significant gene set identified in one study has little overlap with the significant gene set identified in other studies. Similar phenomenon has been observed in breast cancer research as well [10] . We noted that a major reason accounting for such inconsistency across studies is the heterogeneity in terms of cell composition, i.e., the tissue samples used for assays were usually mixture of various cell-types with varying percentages [11, 12, 13] . For example, prostate samples are usually composed of tumor, stroma and BPH (benign prostatic hyperplasia). Therefore, the observed gene expression changes among samples could be merely due to the difference in cell composition of these samples. Nevertheless, such composition heterogeneity is rarely taken into account in biomarker studies since there is no straightforward way to deal with such variation through regular gene expression analyses, leading to false discoveries and inaccurate conclusions in individual studies.
In this paper, we first use a linear combination model to integrate cell composition data (obtained by pathological evaluation or in silico method [11] ) as shown in our previous studies [11, 13] . We then propose a two-step strategy to identify genes that are associated with disease outcomes based on the assumption that the potential prognostic biomarker is able to partition patients into groups of various levels of risk.
Step 1: For each gene, unsupervised cluster analysis involving an EM algorithm [15] was used to categorize the subjects (patients) into several groups (for example, 2, 3, or 4 groups) solely based on the expression values for the gene across subjects. Note that the number of groups (C) needs to be specified before implementing the EM algorithm. Models with different C will be fitted with the data. The optimal number C (or the optimal model) is can be determined through the Bayesian information criterion (BIC).
Step 2: Chi-square test is utilized to select genes with strong associations between the groups obtained at Step 1 and the frequency of classification of a subject as relapse or non-relapse based on the recorded outcomes. The pool of genes with significant Chi-square results defines a classifier with potential for predicting the risk of relapse for new subjects.
Our analyses of two simulated data sets using the traditional gene differential expression methods (SAM and LIMMA) consistently indicated that when gene expression data is substantially variable due to mixed cell-type composition, an improved method for identifying cases with high and low risk of relapse ought to be developed. By analyzing a real prostate cancer data set using the new method, we identified 648 genes which categorize prostate cancer cases into two groups of high and low risk for relapse. These genes are significantly enriched in a number of interested pathways disclosed by computer-assisted programs, such as DAVID [14] . Finally the method has potential for accounted for other sources of heterogeneity that bedevil the analysis of Prostate Cancer such as the polyclonal nature of this cancer.
We start the paper with describing the novel two-step approach biomarker identification. The new method was then compared to two commonly used methods by analyzing the simulated data sets as well as a real prostate cancer data set. This is followed by a detailed discussion of the desirable features of the new method and its application domains.
Theory and Method

Step 1: Unsupervised Cluster Analysis
Mixture Model of Gene Expression. Let N be the number of subjects (patients) for a microarray experiment. Let X be a P × N matrix for the tissue components percentage matrix determined by the pathologists, where P is the number of tissue types included in the model. Define y = [y 1 , . . . , y N ]
T as an N × 1 vector for the observed expression levels (the values transformed from the raw microarray data by logarithms) of a particular gene across N individuals. Note that the Gaussian error model is assumed as below. It is commonly accepted that the raw microarray data are log-normally distributed; therefore, logarithms can adequately transform microarray data to resemble a normal distribution [5, 6, 7, 8, 9] . We assume that each subject is sampled from one of C clusters of different levels of risk. The expression of the gene for individual i in the kth cluster (k = 1, . . . , C) can be described by following model:
where Z i is the cluster indicator for the ith individual, β k is the cell-type coefficient vector (P × 1) for the kth cluster, and i ∼ N (0, σ 2 ). Such MLR setting has been used in our previous studies [11, 13] . Therefore, the likelihood for the Gaussian mixture can be constructed as follows,
where
and
is the normal density.
EM Algorithm for Cluster Analysis. The EM algorithm [15] is a numerical algorithm commonly used for clustering analyses. Generally, the EM algorithm consists of two major routines: an expectation (E) routine in which the expectation of the log-likelihood is computed, and a maximization (M) routine in which the MLE is calculated for each parameter. The E-routine and M-routine alternate until some criterion of convergence is reached. In the current study, the EM algorithm is implemented as follows, Procedure 0: Initializing all parameters, Θ = Θ (0) . Procedure 1 (E): Update the posterior membership probability,
Procedure 2 (M1): Update the mixing probability,
Procedure 3 (M2): Update the expression coefficient,
Procedure 4 (M3): Update the residual variance,
Procedure 5: Repeat procedure 1 through procedure 4 until a certain criterion of convergence is reached.
Step 2: Gene Identification Based on Correlation Analysis
The posterior probabilities (π i1 , . . . , π iC ) are calculated for subject i where
. . , π iC ) determined the membership for subject i given τ i ≥ 0.6. If τ i < 0.6, the subject cannot be assigned to any of the C clusters. In this study, we only consider genes that definitively determine the membership for ≥ 60% of the subjects. Therefore, genes that do not meet this criterion will be considered irrelevant to the disease progression. A contingency 
Application
Simulation Study
To demonstrate the efficiency of the new method, we carried out two simulation studies each with 1000 genes and 200 subjects. Among the 200 subjects, 1 to 100 were designated as non-relapse patients and 101 to 200 were designated as relapse patients. We randomly generated three tissue types (tumor, stroma and BPH) with various component percentages for each subject. In the first simulation, the first 150 genes were set to be associated with the disease outcomes. The expression coefficients β intercept , β tumor , β stroma and β BP H for each gene represent the strength of gene-outcome association. They were generated as follows: (1) β intercept and β BP H were not altered between relapse and non-relapse patients; (2) for genes 1 -50, the relapse and non-relapse patients had different β tumor but the same β stroma , i.e., these genes are differentially expressed in tumor between relapse and non-relapse groups (tumor related signatures); for genes 51 -100, the relapse and non-relapse patients had different β stroma but the same β tumor , i.e., these genes are differentially expressed in stroma between relapse and non-relapse groups (stroma related signatures); (3) for genes 101 -150, both β tumor and β stroma were different between the relapse and non-relapse patients, i.e., these genes are differentially expressed in both tumor and stroma between the relapse and non-relapse groups (tumor and stroma related signatures). Table 1 (column 1) shows the expression coefficients for the first 150 genes. We deliberately generated random dichotomous variables for the 200 patients. These random dichotomous variables are similar to but unrelated to the outcome variable. We let genes 151 -300 to be associated with these simulated dichotomous variables, yielding a special group of control genes. The remaining 700 genes were set to have no association with any indicator variables. Residual errors were sampled from a normal distribution with mean 0 and variance 0.01. The two-cluster EM algorithm was performed for each gene as described below.
First, the 200 subjects were randomly (0.5 : 0.5) assigned into the relapse and non-relapse groups. A simple regression analysis was used to generate the two initial expression coefficients sets β 10 , β 11 , β 12 , β 13 and β 20 , β 21 , β 22 , β 23 for these two groups. The average of the estimated residual errors for the 200 subjects was used as the initial value of σ 2 . The EM algorithm was then applied until the difference between successive log-likelihoods was smaller than 0.0001. We constructed a 2 × 2 contingency table and calculated the p-value based on the central χ 2 distribution. Using the cutoff point (p < 0.001) mentioned in Theory and Method, we detected 148 differentially expressed genes with no false detection. The two missing genes were gene 5 and 29, owing to the fact that less than 60% of the 200 subjects had been definitively clustered. However, the p-values of the χ 2 test for the two genes are still significant for the successfully clustered subjects. We also analyzed the simulated data using two commonly used differential expression analysis software packages, SAM [5] and LIMMA [6] . False discovery rate (FDR) ≤ 0.05 was chosen as the criterion for gene detection. SAM identified 111 differentially expressed genes with no false detection. LIMMA identified 114 differential expressed genes with no false detection. Table 1 (columns 3, 4 and 5) shows the numbers of genes identified by SAM, LIMMA, and the proposed new method, suggesting the new method has improved the accuracy for gene identification over the two existing methods. Another advantage of the new method is that it can identify the cell origin of the observed expression changes, i.e., the new method can determine if such expression changes occurred in tumor cells or stroma cells. The contingency test in Table 2 shows that our method can successfully identify 98% tumor-cell-related signatures, 100% stroma-related signatures, and 80% tumor-stroma related signatures. Ten tumor-stroma related genes were misclassified into stroma related genes. There are two possible explanations: (1) For these ten genes, the stroma expression coefficients (average 1.28) are much greater than the tumor expression coefficients (average 0.63), and (2) The stroma percentage data are more variable than the tumor percentage data (about 50% of the simulated subjects had 0% tumor cells). Thus this simulation study reveals several advantages of the new method and highlights the improved efficiency. Table 2 . The performance of the new method in the first simulation experiment < < < < < < < < < < < The second simulation experiment was based on the assumption that subtypes of tumors which are possibly polyclonal variants may exist for relapse patients, i.e., different types of tumors may be subject to different levels of recurrence risk. In this simulation experiment, we divided relapse patients into low risk (subjects 101 -150) and high risk relapse patients (subjects 151 -200). We used the same X matrix as in the first simulation experiment. We let the first 150 genes (1-150) be associated with non-relapse/relapse status (2 clusters) but the next 150 genes (151-300) be associated with non-relapse/low risk/high risk status (3 clusters). The clusters were assigned different expression coefficients. Genes 301 -350 and 351 -450 were controlled by other randomly generated dichotomous and trichotomous variables respectively. The last 550 genes were not association with any indicator variables. The residual errors were sampled from normal distribution with mean 0 and variance 0.01. We used the two-cluster EM algorithm (EM2) and the three-cluster EM algorithm (EM3) to analyze the simulation data. A similar strategy was used for initializing parameters for each model. Comparison of these two models is shown in Figure 1 . For genes 1 -150, both EM2 and EM3 identified 145 of them, but each method identified two additional genes, making a shared proportion of 97.3% (see Figure 1(a) ). Among the 149 identified genes, 132 genes were selected by the EM2 algorithm (2-cluster model) and the remaining 17 genes were selected by the EM3 algorithm (3-cluster model) based on the BIC scores (Model with lower BIC score was preferred.). For genes 151-300, 138 genes were identified by both the EM2 and EM3 algorithms (shared proportion of 92.6%, see Figure 1(b) ). The two algorithms together identified 149 genes, among which 133 genes were selected by EM3 (3-cluster model) and 16 genes were selected by EM2 (2-cluster model) based on the BIC scores. These results are consistent with the setting of the simulation experiment, which shows that subtypes within a risk group may be identified by increasing the number of clusters in EM algorithm. 
Real Data Analysis
A publicly available prostate cancer data set [12] was analyzed here. A total 136 postprostatectomy frozen tissue samples were obtained from 82 subjects by informed consent using Institutional Review Board (IRB)-approved and HIPPAcompliant protocols. All tissues were collected at surgery and escorted to pathology for expedited review, dissection and snap freezing in liquid nitrogen. The tissue components (tumor epithelial cells, stroma cells, epithelial cells of BPH) were estimated by four pathologists. RNA samples prepared from the frozen tissue samples were hybridized to Affymetrix U133A GeneChip array. The data have been deposited in the Gene Expression Omnibus (GEO) database with accession number GSE08218. Out of the 136 samples, 80 samples were from relapsed patients, 50 samples from non-relapsed patients, and 6 samples from normal subjects.
The EM2 and EM3 algorithms were applied to the prostate cancer data following the same strategy as in the simulation studies. We only used 130 patient samples for the analysis. The cutoff point we used for gene selection was p-value ≤ 0.005 (χ 2 test), which resulted in 648 detected genes (215 genes by EM2, 324
genes by EM3, and 109 genes by both algorithms). A computer-assisted analysis of these 648 genes using DAVID Bioinformatics [14] indicated that these genes are significantly enriched in several prostate cancer pathways, such as ECMreceptor interaction, wnt signaling pathway, focal adhesion, TGF-β signaling pathway and gap junction (see Table 3 ). For comparison, we also analyzed the same data using SAM and LIMMA. The 650 highly ranked genes (similar in size to the detected genes by the new method) in each analysis were selected and then analyzed using DAVID Bioinformatics. The pathway analysis of the genes from SAM and LIMMA did not pull out relevant connections between these genes from literatures.
Discussion
We have developed a new gene differential expression method for identifying reliable prognostic signatures for prostate cancer. The new method consists of two steps -cluster analysis and correlation analysis. Two major contributions of the new method include (1) the use of cell-type distribution information, and (2) avoiding direct use of relapse/non-relapse states information, which is often not definitive due to data censoring. It is very common in the tumor marker literature that different labs produce inconsistent results [16, 17] . One possible explanation among others is that tumor samples used for gene expression assays are highly heterogeneous in terms of cell composition. We have solved the problem by incorporating tissue component percentage into the analysis. Another advantage of incorporating cell-type distribution into the data analysis is that we were able to identify the cell origin of the observed gene expression changes. This provides a clue for identification of desirable therapeutic targets or better understanding the mechanism of cancer biology. By using two sets of simulated data, we demonstrated that the new method is more desirable than the commonly used differential expression methods when the samples are highly heterogeneous in cell composition. Moreover, the new method can also identify the potential subtypes of tumors based on the gene expression profiles (represented by the genes detected in EM3 model). Given larger sample size, more complex models, for example EM4 or EM5, could be applied to identify finer tumor subtypes represented by special expression signatures. It has been hypothesized that these subtypes of tumor likely arise from the polycolonal nature of prostate cancer and they may have distinct potentials to progress [13, 18, 19, 20] . Therefore, the gene signatures that are distinctive of these subtypes of prostate tumors may be useful for predicting patients' clinical outcomes. The pathway analysis based on the real prostate cancer data demonstrated that the new method identified genes significantly enriched or associated with prostate cancer related pathways. Genes selected by the traditional methods, however, did not show relevant connectivity in biological functions. The failure of the traditional methods might be explained by (1) the substantial variation caused by mixed tissue or (2) the incomplete recorded relapse/non-relapse data due to censoring. In this study, we aim to identify expression changes that are associated with bad outcomes of prostate cancer and hope to translate these gene signatures to clinical use. Therefore, genes that do not contribute to accurate classification may not be of clinical use even though they may be biologically related to the disease. One reviewer suggested further Gene Ontology study or Enrichment analysis of the genes that have not been selected in gene identification process owing to the fact that they do not meet the membership criterion in step (2) . We agree that such analysis would help gain valuable information conveyed by those "ignored" genes. We will definitely look into the biological functions of those genes in the subsequent biological validation. However, these efforts do not improve the performance of the classifier that we are trying to develop in the study.
To deal with uncertain issue related to data censoring, we first developed an unsupervised EM clustering method to cluster samples and then constructed a contingency table between our cluster variables and the recorded outcome variables (relapse/non-relapse) to select genes. Our new method avoided the direct use of recorded relapse/non-relapse information to identify reliable signatures for disease prognosis. To validate that the unsupervised clustering method is superior to the supervised clustering, we did another experiment. The classification obtained for the 113 significant genes (p-value ≤ 0.001 in the χ 2 test) were used for deriving the outcome variables for the 130 patient samples via majority voting, yielding 16 non-relapse samples and 114 relapse samples. We then simply reanalyzed the prostate cancer data using SAM and LIMMA with the outcome variable estimated from the 113 genes. The pathway analysis based on the most significant 650 genes from the SAM and LIMMA analyses identified relevant pathways, e.g., the wnt signaling pathway from both methods. Other important cancer related pathways, such as ECM-receptor interaction, focal adhesion and TGF-β signaling pathway were identified by SAM using the "corrected" outcome information. We conclude that the new method has potential for classification of prostate cancer into risk groups for relapse and non-relapse outcome and is worthy of further development. In particular it will be important to test the method by comparison to other methods like the forest of trees approach [21] which does not require cell-type express and by testing the method on additional real data sets with known or calculated cell type distributions. These studies are in progress.
