Neural Networks as a Tool of Forecasting of Socioeconomic Systems Strategic Development  by Babkin, A.V. et al.
 Procedia - Social and Behavioral Sciences  207 ( 2015 )  274 – 279 
Available online at www.sciencedirect.com
1877-0428 © 2015 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the International Strategic Management Conference
doi: 10.1016/j.sbspro.2015.10.096 
ScienceDirect
11th International Strategic Management Conference 2015 
Neural Networks as a Tool of Forecasting of Socioeconomic 
Systems Strategic Development 
A.V. Babkina, E.P.Karlinab, N.S. Epifanovab* 
 
a Peter the Great St.Petersburg Polytechnic University, St.Petersburg, Russia 
b Astrakhan State Technical University, Russia 
Abstract 
When forecasting socio-economic processes it is essential to choose a forecasting method that will objectively reflect 
the tendencies in development of socio-economic systems. The most common forecasting methods - linear, quadratic, 
exponential, the autoregressive model and the Holt-Winters forecasting method - are based on extrapolation, i.e. 
extension of a tendency observed in the past and present to the future. The principal non-linearity in the development 
of the socioeconomic systems that are managed under conditions of uncertainty and partial observability of the 
functioning processes, has helped to formulate the expediency of their forecasting based on neural networks. 
Comparative evaluation of the effectiveness of different forecasting methods is implemented using the example of the 
Astrakhan region socioeconomic development forecast for 2014-2015. The initial data has been compiled of the GRP 
(gross regional product), the volume of industrial production, gross agricultural product, the amount of investments 
in fixed assets, the scope of construction work, the average monthly salary, the CPI (consumer price index) and the 
unemployment rate in 2001-2012.  
The minimum value of errors in the regional socio-economic development forecast based on neural networks has 
showed the higher degree of objectivity in the results of neural network forecasting in comparison with other methods. 
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1. Introduction 
Forecasting as a specific management function sets a number of nontrivial methodological problems for the 
researchers. These problems are mainly caused by the fact that forecast suggests studying an object that does not exist 
so far. It requires a justified choice of methods and a forecasting model based on the characteristics of an object and 
the statement of the basic principles that enable creation of a constructive basis for the development of the applied 
forecasting methods. 
2. Problem statement 
Forecasting in the general is an extrapolation of the past and present on the future. Extrapolation assumes finding 
levels outside the studied series, which means extension of the tendencies observed in the past to the future 
(prospective extrapolation). Since the tendency of development in fact remains unchanged, the data obtained by means 
of extrapolation of the series should be considered as probability assessments. Therefore, the traditional approach to 
the economic forecasting is based on two assumptions: 
- The applied model is an adequate reflection of the economic system; 
- The economic structure will remain constant in the future.  
Practical development of a quantitative model involves construction of a general tendency of level changes of time 
series based on the analytical alignment of dynamic time series. The main point of the analytical alignment method in 
dynamic time series is that the general tendency of development is calculated as a function of time (1):        
8t  f t,                                                                                                                                                                   (1) 
where Yt stands for the levels of the dynamic series, calculated accordingly to the appropriate analytical equation at 
time t. 
Determination of the theoretical (estimated) levels of Yt is implemented on the basis of an adequate mathematical 
model that approximates the basic tendency of dynamic time series in the best way. 
The most common methods of construction for the time series forecasting are: linear, quadratic, exponential, the 
autoregressive model and the Holt-Winters forecasting method, which are based on different approaches to the 
estimation and determination of the factors that affect the system in the past and present and on the assumption that 
they will have the same impact in the future (G.A. Parsadanov, V.V. Egorov, 2002, Erich Jantsch, 1974, G. Box, G. 
Jenkins,1974, J.D. Hamilton, 1998, G. Kantorovich, 2002, John E. Hanke, Arthur G. Reitsch, Dean W. Wichern, 2003, 
J. Scott Armstrong, 2001, E. Karlina, 2013). 
Using these methods we can extrapolate the quantitative characteristics of economic, scientific and productive 
capacity, the performance data of scientific and technical progress, the characteristics of the ratio of the particular 
subsystems, blocks and elements in the index system of complex systems, etc. 
This brings up the question: is it proper to transfer the patterns describing the past and the present on the future? 
This question becomes especially important when it comes to forecasting socio-economic systems that are managed 
under conditions of uncertainty and partial observability of the functioning processes (V.N. Tsygichko, 2007; O.V. 
Zaborovskaia, E.V. Plotnikova, E.E. Sharafanova, 2014). The applied methods of socioeconomic systems forecasting 
are based on the idealization of reality, i.e. the cause in different circumstances leads to the same effect. That assumes 
the linearity of development and does not consider the internal processes of self-development, initiating new situations 
and new effects unrelated to the previous causes. 
Non-linearity of the world development, including socio-economic systems, is the basic principle of 
neodeterminism, considering the socio-economic processes as fundamentally non-linear (I. Prigozhin, I. Stingers, 
1986, G. Deleuze, 1998), which does not deny the existence of determinism in the development of nature and society 
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in general, but limits it with the short periods of linear development. Sticking to this position concerning the causes 
of phenomena, we propose to use neural networks to forecast the development of socioeconomic systems. 
Emergence of neural networks as a forecasting method is an attempt to simplify modelling of intellectual and 
natural processes, which are random to a great extent. Application of neural networks is justified when it is impossible 
to build an accurate mathematical model of the studied object or phenomenon. 
With the properties of artificial intelligence, neural networks are capable of learning (changing weight coefficients 
in accordance with a particular algorithm), accumulating and summarizing available information, using it as a new 
data. In most cases it leads to good results. Neural networks are a flexible tool, so there is a variety of both the networks 
final models and options of their application  (Simon Haykin, 2005, A. Galushkin, 2012, V. Borovikov, 2008). 
Forecast results 
Construction of the forecasted sphere involves formation of a composite indices characterizing the possible ways 
of socioeconomic systems development. The object of this study is a regional socioeconomic system. Construction of 
dynamic time series for forecasting was based on a data system that, to some extent, reflects the state and the level of 
socioeconomic development of the Astrakhan region (Table 1) in 2001-2012. Comparative characteristics of the 
forecast results based on the use of different methods are presented in Table 1. 
Table 1. Estimated results of the forecasted indices. 
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The most optimistic forecast of the regional socio-economic system development is the one based on the 
exponential model, since it relies on the assumption that all the figures in a given time period (2013 -2015) tend to 
increase. The dynamics of changes in figures is not linear, which makes the forecast more objective in comparison 
with linear regression, but the possibility of forecast errors is relatively high compared to other methods. 
The pessimistic variant of the socio-economic system forecast is formed by a set of results - the forecast values 
of all of the calculation models with the smallest error (Table 2). 
 
Table 2. Variants of the forecast of regional socio-economic development indices. 
 
Indicators Values of the forecast indices 
“Optimistic” 
(exponential model ) 
“Pessimistic” 
(with the smallest error ) 
Neural networks 
2014 2015 2014 2015 Calculation 
model 
2014 2015 Error 
value 
(GRP) Gross regional 
product (current basic 
prices),  bln. rub. 
327.9256 389.9016 241.9436 265.1752 autoregressive 145.0031 185.4328 lowest 
Volume of shipped goods 
of manufactured locally,  
bln. rub. 
151.3409 176.0935 40.1933 30.05675527 autoregressive 76.34935 73.12144 lowest 
Gross agricultural output 
in all categories of 
production,  bln. rub. 
46.43239 56.5884 34.55406 38.02418 Holt-Winters 24.2194 27.1129 lowest 
Investments in fixed 
assets,  bln. rub. 
137.8096 164.9594 19.7041 9.601937326 autoregressive 59.09 63.37895 lowest 
Foreign investment,  th. 
USD. 
95963.5 116825.1 39287.81 40248.77 linear 
regression 
11644.64 11644.4 low 
Volume of construction 
work 
40.85266 47.88751 27.47264 29.22084 linear 
regression 
17.3242 17.36587 lowest 
Average monthly salary,  
bln. rub. 
36965.33 45062.46 21903.15 23514.36 Holt-Winters 16237.8 17518.16 lowest 
CPI (consumer price 
index) (to the 
corresponding period of 
the previous year), % 
105.6302 104.7411 111.1076 111.1282165 autoregressive 107.7689 107.7523 lowest 
Registered 
unemployment rate (to 
the economically active 
population), at the end of 
the period, % 
1.749267 1.720452 1.793823 1.762704 linear 
regression 
1.704921 1.700504 high 
 
The most objective forecast  is the one based on the neural network method.  
This is explained by the fact that predictive values constructed on the basis of traditional methods (linear regression, 
quadratic dependence, the exponential model, autoregressive model and Holt-Winters method) are based on the 
solution of the corresponding equations system and extrapolation of the calculated coefficient values for the future. In 
this case, the calculation base is composed of consecutive comparison of the previous values with the following ones. 
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The procedure is carried out according to the following pattern: ...→X2010→X2011→X2012 →...→ Xt, and so on. 
Therefore, once derived dependence is retained – correspondence with the theory of determinism. 
From the mathematical point of view, neural network is a multilayer network structure consisting of the similar, 
simple elements - neurons, connected in a complex topology of interconnections and grouped into layers (usually two 
or three), where we can distinguish between the input and the output layers. In neural networks used for forecasting 
the input layer neurons receive information about the characteristics of the situation, and the output layer indicates 
possible response to the situation.  
The prognosis procedure based on neural networks consists of the following (N.Epifanova, 2012, V.Borovikov, 
2008): 
- Creation and optimization of the sample input data: annual figures of development of the regional socioeconomic 
systems (Table 1); 
- Construction of a neural model: selection of a neural network structure and learning algorithm; 
- Training of a neural network. Each type of a neural network has its own way of learning. Thus, the linear network 
(LN) and the multilayer perceptron (MLP) are trained using an error back-propagation algorithm or the method of 
descent by the conjugate gradient; the networks of radial basis function (RBF) and generalized regression neural 
networks (GRNN) are trained with the help of k-means algorithm (the most popular clustering method) for the 
assignment of radial centres, k-nearest neighbour algorithm (the most simple method of classification) to determine 
deviations (radii) of the radial elements and a minimal quadratic optimization algorithm for the linear output layer; 
probabilistic neural network (PNN) uses the methods of nuclear approximation as its learning algorithm.  
In order to find the best architecture and to select the optimal training method we used the “Intelligent Problem 
Solver” (IPS) which contains the software package Statistica Neural Networks (STNN). IPS module is used in the 
process of the neural network construction and can automatically select the type of network architecture and the 
learning method, considering search for the best option as an optimization problem. As a result, IPS identified RBF 
neural network as the best option for the object forecasting (Fig. 1).  
 
Архитектура : РБФ s5 1:5-3-1:1 ,  N = 19
Производительность обуч. = 0,026486 ,  Контр. производительность = 0,980270 ,  Тест.
производительность = 0,314588
 
 
Fig. 1. RBF neural network selected for socioeconomic systems forecasting. 
 
Testing of a neural network in the course of which the quality of a network forecast is determined. 
Thus, the derived forecasted values according to this method are the result of the tendency which reflects the 
complex influence of the factors behind the actual values of all parameters and helps to construct an equation to 
calculate the forecasted values more accurately. It was confirmed by the calculated forecast errors which have the 
minimum values compared to other methods. 
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3. Conclusion 
1. Traditional forecasting methods (linear regression, quadratic dependence, exponential model, autoregressive 
model, Holt-Winters method) extrapolate the tendencies of the past and present socioeconomic systems development 
on its future state, i.e. the forecast is implemented through the analysis of the area of potential. However, the process 
of socioeconomic systems development conjugates with the high uncertainty degree of the future changes and partial 
observability of its functioning processes. At the same time the “sociality” of the functioning processes and significant 
unpredictability of environmental effects prove principle non-linearity of socioeconomic systems development. 
2. Application of neural networks in forecasting of socioeconomic systems, inherently nonlinear and “self-
learning”, enables the increase of forecast objectivity by means of determination of the dependence between inputs 
and outputs throughout the learning process and by accounting a large number of variables of different dimensions. 
4. Directions of further studies 
Development of a universal method based on the development models and its testing by using as input data the 
results of socioeconomic development of different regions is continuation of the present study. 
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