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Abstract—360◦ images and video have become extremely popular formats for immersive displays, due in large part to the technical
ease of content production. While many experiences use a single camera viewpoint, an increasing number of experiences use multiple
camera locations. In such multi-view 360◦ media (MV360M) systems, a visual effect is required when the user transitions from one
camera location to another. This effect can take several forms, such as a cut or an image-based warp, and the choice of effect may
impact many aspects of the experience, including issues related to enjoyment and scene understanding. To investigate the effect of
transition types on immersive MV360M experiences, a repeated-measures experiment was conducted with 31 participants. Wearing a
head-mounted display, participants explored four static scenes, for which multiple 360◦ images and a reconstructed 3D model were
available. Three transition types were examined: teleport, a linear move through a 3D model of the scene, and an image-based
transition using a Mo¨bius transformation. The metrics investigated included spatial awareness, users’ movement profiles, transition
preference and the subjective feeling of moving through the space. Results indicate that there was no significant difference between
transition types in terms of spatial awareness, while significant differences were found for users’ movement profiles, with participants
taking 1.6 seconds longer to select their next location following a teleport transition. The model and Mo¨bius transitions were significantly
better in terms of creating the feeling of moving through the space. Preference was also significantly different, with model and teleport
transitions being preferred over Mo¨bius transitions. Our results indicate that trade-offs between transitions will require content creators
to think carefully about what aspects they consider to be most important when producing MV360M experiences.
Index Terms—H.5.1 [Information interfaces and presentation]: Multimedia Information Systems – Artificial, augmented, and virtual
realities
1 INTRODUCTION
Due in part to the rising quality of 360° cameras, captured 360° media
is an increasingly appealing way to create immersive experiences. Cap-
tured 360° media, however, is generally fixed viewpoint i.e. only the
three degrees of freedom associated with orientation are available to
the user to explore the scene. While free-viewpoint 360° media is being
investigated (e.g. [9,11]), there are still many technical challenges to be
overcome. Multi-view 360° media (MV360M) – in which 360° views
are captured from multiple locations – may offer a partial solution to
the issues associated with fixed-viewpoint 360° media. This is achieved
by allowing users to view the space from multiple perspectives. Sys-
tems have existed for some time that allow the exploration of spaces by
transitioning between 360° images [1, 10], and video-based MV360M
experiences are becoming more common [3, 29].
In MV360M systems, a visual effect is required to transition the
user from one camera location to another. This effect may have a
significant impact on user experience. While multiple transitions are
available from standard film production, such as wipe, dissolve, fade,
etc., there are aspects inherent in immersive MV360M that require
special consideration. A fade to black in an immersive display, for
example, is the equivalent of the world suddenly going dark, and with
no visual features available, this transition might result in discomfort
or disorientation.
Likewise, while work has been done to explore the impact of transi-
tion types in immersive experiences – particularly in the virtual reality
(VR) locomotion literature – certain attributes of MV360M make such
systems inherently different from most real-time rendered experiences.
For example, as each view in MV360M requires a physical camera to
have been placed at that location, such locations tend to be limited in
number. The limited number and fixed-position nature of the views
available may have a detrimental effect on a user’s ability to understand
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the scene. This may mean that additional benefit could be gained from
transition types that provide further information about the spatial lay-
out of the environment over the same transition in real-time rendered
experiences.
In our work, we explored the impact of the transition type when view-
ing image-based MV360M. A repeated-measures experiment was con-
ducted with 31 participants. Wearing a head-mounted display (HMD),
participants navigated through four static scenes, initiating transitions
using a tracked hand controller. Three transition types were examined:
teleport, model and Mo¨bius. The teleport transition moves the user
instantaneously to their selected location while leaving their orientation
unaltered. The model transition moves the user linearly through a re-
constructed 3D model of the scene. While parallax cues inherent in the
model transition are likely to provide users with the most complete im-
pression of the scene, such models are expensive and labour-intensive to
produce. We propose the Mo¨bius transition as a possible middle ground
between the teleport and model transitions. The Mo¨bius transition is
an image-based transformation that gives the impression of movement
between panoramas using a zoom effect. The motion cues provided
by this effect may help to improve understanding of the scene and the
transition, while as an image-based transition there is no requirement
for a 3D reconstruction of the scene to be available.
The metrics investigated were spatial awareness, users’ movement
profiles, transition preference and the subjective feelings of moving
through the space, disorientation, dizziness, and naturalness. Our re-
sults indicate that trade-offs between transitions will require content
creators to think carefully about what aspects they consider to be most
important when producing MV360M experiences. Additionally, un-
expectedly poor spatial awareness results across all conditions may




Most 360° media is recorded by capturing several overlapping camera
views of the same scene. These views are then stitched together in
software. This creates a “viewing sphere” – a 360° view as seen from a
single location. While these 360° views are often captured using rigs
of several cameras, we will use the generic term “camera” to refer to a
single or multiple capture cameras at a single location.
MV360M can help to facilitate the exploration of a captured scene
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by allowing users to view the space from multiple locations. Such
systems can use 360° images or video. Various VR experiences have
made use of these content types in different ways. QuickTime VR
allowed the user to explore a scene by navigating between 360° images
captured from different locations [10]. This type of content has become
commonplace, for example in systems such as Google Street View [1].
Video-based MV360M has historically been less popular, for example
due to typical bandwidth limitations; it is, however, becoming more
common. Video-based MV360M has been live streamed from events
including award shows [3] and concerts [29], allowing users to choose
between views in real-time.
2.2 Locomotion and Spatial Awareness
Similarly to VR locomotion, MV360M allows users to explore virtual
spaces. This is a useful parallel to draw, as the VR locomotion liter-
ature has established several metrics to evaluate different techniques.
Previously investigated locomotion techniques include teleportation [7],
auto-locomotion [34], walking-in-place [36], redirected walking [30]
and the use of a visual metaphor such as a portal [17].
While transitions through MV360M can be framed as a VR loco-
motion task, there are certain differences that are important. Often,
locomotion techniques are assessed on metrics such as accuracy of
positioning, speed, number of collisions, and ease-of-control (e.g. as
in [36]). Such metrics are not necessarily appropriate for examining
different transitions. For example, the accuracy of positioning cannot
reasonably be examined, as the only available locations are predeter-
mined by the camera positions, and it is usually impossible to miss
them due to the nature of the interface.
There are several metrics in the VR locomotion literature, however,
that are useful for exploring the effects of transition types. Aspects
such as the transition’s effect on the user’s spatial awareness is of
importance, as content producers may wish to understand how their
choice of transition will affect a user’s understanding of the captured
space. This may be of particular importance in MV360M, as the lack
of parallax cues from head movement may have a detrimental effect
on a user’s spatial awareness over the six degrees of freedom generally
associated with HMD experiences. Bowman et al. looked at the effect
of transition types on spatial awareness in their work on viewpoint
control techniques [6]. They concluded that teleportation transitions
produced poorer spatial awareness than moving through the space, as
assessed by the time taken to visually find a previously seen object.
Metrics from the spatial awareness literature have also been em-
ployed. Pointing tasks, in which the user is asked to indicate the
direction of a previously seen object that is no longer visible, have been
used in the spatial awareness literature to gauge participants’ under-
standing of both physical buildings [35] and large outdoor spaces [28].
Pointing tasks similar to these have been used in the VR locomotion
literature. In work by Bowman et al., a pointing task was used to
evaluate a user’s ability to maintain spatial orientation while navigating
through virtual corridors [5]. Their results indicated that locomotion
techniques in which the user did not physically move their body still
allowed them to maintain spatial orientation. Recently, Sargunam et
al. used a pointing task to evaluate the effect of amplified and guided
head rotations on spatial awareness [33]. Their results indicated that
guided head rotations may negatively impact spatial awareness, but
only found the effect to be significant for participants with significant
gaming experience. As well as objective measures, subjective aspects
such as the naturalness of the transition (e.g. [36]) and user preference
(e.g. [7]) will have an impact on the user’s experience.
As discussed by Bowman et al. in their work on VR locomotion,
there is an important distinction between locomotion and navigation [6].
Navigation is a complex area that incorporates many cognitive pro-
cesses. While navigation is undeniably an important concept when
exploring a space in VR, like Bowman et al. we do not attempt to ad-
dress the underlying processes involved, although work has previously
been done in this area [12].
2.3 Transitions
The creation of transitions between panoramic images has been studied
for some time. McMillan and Bishop first proposed techniques for
creating novel views by interpolating between panoramic images cap-
tured from cameras with a small baseline [25]. Morvan and O’Sullivan
continued this work to extend the required baseline [26]. In their work,
parallax was faked by billboarding foreground objects using occluder
masks, using a technique similar to Tour into the Picture [19]. Morvan
and O’Sullivan also used laser scanners to create accurate models of
scenes; however producing such models required expensive specialist
hardware and was labour intensive, so this technique was not used in
their final experiments. Morvan and O’Sullivan also conducted a user
study to establish transition preference between faked parallax, a dip to
black (fade) and a cross dissolve (blend). They concluded that blending
was always preferred over fading, and that fake parallax was generally
preferred over blending.
These works, however, relate to panoramic media exploration in a
desktop setting. Viewing panoramic media in an immersive display
such as a HMD is substantially different. For example, the user study
by Morvan and O’Sullivan did not explore “cutting” (an instantaneous
transition) as it was not considered to be “well suited to continuous
navigation”. In an immersive context, instantaneous transitions are
frequently used for navigation, largely due to the effect of vection
on simulator sickness [18]. Additionally, in the work by Morvan
and O’Sullivan, the orientation of the view during transitions was
predetermined, which is not conducive to a HMD experience where the
view is usually determined by the orientation of the HMD.
2.4 Simulator Sickness
Simulator sickness is of particular importance when dealing with tran-
sitions in a HMD. This is due to the fact that simulator sickness can be
induced through vection in a VR display [18], and vection is a necessary
component of some transition types. There have been studies that indi-
cate that a user is less likely to experience simulator sickness if they can
control or anticipate the motion [34]. Additionally, there is evidence
that most users become less susceptible to particular movements with
repeated exposure [20]. A common way to measure simulator sickness
in VR experiments is via self assessment, using the Simulator Sickness
Questionnaire (SSQ) [21].
3 EXPERIMENTAL DESIGN
We conducted a repeated-measures user study to evaluate the effect of
transition type when exploring a scene captured in 360° from multiple
locations. At each location, participants could look around naturally
via a tracked HMD, using the three degrees of freedom associated
with orientation. Participants could move around inside the scenes by
selecting different camera locations using a position-tracked, hand-held
input device. While there were multiple buttons and triggers on the
input device, they all performed the same action and users were free to
use whichever button felt most comfortable. When a user chose to move
to another location, they were transitioned from their current location to
their selected location via one of three transition types, each of which
is described in section 3.2. Generally, the transition type was selected
randomly by the system. The only time when the transition type was not
randomly selected was before the pointing task or preference questions;
at these times the transition type was counterbalanced. These tasks and
questions are described fully in section 3.3, while our counterbalancing
strategy is described in section 3.6.
3.1 Stimuli
As will be discussed in section 3.2, the model transition required a 3D
reconstruction of the scene. As a result of this, the available stimuli was
limited to static scenes. The stimuli was provided by Matterport, a VR
capture company whose cameras record RGB-D data in 360°. Using
this data, Matterport construct a textured 3D model of the scene. This
provides 4k 360° images from set locations, as well as a 3D model of
the scene. The quality of these 3D models is consistent with structured
light scanning, i.e. they contain some holes and do not accurately
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1 INTRODUCTION
Due in part to the rising quality of 360° cameras, captured 360° media
is an increasingly appealing way to create immersive experiences. Cap-
tured 360° media, however, is generally fixed viewpoint i.e. only the
three degrees of freedom associated with orientation are available to
the user to explore the scene. While free-viewpoint 360° media is being
investigated (e.g. [9,11]), there are still many technical challenges to be
overcome. Multi-view 360° media (MV360M) – in which 360° views
are captured from multiple locations – may offer a partial solution to
the issues associated with fixed-viewpoint 360° media. This is achieved
by allowing users to view the space from multiple perspectives. Sys-
tems have existed for some time that allow the exploration of spaces by
transitioning between 360° images [1, 10], and video-based MV360M
experiences are becoming more common [3, 29].
In MV360M systems, a visual effect is required to transition the
user from one camera location to another. This effect may have a
significant impact on user experience. While multiple transitions are
available from standard film production, such as wipe, dissolve, fade,
etc., there are aspects inherent in immersive MV360M that require
special consideration. A fade to black in an immersive display, for
example, is the equivalent of the world suddenly going dark, and with
no visual features available, this transition might result in discomfort
or disorientation.
Likewise, while work has been done to explore the impact of transi-
tion types in immersive experiences – particularly in the virtual reality
(VR) locomotion literature – certain attributes of MV360M make such
systems inherently different from most real-time rendered experiences.
For example, as each view in MV360M requires a physical camera to
have been placed at that location, such locations tend to be limited in
number. The limited number and fixed-position nature of the views
available may have a detrimental effect on a user’s ability to understand
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the scene. This may mean that additional benefit could be gained from
transition types that provide further information about the spatial lay-
out of the environment over the same transition in real-time rendered
experiences.
In our work, we explored the impact of the transition type when view-
ing image-based MV360M. A repeated-measures experiment was con-
ducted with 31 participants. Wearing a head-mounted display (HMD),
participants navigated through four static scenes, initiating transitions
using a tracked hand controller. Three transition types were examined:
teleport, model and Mo¨bius. The teleport transition moves the user
instantaneously to their selected location while leaving their orientation
unaltered. The model transition moves the user linearly through a re-
constructed 3D model of the scene. While parallax cues inherent in the
model transition are likely to provide users with the most complete im-
pression of the scene, such models are expensive and labour-intensive to
produce. We propose the Mo¨bius transition as a possible middle ground
between the teleport and model transitions. The Mo¨bius transition is
an image-based transformation that gives the impression of movement
between panoramas using a zoom effect. The motion cues provided
by this effect may help to improve understanding of the scene and the
transition, while as an image-based transition there is no requirement
for a 3D reconstruction of the scene to be available.
The metrics investigated were spatial awareness, users’ movement
profiles, transition preference and the subjective feelings of moving
through the space, disorientation, dizziness, and naturalness. Our re-
sults indicate that trade-offs between transitions will require content
creators to think carefully about what aspects they consider to be most
important when producing MV360M experiences. Additionally, un-
expectedly poor spatial awareness results across all conditions may




Most 360° media is recorded by capturing several overlapping camera
views of the same scene. These views are then stitched together in
software. This creates a “viewing sphere” – a 360° view as seen from a
single location. While these 360° views are often captured using rigs
of several cameras, we will use the generic term “camera” to refer to a
single or multiple capture cameras at a single location.
MV360M can help to facilitate the exploration of a captured scene
by allowing users to view the space from multiple locations. Such
systems can use 360° images or video. Various VR experiences have
made use of these content types in different ways. QuickTime VR
allowed the user to explore a scene by navigating between 360° images
captured from different locations [10]. This type of content has become
commonplace, for example in systems such as Google Street View [1].
Video-based MV360M has historically been less popular, for example
due to typical bandwidth limitations; it is, however, becoming more
common. Video-based MV360M has been live streamed from events
including award shows [3] and concerts [29], allowing users to choose
between views in real-time.
2.2 Locomotion and Spatial Awareness
Similarly to VR locomotion, MV360M allows users to explore virtual
spaces. This is a useful parallel to draw, as the VR locomotion liter-
ature has established several metrics to evaluate different techniques.
Previously investigated locomotion techniques include teleportation [7],
auto-locomotion [34], walking-in-place [36], redirected walking [30]
and the use of a visual metaphor such as a portal [17].
While transitions through MV360M can be framed as a VR loco-
motion task, there are certain differences that are important. Often,
locomotion techniques are assessed on metrics such as accuracy of
positioning, speed, number of collisions, and ease-of-control (e.g. as
in [36]). Such metrics are not necessarily appropriate for examining
different transitions. For example, the accuracy of positioning cannot
reasonably be examined, as the only available locations are predeter-
mined by the camera positions, and it is usually impossible to miss
them due to the nature of the interface.
There are several metrics in the VR locomotion literature, however,
that are useful for exploring the effects of transition types. Aspects
such as the transition’s effect on the user’s spatial awareness is of
importance, as content producers may wish to understand how their
choice of transition will affect a user’s understanding of the captured
space. This may be of particular importance in MV360M, as the lack
of parallax cues from head movement may have a detrimental effect
on a user’s spatial awareness over the six degrees of freedom generally
associated with HMD experiences. Bowman et al. looked at the effect
of transition types on spatial awareness in their work on viewpoint
control techniques [6]. They concluded that teleportation transitions
produced poorer spatial awareness than moving through the space, as
assessed by the time taken to visually find a previously seen object.
Metrics from the spatial awareness literature have also been em-
ployed. Pointing tasks, in which the user is asked to indicate the
direction of a previously seen object that is no longer visible, have been
used in the spatial awareness literature to gauge participants’ under-
standing of both physical buildings [35] and large outdoor spaces [28].
Pointing tasks similar to these have been used in the VR locomotion
literature. In work by Bowman et al., a pointing task was used to
evaluate a user’s ability to maintain spatial orientation while navigating
through virtual corridors [5]. Their results indicated that locomotion
techniques in which the user did not physically move their body still
allowed them to maintain spatial orientation. Recently, Sargunam et
al. used a pointing task to evaluate the effect of amplified and guided
head rotations on spatial awareness [33]. Their results indicated that
guided head rotations may negatively impact spatial awareness, but
only found the effect to be significant for participants with significant
gaming experience. As well as objective measures, subjective aspects
such as the naturalness of the transition (e.g. [36]) and user preference
(e.g. [7]) will have an impact on the user’s experience.
As discussed by Bowman et al. in their work on VR locomotion,
there is an important distinction between locomotion and navigation [6].
Navigation is a complex area that incorporates many cognitive pro-
cesses. While navigation is undeniably an important concept when
exploring a space in VR, like Bowman et al. we do not attempt to ad-
dress the underlying processes involved, although work has previously
been done in this area [12].
2.3 Transitions
The creation of transitions between panoramic images has been studied
for some time. McMillan and Bishop first proposed techniques for
creating novel views by interpolating between panoramic images cap-
tured from cameras with a small baseline [25]. Morvan and O’Sullivan
continued this work to extend the required baseline [26]. In their work,
parallax was faked by billboarding foreground objects using occluder
masks, using a technique similar to Tour into the Picture [19]. Morvan
and O’Sullivan also used laser scanners to create accurate models of
scenes; however producing such models required expensive specialist
hardware and was labour intensive, so this technique was not used in
their final experiments. Morvan and O’Sullivan also conducted a user
study to establish transition preference between faked parallax, a dip to
black (fade) and a cross dissolve (blend). They concluded that blending
was always preferred over fading, and that fake parallax was generally
preferred over blending.
These works, however, relate to panoramic media exploration in a
desktop setting. Viewing panoramic media in an immersive display
such as a HMD is substantially different. For example, the user study
by Morvan and O’Sullivan did not explore “cutting” (an instantaneous
transition) as it was not considered to be “well suited to continuous
navigation”. In an immersive context, instantaneous transitions are
frequently used for navigation, largely due to the effect of vection
on simulator sickness [18]. Additionally, in the work by Morvan
and O’Sullivan, the orientation of the view during transitions was
predetermined, which is not conducive to a HMD experience where the
view is usually determined by the orientation of the HMD.
2.4 Simulator Sickness
Simulator sickness is of particular importance when dealing with tran-
sitions in a HMD. This is due to the fact that simulator sickness can be
induced through vection in a VR display [18], and vection is a necessary
component of some transition types. There have been studies that indi-
cate that a user is less likely to experience simulator sickness if they can
control or anticipate the motion [34]. Additionally, there is evidence
that most users become less susceptible to particular movements with
repeated exposure [20]. A common way to measure simulator sickness
in VR experiments is via self assessment, using the Simulator Sickness
Questionnaire (SSQ) [21].
3 EXPERIMENTAL DESIGN
We conducted a repeated-measures user study to evaluate the effect of
transition type when exploring a scene captured in 360° from multiple
locations. At each location, participants could look around naturally
via a tracked HMD, using the three degrees of freedom associated
with orientation. Participants could move around inside the scenes by
selecting different camera locations using a position-tracked, hand-held
input device. While there were multiple buttons and triggers on the
input device, they all performed the same action and users were free to
use whichever button felt most comfortable. When a user chose to move
to another location, they were transitioned from their current location to
their selected location via one of three transition types, each of which
is described in section 3.2. Generally, the transition type was selected
randomly by the system. The only time when the transition type was not
randomly selected was before the pointing task or preference questions;
at these times the transition type was counterbalanced. These tasks and
questions are described fully in section 3.3, while our counterbalancing
strategy is described in section 3.6.
3.1 Stimuli
As will be discussed in section 3.2, the model transition required a 3D
reconstruction of the scene. As a result of this, the available stimuli was
limited to static scenes. The stimuli was provided by Matterport, a VR
capture company whose cameras record RGB-D data in 360°. Using
this data, Matterport construct a textured 3D model of the scene. This
provides 4k 360° images from set locations, as well as a 3D model of
the scene. The quality of these 3D models is consistent with structured
light scanning, i.e. they contain some holes and do not accurately
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Fig. 1: A map of the temple stimulus. Camera locations are shown
as red nodes, while green edges indicate available transitions between
locations. Yellow lines show the locations of targets in this scene.
Table 1: Stimuli statistics. Stimuli are listed in the order they were
presented to participants.
Stimulus Camera locations Transition edges Targets
Gallery 4 3 2
House upstairs 11 10 6
Temple 12 12 4
House downstairs 11 12 6
capture fine details. The 3D model for one of our stimuli is available to
view online [16].
In total, three models were used: a gallery, a Buddhist temple, and a
house. As the house was set over two floors, this model was split into
two independent scenes. This provides a total of four stimuli: gallery,
temple, house upstairs and house downstairs. A map of the temple
scene is shown in Figure 1, while statistics for all stimuli are shown in
Table 1.
The stimuli was limited to indoor scenes. In general, scenes were
highly occluded, meaning only a small number of cameras were in the
line-of-sight of any other camera. As our setup only allows transitions
to cameras that are in the line-of-sight of the current camera location,
this required participants to navigate around the scene, transitioning
from camera to camera, in order to complete the required tasks. This
procedure is described fully in section 3.6. Camera locations were
limited to the minimum number possible, such that the scene was
covered by a connected graph of transitions.
3.2 Transition Types
Three transition types were used: teleport, model and Mo¨bius. The
teleport transition was instantaneous, while both the model and Mo¨bius
transitions took six seconds to complete. Each of these transitions is
now described in detail.
Teleport: When a participant chose to move to a new location,
and the transition was determined by the system to be a teleport, the
participant was moved instantaneously from their original location to
their selected location. On arrival at this new location, their orientation
in the virtual space was the same as it had been at their start location.
To achieve this, the image the user was seeing was instantaneously
swapped from the panorama captured at their original location to the
panorama captured at their selected location. Then, as in the other
transitions, scene elements such as the available locations to move to
next were updated to be consistent with the new panorama.
Model: In the model transition, the user moves through a 3D model
of the scene. This transition, therefore, requires a reconstructed 3D
a) Start location panorama b) Blend to 3D model
c) Move through 3D model d) New location panorama
Fig. 2: The 3D model transition. First, a blend is performed between
the panoramic image for the original location (frame a) and the 3D
model (frame b). The user is then moved linearly through the scene
(frame c). Finally, a blend between the 3D model and the panoramic
image for the new location is performed (frame d).
model of the scene. While movement easing types were explored,
simulator sickness appears least severe when there is minimal changes
in velocity [4]. Following advice from Oculus that it is the duration
of velocity change that should be minimised, a linear movement with
infinite acceleration and deceleration was used [27]. As the user sees a
panoramic image when not moving between locations, a linear inter-
polation was used to blend between the panoramic images and the 3D
reconstruction of the scene. The blend was necessary as the 3D model
was not completely consistent with the panoramic images, for example
the lighting was often noticeably different. This would likely always
be the case for MV360M. Even if all cameras could have matching
settings such as exposure, the location of the camera impacts aspects
such as specular highlights, so the lighting would not be consistent
between 360° cameras capturing the same scene. Blending between the
panorama of the current location and the model lasted 0.5s, the linear
movement from the current location through the 3D model to the new
location lasted 5s, and the blend from the model to the panorama of
the new location lasted 0.5s, resulting in a total transition time of 6s.
Frames from this transition type can be seen in Figure 2.
Mo¨bius: The Mo¨bius transition is an image-based transition, in
which a transformation is applied to give the impression that the user is
moving from the panorama of the current location to the panorama of
the next locations. This is achieved by “zooming in” to both panoramic
images. While zooming in is a common technique in standard format
media production that gives the illusion of getting closer to something,
its application in panoramic media is complicated by the spherical
nature of the imagery. In order to zoom in to a specific point in a
spherical image, the rest of the content cannot be cropped, but must
instead be compacted towards the zoom’s antipodal point.
The Mo¨bius transformation was proposed by eleVR and Henry
Segerman as a technique to allow zooming for panoramic media [14].
The Mo¨bius transformation is a conformal mapping, in that it preserves
local angles (for a review, see [2]). It can be used to enlarge the image
towards the zoom point, while reducing the size of elements towards
the zoom’s antipodal point. This technique can be used to give the
impression of moving towards the zoom point, although deformations
to the space mean the effect does not appear natural.
There are many possible ways to incorporate the Mo¨bius transfor-
mation into a transition. In our implementation, the user selects a new
location to move to. We call the panoramic image for the current loca-
tion Lc, and the panoramic image for the selected next location as Ln.
If a ray was cast from the current location to the new location in 3D
space, the point of intersection on the viewing sphere of Lc becomes
the “zooming point” for the Mo¨bius transformation, referred to as Pzc
here. Likewise, the zooming point for Ln is where the same ray would
intersect Ln, referred to as Pzn.
First, a “zoomed out” version of Ln expands as a circle at Pzc until
it reaches approximately 38% of the height of Lc when viewed in
equirectangular form. A value of 38% was chosen for aesthetic reasons.
The Mo¨bius transformation is then applied to “zoom into” Lc and the
zoomed out version of Ln. Assuming that the viewer is facing towards
the new location, this means Lc collapses behind the viewer, while
Ln expands over them. In our implementation, all transitions were
generated as video files in a preprocessing step. This video file was
then played back when a transition was initiated, using the PopMovie
video plugin for Unity. Due to larger videos causing unacceptable
levels of lag in the rendering, the videos were downscaled and played
at a resolution of 2048x1024. During a transition, the video was started
and blended in over 0.5s, continued playing for 5s, and then blended
out over 0.5s, resulting in a total transition time of 6s. This effect can
be seen in Figure 3.
The effect produced by the Mo¨bius transformation is difficult to
describe accurately, and we would encourage readers to watch our
videos of the transition in practice. We have recorded a complete user
journey through the gallery stimulus [23], and made available a 360°
video showing two Mo¨bius transitions in the temple stimulus [22].
These videos are also included in the supplementary materials. The
code used to generate our Mo¨bius transitions is available online [24].
3.3 Hypotheses
3.3.1 Spatial Awareness
As in the related work discussed in section 2.2, spatial awareness was
measured using a pointing task. Participants were asked to point at a
known location in the scene that was no longer visible using a tracked
hand controller. We refer to this task as the “pointing task”. Both the
error angle and the time to complete the task were examined. The error
angle was defined as the angle between the user’s pointing ray and the
ray from the centre of the hand controller to the centre of the target in
question. This angle was calculated on a 2D plane as seen from above,
i.e. the elevation components were discarded for both rays.
It was expected that the teleportation transition would provide the
poorest spatial awareness, while the model transition would provide the
best. As the Mo¨bius transition provides some movement cues, it was
expected that this transition would produce a spatial awareness result
somewhere between the model and the teleportation transitions.
H1: It was hypothesised that the transition type would have an
effect on spatial awareness.
3.3.2 Subjective Measures
H2: It was hypothesised that the transition type would have an ef-
fect on participants’ subjective experience of moving through the
space, dizziness, disorientation and naturalness.
These metrics were assessed by asking the participant to verbally
provide a rating from one to five, where one meant “not at all” and
five meant “extremely”. These four questions were, for the transition
that they just saw: how much did they feel that they were moving
through the space (moving); to what extent did they feel disoriented
(disoriented); how dizzy did they feel (dizzy); how natural did the
transition feel (naturalness). Naturalness in this context was described
to participants as, “how organic and close to real life” the transition
felt. Participants were asked to consider each transition on its own. For
example, when asking about “disorientation”, participants were told
that this was not about their general sense of confusion about the scene,
but whether or not they had been disoriented by that transition.
Moving: an important characteristic of a transition is whether or not
a user feels as if they are moving through the scene. As the teleportation
transition is instantaneous, it was expected that users would not feel
that they are “moving through the space” during this transition. It was
expected that users would strongly feel that they are moving through
the space during the 3D model transition. As the Mo¨bius transition
provides some movement cues, it was expected that participants would





Fig. 3: Frames from the Mo¨bius transition. Frame a: the user ini-
tiates a transition by selecting the new location’s marker using the
input device. Frames b-c: a zoomed out version of the new location’s
panorama expands into view. Frames d-e: the Mo¨bius transformation is
applied to both panoramas, creating a zooming effect. Frame f: looking
backwards, the previous location collapses behind the user.
Dizzy: in direct contrast to a participant feeling like they are moving
through the space, it was expected that teleportation would produce a
low rating for dizziness, while Mo¨bius and 3D model transitions would
produce higher ratings.
Disoriented: as the teleportation transition has previously been
shown to disorient users [6], it was expected that this transition would
produce a higher subjective rating for disorientation. The model transi-
tion was expected to produce the lowest disorientation result, while the
effect of the Mo¨bius transition was unclear.
Natural: it was expected that the Mo¨bius and teleportation tran-
sitions would be rated poorly for naturalness, while the 3D model
transition would receive a higher rating.
Additionally, participants’ preferences for transition types were ex-
plored. It was unclear what transitions users would like most. This was
measured by asking participants to state a binary preference between
the last two transitions they saw. A preference value was taken for each
possible pairing and ordering of transition types.
H3: It was hypothesised that there would be a difference in par-
ticipants’ preferences for transition types.
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Fig. 1: A map of the temple stimulus. Camera locations are shown
as red nodes, while green edges indicate available transitions between
locations. Yellow lines show the locations of targets in this scene.
Table 1: Stimuli statistics. Stimuli are listed in the order they were
presented to participants.
Stimulus Camera locations Transition edges Targets
Gallery 4 3 2
House upstairs 11 10 6
Temple 12 12 4
House downstairs 11 12 6
capture fine details. The 3D model for one of our stimuli is available to
view online [16].
In total, three models were used: a gallery, a Buddhist temple, and a
house. As the house was set over two floors, this model was split into
two independent scenes. This provides a total of four stimuli: gallery,
temple, house upstairs and house downstairs. A map of the temple
scene is shown in Figure 1, while statistics for all stimuli are shown in
Table 1.
The stimuli was limited to indoor scenes. In general, scenes were
highly occluded, meaning only a small number of cameras were in the
line-of-sight of any other camera. As our setup only allows transitions
to cameras that are in the line-of-sight of the current camera location,
this required participants to navigate around the scene, transitioning
from camera to camera, in order to complete the required tasks. This
procedure is described fully in section 3.6. Camera locations were
limited to the minimum number possible, such that the scene was
covered by a connected graph of transitions.
3.2 Transition Types
Three transition types were used: teleport, model and Mo¨bius. The
teleport transition was instantaneous, while both the model and Mo¨bius
transitions took six seconds to complete. Each of these transitions is
now described in detail.
Teleport: When a participant chose to move to a new location,
and the transition was determined by the system to be a teleport, the
participant was moved instantaneously from their original location to
their selected location. On arrival at this new location, their orientation
in the virtual space was the same as it had been at their start location.
To achieve this, the image the user was seeing was instantaneously
swapped from the panorama captured at their original location to the
panorama captured at their selected location. Then, as in the other
transitions, scene elements such as the available locations to move to
next were updated to be consistent with the new panorama.
Model: In the model transition, the user moves through a 3D model
of the scene. This transition, therefore, requires a reconstructed 3D
a) Start location panorama b) Blend to 3D model
c) Move through 3D model d) New location panorama
Fig. 2: The 3D model transition. First, a blend is performed between
the panoramic image for the original location (frame a) and the 3D
model (frame b). The user is then moved linearly through the scene
(frame c). Finally, a blend between the 3D model and the panoramic
image for the new location is performed (frame d).
model of the scene. While movement easing types were explored,
simulator sickness appears least severe when there is minimal changes
in velocity [4]. Following advice from Oculus that it is the duration
of velocity change that should be minimised, a linear movement with
infinite acceleration and deceleration was used [27]. As the user sees a
panoramic image when not moving between locations, a linear inter-
polation was used to blend between the panoramic images and the 3D
reconstruction of the scene. The blend was necessary as the 3D model
was not completely consistent with the panoramic images, for example
the lighting was often noticeably different. This would likely always
be the case for MV360M. Even if all cameras could have matching
settings such as exposure, the location of the camera impacts aspects
such as specular highlights, so the lighting would not be consistent
between 360° cameras capturing the same scene. Blending between the
panorama of the current location and the model lasted 0.5s, the linear
movement from the current location through the 3D model to the new
location lasted 5s, and the blend from the model to the panorama of
the new location lasted 0.5s, resulting in a total transition time of 6s.
Frames from this transition type can be seen in Figure 2.
Mo¨bius: The Mo¨bius transition is an image-based transition, in
which a transformation is applied to give the impression that the user is
moving from the panorama of the current location to the panorama of
the next locations. This is achieved by “zooming in” to both panoramic
images. While zooming in is a common technique in standard format
media production that gives the illusion of getting closer to something,
its application in panoramic media is complicated by the spherical
nature of the imagery. In order to zoom in to a specific point in a
spherical image, the rest of the content cannot be cropped, but must
instead be compacted towards the zoom’s antipodal point.
The Mo¨bius transformation was proposed by eleVR and Henry
Segerman as a technique to allow zooming for panoramic media [14].
The Mo¨bius transformation is a conformal mapping, in that it preserves
local angles (for a review, see [2]). It can be used to enlarge the image
towards the zoom point, while reducing the size of elements towards
the zoom’s antipodal point. This technique can be used to give the
impression of moving towards the zoom point, although deformations
to the space mean the effect does not appear natural.
There are many possible ways to incorporate the Mo¨bius transfor-
mation into a transition. In our implementation, the user selects a new
location to move to. We call the panoramic image for the current loca-
tion Lc, and the panoramic image for the selected next location as Ln.
If a ray was cast from the current location to the new location in 3D
space, the point of intersection on the viewing sphere of Lc becomes
the “zooming point” for the Mo¨bius transformation, referred to as Pzc
here. Likewise, the zooming point for Ln is where the same ray would
intersect Ln, referred to as Pzn.
First, a “zoomed out” version of Ln expands as a circle at Pzc until
it reaches approximately 38% of the height of Lc when viewed in
equirectangular form. A value of 38% was chosen for aesthetic reasons.
The Mo¨bius transformation is then applied to “zoom into” Lc and the
zoomed out version of Ln. Assuming that the viewer is facing towards
the new location, this means Lc collapses behind the viewer, while
Ln expands over them. In our implementation, all transitions were
generated as video files in a preprocessing step. This video file was
then played back when a transition was initiated, using the PopMovie
video plugin for Unity. Due to larger videos causing unacceptable
levels of lag in the rendering, the videos were downscaled and played
at a resolution of 2048x1024. During a transition, the video was started
and blended in over 0.5s, continued playing for 5s, and then blended
out over 0.5s, resulting in a total transition time of 6s. This effect can
be seen in Figure 3.
The effect produced by the Mo¨bius transformation is difficult to
describe accurately, and we would encourage readers to watch our
videos of the transition in practice. We have recorded a complete user
journey through the gallery stimulus [23], and made available a 360°
video showing two Mo¨bius transitions in the temple stimulus [22].
These videos are also included in the supplementary materials. The
code used to generate our Mo¨bius transitions is available online [24].
3.3 Hypotheses
3.3.1 Spatial Awareness
As in the related work discussed in section 2.2, spatial awareness was
measured using a pointing task. Participants were asked to point at a
known location in the scene that was no longer visible using a tracked
hand controller. We refer to this task as the “pointing task”. Both the
error angle and the time to complete the task were examined. The error
angle was defined as the angle between the user’s pointing ray and the
ray from the centre of the hand controller to the centre of the target in
question. This angle was calculated on a 2D plane as seen from above,
i.e. the elevation components were discarded for both rays.
It was expected that the teleportation transition would provide the
poorest spatial awareness, while the model transition would provide the
best. As the Mo¨bius transition provides some movement cues, it was
expected that this transition would produce a spatial awareness result
somewhere between the model and the teleportation transitions.
H1: It was hypothesised that the transition type would have an
effect on spatial awareness.
3.3.2 Subjective Measures
H2: It was hypothesised that the transition type would have an ef-
fect on participants’ subjective experience of moving through the
space, dizziness, disorientation and naturalness.
These metrics were assessed by asking the participant to verbally
provide a rating from one to five, where one meant “not at all” and
five meant “extremely”. These four questions were, for the transition
that they just saw: how much did they feel that they were moving
through the space (moving); to what extent did they feel disoriented
(disoriented); how dizzy did they feel (dizzy); how natural did the
transition feel (naturalness). Naturalness in this context was described
to participants as, “how organic and close to real life” the transition
felt. Participants were asked to consider each transition on its own. For
example, when asking about “disorientation”, participants were told
that this was not about their general sense of confusion about the scene,
but whether or not they had been disoriented by that transition.
Moving: an important characteristic of a transition is whether or not
a user feels as if they are moving through the scene. As the teleportation
transition is instantaneous, it was expected that users would not feel
that they are “moving through the space” during this transition. It was
expected that users would strongly feel that they are moving through
the space during the 3D model transition. As the Mo¨bius transition
provides some movement cues, it was expected that participants would





Fig. 3: Frames from the Mo¨bius transition. Frame a: the user ini-
tiates a transition by selecting the new location’s marker using the
input device. Frames b-c: a zoomed out version of the new location’s
panorama expands into view. Frames d-e: the Mo¨bius transformation is
applied to both panoramas, creating a zooming effect. Frame f: looking
backwards, the previous location collapses behind the user.
Dizzy: in direct contrast to a participant feeling like they are moving
through the space, it was expected that teleportation would produce a
low rating for dizziness, while Mo¨bius and 3D model transitions would
produce higher ratings.
Disoriented: as the teleportation transition has previously been
shown to disorient users [6], it was expected that this transition would
produce a higher subjective rating for disorientation. The model transi-
tion was expected to produce the lowest disorientation result, while the
effect of the Mo¨bius transition was unclear.
Natural: it was expected that the Mo¨bius and teleportation tran-
sitions would be rated poorly for naturalness, while the 3D model
transition would receive a higher rating.
Additionally, participants’ preferences for transition types were ex-
plored. It was unclear what transitions users would like most. This was
measured by asking participants to state a binary preference between
the last two transitions they saw. A preference value was taken for each
possible pairing and ordering of transition types.
H3: It was hypothesised that there would be a difference in par-
ticipants’ preferences for transition types.
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3.3.3 Movement Profile
H4: It was hypothesised that the transitions type would have an
effect on the movement profile of a user.
Movement profile was measured by examining the time taken to
initiate the next transition, following the completion of the previous
transition. As teleportation is more likely to disorient participants, it
was expected that it would take longer for a user to initiate the next
transition following the teleport transition than following the model or
Mo¨bius transitions.
3.4 Experimental Setup
Participants wore an Oculus CV1 HMD. The CV1 was driven by a
Windows 10 desktop PC with an Intel i7-6700 CPU running at 3.4GHz
with 32GB of RAM. The video card in use was a NVIDIA GeForce
GTX 1080. The software was implemented using the Unity game
engine, version 5.6.2f1.
As the captured 360° images must be viewed from the centre of the
viewing sphere, only the three degrees of freedom associated with ori-
entation were available to users through their head-tracked movements.
This meant there was no visual feedback available to participants in
regards to their physical position. As a result of this – coupled with
the vection caused by some of the transitions – it was decided that
having a participant stand during the study could be unsafe. To ensure
safety, participants were seated while wearing the HMD. A swivel chair
was used to allow the participant to rotate freely, while the HMD was
suspended from the ceiling to avoid any movement limitations that
would otherwise have been caused by the cable.
As the experiment required the use of a handheld, tracked input
device, an Oculus Touch controller was used. The right-hand controller
was used, however as our interface did not require use of the trigger
buttons, participants could hold the controller in their preferred hand.
Use of the Oculus Touch controller required 360° positional tracking.
To facilitate this, three Oculus Sensors were placed in a triangle around
the swivel chair facing inwards. This provided accurate positional
tracking for the hand controller, as well as drift correction for the
rotation tracking of the HMD. When wearing the HMD, participants
could see a virtual representation of the hand controller. This virtual
representation included a ray, to make it easy for participants to identify
the exact direction the hand controller was pointing. The virtual hand
controller maintained the same relative position from the user’s head
as in the real world, even though the HMD position was not used to
update the virtual head position inside the viewing sphere.
Participants were shown four scenes, each of which was captured
from multiple locations. Other available locations were represented to
the user visually as a sphere, floating at eye height at the location in 3D
space that it represented. Pointing the hand controller near the sphere
caused the sphere to glow, as shown in figure 3a, giving visual feedback
to the user that the location was selected. When the user pressed a
button on the hand controller, they were transitioned from their current
location to their selected location via one of the three transition types
described in section 3.2. Only other locations in the line-of-sight of the
current location were available at any time.
Throughout the study, participants were asked to find targets. Targets
were brightly colored squares, placed against walls or columns inside
the scene at eye height. An example of such a target is shown in Figure
4a. These targets provided a catalyst for exploration, as well as easily
identifiable reference points for the pointing task, as discussed later in
section 3.6.
While a 3D model of the scene was available, it was not photo real-
istic and contained visual artefacts. The 360° images of the scene were
not stereoscopic. To keep the experience consistent, all visuals were
presented monoscopically. This included the spheres that represented
other locations, the colored targets, and the 3D model during the model
transition. The spheres that represented other locations and the colored
targets were only visible when the user was static, and were disabled
during transitions.
a b
Fig. 4: A green target is found by the user (frame a). Two transitions of
the same type later, the world fades to the grid environment (frame b)
and the user points to where they believe that most recently seen target
is in relation to their current location in the scene.
3.5 Participants
The study was approved by the UCL Research Ethics Committee. All
participants were recruited via a participant pool website. Thirty-three
participants took part, however data from two were excluded as they
did not complete the trial. For one this was due to time limitations, and
the second withdrew following discomfort from simulator sickness. Of
the remaining 31 participants, 18 were female and 13 male. The mean
age of participants was 27.68 (SD = 7.951).
3.6 Experimental Procedure
Participants were asked to read an information sheet, as well as com-
pleting a pre-experiment questionnaire and SSQ. The experimental
procedure was then explained to them. As simulator sickness was of
particular concern in this experiment due to the large amount of vection
involved, the risks of simulator sickness were covered in detail, as was
the participant’s right to stop at any time.
Participants were asked to sit on a swivel chair, and shown the HMD
and the hand controller. Participants then put on the HMD, and were
shown a test scene to familiarise them with the equipment and the
procedure. A 360° image of a room was shown, and the participant
encouraged to rotate in their chair to view the entire room. They were
then asked to find a green target, and then hit this target (point at it
with the hand controller and press a button). This caused the target
to disappear, and another target to appear elsewhere in the room. The
participant was then directed to find this new target.
Once the second target had been located and hit, there was a delay
of a few seconds before the world faded to a grid environment. In this
environment, the entire world is faded out. A grid is faded in at ground
level to allow the participant to maintain awareness of their orientation,
as shown in Figure 4b. The participant was told that when this grid
environment appeared, they would be asked to point with the hand
controller at where the most recently seen target was in relation to their
current location in the scene. At this time, they were asked to point
towards the most recently seen target and press a button. When a button
was pressed, the grid environment faded out and the virtual scene was
faded back in.
Participants were then introduced to the first scene, and instructed
on how to transition from one location in the scene to another. They
were then asked to move around the space, moving from location to
location, looking for and hitting targets.
The experiment proceeded in sets of two targets, called A and B
in this example. First, a participant was asked to find target A. Each
target was identified by a color, and no participants had any form
of colorblindness or experienced any difficulty in identifying targets.
An example of such a target can be seen in Figure 4a. Once target
A was found, they would be instructed to find target B. To ensure
comparability between participants, target A would only be visible
from a single location. Although it was not stipulated to the participant,
after hitting target A, the available locations were restricted, to ensure
the participant had to follow a set route. After moving two locations
- in which the participant was shown the same transition type - the
world faded to the grid environment, as shown in Figure 4b. The
participant was then asked to perform the pointing task, i.e. point at
where target A was from their current location and press a button. The
error angle was then recorded. After completion of the pointing task,
the world was faded back in and the user continued looking for target
B. After locating target B, they were instructed to return to target A in
as few transitions as possible. Returning to target A – referred to as
the returning phase – allows for analysis of a natural user movement
pattern without interference from the target search i.e. when returning
to target A, the user generally knows where they are going, and are
therefore not scanning the space for targets.
In total there were nine such pairs of targets across the four scenes,
resulting in nine pointing tasks. In order to balance any difference in
pointing task difficulty between transition type conditions, the order
of transitions shown before each pointing task was counterbalanced.
With three transitions under test (3 = 3D model, T = teleportation,
M = Mo¨bius), six orderings were possible (3TM, 3MT, T3M, TM3,
M3T, MT3). Each participant saw a single ordering of transitions –
for example a participant assigned to the first ordering would have
performed their nine pointing tasks after seeing transitions in the order
3TM3TM3TM.
At times the experimenter would ask the participant a question about
their subjective experience of the transitions. Five such questions were
possible. Four of these questions – moving, dizziness, disorientation
and naturalness, as described in section 3.3.2 – required the participant
to provide a rating from one to five. Before a transition, the experi-
menter would get the system to select one of these four questions. In
order to balance any ordering or possible scene effects, the system
selected these questions randomly. Following the transition, if the ques-
tion had been asked before for that transition type, the question was
skipped. If the question had not been asked before, the experimenter
would pause the environment (the environment faded out slightly, and
actions by the participant were disabled) and orally ask the participant
to rank the transition for that metric. Once the participant had provided
their response orally, the experimenter would unpause the environment
and the participant would continue searching for the next target. If
the experimenter accidentally asked the same question twice for one
transition type, the mean of those ratings was used.
The fifth possible question was for the participant to specify which
of the last two transitions they preferred. In a pilot study, it became
clear that participants were unable to remember the second-to-last
transition with enough clarity to provide an accurate comparison. To
ensure that the participant was able to provide an answer, they were
alerted two transitions in advance that the experimenter was going to
ask their preference, allowing them to be actively comparing them. The
experimenter also pressed a button, ensuring the system would show
two different transitions. The pairs of transitions shown to the user were
programmed to ensure that the participant saw each possible pairing of
transitions in all orders. With three transition types, this meant the user
provided a preference for all six possible pairings.
The experimenter determined when to ask these questions through
observation of the participant’s position, and attempted to avoid asking
questions at any point when the question would interfere with other
metrics. For example, if the participant was one location away from
a target, the experimenter would not ask the user which of the next
two transitions they preferred, as at the next location the participant
may have found the target and initiated a pointing task. Likewise, the
experimenter avoided asking questions during the returning phase, as
this may have affected the participant’s movement profile.
Due to the amount of vection involved, participants took a five
minute break between each scene. This was done to reduce the cumula-
tive effects of simulator sickness. During this break, participants were
asked to complete a pen-and-paper map-placement task. This task was
intended to provide a general idea of a participant’s spatial awareness of
the scene. Participants were asked to mark camera and target locations
on a map of the environment they had just seen. Following the final
scene, participants were asked to complete an SSQ again. Participants
were then debriefed, and given £10 compensation for taking part.
Mo¨bius Teleport Model
Fig. 5: Histograms of all pointing task results, including the angle’s
sign, for each transition type.
Mo¨bius Teleport Model





The error angle was defined as the angle between the user’s pointing
ray and the ray from the centre of the hand controller to the centre of
the target in question, calculated on a 2D plane as seen from above.
When all pointing task error angles – including their sign – are shown
in a histogram, the distribution shows the expected peak near 0°, as
shown in Figure 5. Although this data roughly follows a bell shape,
analysis with Shapiro-Wilk indicates that the data cannot be considered
normally distributed, most likely due to the frequency and spread of
extreme data points. Pointing task error angles were often extremely
high, indicating that participants struggled with this task. Indeed,
participants frequently had error angles over 90°. For a breakdown of
error angles by pointing task, please see the supplementary materials.
Erratic, large error angles produced high standard deviations, making
statistical analysis challenging.
When performing statistical analysis, the average of all three point-
ing task error angles was taken for each transition type. Only the
magnitude of the error angle was used. Large error angles, however,
were frequent in the data. When the average of three pointing tasks
was taken, this often resulted in unrepresentative values. For exam-
ple, a participant with error angles 11.7°, 13.1° and 115.7° following
teleportation transitions results in an average of 46.8°. A participant
having a large error angle was so frequent in the data that taking the
average of three pointing tasks for each transition type resulted in the
data appearing multimodal, as shown in Figure 6.
As the data is non-normal, a non-parametric test was required. A
Friedman test was run to determine if there were differences in absolute
pointing task error angles following three different transition types.
Error angle increased from model (Mdn = 32.38°), to Mo¨bius (Mdn
= 35.18°), to teleport (Mdn = 46.81°), but the differences were not
statistically significant, χ2(2) = 2.774, p = .250.
Post Hoc Analysis
It is clear that participants struggled with this task, and the data does
not fit expectations. The median values for error angles appear quite
different between transition types, with teleport producing a median
value 45% larger than the model transition. The high variability and
large number of extreme values, however, make analysis difficult. As a
result, we examined the data for possible post hoc analysis techniques.
The average pointing task data contained no outliers, with an outlier
being defined as a data point beyond 1.5 times the interquartile range
MACQUARRIE AND STEED: THE EFFECT OF TRANSITION TYPE IN MULTI-VIEW 360° MEDIA  1569
3.3.3 Movement Profile
H4: It was hypothesised that the transitions type would have an
effect on the movement profile of a user.
Movement profile was measured by examining the time taken to
initiate the next transition, following the completion of the previous
transition. As teleportation is more likely to disorient participants, it
was expected that it would take longer for a user to initiate the next
transition following the teleport transition than following the model or
Mo¨bius transitions.
3.4 Experimental Setup
Participants wore an Oculus CV1 HMD. The CV1 was driven by a
Windows 10 desktop PC with an Intel i7-6700 CPU running at 3.4GHz
with 32GB of RAM. The video card in use was a NVIDIA GeForce
GTX 1080. The software was implemented using the Unity game
engine, version 5.6.2f1.
As the captured 360° images must be viewed from the centre of the
viewing sphere, only the three degrees of freedom associated with ori-
entation were available to users through their head-tracked movements.
This meant there was no visual feedback available to participants in
regards to their physical position. As a result of this – coupled with
the vection caused by some of the transitions – it was decided that
having a participant stand during the study could be unsafe. To ensure
safety, participants were seated while wearing the HMD. A swivel chair
was used to allow the participant to rotate freely, while the HMD was
suspended from the ceiling to avoid any movement limitations that
would otherwise have been caused by the cable.
As the experiment required the use of a handheld, tracked input
device, an Oculus Touch controller was used. The right-hand controller
was used, however as our interface did not require use of the trigger
buttons, participants could hold the controller in their preferred hand.
Use of the Oculus Touch controller required 360° positional tracking.
To facilitate this, three Oculus Sensors were placed in a triangle around
the swivel chair facing inwards. This provided accurate positional
tracking for the hand controller, as well as drift correction for the
rotation tracking of the HMD. When wearing the HMD, participants
could see a virtual representation of the hand controller. This virtual
representation included a ray, to make it easy for participants to identify
the exact direction the hand controller was pointing. The virtual hand
controller maintained the same relative position from the user’s head
as in the real world, even though the HMD position was not used to
update the virtual head position inside the viewing sphere.
Participants were shown four scenes, each of which was captured
from multiple locations. Other available locations were represented to
the user visually as a sphere, floating at eye height at the location in 3D
space that it represented. Pointing the hand controller near the sphere
caused the sphere to glow, as shown in figure 3a, giving visual feedback
to the user that the location was selected. When the user pressed a
button on the hand controller, they were transitioned from their current
location to their selected location via one of the three transition types
described in section 3.2. Only other locations in the line-of-sight of the
current location were available at any time.
Throughout the study, participants were asked to find targets. Targets
were brightly colored squares, placed against walls or columns inside
the scene at eye height. An example of such a target is shown in Figure
4a. These targets provided a catalyst for exploration, as well as easily
identifiable reference points for the pointing task, as discussed later in
section 3.6.
While a 3D model of the scene was available, it was not photo real-
istic and contained visual artefacts. The 360° images of the scene were
not stereoscopic. To keep the experience consistent, all visuals were
presented monoscopically. This included the spheres that represented
other locations, the colored targets, and the 3D model during the model
transition. The spheres that represented other locations and the colored
targets were only visible when the user was static, and were disabled
during transitions.
a b
Fig. 4: A green target is found by the user (frame a). Two transitions of
the same type later, the world fades to the grid environment (frame b)
and the user points to where they believe that most recently seen target
is in relation to their current location in the scene.
3.5 Participants
The study was approved by the UCL Research Ethics Committee. All
participants were recruited via a participant pool website. Thirty-three
participants took part, however data from two were excluded as they
did not complete the trial. For one this was due to time limitations, and
the second withdrew following discomfort from simulator sickness. Of
the remaining 31 participants, 18 were female and 13 male. The mean
age of participants was 27.68 (SD = 7.951).
3.6 Experimental Procedure
Participants were asked to read an information sheet, as well as com-
pleting a pre-experiment questionnaire and SSQ. The experimental
procedure was then explained to them. As simulator sickness was of
particular concern in this experiment due to the large amount of vection
involved, the risks of simulator sickness were covered in detail, as was
the participant’s right to stop at any time.
Participants were asked to sit on a swivel chair, and shown the HMD
and the hand controller. Participants then put on the HMD, and were
shown a test scene to familiarise them with the equipment and the
procedure. A 360° image of a room was shown, and the participant
encouraged to rotate in their chair to view the entire room. They were
then asked to find a green target, and then hit this target (point at it
with the hand controller and press a button). This caused the target
to disappear, and another target to appear elsewhere in the room. The
participant was then directed to find this new target.
Once the second target had been located and hit, there was a delay
of a few seconds before the world faded to a grid environment. In this
environment, the entire world is faded out. A grid is faded in at ground
level to allow the participant to maintain awareness of their orientation,
as shown in Figure 4b. The participant was told that when this grid
environment appeared, they would be asked to point with the hand
controller at where the most recently seen target was in relation to their
current location in the scene. At this time, they were asked to point
towards the most recently seen target and press a button. When a button
was pressed, the grid environment faded out and the virtual scene was
faded back in.
Participants were then introduced to the first scene, and instructed
on how to transition from one location in the scene to another. They
were then asked to move around the space, moving from location to
location, looking for and hitting targets.
The experiment proceeded in sets of two targets, called A and B
in this example. First, a participant was asked to find target A. Each
target was identified by a color, and no participants had any form
of colorblindness or experienced any difficulty in identifying targets.
An example of such a target can be seen in Figure 4a. Once target
A was found, they would be instructed to find target B. To ensure
comparability between participants, target A would only be visible
from a single location. Although it was not stipulated to the participant,
after hitting target A, the available locations were restricted, to ensure
the participant had to follow a set route. After moving two locations
- in which the participant was shown the same transition type - the
world faded to the grid environment, as shown in Figure 4b. The
participant was then asked to perform the pointing task, i.e. point at
where target A was from their current location and press a button. The
error angle was then recorded. After completion of the pointing task,
the world was faded back in and the user continued looking for target
B. After locating target B, they were instructed to return to target A in
as few transitions as possible. Returning to target A – referred to as
the returning phase – allows for analysis of a natural user movement
pattern without interference from the target search i.e. when returning
to target A, the user generally knows where they are going, and are
therefore not scanning the space for targets.
In total there were nine such pairs of targets across the four scenes,
resulting in nine pointing tasks. In order to balance any difference in
pointing task difficulty between transition type conditions, the order
of transitions shown before each pointing task was counterbalanced.
With three transitions under test (3 = 3D model, T = teleportation,
M = Mo¨bius), six orderings were possible (3TM, 3MT, T3M, TM3,
M3T, MT3). Each participant saw a single ordering of transitions –
for example a participant assigned to the first ordering would have
performed their nine pointing tasks after seeing transitions in the order
3TM3TM3TM.
At times the experimenter would ask the participant a question about
their subjective experience of the transitions. Five such questions were
possible. Four of these questions – moving, dizziness, disorientation
and naturalness, as described in section 3.3.2 – required the participant
to provide a rating from one to five. Before a transition, the experi-
menter would get the system to select one of these four questions. In
order to balance any ordering or possible scene effects, the system
selected these questions randomly. Following the transition, if the ques-
tion had been asked before for that transition type, the question was
skipped. If the question had not been asked before, the experimenter
would pause the environment (the environment faded out slightly, and
actions by the participant were disabled) and orally ask the participant
to rank the transition for that metric. Once the participant had provided
their response orally, the experimenter would unpause the environment
and the participant would continue searching for the next target. If
the experimenter accidentally asked the same question twice for one
transition type, the mean of those ratings was used.
The fifth possible question was for the participant to specify which
of the last two transitions they preferred. In a pilot study, it became
clear that participants were unable to remember the second-to-last
transition with enough clarity to provide an accurate comparison. To
ensure that the participant was able to provide an answer, they were
alerted two transitions in advance that the experimenter was going to
ask their preference, allowing them to be actively comparing them. The
experimenter also pressed a button, ensuring the system would show
two different transitions. The pairs of transitions shown to the user were
programmed to ensure that the participant saw each possible pairing of
transitions in all orders. With three transition types, this meant the user
provided a preference for all six possible pairings.
The experimenter determined when to ask these questions through
observation of the participant’s position, and attempted to avoid asking
questions at any point when the question would interfere with other
metrics. For example, if the participant was one location away from
a target, the experimenter would not ask the user which of the next
two transitions they preferred, as at the next location the participant
may have found the target and initiated a pointing task. Likewise, the
experimenter avoided asking questions during the returning phase, as
this may have affected the participant’s movement profile.
Due to the amount of vection involved, participants took a five
minute break between each scene. This was done to reduce the cumula-
tive effects of simulator sickness. During this break, participants were
asked to complete a pen-and-paper map-placement task. This task was
intended to provide a general idea of a participant’s spatial awareness of
the scene. Participants were asked to mark camera and target locations
on a map of the environment they had just seen. Following the final
scene, participants were asked to complete an SSQ again. Participants
were then debriefed, and given £10 compensation for taking part.
Mo¨bius Teleport Model
Fig. 5: Histograms of all pointing task results, including the angle’s
sign, for each transition type.
Mo¨bius Teleport Model





The error angle was defined as the angle between the user’s pointing
ray and the ray from the centre of the hand controller to the centre of
the target in question, calculated on a 2D plane as seen from above.
When all pointing task error angles – including their sign – are shown
in a histogram, the distribution shows the expected peak near 0°, as
shown in Figure 5. Although this data roughly follows a bell shape,
analysis with Shapiro-Wilk indicates that the data cannot be considered
normally distributed, most likely due to the frequency and spread of
extreme data points. Pointing task error angles were often extremely
high, indicating that participants struggled with this task. Indeed,
participants frequently had error angles over 90°. For a breakdown of
error angles by pointing task, please see the supplementary materials.
Erratic, large error angles produced high standard deviations, making
statistical analysis challenging.
When performing statistical analysis, the average of all three point-
ing task error angles was taken for each transition type. Only the
magnitude of the error angle was used. Large error angles, however,
were frequent in the data. When the average of three pointing tasks
was taken, this often resulted in unrepresentative values. For exam-
ple, a participant with error angles 11.7°, 13.1° and 115.7° following
teleportation transitions results in an average of 46.8°. A participant
having a large error angle was so frequent in the data that taking the
average of three pointing tasks for each transition type resulted in the
data appearing multimodal, as shown in Figure 6.
As the data is non-normal, a non-parametric test was required. A
Friedman test was run to determine if there were differences in absolute
pointing task error angles following three different transition types.
Error angle increased from model (Mdn = 32.38°), to Mo¨bius (Mdn
= 35.18°), to teleport (Mdn = 46.81°), but the differences were not
statistically significant, χ2(2) = 2.774, p = .250.
Post Hoc Analysis
It is clear that participants struggled with this task, and the data does
not fit expectations. The median values for error angles appear quite
different between transition types, with teleport producing a median
value 45% larger than the model transition. The high variability and
large number of extreme values, however, make analysis difficult. As a
result, we examined the data for possible post hoc analysis techniques.
The average pointing task data contained no outliers, with an outlier
being defined as a data point beyond 1.5 times the interquartile range
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Fig. 7: Boxplot of average pointing task results for each transition type.
(IQR). This can be seen in the boxplot shown in Figure 7, with whiskers
representing 1.5 times the IQR. This is due to the high frequency with
which participants produced high error angles, resulting in a large IQR,
and means the data is not suitable for filtering out outliers.
An alternative approach is to define a sensible cutoff value, and
remove all values above that cutoff across all transition types. The issue
with this technique is that – as the teleport transition tended to have
more extreme data points – filtering out extremely high error angles
across all transition types introduces bias, and results in a reordering of
mean values.
Counting the frequency of extreme data points would be one way to
identify how often a participant became completely disoriented. An
issue with this type of analysis is that the cutoff value is arbitrary, and
could be selected such as to force a statistically significant result. As a
result, we did not examine the frequency of extreme values.
In previous work that has used a pointing task, it was found that
self-reported gaming experience played a role in pointing task per-
formance [33]. In this work, data from gamers and non-gamers was
separated, with the data from gamers having lower variance and pro-
ducing a statistically significant result. A Spearman’s rank-order test,
however, found no correlation between frequency of playing video
games and pointing task performance in our data. Participant confor-
mity during the pen-and-paper map-placement task appeared highly
variable, so this data was not analysed.
4.1.2 Time
As can be seen in Figure 8, there were outliers in the time taken to
complete the pointing task. As a result, a Friedman test was run to
determine if there were differences between transition types. The
median time taken to complete the pointing task increased from teleport
(Mdn = 8.453), to model (Mdn = 8.975), to Mo¨bius (Mdn = 9.756),
but the differences were not statistically significant, χ2(2) = 1.613, p
= .446. There was little difference in the mean time to complete the
pointing task between transition types, with teleport averaging 10.0s
(SD = 4.8), model averaging 10.1s (SD = 3.7) and Mo¨bius averaging
10.4s (SD = 3.7).
4.2 Subjective Measures
As subjective measures were given on a five point scale, it could be
argued that the data was of an interval type. The data, however, was not
normally distributed as assessed by Shapiro-Wilks, and contained out-
liers. As a result, parametric techniques were not appropriate. Therefore
we treated the data as ordinal, and used the non-parametric Friedman
test for analysis. Boxplots for all rated subjective metrics are shown in
figure 9.
4.2.1 Moving Through the Space
A Friedman test was run to determine if there were differences in partic-
ipants’ subjective experience of moving through the space for the three
different transition types. Participants’ ratings for moving through the
space were statistically significantly different for different transitions,
χ2(2) = 18.907, p < .0005. Pairwise comparisons were performed
Fig. 8: Boxplot of average times between fading to grid environment
and completion of pointing task.
Moving through the space ↑ Dizziness ↓
Disorientation ↓ Naturalness ↑
Fig. 9: Boxplots of subjective ratings. ↑ indicates a higher rating is
better, ↓ indicates a lower rating is better.
using pairwise Wilcoxon signed-rank tests with a Bonferroni correction
for multiple comparisons. Means are included here due to equal median
values. Post hoc analysis revealed a statistically significant increase in
the subjective experience of moving through the space from teleport
(Mdn = 3.0, mean = 2.742) to model (Mdn = 4.0, mean = 3.875) (p <
.0005) and teleport to Mo¨bius (Mdn = 3.0, mean = 3.419) (p = .042),
but not between model and Mo¨bius (p = .063).
4.2.2 Dizzy
A Friedman test was run to determine if there were differences in
participants’ subjective experience of feeling dizzy during the three
different transition types. Means are included here due to equal median
values. Participants’ ratings for feeling dizzy increased from teleport
(Mdn = 1.0, mean = 1.389), to model (Mdn = 1.0, mean = 1.625),
to Mo¨bius (Mdn = 1.5, mean = 1.719), but the differences were not
statistically significant, χ2(2) = 2.774, p = .250.
4.2.3 Disoriented
A Friedman test was run to determine if there were differences in
participants’ subjective experience of feeling disoriented by the three
different transition types. Participants’ ratings for feeling disoriented
increased from model (Mdn = 1.0), to Mo¨bius (Mdn = 1.25), to teleport
(Mdn = 1.5), but the differences were not statistically significant, χ2(2)
= 2.136, p = .344.
Table 2: Transition preferences.
Winner When playing againstModel Teleport Mo¨bius
Model - 35 46
Teleport 25 - 39
Mo¨bius 14 20 -
4.2.4 Naturalness
A Friedman test was run to determine if there were differences in par-
ticipants’ subjective experience of naturalness during the three different
transition types. Means are included here due to equal median values.
Participants’ ratings for naturalness decreased from model (Mdn =
3.0, mean = 3.317), to Mo¨bius (Mdn = 3.0, mean = 2.952), to teleport
(Mdn = 3.0, mean = 2.911), but the differences were not statistically
significant, χ2(2) = 2.482, p = .289.
4.3 Preference
Binary preference data was analysed by fitting a Bradley-Terry
model [8]. Here, a “contest” is considered to mean that a partici-
pant was asked to state a preference between two transitions, with the
preferred transition becoming the “winner” of that contest. The count
of wins for each transition type are shown in Table 2.
The parameters of the Bradley-Terry model were estimated using
maximum likelihood. The model aims to estimate the probability that
transition type i would beat transition type j in a contest, for each
possible pairing of transition types i and j, where i = j. A positive-
valued ability score α is calculated for each transition type, such that
the odds that i will beat j are αi/α j.
The model can be expressed in the logit-linear form
logit[pr(i beats j)] = λi−λ j,
where λi = logαi for all i. This allows all of the parameters {λi} to be
estimated using standard generalised linear models (GLM).
Analysis was conducted using the BradleyTerry2 package for R [15].
As the parameters are relative rather than absolute, the 3D model
parameter λmodel is set to zero as an identifying convention.
Preference counts for transition types decreased from model (wins =
82, λmodel = 0) to teleport (wins = 63, λ teleport = -0.3904) to Mobius
(wins = 34, λmobius = -1.1180).
As the model can be expressed as a GLM, it is possible to calculate
an analysis of deviance table and perform a chi-squared likelihood ratio
test to obtain significance values.
Participant preferences were statistically significantly different for
different transitions (GLM: χ2(2) = 25.744, p < .0005). Post hoc
analysis was performed by fitting pairwise Bradley-Terry models, with
a Bonferroni correction for multiple comparisons. Post hoc analyses
revealed a statistically significant decrease in preference from model
(wins = 82) to Mo¨bius (wins = 34) (p < .0005) and teleport (wins = 63)
to Mo¨bius (p = .038), but not between model and teleport (p = .59).
4.4 Movement Profile
In order to explore the movement profile of the user following the
different transition types, a time metric was examined following each
transition during the returning phase (i.e. when a participant was re-
turning to a known target location, and therefore not searching for a
new target). The metric was the time between the completion of one
transition and the initiation of the next transition. A boxplot of these
results is shown in figure 10.
The average time data contained outliers, as assessed by visual
inspection of the boxplots. As a result, a Friedman test was run to
determine whether there were statistically significant differences in
the average time before the next transition following each of the three
transition types. The time before initiating the next transition was
statistically significantly different for different transition types, χ2(2)
= 21.355, p < .0005. Pairwise comparisons were performed using
pairwise Wilcoxon signed-rank tests with a Bonferroni correction for
Fig. 10: Boxplot of average time before initiation of the next transition
during the returning phase.
multiple comparisons. Post hoc analysis revealed a statistically signifi-
cant increase in the time before the next transition from Mo¨bius (Mdn
= 3.33) to teleport (Mdn = 5.1) (p < .0015) and from model (Mdn =
3.45) to teleport (p < .0015), but not from model to Mo¨bius (p = 1)
4.5 SSQ
The mean Total Severity (TS) score for the pre-experiment SSQ was
4.46 (SD = 7.81), while the mean TS for the post-experiment SSQ
was 26.66 (SD = 32.13). TS values were calculated using the formula
specified by Kennedy et al. [21]. While this is well below a high mean
TS of around 70 [13], the increase from pre-exposure to post-exposure




It is clear participants struggled with the pointing task, as is evidenced
by the frequency of extremely high values in the error angles metric.
The time taken to complete the pointing task was also high, with the
mean for all three transition types being around 10s from fading to the
grid environment to the participant pressing the button indicating they
were pointing towards the target. This may indicate that MV360M ex-
periences do not promote good spatial awareness. This is an important
consideration, as an expected improvement in spatial awareness may
be one of the most compelling reasons to employ such systems over
single-view 360° media.
The poor spatial awareness results may also have been caused by
the implementation of the experiment. As participants sat on a swivel
chair, and could therefore not gauge their movement fully through
proprioception, a loss of orientation may have been experienced. In
two or three instances, participants had pushed themselves round and
were rotating freely when the pointing task initiated, so had very poor
orientation when the world faded to the grid environment. The grid
environment should have ensured that participants retained visual cues
about rotation, however, so the frequency of high error rates is perhaps
still unexpected.
It is worthwhile to note that, while the procedure followed a pattern
of pairs of targets as discussed in section 3.6, participants were not
told of this pattern and in general did not appear to identify it. Each
pointing task seemed to be unanticipated by participants. This means
they may not have been making a specific effort at that time to maintain
awareness of their own location or the location of the target. This could
in part explain why the pointing task results are unexpectedly high.
There is also evidence that humans generally struggle with pointing
tasks. In a study by Ruddle et al., a pointing task was used to assess
spatial awareness in virtual buildings when viewed in a HMD or a
desktop display [32]. In this study, participants navigated through a
large-scale virtual environment using a keyboard and mouse in the
desktop condition, and a handheld input device in the HMD condition.
Based on visual inspection of their boxplots, the pointing task in the
HMD condition produced average error angles of around 45°, while
the average for the desktop display was around 55°. The standard error
of mean (SEM) was approximately 5° for both. In comparison, our
average error angles were between 41° and 51°, with a SEM between
4.5° and 6°. Their study, however, required participants to navigate
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Fig. 7: Boxplot of average pointing task results for each transition type.
(IQR). This can be seen in the boxplot shown in Figure 7, with whiskers
representing 1.5 times the IQR. This is due to the high frequency with
which participants produced high error angles, resulting in a large IQR,
and means the data is not suitable for filtering out outliers.
An alternative approach is to define a sensible cutoff value, and
remove all values above that cutoff across all transition types. The issue
with this technique is that – as the teleport transition tended to have
more extreme data points – filtering out extremely high error angles
across all transition types introduces bias, and results in a reordering of
mean values.
Counting the frequency of extreme data points would be one way to
identify how often a participant became completely disoriented. An
issue with this type of analysis is that the cutoff value is arbitrary, and
could be selected such as to force a statistically significant result. As a
result, we did not examine the frequency of extreme values.
In previous work that has used a pointing task, it was found that
self-reported gaming experience played a role in pointing task per-
formance [33]. In this work, data from gamers and non-gamers was
separated, with the data from gamers having lower variance and pro-
ducing a statistically significant result. A Spearman’s rank-order test,
however, found no correlation between frequency of playing video
games and pointing task performance in our data. Participant confor-
mity during the pen-and-paper map-placement task appeared highly
variable, so this data was not analysed.
4.1.2 Time
As can be seen in Figure 8, there were outliers in the time taken to
complete the pointing task. As a result, a Friedman test was run to
determine if there were differences between transition types. The
median time taken to complete the pointing task increased from teleport
(Mdn = 8.453), to model (Mdn = 8.975), to Mo¨bius (Mdn = 9.756),
but the differences were not statistically significant, χ2(2) = 1.613, p
= .446. There was little difference in the mean time to complete the
pointing task between transition types, with teleport averaging 10.0s
(SD = 4.8), model averaging 10.1s (SD = 3.7) and Mo¨bius averaging
10.4s (SD = 3.7).
4.2 Subjective Measures
As subjective measures were given on a five point scale, it could be
argued that the data was of an interval type. The data, however, was not
normally distributed as assessed by Shapiro-Wilks, and contained out-
liers. As a result, parametric techniques were not appropriate. Therefore
we treated the data as ordinal, and used the non-parametric Friedman
test for analysis. Boxplots for all rated subjective metrics are shown in
figure 9.
4.2.1 Moving Through the Space
A Friedman test was run to determine if there were differences in partic-
ipants’ subjective experience of moving through the space for the three
different transition types. Participants’ ratings for moving through the
space were statistically significantly different for different transitions,
χ2(2) = 18.907, p < .0005. Pairwise comparisons were performed
Fig. 8: Boxplot of average times between fading to grid environment
and completion of pointing task.
Moving through the space ↑ Dizziness ↓
Disorientation ↓ Naturalness ↑
Fig. 9: Boxplots of subjective ratings. ↑ indicates a higher rating is
better, ↓ indicates a lower rating is better.
using pairwise Wilcoxon signed-rank tests with a Bonferroni correction
for multiple comparisons. Means are included here due to equal median
values. Post hoc analysis revealed a statistically significant increase in
the subjective experience of moving through the space from teleport
(Mdn = 3.0, mean = 2.742) to model (Mdn = 4.0, mean = 3.875) (p <
.0005) and teleport to Mo¨bius (Mdn = 3.0, mean = 3.419) (p = .042),
but not between model and Mo¨bius (p = .063).
4.2.2 Dizzy
A Friedman test was run to determine if there were differences in
participants’ subjective experience of feeling dizzy during the three
different transition types. Means are included here due to equal median
values. Participants’ ratings for feeling dizzy increased from teleport
(Mdn = 1.0, mean = 1.389), to model (Mdn = 1.0, mean = 1.625),
to Mo¨bius (Mdn = 1.5, mean = 1.719), but the differences were not
statistically significant, χ2(2) = 2.774, p = .250.
4.2.3 Disoriented
A Friedman test was run to determine if there were differences in
participants’ subjective experience of feeling disoriented by the three
different transition types. Participants’ ratings for feeling disoriented
increased from model (Mdn = 1.0), to Mo¨bius (Mdn = 1.25), to teleport
(Mdn = 1.5), but the differences were not statistically significant, χ2(2)
= 2.136, p = .344.
Table 2: Transition preferences.
Winner When playing againstModel Teleport Mo¨bius
Model - 35 46
Teleport 25 - 39
Mo¨bius 14 20 -
4.2.4 Naturalness
A Friedman test was run to determine if there were differences in par-
ticipants’ subjective experience of naturalness during the three different
transition types. Means are included here due to equal median values.
Participants’ ratings for naturalness decreased from model (Mdn =
3.0, mean = 3.317), to Mo¨bius (Mdn = 3.0, mean = 2.952), to teleport
(Mdn = 3.0, mean = 2.911), but the differences were not statistically
significant, χ2(2) = 2.482, p = .289.
4.3 Preference
Binary preference data was analysed by fitting a Bradley-Terry
model [8]. Here, a “contest” is considered to mean that a partici-
pant was asked to state a preference between two transitions, with the
preferred transition becoming the “winner” of that contest. The count
of wins for each transition type are shown in Table 2.
The parameters of the Bradley-Terry model were estimated using
maximum likelihood. The model aims to estimate the probability that
transition type i would beat transition type j in a contest, for each
possible pairing of transition types i and j, where i = j. A positive-
valued ability score α is calculated for each transition type, such that
the odds that i will beat j are αi/α j.
The model can be expressed in the logit-linear form
logit[pr(i beats j)] = λi−λ j,
where λi = logαi for all i. This allows all of the parameters {λi} to be
estimated using standard generalised linear models (GLM).
Analysis was conducted using the BradleyTerry2 package for R [15].
As the parameters are relative rather than absolute, the 3D model
parameter λmodel is set to zero as an identifying convention.
Preference counts for transition types decreased from model (wins =
82, λmodel = 0) to teleport (wins = 63, λ teleport = -0.3904) to Mobius
(wins = 34, λmobius = -1.1180).
As the model can be expressed as a GLM, it is possible to calculate
an analysis of deviance table and perform a chi-squared likelihood ratio
test to obtain significance values.
Participant preferences were statistically significantly different for
different transitions (GLM: χ2(2) = 25.744, p < .0005). Post hoc
analysis was performed by fitting pairwise Bradley-Terry models, with
a Bonferroni correction for multiple comparisons. Post hoc analyses
revealed a statistically significant decrease in preference from model
(wins = 82) to Mo¨bius (wins = 34) (p < .0005) and teleport (wins = 63)
to Mo¨bius (p = .038), but not between model and teleport (p = .59).
4.4 Movement Profile
In order to explore the movement profile of the user following the
different transition types, a time metric was examined following each
transition during the returning phase (i.e. when a participant was re-
turning to a known target location, and therefore not searching for a
new target). The metric was the time between the completion of one
transition and the initiation of the next transition. A boxplot of these
results is shown in figure 10.
The average time data contained outliers, as assessed by visual
inspection of the boxplots. As a result, a Friedman test was run to
determine whether there were statistically significant differences in
the average time before the next transition following each of the three
transition types. The time before initiating the next transition was
statistically significantly different for different transition types, χ2(2)
= 21.355, p < .0005. Pairwise comparisons were performed using
pairwise Wilcoxon signed-rank tests with a Bonferroni correction for
Fig. 10: Boxplot of average time before initiation of the next transition
during the returning phase.
multiple comparisons. Post hoc analysis revealed a statistically signifi-
cant increase in the time before the next transition from Mo¨bius (Mdn
= 3.33) to teleport (Mdn = 5.1) (p < .0015) and from model (Mdn =
3.45) to teleport (p < .0015), but not from model to Mo¨bius (p = 1)
4.5 SSQ
The mean Total Severity (TS) score for the pre-experiment SSQ was
4.46 (SD = 7.81), while the mean TS for the post-experiment SSQ
was 26.66 (SD = 32.13). TS values were calculated using the formula
specified by Kennedy et al. [21]. While this is well below a high mean
TS of around 70 [13], the increase from pre-exposure to post-exposure




It is clear participants struggled with the pointing task, as is evidenced
by the frequency of extremely high values in the error angles metric.
The time taken to complete the pointing task was also high, with the
mean for all three transition types being around 10s from fading to the
grid environment to the participant pressing the button indicating they
were pointing towards the target. This may indicate that MV360M ex-
periences do not promote good spatial awareness. This is an important
consideration, as an expected improvement in spatial awareness may
be one of the most compelling reasons to employ such systems over
single-view 360° media.
The poor spatial awareness results may also have been caused by
the implementation of the experiment. As participants sat on a swivel
chair, and could therefore not gauge their movement fully through
proprioception, a loss of orientation may have been experienced. In
two or three instances, participants had pushed themselves round and
were rotating freely when the pointing task initiated, so had very poor
orientation when the world faded to the grid environment. The grid
environment should have ensured that participants retained visual cues
about rotation, however, so the frequency of high error rates is perhaps
still unexpected.
It is worthwhile to note that, while the procedure followed a pattern
of pairs of targets as discussed in section 3.6, participants were not
told of this pattern and in general did not appear to identify it. Each
pointing task seemed to be unanticipated by participants. This means
they may not have been making a specific effort at that time to maintain
awareness of their own location or the location of the target. This could
in part explain why the pointing task results are unexpectedly high.
There is also evidence that humans generally struggle with pointing
tasks. In a study by Ruddle et al., a pointing task was used to assess
spatial awareness in virtual buildings when viewed in a HMD or a
desktop display [32]. In this study, participants navigated through a
large-scale virtual environment using a keyboard and mouse in the
desktop condition, and a handheld input device in the HMD condition.
Based on visual inspection of their boxplots, the pointing task in the
HMD condition produced average error angles of around 45°, while
the average for the desktop display was around 55°. The standard error
of mean (SEM) was approximately 5° for both. In comparison, our
average error angles were between 41° and 51°, with a SEM between
4.5° and 6°. Their study, however, required participants to navigate
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buildings containing around 70 rooms – a task that would likely be
considered substantially harder than ours. Other work in this area
reveal similarly poor pointing task results (e.g. [31]). In retrospect, we
believe our pointing task was not well designed for measuring spatial
awareness. We would encourage future studies to either make the task
less difficult, for example by not fading to a grid environment, or by
choosing a different method for measuring spatial awareness.
5.2 Subjective Ratings
5.2.1 Disorientation
The subjective ratings for naturalness, disorientation and dizziness
showed very little variation between transition types, with no differ-
ences nearing statistical significance. Each subjective question was
asked once per transition type per participant. The question was ran-
domly generated by the system, meaning the experimenter could not
influence for which locations the question was asked. It was clear,
however, that following occasional teleport transitions, some partic-
ipants became disoriented. This usually presented itself through a
verbal indicator from the participant. Anecdotally, this appeared to be
more common when a teleportation ended close to a wall, meaning
the participant had few visual features with which to orient themselves.
Occasionally, participants would teleport twice in quick succession,
resulting in confusion. The measurement method in use was not able
capture these events. The metric does indicate, however, that the transi-
tion type did not generally have an impact on the subjective experience
of disorientation.
5.2.2 Dizziness
The dizziness metric also did not establish any significant differences
between transition types. Similarly to disorientation, there were occa-
sional transitions where participants indicated verbally that they had
felt dizzy, but our measurement method was not able to capture these.
Anecdotally, these were during model transitions in which the locations
were unusually far apart, meaning the user was moved faster to cover
the larger distance over the 5s transition. Additionally, looking around
during transitions seemed to increase dizziness.
While a simulator sickness questionnaire was administered before
and after the experience, as all participants experienced all transitions
roughly equally, it would not be possible to assess the cumulative
simulator sickness effects of any individual transition type from our
data.
5.2.3 Naturalness
During the Mo¨bius transition, participants often commented on how it
felt “weird”. It is perhaps surprising, then, that the naturalness metric
did not detect any significant differences between transition types.
5.2.4 Moving Through the Space
It is clear from these results that the model and Mo¨bius transitions
created a stronger feeling of moving through the space than teleport
transitions. This is not surprising for the model transition – as the user
does virtually move through the space – but it is an interesting finding
for the Mo¨bius transition. The Mo¨bius transition is image-based, and
no additional information such as parallax is introduced. That the
transition can induce the feeling of moving through the space means
it could be a useful tool to allow the easy production of MV360M
content that elicits this feeling, without the expense or complexity of
reconstructing a 3D model of the scene.
5.2.5 Preference
As backed up by the quantitative preference results, the model and
teleport transitions were generally well received. Participants expressed
different opinions, with some preferring the teleport transition because
it was faster, and some preferring the model transition because it was
more fun or provided additional information about the scene. In gen-
eral, participants tended not to enjoy the Mo¨bius transition. Several
participants reported finding it “weird”. One participant commented
that it felt “like being pulled through a keyhole into a different space”.
As stated earlier, however, our implementation is just one possible way
to use the Mo¨bius transformation for transitions. Other, more visually
pleasing transitions may improve the user preference results. For ex-
ample, in their work on the topic, Segerman et al. included the visual
device of a picture frame to provide a join between two panoramas [14].
5.3 Movement Profile
As the teleport transition is instantaneous, it is perhaps not a surprise
that following a teleportation the user takes more time to initiate the
next transition than for the other two transition types. While we initially
proposed that a longer delay before the next transition may indicate
disorientation, during the study several other factors presented them-
selves as possible contributors to this effect. During the Mo¨bius and
model transitions, the user may have more time and visual informa-
tion to decide on their next transition – saving them time on arrival.
Additionally, the Mo¨bius and model transitions give the user time to
adjust their orientation during travel, allowing them to be facing in their
desired direction on completion of the transition.
As the model and Mo¨bius transitions each take 6 seconds to complete
(0.5 seconds blend in, 5 seconds in transit, and 0.5 seconds blend out),
teleporting would still be faster despite the increase in time before
the next transition. It is interesting to note, however, that the Mo¨bius
and model transitions may not add as much total time to a journey as
expected, as users take approximately 1.6 seconds longer on average
following a teleport transition to initiate the next transition.
It is also interesting to note that there was very little difference be-
tween the Mo¨bius and model transitions in terms of the delay before
initiating the next transition. While the Mo¨bius transition could feasi-
bly have disoriented users, causing an increased delay, this does not
appear to have been the case. Indeed, the median delay for the Mo¨bius
transition is slightly smaller than that of the model transition.
6 LIMITATIONS AND FUTURE WORK
Although the SSQ was used to evaluate the simulator sickness effects
of the experience on participants, it is not possible to identify which
transitions contributed most to simulator sickness from our study design.
Such an investigation would be valuable, as simulator sickness is likely
to play an important role in the adoption of certain transition types.
As transition types were generally randomised, participants may
have been unable to fully acclimatise to one transition type. Allowing a
participant to acclimatise may be important to investigate aspects such
as spatial awareness, as these may be affected by learning. Addition-
ally, as participants acclimatise to the virtual space, their preference
may change, with the faster teleport transition potentially becoming
preferred over the more informative model transition.
In our MV360M content, the user explored scenes in which cameras
were arranged in a connected network, with each camera being in the
line-of-sight of at least one other camera. This allowed the entire scene
to be explored, with available locations being visualised to the user by
way of a sphere at that location’s position in the virtual space. This
may not be the case for all MV360M content, as some scenes may be
too sparsely captured for such a network to be feasible. Our research
does not cover such scenarios, and the transition types explored may
not be easily adaptable to these types of content.
Due to our desire to explore a 3D model transition, the available
content was limited to static scenes. While our results may be applicable
to dynamic scenes, there are other issues that were not addressed. As
a result, further work is needed in order to understand the impact of
dynamic MV360M on users.
There is a wide variety of transition types to be explored, including
variations of the three transition types discussed here. For example,
the Mo¨bius and model transitions took six seconds each, irrespective
of distance travelled. Varying the time based on the distance travelled
could be one way to provide further information to the user. Addition-
ally, our implementation of the Mo¨bius transition is only one way to
incorporate the Mo¨bius transformation into a transition, and more com-
plex transformations could potentially improve the visual appearance
of image-based transitions. While there are many options, the methods
in this paper highlight some important considerations, and show which
metrics may be most sensitive to the transition type.
7 CONCLUSION
Our research investigates the impact of different transition types in
MV360M for static scenes, in which users can navigate around a cap-
tured virtual space via a connected network of panoramic views. The
three transition types explored were teleportation, a linear move through
a 3D model of the scene, and an image-based Mo¨bius transformation.
The metrics investigated were spatial awareness, users’ movement
profiles, transition preference and the subjective feelings of moving
through the space, disorientation, dizziness, and naturalness.
Our results indicate that the transition type has a significant impact
on the subjective feeling of moving through the space, with the 3D
model and Mo¨bius transitions producing a stronger feeling of moving
through the space than the teleport transition. The transition type
also had a significant effect on a user’s movement profile, with users
taking on average 1.6 seconds longer to initiate the next transition
following a teleport transition than a 3D model or Mo¨bius transition.
The subjective feelings of naturalness, disorientation and dizziness were
not significantly different between transition types. A pointing task
was unable to identify any significant difference in spatial awareness
between transition types. These results indicate that the choice of
transition type may have an impact on several aspects of the user’s
experience when exploring MV360M, and as a result content creators
must think carefully before selecting a transition type.
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buildings containing around 70 rooms – a task that would likely be
considered substantially harder than ours. Other work in this area
reveal similarly poor pointing task results (e.g. [31]). In retrospect, we
believe our pointing task was not well designed for measuring spatial
awareness. We would encourage future studies to either make the task
less difficult, for example by not fading to a grid environment, or by
choosing a different method for measuring spatial awareness.
5.2 Subjective Ratings
5.2.1 Disorientation
The subjective ratings for naturalness, disorientation and dizziness
showed very little variation between transition types, with no differ-
ences nearing statistical significance. Each subjective question was
asked once per transition type per participant. The question was ran-
domly generated by the system, meaning the experimenter could not
influence for which locations the question was asked. It was clear,
however, that following occasional teleport transitions, some partic-
ipants became disoriented. This usually presented itself through a
verbal indicator from the participant. Anecdotally, this appeared to be
more common when a teleportation ended close to a wall, meaning
the participant had few visual features with which to orient themselves.
Occasionally, participants would teleport twice in quick succession,
resulting in confusion. The measurement method in use was not able
capture these events. The metric does indicate, however, that the transi-
tion type did not generally have an impact on the subjective experience
of disorientation.
5.2.2 Dizziness
The dizziness metric also did not establish any significant differences
between transition types. Similarly to disorientation, there were occa-
sional transitions where participants indicated verbally that they had
felt dizzy, but our measurement method was not able to capture these.
Anecdotally, these were during model transitions in which the locations
were unusually far apart, meaning the user was moved faster to cover
the larger distance over the 5s transition. Additionally, looking around
during transitions seemed to increase dizziness.
While a simulator sickness questionnaire was administered before
and after the experience, as all participants experienced all transitions
roughly equally, it would not be possible to assess the cumulative
simulator sickness effects of any individual transition type from our
data.
5.2.3 Naturalness
During the Mo¨bius transition, participants often commented on how it
felt “weird”. It is perhaps surprising, then, that the naturalness metric
did not detect any significant differences between transition types.
5.2.4 Moving Through the Space
It is clear from these results that the model and Mo¨bius transitions
created a stronger feeling of moving through the space than teleport
transitions. This is not surprising for the model transition – as the user
does virtually move through the space – but it is an interesting finding
for the Mo¨bius transition. The Mo¨bius transition is image-based, and
no additional information such as parallax is introduced. That the
transition can induce the feeling of moving through the space means
it could be a useful tool to allow the easy production of MV360M
content that elicits this feeling, without the expense or complexity of
reconstructing a 3D model of the scene.
5.2.5 Preference
As backed up by the quantitative preference results, the model and
teleport transitions were generally well received. Participants expressed
different opinions, with some preferring the teleport transition because
it was faster, and some preferring the model transition because it was
more fun or provided additional information about the scene. In gen-
eral, participants tended not to enjoy the Mo¨bius transition. Several
participants reported finding it “weird”. One participant commented
that it felt “like being pulled through a keyhole into a different space”.
As stated earlier, however, our implementation is just one possible way
to use the Mo¨bius transformation for transitions. Other, more visually
pleasing transitions may improve the user preference results. For ex-
ample, in their work on the topic, Segerman et al. included the visual
device of a picture frame to provide a join between two panoramas [14].
5.3 Movement Profile
As the teleport transition is instantaneous, it is perhaps not a surprise
that following a teleportation the user takes more time to initiate the
next transition than for the other two transition types. While we initially
proposed that a longer delay before the next transition may indicate
disorientation, during the study several other factors presented them-
selves as possible contributors to this effect. During the Mo¨bius and
model transitions, the user may have more time and visual informa-
tion to decide on their next transition – saving them time on arrival.
Additionally, the Mo¨bius and model transitions give the user time to
adjust their orientation during travel, allowing them to be facing in their
desired direction on completion of the transition.
As the model and Mo¨bius transitions each take 6 seconds to complete
(0.5 seconds blend in, 5 seconds in transit, and 0.5 seconds blend out),
teleporting would still be faster despite the increase in time before
the next transition. It is interesting to note, however, that the Mo¨bius
and model transitions may not add as much total time to a journey as
expected, as users take approximately 1.6 seconds longer on average
following a teleport transition to initiate the next transition.
It is also interesting to note that there was very little difference be-
tween the Mo¨bius and model transitions in terms of the delay before
initiating the next transition. While the Mo¨bius transition could feasi-
bly have disoriented users, causing an increased delay, this does not
appear to have been the case. Indeed, the median delay for the Mo¨bius
transition is slightly smaller than that of the model transition.
6 LIMITATIONS AND FUTURE WORK
Although the SSQ was used to evaluate the simulator sickness effects
of the experience on participants, it is not possible to identify which
transitions contributed most to simulator sickness from our study design.
Such an investigation would be valuable, as simulator sickness is likely
to play an important role in the adoption of certain transition types.
As transition types were generally randomised, participants may
have been unable to fully acclimatise to one transition type. Allowing a
participant to acclimatise may be important to investigate aspects such
as spatial awareness, as these may be affected by learning. Addition-
ally, as participants acclimatise to the virtual space, their preference
may change, with the faster teleport transition potentially becoming
preferred over the more informative model transition.
In our MV360M content, the user explored scenes in which cameras
were arranged in a connected network, with each camera being in the
line-of-sight of at least one other camera. This allowed the entire scene
to be explored, with available locations being visualised to the user by
way of a sphere at that location’s position in the virtual space. This
may not be the case for all MV360M content, as some scenes may be
too sparsely captured for such a network to be feasible. Our research
does not cover such scenarios, and the transition types explored may
not be easily adaptable to these types of content.
Due to our desire to explore a 3D model transition, the available
content was limited to static scenes. While our results may be applicable
to dynamic scenes, there are other issues that were not addressed. As
a result, further work is needed in order to understand the impact of
dynamic MV360M on users.
There is a wide variety of transition types to be explored, including
variations of the three transition types discussed here. For example,
the Mo¨bius and model transitions took six seconds each, irrespective
of distance travelled. Varying the time based on the distance travelled
could be one way to provide further information to the user. Addition-
ally, our implementation of the Mo¨bius transition is only one way to
incorporate the Mo¨bius transformation into a transition, and more com-
plex transformations could potentially improve the visual appearance
of image-based transitions. While there are many options, the methods
in this paper highlight some important considerations, and show which
metrics may be most sensitive to the transition type.
7 CONCLUSION
Our research investigates the impact of different transition types in
MV360M for static scenes, in which users can navigate around a cap-
tured virtual space via a connected network of panoramic views. The
three transition types explored were teleportation, a linear move through
a 3D model of the scene, and an image-based Mo¨bius transformation.
The metrics investigated were spatial awareness, users’ movement
profiles, transition preference and the subjective feelings of moving
through the space, disorientation, dizziness, and naturalness.
Our results indicate that the transition type has a significant impact
on the subjective feeling of moving through the space, with the 3D
model and Mo¨bius transitions producing a stronger feeling of moving
through the space than the teleport transition. The transition type
also had a significant effect on a user’s movement profile, with users
taking on average 1.6 seconds longer to initiate the next transition
following a teleport transition than a 3D model or Mo¨bius transition.
The subjective feelings of naturalness, disorientation and dizziness were
not significantly different between transition types. A pointing task
was unable to identify any significant difference in spatial awareness
between transition types. These results indicate that the choice of
transition type may have an impact on several aspects of the user’s
experience when exploring MV360M, and as a result content creators
must think carefully before selecting a transition type.
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