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Abstract
Albatrosses extract their propulsive energy from horizontal winds in a maneuver called
dynamic soaring, and travel impressive distance (5000 km/week) by "riding the winds".
Accordingly, for albatrosses flight is barely more strenuous than rest. While thermal
soaring, exploited by birds of prey and sports gliders, consists of simply remaining
in updrafts, extracting energy from horizontal winds necessitates redistributing mo-
mentum across the wind shear layer, by means of an intricate and dynamic flight
manoeuver.
Historically, dynamic soaring has been described as a sequence of half-turns con-
necting upwind climbs and downwind dives through the surface shear layer. Re-
laxing the half-turn hypothesis, this thesis numerically and analytically studies the
"minimum-wind" problem i. e. the question of how much wind is required to stay aloft
with dynamic soaring, and what is the optimal flight strategy to do so. Contrary to
current thinking, but consistent with GPS recordings of albatrosses, it is shown that
when the shear layer is thin the optimal trajectory is composed of small-angle, large-
radius arcs. Essentially, the albatross is a flying sailboat, sequentially acting as sail
and keel, and most efficient when remaining crosswind at all times. The thin-shear
analysis is then extended asymptotically, predicting in closed-form the most efficient
dynamic soaring trajectory in wind shears of finite thickness.
Building upon the conceptual study of dynamic soaring, a robotic system inspired
by the albatross is proposed: the "flying sailboat", i. e. a low-flying, water-skimming
airplane powered by a keel-and-sail combination. Potentially, the flying sailboat could
travel 10x faster than a traditional sailboat of the same size, survive in much rougher
seas than hydrofoil boats, and carry 10x more payload than a naive robotic copy of the
albatross. A mechanical prototype is presented, with the keel and height controlled
with feedback-linearization controllers. Experimental results demonstrating the crit-
ical aspects of the system's operation and control are reported: stable extreme-low
height flight concurrent with controlled keel immersion and force generation.
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Chapter 1
Introduction
1.1 Background
Increasing the endurance of unmanned aerial vehicles (UAVs) remains a challenge[ .
In some applications, improved endurance would allow to reduce mission costs and
increase mission performance. In others, current range limitations prevent the pene-
tration of UAV technologies altogether. Open-ocean monitoring is one such instance.
Many oceanic regions of interest are extremely remote, thousands of kilometers re-
moved from shore. In effect, the open oceans remain under-monitored, despite the
fact that offshore observations performed by surface and airborne craft would benefit
many industries and scientific fields.
1.1.1 Motivation: ocean monitoring
The oceans play a major role in the Earth' climate regulation and change. It is
believed that 26% of the antrophogenic emissions of CO 2 have accumulated in the
oceans [11., 12]. However, the spatial variability of the carbon flux between the at-
mosphere and ocean remains poorly characterized, which limits the ability to predict
the future of oceanic CO 2 absorption. The CO 2 flux depends on several local factors
of the sea-air interface and upper ocean, including CO 2 concentration difference at
the interface ApCO 2 , wind stresses, mixing, and biogeochemical processes such as
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phytoplankton dynamics, etc. [13].
While some of the quantities of interest-such as significant wave height or sea
surface temperatures-are well measured with remote-sensing (satellite) techniques
(figure 1-2a), others require in-situ measurement or cannot be acquired through cloud
cover. For instance, surface CO2 concentration is in large part measured by in-
struments located on commercial cargo ships, in addition to scientific vessels and
drifters [14, 15, 1;].
The Southern Ocean accounts for about 40% of the oceanic uptake of anthro-
pogenic CO 2 [17, 1>]. Its behavior as a carbon sink is complex (notably, carbon
intake diminished in the 1990s, before increasing again in the 2000s). Being removed
from major commercial shipping routes, under frequent cloud cover, and subject to
strong winds and storms, this large sink of carbon is comparatively less sampled than
other oceans which play a smaller role as carbon sinks but are more straightforward
to monitor. For instance, figure 1-1 shows CO 2 concentration measurements from
the Surface Ocean CO 2 Atlas (SOCAT) v3 [1]. Most oceanic regions in the southern
hemisphere, in particular the southern ocean, have just been sampled very sparsely
and rarely (< 5 times in the period bewteen 1970 to 2014). Besides climate and
geophysical studies [19], monitoring of the oceans is important for several scientific
fields, such as marine biology [20].
1.1.2 Ocean monitoring systems
In addition to remote sensing via satellites, current ocean monitoring tools include
oceanographic ships (figure 1-2d) and dedicated airplanes (figure 1-2b) that may
perform complex, but high-cost missions and produce high-quality, but sparse data.
Alternatively, low-cost systems are operated in large numbers for collecting data in
a distributed manner and broadcasted in near real-time via satellite communication.
Under the coordination of international organizations and partnerships such as the
World Meteorological Organization (WMO), approximately 1,400 drifter buoys ([21]
and figures 1-2f and 1-3a) are deployed over the oceans and monitor sea surface prop-
erties, including temperature, current, wind, salinity, etc. Under the Argo program
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Figure 1-1: Total number of months with f C02 values per 1*x 1 grid cell for 1970
through 2014 in SOCAT version 3, from [1].
([22] and figure 1-3b), about 4,000 profiling floats map the temperature and salinity
of the ocean (figure 1-3). More recently, autonomous long-range, small (~ 3 m in
length) surface vehicles capable of following preset path (as opposed to the drifting
buoys) have been developed. The Wave Glider [23], an autonomous surface vehi-
cle that utilizes wave and solar energy for propulsion, is capable of multi-thousand
mile long missions at a travel speed of -1.5 kts. The Saildrone (figure 1-2c), an
autonomous sailboat can travel at up to 5 kts and has been successfully deployed in
the Bering sea [24.
1.1.3 An energy-driven speed-size barrier
Despite these recent successful developments, ocean monitoring systems sufficiently
cost-effective to be operated in swarms are too slow to capture fast phenomena such
as fronts, or monitor rapidly developing unplanned events such as oil spills and toxic
algal blooms. Furthermore, they may not cover enough ground to justify carrying
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(a) Ocean data acquisition (b) Ocean data acquisition with
with satellites. Here: ESA's airplanes. Here: Meteo France's
Sentinel-1 satellite for the mea- Safire platform for meteorologic
surement of ocean waves. research.
(c) Ocean data acquisition
with autonomous wind-powered
ships. Here: saildrone.
(d) Ocean data acquisition with
survey ships. Here: Research
vessel from the UK's Natural
Environment Research Council.
(e) Ocean data acquisition un-
derwater gliders. Here: a
glider operated by the Woods
Hole Oceanographic Institution
(WHOI). Underwater gliders
are propelled by buoyancy con-
trol.
(f) Ocean data acquisition
with survey langrangian sys-
tems. Here: a drifter measures
local properties and communi-
cates them via satellite commu-
nication.
Figure 1-2: Ocean monitoring systems
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high-performance sensors when spatial variability is important. An ideal complement
to existing technologies would take the form of a low-cost, small 0(1-3) m, long dis-
tance autonomous system. The main challenge resides in a energy-driven speed/size
barrier: small-scale system lack the fuel carrying capability to satisfy the energetic
requirements of fast, long-range travel. Conversely, high-speed, today's engineered
long-range systems carry their own fuel and are high-cost, large systems 0(10-30) m.
Alternately, if a small-scale system was able to continuously extract enough power
from the oceanic environment (solar, wind or wave), it could break the speed-size
barrier.
As will be discussed below and throughout this thesis, speed-size barrier is actually
broken by a biological system, the albatross (figure 1-5). Up to over three meters
in span and 10 kg in weight, albatrosses use wind for propulsion. After a general
discussion on the general principles of wind power, the main aspects of the wandering
albatross and its flight will be discussed.
1.1.4 Wind power energetics, a unified approach
Wind energy extraction relies on a transfer of momentum between media of different
speeds. Consider for the sake of the discussion two fluid media initially moving uni-
formly at velocities W1 and W2 . Assume that a device is able to transfer momentum
between the two media. For simplicity, suppose that at each time instant the device
interacts with an element of mass dmi of medium i = {1, 2} , and modifies its velocity
by a small amount wi. The momentum change of medium i during the time instant
is dpi = dmiwi, and the force by the device onto medium i is F = g = ?itwi. The
total rate of change in kinetic energy of the two media is
()12==-W~(X 1 wy ~ (1v2  (Wv 2 - W2)(1)
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Figure 1-4: Wind power energetics. Albatross credits: Raja Stephenson.
If the device transfers momentum between the two media (rather than accumulating
it), it follows that F1 + F2 = 0 and that P simplifies into
P=F1 - (W 1 -W 2 )- (wi - w 2 )) (1.2)
In the limit of small loadings wi -+ 0 and rni = - 00 (such that Fi remainsWi
constant), power extracted further simplifies to
P = F1 - (W1 - W2 ). (1.3)
This relationship does not depend on the inertial frame of reference in which the
velocities are calculated, and energy is extracted if the force causing the transfer of
momentum tends to reduce the velocity inhomogeneity (Figure 1-4e).
It is often convenient to consider the energetic exchange in a frame of reference
where W2 = 0 and W1 = W. In this frame, a force F1 oc -W extracts energy by
slowing down medium 1 and accelerating medium 2. Consider then Equation (1.1)
with W2 = 0 in the the regime of small loadings w, = w < W, as illustrated in
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Figure 1-4a. The energy loss of medium 1 is m1W -w + O(w2 ). It is first order in
w. Let K = (ml/M2 ) 2 . The energy gain of medium 2 is irs 2 w2 /2. It is second order
in w, and therefore much smaller than the energy loss of medium 1. In other words,
the loss of kinetic energy of the fast medium is linear with the momentum tranferred
while the gain of the slow medium is only quadratic, such that the system's energy
decreases. Note also that Equation (1.3) takes the well-known and intuitive form
P=F-W (1.4)
with F = miw.
For instance a wind turbine (Figure 1-4b) operates by transferring momentum
from the atmospheric wind to the ground. Analyzed in ground frame, the system is
such that on the one end the turbine's rotor slows down the wind layer initially at a
speed W by an amount w while on the other end, the tower's base applies a force onto
the still ground, that tends to accelerate it (by an infinitesimal amount w 2 ~ 0 since
the ground has a very large mass). If the mass rate of the atmospheric wind is 7h, the
loss of kinetic energy of the system {Wind layer + Ground} is P = -maW(W - w/2)
and reflects energy extraction by the wind turbine.
Sailboats (Figure 1-4c) are wind-powered systems and their energetics obey the
same principles, by transferring momentum from wind layer to the water. Indeed,
neglecting drag forces, on the one hand the sail slows down the wind layer while on
the other hand the underwater keel transmits that momentum to the water. When
traveling crosswind, basic trigonometry (figure 1-4f-drag forces are omitted) shows
that power extraction follows Equation (1.3) in the particular form P = Fthrust - U =
LkeelW, where U is the sailboat velocity and Lkeel the lift force generated by the keel,
approximately equal in intensity to that generated by the sail. In the large lift-to-
drag ratio regime or when the drag is dominated by the water drag, the speed of the
crosswind sailboat is
Keel lift (1.5)
Total drag
(note that for large lift-to-drag ratios, Lkeel e Lsaii). Even for small lift-to-drag
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ratios this relation qualitatively reflects the important aspects of crosswind sailboat
propulsion.
Recently, wind-powered machines that travel directly downwind faster than the
wind (DDWFTTW) have been developed (Figure 1-4d). While it may sound counter-
intuitive that a wind-powered system could be able to travel faster than the wind,
as shown in Equation (1.3), as long as a transfer of momentum that tends to reduce
inhomogeneity between two media of different velocities, energy is extracted [25]. A
successful implementation of a DDWFTTW machine operating on land had a pro-
peller acting to slow down the wind (thereby generating trust), that was directly
linked to the vehicle's wheels [26]. The torque required to rotate the propeller origi-
nated from the ground's traction on the wheels.
Overall, all the systems considered have three functional elements: a "gravity-
canceling" element (buoyant or planning hull for sailboats, tower foundation for the
wind turbine, etc.), a "sail-like" element that slows down the fast layer and a "keel-like"
elements that transfers the momentum to the slow layer. For instance, for the wind
turbine, the sail element is the blades and the keel element is the tower's foundations.
1.1.5 The albatross, a wind-powered drone
The wandering albatross (diomedea exulans, figure 1-5), the largest living bird on
the planet, is the size of a small drones at a typical 8-10 kg and 3 m span [27].
Mostly found in the southern oceans between 30* and 600 S (figure 1-6), where strong
winds prevail, albatrosses fly by extracting their propulsive energy from the wind
through a specific flight technique called dynamic soaring. They typically travel 500
miles per day [28]. While for most migrating birds, flying is a very energy intensive
endeavor (they may lose up to 50% of their body weight during a migration [29]), the
metabolism of a flying albatross is only slightly above baseline [30], suggesting that
very little self energy is spent for flight. Albatrosses have been recorded to perform
dynamic soaring in winds from ~ 5 - 10 m/s up to at least Beaufort 9 (i.e. - 25m/s
windspeed), reaching groundspeeds of over 50 knots.
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Figure 1-5: Albatross in flight Top: Wandering. Bottom: Salvin's (unverified). Cred-
its: Raja Stephenson.
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1.1.6 Wind propulsion of the albatross: dynamic soaring
Albatrosses fly in the first 20 meters of the atmosphere above the ocean surface.
There, the wind is inhomogeneous in a somehow predictive way: on average the wind is
slower close to the water surface-where the no-slip boundary condition at the surface
necessitates that the air and water have the same velocity at the interface-and
faster higher in altitude. In some conditions the average wind profile approximately
follows the logarithmic law of the wall [3 1, 32]. The wind speed is also influenced by
interactions with the wave field of the ocean. The wave-wind coupling is a complex
topic and a subject of active research [3, ,4 ] but some properties emerge: if the
airflow separates at wave crests' a slow recirculation region develops behind the wave
crest. In the linear regime, if the airflow remains attached to the water surface the
inhomogeneous wind field follows a known linear partial differential equation [35].
Accordingly, the low-altitude wind field is inhomogeneous. The albatross' dy-
namic soaring consists of a characteristic s-shaped, up-down, flight pattern which
redistributes the wind momentum between the fast region in altitude and the slow
region near the surface.
This thesis is dedicated to understanding how the transfer of momentum takes
places, and how the albatross' flight can inform the design of wind-powered flying
robots, and more generally high-performance systems operating at the air-water in-
terface.
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1.2 Chapter overviews
The thesis is divided in two main parts. The first part (chapters 2 and 3) studies the
flight dynamics of the albatross and more generally dynamic systems. The second
part (chapters 4 to 6) discuss how the principles of dynamic soaring may be inform
the design of wind-powered robots.
Part 1 starts with chapter 2, which closely parallels [36]. GPS recordings of
flying albatrosses from the published literature are compared with dynamic soaring
trajectories obtained by numerical trajectory optimization. It is found that contrary
to the prevailing theory that explains dynamic soaring as a succession of half turns
in the slow and fast layers of the wind field, but in accordance with trajectories of
flying albatrosses, the optimal trajectory is a succession of shallow arcs where the
glider remains nearly crosswind at all times. An analytic solution for the optimal,
minimum-wind trajectory is computed in the thin shear limit. The analytic solution
lends itself well to an intuitive analogy between the dynamic soaring maneuver and
sailing. In dynamic soaring, the glider successively plays the role of a sail and that of
a keel.
In chapter 3, the mathematical model of chapter 2 and the analytic solution in
the limit of thin shear layers are expanded asymptotically to shear layers of finite
thickness. An analytic asymptotic expansion describing the optimal, minimum-wind
trajectory of dynamic soaring is exhibited and validated against numerical optimiza-
tion trajectories from chapter 2 and the literature, as well as in-flight recordings or
albatrosses. Chapter 3 closely parallels [37].
Opening part 2, chapter 4 is dedicated to the modeling and control of a flexi-
ble, vertical, surface piercing hydrofoil actuated in pitch for the general use of such
appendages in high-performance ocean surface robotic applications. A time-varying
hydrodynamic model is derived for the hydrofoil dynamics, and a feedback lineariza-
tion controller based on force, velocity and immersion depth measurement is proposed
and tested on a prototype towed at 6-10 m/s. Chapter closely parallels [3S].
Chapter 5 is qualitative discussion; it starts by describing performance aspects
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of wind-powered propulsion of albatrosses and sailboats. Three important charac-
teristics emerge: the capability to utilize the full extent of the wind intensity, the
system's lift-to-drag ratio and the property of "weak coupling" to the surface which
potentially allows small-scale systems to operate in strong seas. It is suggested fitting
an albatross-like glider with a vertical, surface-piercing hydrofoil keel would lead to
a system performing well along all the aforementioned characteristics. The chapter
ends with high-level descriptions of several possible embodiments of such a system-
among which an "amphibious dynamic soaring glider" and a "flying sailboat"-and a
discussion on possible modes of operation.
Chapter 6 presents a quantitative study of a flying sailboat system. It closely
parallels [391. The trim flight performance is derived and evaluated for a 3.4 m
span, 3 kg system. A flight controller for precise low-height longitudinal control is
proposed. The longitudinal controller is combined with the hydrofoil controller of
chapter 4. Finally, the critical maneuver of the flying sailboat, which is the capability
to fly at extreme low height above the water surface, immerse the keel in the water
and utilize it to generate a controlled side lift force, is demonstrated experimentally
on a prototype.
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Part I
Dynamic soaring analysis
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Chapter 2
Optimal dynamic soaring consists of
successive shallow arcs
Abstract
Albatrosses can travel a thousand kilometers daily over the oceans, through a dynamic
maneuver. They extract their propulsive energy from horizontal wind shears with a
flight strategy called dynamic soaring. While thermal soaring, exploited by birds of
prey and sailplanes, consists of simply remaining in updrafts, extracting energy from
horizontal winds necessitates redistributing momentum across the wind shear layer,
by means of an intricate and dynamic flight maneuver. Dynamic soaring has been
described as a sequence of half-turns connecting upwind climbs and downwind dives
through the surface shear layer. This chapter investigates the optimal (minimum-
wind) flight trajectory, with a combined numerical and analytic methodology. It
is shown that contrary to current thinking, but consistent with GPS recordings of
albatrosses, when the shear layer is thin the optimal trajectory is composed of small-
angle, large-radius arcs. Essentially, the albatross is a flying sailboat, sequentially
acting as sail and keel, and most efficient when remaining crosswind at all times.
The present analysis constitutes a general framework for dynamic soaring and more
broadly energy extraction in complex winds.
2.1 Introduction
Dynamic soaring is the flight technique where a glider, either a bird a machine, ex-
tracts its propulsive energy from non-uniform horizontal winds such as those found
over the oceans. Wandering albatrosses (diomedea exulans), the archetypal dynamic
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soarers, have been recorded to travel 5,000 km per week while relying on wind energy
alone [2s, 40, 30]. The engineering potentialities of dynamic soaring are tantaliz-
ing: a robotic albatross could survey the oceans (or ride the wind shear of the jet
stream [I I ]), and collect oceanic and atmospheric data, traveling at over 40 knots
with a virtually infinite range [142, 13].
A major obstacle to intelligent robotic soaring has resided in the complexity of
the wind power extraction process that, by nature, requires planning on-the-go an
energy positive trajectory in a stochastic, hard to measure, and poorly understood
wind field. Conversely, progress in the description of dynamic soaring energetics can
help design efficient algorithmic solutions to the online trajectory planning problem.
Improving the understanding of dynamic soaring is also important in avian ecology.
In particular, it allows to better evaluate the impact of climate change on the behavior
and habitat of albatrosses, petrels, and other pelagic birds, that are dependent on
specific wind conditions [4].
At the meso-scale, it was shown that the vast majority of the wandering albatross'
flight is performed in an overall cross- or downwind direction, by dynamic soaring [30].
Although on relatively rare occasions (attributed to foraging [41), they may fly up-
wind, in those instances they typically need to provide propulsive power. As far as
dynamic soaring is concerned, crosswind flight (i.e. when the average airspeed is or-
thogonal to the average wind direction) is the dominant mode, and the focus of this
chapter.
In the first attempt to describe dynamic soaring, Rayleigh [46] modelled the wind
profile (figure 2-1) as a still boundary layer separated from the above windy free
stream blowing at WO by an infinitely thin shear layer (see figure 2-1c, hereafter
Rayleigh's wind model). He noticed that when traversing the shear layer up- or
downwind, the albatross' groundspeed is conserved but its airspeed is not, and may
increase by up to WO. Rayleigh connected up- and downwind transitions with 1800
half-turns in order to construct an energy neutral trajectory (hereafter Rayleigh's
cycle, figure 2-2b and e.g. [.47]): at each transition, the airspeed gain compensates
for the inherent losses due to drag. Because the drag is quadratic with airspeed,
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a limit cycle is reached. This description of the dynamic soaring trajectory, based
on phases of flight directly up- or downwind connected by half-turns, has carried
on until today [18, 19, 50, 51, 52, 53, 5 1, 17, 55, 56, 57, 58] in two energetically
equivalent forms: trajectories with constant turn direction are O-shaped, or loitering;
trajectories with alternating turn directions are S-shaped, or traveling.
Recently published observations based on high-accuracy GPS measurements [2;,
4, 5] (reproduced in figures 2-2a and 2-4) show that albatrosses in crosswind flight
do not follow half-turns, but rather an elongated, albeit oscillating, trajectory. As
we report below, analysis of this data shows that they typically turn by only 50-70*,
about a third of the Rayleigh's 1800 half-turn.
The aim of this chapter is to build a model of dynamic soaring that addresses
the 3x factor discrepancy in turn amplitude between the half-turn explanation and
published field data of flying albatrosses. To this end, we computed the "minimum-
wind trajectory", i.e. the most efficient trajectory of dynamic soaring in the sense
that it requires the least amount of wind to allow sustained flight, and investigated
the variation of its shape with the thickness of the shear layer. We discovered that
contrary to prevailing theory, the most efficient trajectory in the thin shear layer
regime is a sequence of arcs of vanishingly small angle, with the direction of flight
nearly crosswind at all times. We were able to explain this observation analytically,
lowering the wind required for dynamic soaring by over 35% compared to previous
models [A 2].
2.2 Methods
2.2.1 Wind model
In the last two decades, a popular approach has attempted to perform accurate nu-
merical modelling of the albatross flight in logarithmic or power law profiles, deemed
good models of the average wind field in the first 20 m above water, where the alba-
tross flies. However, in this framework it has been shown [7, 59] that dynamic soaring
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Figure 2-1: Wind profile. (a) Wind field behind waves. Color-coding: wind inten-
sity. Experimental data adapted from [3]. (b) The logistic wind profile in this study
captures adequately the wind field in separated regions, such as belind ocean waves.
More generally, it constitutes a robust way to approximate a wide class of wind fields,
based on two parameters: a typical wind speed inhomogeneity Wo separated by a
shear layer of typical length-scale 6. (c) Rayleigh's wind model is the limit of the
logistic profile for 6 -+ 0.
is extremely sensitive to the wind field in the first meter above the surface, precisely
where wind-wave interactions and temporal variability make the logarithmic model
less relevant.
In contrast, Rayleigh's discontinuous wind model embraces the sharp wind shear
that exists in separated regions, such as behind breaking waves or mountain ridges.
Recent studies suggest that wind separation in ocean wave fields may be more frequent
than previously believed ([i] and figure 2-1a), further reducing the relative merit of
log-based descriptions.
In this study, rather than attempting to conduct high-fidelity, high-complexity
modelling of dynamic soaring for a specific system, we aim for a general and robust
analysis of the principles of dynamic soaring, whose main conclusions should hold
independently of the details of the wind field or glider. This approach is in part
motivated by the fact that despite the significant stochasticity of the wind field in
which albatrosses fly, their trajectory is quite regular. With this in mind, the wind
profile, which varies with altitude z, is modelled by means of a logistic function
(figure 2-1b) parameterized by the free stream wind speed WO and the shear layer
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Figure 2-2: The albatross' trajectory. (a) Recording of a flying albatross from [4]
(top view). In crosswind flight the typical turn of the albatross is about 50-70o. Dot-
dashed yellow portions of the trajectory: the albatross is involved in a 600 turn within
+200. Dashed red portions: the albatross is involved in a 600 turn within t100. Note
that while in the ground frame the mean albatross travel has a downwind component,
in the frame moving with the average wind it is nearly crosswind. (b) The Rayleigh
cycle describes the albatross' flight as a sequence of half-turns between the windy
and slow regions. At each layer transition, there is an airspeed gain equal to the
wind speed, which compensates inherent drag losses that are quadratic in airspeed.
However this trajectory is suboptimal for energy extraction. Instead, for thin shear
layers, the optimal cycle (c) is composed of a succession of small-angle arcs. The
flight portion in the wind layer is functionally analogous to the sail of a sailboat,
while the portion in the slow layer is analogous to the keel of a sailboat (d).
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thickness parameter 6
W(z) = . (2.1)1 + exp(-z/6)
This formulation, also suggested in [57] for modelling the wind field behind ridges, is
intended to capture not only the main features of separated winds over ocean waves
(see [60, G1, 17] for a qualitative discussion), but more generally of any flow with a
typical wind inhomogeneity Wo developing over a typical length-scale 6, such as in
turbulence soaring [(2, 61]. The regions of z < -6, |zl < 36, z > 6 represent a slow
layer (separated region or boundary layer), shear layer of typical thickness A = 66,
and windy free-stream layer, respectively. In the thin shear layer limit 6 -+ 0 the
model converges to Rayleigh's.
In a logarithmic profile (used to model attached flows), the boundary layer is
both the slow layer and the shear layer. An hypothesis of our approach is that even
logarithmic profiles have a characteristic shear layer thickness 6 and a characteristic
wind intensity Wo such that equation (2.1) may be used to approximately represent
those flows as well.
2.2.2 Equations of motion
We utilize a 3-degree-of-freedom model to represent the flight of an albatross or glider
in a wind shear. Our formulation follows closely [64, -. ] in the frame or reference
(i, j, k) = (eEast, eNorth, eup). Within this framework, six parameters fully define the
glider's state: x = (V, 4, -y, z) x, y). Here, V is the glider airspeed, and 0 and y are the
air-relative heading angle and air-relative flight path angle respectively. Specifically,
4 is the.angle between i and the projection of the airspeed vector V in the ij-plane
and -y is the angle between V and the ij-plane and is positive nose up. We assume
that the wind is blowing from North to South when W > 0 i.e. W(z) = -W(z)j.
The control inputs are the lift coefficient and bank angle u = (CL, q) -
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The equations of motion (EOM) are:
m# = -D - mg sin 7 + mW cos -y sin b (2.2a)
mVy = L cos q- mg cos y - mW sin y sin / (2.2b)
mV cos y = L sin + mW cos (2.2c)
z = Vsin-y (2.2d)
x = V cos y cosO (2.2e)
= V cos -y sin L - W (2.2f)
where the dots represent time derivatives, V = dV/dt and so on. Note that x, y in
equations (2.2e) and (2.2f) may be considered as outputs rather than states as they
do not feed back into the self-contained dynamics of equations (2.2a-2.2d). Using the
lift and drag coefficient definitions, lift and drag are specified by L = 1/2CLpSV 2
and D = 1/2CDpSV 2 . We assume quadratic drag CD = CD,O + kCL. The coefficient
CD,O represents the system's drag when no lift is generated and the parameter k
expresses the additional generation of drag due to lift. Denoting f = CL/CD the
glider's lift-to-drag ratio (or finesse), k is related. to the maximum lift-to-drag ratio
by k- = 4fmaCD,o. For the numerical analysis below, CD,O and k are chosen such
that the maximum lift-to-drag ratio fm x is reached at a lift coefficient of maximum
glide ratio CLJmB = 0.5, typical of a small glider.
2.2.3 Non-dimensionalisation
In order to compute the EOM numerically, and to obtain scale-invariant results, it
is useful to rewrite equation (2.2) in non-dimensional form. For that purpose, the
velocities are renormalized by the glider's characteristic speed at CL = 1, namely
VC= . The distances are renormalized by the characteristic length A = (Vc) 2/g.
Finally, time is renormalized by the time-scale te = V/g = A/V. Note that our non-
dimensionalisation depends only on the glider properties, air density, and gravity,
arguably a more natural choice than approaches based on the wind gradient [64-].
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The speed V, directly related to the notion of "wing loading" (ratio between mass
and wing area) expresses the order of magnitude of the airspeed at which the glider
naturally flies. For instance, for a wandering albatross, V = 15 m/s (see section 2.2.5).
Similarly, the length A expresses what is a "small" or "large" change in altitude. For
an albatross, A = 24 m so a change of altitude of 2.4 m < A is "small" but a change
of altitude of 240 m >> A is "large". For a cruising A380 large passenger aircraft,
AA380 = 3.3 km so an altitude change of 330 m is "small" but a change of altitude of
33 km is "large".
Upon non-dimensionalisation of the variables v = V/V, w = W/V, i = x/A,
= y/A, i = z/A, T = t/tc and (.)'= d(.)/dT, equation (2.2) becomes
V' = -CDV 2  siny + w' cos -y sinb (2.3a)
VY' = CLV 2 cos q - cos y - w' sin y sinO (2.3b)
v cos -YO' = CLV 2 sin 0 + w'cos4 (2.3c)
' = v sin Y (2.3d)
W/ = 9Wi (2.3e)
' = v cos y cos (2.3f)
' = vcos'ysin - w. (2.3g)
The non-dimensionalisation does not depend on the glider's characteristics except
through the lift-drag coefficient curve CL '-+ CD. For the remainder of this manuscript
when there is no ambiguity the signs are omitted for notational simplicity.
2.2.4 Numerical trajectory optimization
A direct collocation method is applied to equation (2.3) with the wind model of
equation (2.1), in order to compute the minimum-wind trajectory of dynamic soaring.
Specifically, the aim is to find the minimum wind needed to sustain flight, i.e. the
algorithm searches for the minimum wind intensity wo such that equation (2.3) has
a solution periodic in (V, -, o + 2p7r, z) with p = 0, 1. The numerical procedure,
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detailed below, follows e.g. [i4, 4I, 7]. The optimal loitering (p = 1) and traveling
(p = 0) trajectories are computed for several values of the shear layer thickness
parameter 6, starting from a thick shear layer (6 > A) and reducing 6 progressively
until the thin shear layer regime (6 < A) is reached. The resulting trajectories are
displayed in figure 2-5.
The equations of motion (2.3) are formally rewritten x = f(x, u). The ques-
tion that we want answered is the following: For a given glider (CD,o, fmax) and a
given shear layer thickness 6, what is the minimum wind speed inhomogeneity pa-
rameter wo that has feasible trajectories, periodic in the state x? More specifically,
for the traveling trajectories (right-hand side of figure 2-5), the boundary condi-
tions are V(T) = V(0), O(T) = 0(0), -y(T) = -y(O), z(T) = z(0). For the circu-
lar trajectories (left-hand side of figure 2-5), we imposed the boundary conditions
V(T) = V(0), '0(T) = 0 (0) + 27r, -y(T) = 7 (0), z(T) = z(0), x(T) = x(0). Note
that the x-constraint in the latter set of boundary conditions is not strictly required.
Without it the upper half cycle tends to peak at a higher altitude, with very small
airspeed and very large CL. The x-constraint maintains CL to realistic values while
conserving the main features of the unconstrained trajectories.
The question is cast into a finite dimensional optimization problem by direct
collocation. First, time over one period T is discretized into time steps
[0, n1 T, n2T, ... , nN-1T, T]
with 0 < ni < ... < nN-1 < 1. The spacing need not be uniform. We use the short-
hand xi=^x(niT), ui = u(niT). Following e.g. [7, 65], the continuous-time constraints
x(niT) = f,,T f(x(t), u(t))dt are approximated by
1Umi = - (ui + ui_ 1)2
1 1
Xmt = - (xi + xi_ 1) - -(f(xi, u) - f(xi_ 1, ui_ 1))(ni - ni_1)T2 8
1
0 = Ci = xi_ 1 + - (f(xi, u) + 4f (xmi, umi) + f (xi-1, ui_ 1 )) (ni - ni-1)T6
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For the traveling problem, the previous discretization leads to the following non-
linear program (NLP):
minimize wo
X0,...,XNU0---7UNWOT
subject to Ci = , i =I,.., N
(VNi N N i ZN) = (VO , 0 ,70,1 ZO)(24
and z2 = 0
Vi, CLi > 0
- 7 < Oi < 7, -r/2 < -y < 7r/2
A solution to the NLP is a feasible trajectory that locally minimizes the wind required
for flight. Note that the last three relations are purely technical and the inequalities
constraints were not active upon solution convergence.
Similarly, the circular problem is cast into
minimize wo
XO,...,XNUOi..-UN,wO,T
subject to Ci= 0, i-,.,N
(VN, VN, YN, ZN, -N) = (VO, 0 + 27wyo, zo, x0 ) (2.5)
and z = 0
Vil CLi > 0
- 37r < Oi < 37r, -7r/2 < ^yj < 7r/2
The problem was then solved for various (CD,o, fmax, 6) with a nonlinear solver
e.g. SNOPT. We typically used N = 140 time steps, leading to 0(1000) variables
and constraints. Our Python implementation converged in 0(1-10) minutes on a
2013 Macbook Pro. We used more time steps than in previous studies. The main
reason for this choice is that for small 6 the transition through the shear layer is of
short duration, and resolving it requires a high level or granularity. To reach very
small values of 6 and validate the convergence of our numerical model to our analytic
model, we leveraged on the possibility to utilize non-uniform time spacing: we started
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Mass m (kg) 9.5
Wing area S (m2 ) 0.65
Minimum power coefficient C/2/CD 22
/max
A(m) 24.3
V (m/s) 15.5
Table 2.1: Characteristics of the albatross used in this study. A and V are calculated
with the air density p = 1.2 kg/m3 and acceleration of gravity g = 9.8 m/s2
by solving problems with large 6 and subsequently addressed smaller 6 by adaptively
refining the time spacing near the transition in order to maintain a sufficient resolution
(see e.g. [66, 67] and citations herein for a systematic approach of mesh refinement).
2.2.5 Dimensions for the wandering albatross' flight
Upon non-dimensionalisation in section 2.2.3, the trajectories that satisfy equation (2.3)
are scale-independent. With the quantities below they may be rescaled to represent
the conditions of the albatross' flight.
Albatross properties The typical properties for the wandering albatross are col-
lected in table 2.1, and are used to convert the results of section 2.2.4 and the analytic
analysis below back into dimensional form. Further information on mass and wing
area of wandering albatrosses may be found in e.g. [AA, 27]. To the best of our
knowledge, the coefficient of minimum power (C /2/CD , which is the important
aerodynamic property for dynamic soaring ability in light winds as shown in equa-
tion (2.12) below, has not been specifically studied for the wandering albatross. For
this study the numerical value 22 is chosen. It is similar to the 19.6 value from [12, 7],
which is based of the simulation of a glider with size and planform similar to that of
wandering albatrosses. It is also similar to the 22.9 value obtained by evaluating the
quadratic drag formulation of [6] at a lift coefficient CL = 1.25. Overall, we estimate
the uncertainty over this coefficient to be approximately 10%, comparable to that on
mass and wing area.
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Wind properties The wind parameters 6 and Wo are more uncertain than the
albatross' properties because the wind structure depends on the sea state, is complex
and time-varying, and is poorly known overall.
The effective shear layer thickness perceived by the albatross must be at least
of the order of the vertical distance from wingtip to wingtip when the albatross is
in a roll. Given the wandering albatross' 3 m span, the perceived shear layer must
be thicker than approximately 1 m. In the presence of large waves, Pennycuick's
description of dynamic soaring as "gust soaring" at the interface between windy and
separated regions behind waves [60 is indicative of a thin shear layer, of size compa-
rable to the albatross'. Accordingly, observational data of flying albatrosses suggest
a shear layer thickness of the order of 1-3 meters in the presence of waves. Con-
versely, when the waves are small and the wind flow remains attached to the surface,
it is possible that the albatross does not have access to the extremely thin boundary
layer and as a consequence perceives a virtually thicker shear layer. For logarithmic
profiles, the perceived shear layer thickness would be approximately 7 m (see 2.4.1).
It is also possible to estimate the shear layer thickness indirectly from vertical travel
reports of soaring albatrosses. The literature [60, 21, ] suggests that over a dynamic
soaring cycle, the albatross travels vertically by 5 to 15 m. The results of the numer-
ical analysis of section 2.2.4 show that for the minimum-wind trajectory there is a
correlation between vertical travel and shear layer thickness. Referring to figure 2-8a,
such vertical travels correspond to a shear layer thickness of about 1.5 m to 7 m (3
m thickness for the 8 m vertical travel reported in [60]). Overall, considerations of
separation behind waves, the albatross size, and albatross' vertical travel a suggest a
shear layer thickness of the order of 1 to 3 meters (in this study we select 2 m as the
default thickness), at the very maximum 7 m.
The intensity parameter Wo in equation (2.1) does not necessarily denote the wind
speed stricto sensu, but more precisely the speed difference between the fast and slow
layers. For instance, the 7.8 m/s wind reported in figure 2-2a is the wind at 10m
(see [1]). The speed of the slow layer is non-zero, as even behind separated waves, the
mass of air typically travels at the wave phase speed [68]. Accordingly, the albatross
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can only exploit a fraction of the wind speed. Similarly, in non-separated flows the
low-height wind at 1 m is typically more than 50% of the wind at 10 m and here
again, only a relatively small fraction of the wind speed can be exploited [7]. In the
present study we assume that the albatross may access 25 to 50% of the wind speed
at 10 m.
2.2.6 Crosswind flight of the wandering albatross
For wandering albatrosses in crosswind, the typical dynamic soaring maneuver lasts
for 5-15 s and extends over 50-150 m, such that analyzing the albatross' flight at the
cycle level requires measuring its trajectory at a sampling rate of 1 Hertz or more.
The present study reanalyzes a short (3 km) track from Sachs et al. [4] with a high
(10 Hz) sampling rate, and two long (order of 1,000 km) tracks from Yonehara et
al. [51 sampled at a lower rate (1 Hz). Sachs' track [4] contains 20 soaring cycles while
Yonehara's tracks [5] contains thousands of them. For each recording, characteristics
of the flight are computed, e.g. cycle turn amplitude.
Albatross track in Sachs et al. [4]
The albatross track in Sachs et al. [4], reproduced in figure 2-2a and analyzed in
figure 2-3, has two characteristics that make it well-suited for the present study: 1)
the high sampling rate allows for reliable measurements of the small-scale features of
individual turns and 2) the wind intensity, reported at 7.8 2 m/s (see [4] and ref-
erence herein for methodology of determining the wind from satellite measurements),
lies at the lower end of the wandering albatross' dynamic soaring flight envelope.
In this study, we discuss the dynamic soaring trajectory that minimizes the re-
quired wind. In practice, a flying albatross fulfils more complex objectives, for in-
stance foraging, which may involve sub-objectives such as minimizing control effort,
selecting cross-country average speed direction and altitude, etc. In particular, when
the wind is plentiful, staying aloft is comparatively easy and it is less likely that the
albatross' objective is to extract as much energy as possible. When the wind is weak
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Albatross flight recording Distribution of the albtross turns in
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Figure 2-3: Analysis of the albatross' trajectory. (a) Recording of an albatross
travelling across a low wind [4]. (b) Albatross heading along the trajectory. In (c) the
statistical analysis of the flight shows that the albatross' median turns is 54' (mean
50'). In this particular recording, the albatross virtually never turns more than 90'.
(d) Curvilinear length of the individual turns.
however, it is likely that staying aloft becomes the albatross' main objective, as in
our model. Accordingly, the low-wind of [4] is valuable as in it the albatross must
pursue an objective similar to our computations.
The trajectory data was extracted from the bitmap figure 9A of [A]. For each pixel
in the East direction, the center of the trajectory line was determined by an average
operation. The result was filtered with the f iltf ilt filter from scipy. signal. The
(ground) heading angle was then calculated (figure 2-3b). Figure 2-3c,d reports the
distribution of the turns in the recording. In the 20-cycle (40-turn) recording, the
albatross' median turn is 540 (mean 50), with a standard deviation of 210.
Albatross tracks in Yonehara et al. [5]
Yonehara et al. [69, 5] contains two recordings of wandering albatrosses, reproduced in
figure 2-4. Over the course of two days, albatross #2 performs "mixed" flights made of
up-, cross- and downwind flights in low and high winds, separated by active foraging
and resting periods. It has over 1,700 km of usable flight data and over 13,000 turns.
Albatross #4 contains a nearly uninterrupted, generally westwards flight. In [69], the
wind is measured with satellite data and estimated from the albatross track itself.
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Figure 2-4: Wandering albatrosses #2 and #4 from Yonehara et al. [5], analyzed in
this study. The track of albatross #2 is over 1,700-kilometer-long, lasts for approx-
imately two days and is made of up-, cross- and downwind flights in low and high
winds, separated by active foraging and resting periods. The track of albatross #4
is a nearly uninterrupted, 650-kilometer, 9-hour, approximately crosswind flight per-
formed in 8-15 m/s winds. Note that some data is missing or dropped due to poor
GPS quality.
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Both methods suggest that overall the flight is approximately crosswind, in 8-15 m/s
winds. It has 650 km of usable data in 3,700 turns, performed over the span of 9
hours.
Yohehara et al. [5] contain latitude-longitude time histories of wandering alba-
trosses sampled at 1 Hz. For the tracks of interest in the present study (albatrosses 1
and 4), the recording is about 48h long, with periods of flight, foraging, and rest on
water.
The latitude-longitude data is first converted to distances by projection with
Python's Basemap cylindrical equidistant projection centered at (470 East, 43' South).
The trajectory is then interpolated at 5 Hz with a cubic spline using Python's
interpid. Each point is attributed a heading angle by centered finite difference
of the positions at 5 Hz. A search for local extrema is performed on the unwrapped
heading angle. Because the cubic spline introduces some oscillation in the trajectory
in some places, if local maxima and minima follow each other by less than 2.5 s, they
are merged together and replaced by a single point of average heading. This tech-
nique was chosen over linear interpolation or filtering as both reduce peaks in heading
angles and would underestimate the amplitude of turns. The obtained time history
of local minima and maxima of heading angle were used to obtain the sequence of
turn amplitudes.
The data points when the groundspeed was outside the 5-50 m/s range were
removed, as they tend to represent either phases where the albatross is resting on
water, or unrealistic GPS recordings. We also set aside the turns of amplitude greater
than 360' which are concentrated within periods of active foraging (they account for
about 1% of the turns).
For albatross #4, a further step was taken. We started with the long westward
flight of Albatross #4 (approximately 650 km on March 18, 2007 from 6:02AM to
4:37PM). Along the travel sequence, there are a few instances where the albatross
seemed to be foraging (not making progress for significant stretches of time), or when
the GPS recording was spotty (unrealistic and sporadic jumps in the data). For this
reason, we removed 5 time intervals, varying in duration from 2 to 47 min, for a total
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of 1h47. The resulting tracks are shown in figure 2-4.
The median turn for albatross #2 in mixed flight is 780 (mean 84', std 460). The
median turn for albatross #4 in crosswind flight is 660 (mean 690, std 320). For
more details on the open-access dataset [5] and the in-flight wind conditions, see the
supplementary materials of [W)]).
2.3 Results
2.3.1 Three-dimensional minimum-wind trajectories in a lo-
gistic wind profile
For various values of the shear layer thicknesses, the most energy-efficient trajec-
tory, i.e. dynamic soaring cycle that requires the minimum amount of wind wo to
permit sustained wind-powered flight is computed numerically. Figure 2-5 shows
the minimum-wind trajectory for three shear layer thicknesses (thick, albatross-like
conditions, and thin). The main attributes of the cycle, spanning several orders of
magnitude in shear layer thickness from 6 < A to 6 > A are displayed in figures 2-7
and 2-8.
The time-evolution of the state and control are also collected in figures 2-9-2-11
and 2-12-2-14. For case with 6 = 1/64 and 1/2048, the control points are non-
uniformly spaced and are denser near the transition z = 0. For both the circular
and traveling cases, 6 = 1/64 and 1/2048 are qualitatively similar. The boundary
thickness for the albatross is closest to case 6 = 1/64.
Figures 2-15-2-18, show the minimum-wind trajectories in a wind field of the
form W(z) = Wo (2 + 1+ex z/6) In those cases, the aerodynamic quantities are
unchanged, but the overall trajectory is convected at an additional speed 2Wo. This
models instances where the glider may access a boundary layer where the wind is
only partially slowed down, as is the case in practice.
When the shear layer is thick all trajectories are significantly three-dimensional,
the loitering and traveling trajectories are quantitatively similar, and the turn am-
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Figure 2-5: Minimum wind trajectories for three shear layer thicknesses (see the
wind profiles in the plots' backgrounds and how they relate to shear layer thickness in
figure 2-1). On the left, the trajectories are constrained to fulfil the specific require-
ment that the heading increases by 3600 over a cycle, hence their loitering appearance.
On the right, the heading is required to be periodic, hence their traveling appearance.
For the 3D trajectory the scale is common and is indicated on the bottom right cor-
ner: the trihedral is of length A = 2m (24 m for an albatross). Similarly, the scale bars
on the top views are of length A. The middle plots 6/A = 1/64 are representative of
the shear layer thickness experienced by albatrosses. The traveling trajectory requires
less wind than the loitering one, with an increasing advantage for thinner shear layers.
When 6/A -÷ 0, the traveling trajectory becomes 2D and is composed of a sequence
of vanishingly small arcs of finite curvature performed at nearly constant speed. The
behaviour of the loitering trajectory is qualitatively different: for decreasing shear
layer thicknesses, it quickly converges to a limit trajectory that remains significantly
3D even for an infinitely thin shear layer.
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plitude of the traveling trajectory is large. When the shear layer is thin however the
loitering and traveling trajectories are distinctly different. While the loitering trajec-
tory remains significantly 3D, the traveling trajectory's extension in the z-direction
shrinks and it becomes nearly 2D. As the shear layer thickness parameter J is de-
creased, the trajectory becomes more and more elongated, and is composed of zigzags
of only a few degrees in amplitude (figure 2-7b). Importantly, it requires only about
2/3 as much wind as the loitering trajectory (figure 2-7a).
2.3.2 Analytic solution in the thin shear layer regime
When the shear layer is thin 6 < A, the logistic wind profile resembles Rayleigh's. As
observed in the numerical analysis, the traveling trajectory is approximately 2D and
remains in the neighborhood of z = 0. This property greatly reduces the problem
complexity and it is possible to build a quantitatively accurate analytic solution in
this limit of a very thin shear layer.
The cycle may be decomposed into two parts: first, glide phases on either side of,
but close to, the shear layer (6 < IzI < A) where the wind shear is weak and airspeed
is lost due to drag, and secondly, transitions across z = 0 of vanishing duration but
finite impulse where airspeed gain takes place.
Glide Consider the dynamics of a glider evolving according to equation (2.3) in the
vicinity z = 0' of the separating plane but not crossing the separation layer. The
2-D approximation z = 01 brings -y, y' = 0. equation (2.3b) becomes a constraint on
the roll angle cos = -2 and equation (2.3) simplifies to
V= -CDV 2  (2.6a)
= CLv sin (2.6b)
Eliminating T, the parametric evolution of v follows:
dv 1 vd- = - 1 sign(4'), (2.7)dC f -v
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reflecting the airspeed cost of turning. The sign function is a consequence of the
decrease of airspeed with time regardless of whether the turn is to port or starboard.
Layer Transition Within the thin shear layer, the wind profile can be approxi-
mated by a step function w(z) = H(z)wo. The Heavyside step function H(z) is 0
if z < 0 and 1 if z > 0. The time derivative of the local wind seen by the glider
in equation (2.3e) becomes w' = wo6(z)z' where 6(z) is the Dirac distribution. This
discontinuity in the EOM induces a finite change of the glider's state. The state tran-
sition (0-, v-) i ('+, v+) can be easily computed from groundspeed continuity (a
consequence of the forces remaining finite). In airspeed quantities it is expressed as
V+ = V- Wj depending on whether the transition is up or down. This leads to
tan @+=tan W- O (2.8a)V- Cos-
V+ v -1/ 2wO/v- sin /- + (wo/v- 2 . (2.8b)
Note that equation (2.8a) is also smooth near 0 = t7r/2. Note also that while the
state (0+, v+) and (0-, v-) are taken on both sides of the shear layer, the formulas
are also valid for intermediate locations within the shear layer itself. For instance,
the state (0o, vo) in the middle of the shear layer z = 0 can be obtained from (0-, v-)
(resp. (40+, v+)) by operating the substitution wo -+ wo/2 (resp. wo -+ -wo/2) in
equation (2.8).
Cycle Periodicity Both the layer transition and the glide equation are invariant
by the transformation (wo, /) -+ (-wo, -i). This can be seen as the consequence of
the fact that the airspeed gain of flying upwind out of the slow layer is equal to that
of flying downwind into the slow layer (this symmetry is particular to the Rayleigh
problem: a finite thickness shear layer or a constraint on the average travel direction
would break it).
Accordingly, the physical cycle
[transition up -+ wind layer glide -+ transition down -+ slow layer glide]
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can be subdivided into two equivalent sub-units'
[transition -+ glide] -+ [transition -÷ glide]
expanded below:
...()+, V+)n-1 (O-, V-)n (0+, V+)n - (0 -,V~-)n+l ...
glide transition glide I
sub-unit n
In a stationary cycle, the airspeed is periodic Vn+1 = Vn and the heading angle
is anti-periodic on+, = -On. Therefore the heading angle evolves by On+ 1 - 0
0+ 1 + ,O+, over a glide phase. The evolution of airspeed and air-relative heading
angle are sketched in figure 2-6.
Large Glide Ratio Limit Previous studies [42] have shown that the necessary
wind speed wo tends to 0 as the glide ratio f tends to oo. Assuming f > 1 and
wo < 1, the loss of airspeed during the glide phase can be approximated by Euler
integration
AVg-ide A/J with o = V1 - 1/Cv4  (2.9)
(see below for a treatment with explicit residuals). For a stationary cycle, equa-
tion (2.8a) used twice (between 0~~ and 0 and then between 0+ and 0o) yields
Ai = 0+ + 0- ~ 20o. This can be interpreted as that fact that the heading in the
middle of the shear layer is approximately the average of the headings just before and
just after crossing. Similarly, equation (2.8b), gives
AVtransition = V- v rWosin?O. (2.10)
When the cycle is stationary, the airspeed loss during glides and airspeed gain
'Note that the sub-periodicity is indeed apparent for the traveling trajectories obtained by nu-
merical optimization in the thin shear regime 3 < 1/64 (figures 2-10 and 2-11). Conversely, in the
thick shear layer regime e.g. 5 = 2 there is no such sub-periodicity (figure 2-9). In contrast, all
circular cases are qualitatively similar to each other across the range of J's, and there is no doubling
of the periodicity for the loitering trajectories (figures 2-12-2-14).
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A Air-relative heading angle
o -------- --------- i -e - - Gl--- i
Ot
Figure 2-6: Sketch of the evolution of airspeed and air-relative heading an-
gle over one dynamic soaring cycle, in the large glide ratio approximation. Following
a glide phase in the boundary layer, the glider transitions into the wind layer, ex-
periencing a shift of its air-related heading to port, as well as an airspeed boost. A
glide phase in the wind layer ensues and is followed by a transition into the boundary
layer which is associated to a shift of air-related heading to starboard and an air-
speed boost. The cycle in this figure starts 1/4 period earlier than in the right-hand
side of figure 2-5. In the thin shear layer limit, airspeed has double periodicity and
air-related heading has double anti-periodicity, such that the physical cycle may be
divided into two equivalent sub-units.
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during transitions must compensate each other. Equating loss and gain brings the
equation for the average airspeed
v sin o f Wo. (2.11)
/1 - 1/CLv4 -,o (
The minimum wo, v pair
* 3 3/4.V2 ///7* = = 3 / L (2.12)
CL'2/CD
is attained when the cardinal sine sinc(@o) sin(oo)/Oo is maximized i.e. L 0 -+ 0.
The minimum wind w* is smaller by a factor r/2, compared to when half-turns are
required (Oo = r/2). Note also that in the minimum-wind problem, the aerodynamic
quantity of interest is the so-called coefficient of minimum power (C3/2/CD)
2.4 Treatment with explicit residuals
In the thin shear layer limit, let o and vo be the air-relative heading and speeds at
altitude z = 0 i.e. centered in the middle of the shear layer. Define ? = (V) +0-)/2,
V = (v+ + v-)/2 and Av = v+ - v-. Assume periodic (energy neutral) conditions. If
f and CL are kept constant, the evolution of airspeed during glide in equation (2.7)
can be rewritten as
- - d. (2.13)
Integrate the left-hand side with the third order accurate midpoint approximation
at V. Integrate the right-hand side and recall that due to the antisymmetry of the
equations, the turn amplitude of the glide phase is 2 . This gives
1 Av f (2.14)
0 - + O(Av) =(C1V iV f
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The relations of transition for the heading are:
tan @+=tan V50 + 2vo cos Oo (2.15)
wo
tan0-= tan 2O - co
2vo cos Vto
The relations of transition for the airspeed are
v+=V0 1 + 3sino+I O. W ()2
VO 2vo (2.16)
-- Osin + WO .
v V v- 2vov __ ___0__ __
The following Taylor expansions follow:
= 0 +o ( O )2 (2.17a)VO Cos VOf
= vO 1 +0 (2.17b)
AVtransition = wo sin 4o + 0 ) . (2.17c)
Below we assume that vo, 0o are fixed, and express the residuals in terms of wo.
The residual in equation (2.14) can now be transformed with equation (2.17c) to
Av = O(wo), and the quantities 4 and V can be replaced with 0o and vo at the price
of a O(wo) error. The equation of glide becomes
Av 2
o- 0-- = -'o + O(wo )VO f 00+OW
with o = 1 - -. This is equation (2.9) where the approximation is exhibited.
CLVO
Combining it with the equation of transition (2.17c), the balance between airspeed
gains and losses is
wo sin Oo = 20o -4' + O(wo)VO ff
which is similar to equation (2.11). Note that for any triplet (vo, wo, Oo) such that
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equation (2.13) is integrable, and # is not strictly 0, the equation has a solution if f
can be chosen arbitrarily.
For any given fixed Oo, vo, now decrease wo (equivalently, increase f). The residual
in wo is dominated and the equation converges to
vO sini0o f
- - -00 (2.18)
i.e. equation (2.11).
2.4.1 Comparison with recordings of wandering albatrosses
and other numerical studies
Comparison with albatross flight data
The main characteristics of the numerical model are strikingly consistent with alba-
tross flight data (see figures 2-7 and 2-8), especially given the uncertainty associated
with the wind field. In particular, Sachs' low-wind recording is both in the low-end
of reports of dynamically soaring wandering albatrosses, and within 10% of the pre-
diction of our numerical model. Turn angle are also consistent between the numerical
model (65 to 1000, typical 800), and Sachs' and Yonehara's albatross tracks (typically
50 to 70* in crosswind).
Comparison with log-based numerical approaches
In figures 2-7 and 2-8, we compare our models with existing numerical literature in a
log profiles. [6] was chosen because it is the first full trajectory optimization in a log
field (precisely, a power-law) in our knowledge. It is also used as a validation case in
[591. [7] compares 3 DoF, 6 DoF, and panel-based aircraft models and is a the most
complete study, in our knowledge, of the sensitivity of the minimum-wind trajectory
in a log profile, therefore constituting a reference for assessing relative significance of
mismatches and sensitivities.
Both references consider the minimum-wind trajectory in a log (or power-law)
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Figure 2-7: Minimum wind and turn amplitude of the traveling and loitering
trajectories as a function of the shear layer thickness from our numerical model, for
various glide ratios. Unless otherwise indicated, the maximum glide ratio is reached
at CL = 0.5. The model is compared with experimental data of flying albatrosses
from [4, 5], and simulations of dynamic soaring in a logarithmic wind field from [6, 7].
(a) In the thin shear layer regime 6 -+ 0 the wind required for the traveling trajectories
converges to our 2D model in equation (2.20). (b) Similarly, the turn amplitude
decreases and the trajectories become straighter. The histogram insets represent the
turning statistics of Sachs et al. [1], Yonehara et al. [5] albatross #4 and #2 from
bottom to top. Yonehara's albatrosses are recorded over hundreds of kilometers. In
crosswind the recorded albatrosses typically turn by 50-70' while in the recorded
mixed-flight the typical turn amplitude is 80'. Error bars represent the median turn
t 1 std.
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Figure 2-8: Characteristics of the minimum-wind cycle. Same legend as in
figure 2-7. (a) Height separation between the lowest and highest point of the cycle.
For thin shear layers the traveling trajectory is nearly 2D. Note that the convergence
rate is only about z ~ 62/3. (b) Cycle duration. (c) Maximum airspeed attained
during the cycle. (d) Crosswind travel during one cycle. The orange (resp. purple)
dots correspond to twice the length of the sail (resp. keel) phase in figure 2-2a.
61
3.5
3.0 C
- 2.5-
2 .0 - 1
11.5
1.0
0.5
-0.0 ~4 10-3 10-2 10-1
6/A
wind profile, and set a minimum authorized minimum altitude (or wing-tip clearance
from the water). In order to compare with our own model and extract an equivalent
shear layer, we measured on in both cases the thickness A8o% such that
W(Zmin + Aso%) - W(Zmin) = 80%
W(20m) - W(Zmin)
and converted that value back into the non-dimensional shear layer parameter 6. The
quantities used for comparison are collected in Table 2.2. While both studies attempt
to model a glider over a similar hypothetical shear layer above the ocean surface,
they lead to a somewhat different shear layer parameter 6 because the wing-loadings
considered are different.
Overall, despite model differences (for instance, our model does not enforce a
maximum lift coefficient), the numerical log-profile results and ours all agree within
10% for key aspects of the soaring cycle such as turn angle and required wind intensity
(figures 2-7 and 2-8). This suggests that the dynamic soaring trajectory is robust to
variations of the wind field, and that our 2-parameter formulation in equation (2.1) is
successful at capturing the main characteristics of dynamic soaring, even in attached
flows, as e.g. logarithmic profiles.
Finally, note that the natural frame of reference in which to the minimum-wind
problem is analyzed analytically is the frame convected with the average wind (for
instance approximately w(z = 0) in our model, or (W(zmin) + W(zmax))/2 in a log
profile). There, the problem's symmetry is maximized and the trajectory is simplified.
Within their respective models, [6, 71 underline the fact that because the glider is
forbidden to reach the no-wind region which is confined to the very surface, only 25-
35% of the range of wind may in fact be accessed. In our model, this could modelled
by considering the wind profile
W(z) = Wo (n + e /
1 + exp -z/6)
where n ~ 2 - 3 is some multiplicative factor reflecting that the wind speed in the
lower layer is non-zero. Equivalently, this amounts to considering that the trajec-
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M
Sachs 1993 [6] Flanzer 2012 [7]
VC (m/s) 14.9 8.2
(CR/2/CD) 24.2 19.4/max
W* (m/s) 3.8 3.2 0.1
6 (non-dim.) 0.075 0.05 0.18 0.01
Aso% (m) 10 7.3
Zmax - Zmin (m) 19.2 11.5
Vmax (m/s) 21.5 + 0.5 16 1
t* (s) 7.2 5.5 +0.5
Table 2.2: Minimum-wind trajectory in a logarithmic wind as reported by [6,
7]. (Zmax-Zmin) represents the distance between the maximum and minimum altitudes
reached by the glider over one cycle. Note that also the physical boundary layer
thickness is comparable in both studies, because of a smaller wing loading, upon
non-dimensionalisation is appear thicker in [7].
tory is convected downstream at an additional rate nWO. The trajectories in this
configuration are represented in figures 2-15-2-18. Note that the trajectory in 2-15
is extremely similar to that in [6], for a similar shear layer thickness. Likewise, the
trajectory in figure 2-18 (and previous figures) is similar to that of the albatross in
figure 2-2, suggesting again the probable ability of the albatross to reach the slow and
separated regions behind waves. Statistical analysis of the albatross' height during
dynamic soaring would help validate and/or refine this hypothesis.
2.5 Discussion
While in dynamic soaring the energy extraction process has historically been ex-
plained as a sequence of half-turns, high-rate GPS recordings of wandering albatrosses
in crosswind flight show that they typically turn by only 50-70', about a third of the
half-turn (Figs 2-2a and 2-7b). In simulations, we computed the minimum-wind dy-
namic soaring cycle, i.e. the most efficient trajectory in the sense that it requires the
least amount of wind for staying airborne, in wind shear layers of various thicknesses.
When the shear layer being exploited for dynamic soaring is thick, as compared to
the characteristic length A = ', the minimum-trajectory is indeed a succession of
half-turns. When the shear layer is thin however, the minimum-wind trajectory is a
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succession of shallow arcs, forming a zigzagging path, as elongated as the shear layer
is thin (figure 2-5). Similarly, our analytic model states that in thin shear layers,
shallow arcs are energetically more efficient. In equation (2.12) and equation (2.20)
below, we provide an analytic value for the minimum wind speed needed to sustain
flight in the thin shear layer regime. As seen in figure 2-7, it predicts the thin shear
layer limit of the numerical model and is smaller than previous studies by a factor
7r/2.
Wandering albatrosses exploit the shear layer just above the surface of the ocean,
approximately 1 to 3 m thick. This is thin compared to Aalbatross = 24 m, suggesting
that elongated trajectories are indeed energetically beneficial for them. For such a
shear layer thickness, our numerical model predicts a turn amplitude of the minimum-
wind trajectory between 65 and 100', depending on the actual shear layer thickness
and glider's aerodynamic efficiency.
In practice, several factors not taken into account in the present models may
influence the cycle frequency and shape, and cause variability in the dynamic soaring
trajectory. The large albatross wingspan (3 m) implies a cost of rolling not taken
into account in our point-mass model, as well as a constraint on its minimum vertical
travel which favor cycles of larger duration and amplitude. Waves influence the wind
field through two mechanisms: wave propagation causes an updraft flow on the lee
side, while wind-wave interactions influence the structure of the wind boundary layer.
For instance, wind separation on the lee side of waves in a young sea state may result
in a pocket of slow air as illustrated in figure 2-1a (see also [3]), with an influence on
the shear layer thickness. It may be energetically beneficial for albatrosses to adapt
their trajectory in order to synchronize with waves and exploit these features.
When the wind is plentiful, and the primary objective of staying aloft is easily
attained, it is likely that albatrosses adapt their flight strategy in order to fulfil sec-
ondary objectives, such as choosing their beeline travel speed, reducing their overall
control activity, reducing aerodynamic loads, exploring specific heights, traveling up-
wind, etc. For instance, phases when an albatross flies and remains at extreme low
height without rolling may be slightly beneficial in terms of reduced drag due to
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ground effect; they also skew the overall beeline trajectory windward, as more time
is spent in a slower flow. Overall, all these effect potentially influence the actual
albatross trajectory in complex and intricate ways, and it is striking and surprising
that despite changing conditions (in particular wind relative direction and intensity
and wave field), the turn amplitude of crosswind flight remains relatively constant
across the datasets considered.
Despite the aforementioned variability, the following conclusion holds: for the
albatross, finite turns are not the cause of energy extraction, but a consequence of
shear layer thickness and these other effects. The half-turn picture with up- and
downwind transitions is misleading, as it is suboptimal both energetically and for
travel speed.
Below, we shed additional light on the rigorous analysis of the analytic model by
qualitatively discussing three intuitive explanations of the exchanges at play in the
thin shear layer dynamic soaring maneuver.
Airspeed loss and gain Rayleigh's description of dynamic soaring, and our an-
alytic model, both express the fact that in the thin shear layer regime, a dynamic
soaring system gains airspeed each time it crosses the shear layer, and loses airspeed
from drag when it flies in-between crossings. The airspeed gain upon crossing is ap-
proximately equal to the negative dot product between the wind and glider's flight
direction, i.e. wo sin VO, as shown in equation (2.10). For this airspeed gain to happen
(figure 2-2b,c), the glider must turn by an amount A0 ~ 20o, which is associated
(see equation (2.9)) to an airspeed loss due to drag of - V / 4 A0J. As such,CLL
the airspeed loss is proportional to the angle of turn.
Therefore, while the airspeed gain during a single transition is proportional to
sin io, the airspeed loss is proportional 0. The performance is driven by the ratio
between gains and losses, which is proportional to sin(0o)/0o, and maximized when
0 -+ 0. In the thin shear layer regime, frequent and small airspeed gains are more
efficient than large and infrequent ones. This is visible in equation (2.11) relating
airspeed, turn angle and wind intensity. Rewritten in its dimensional form (remember
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that V = it becomes
V sin4o CL (2.19)
W4'(2.19V/1 - VCV4 2CD
and the dimensional wind-airspeed relationship is
33/4v 31/4W = 3 2  Ve, V* = V. (2.20)
C ICD
In practice, the sensitivity of equation (2.19) with respect to V5o is small and
equation (2.20) approximately holds even for finite angles of turn, because the cardinal
sine (sinc(4'o) = sin(oo)/Oo) is flat in the neighborhood of 0. For instance, for 600
turns, sinc(Oo) = 0.95. In fact, even quarter-turns, for which sinc(bo) = 0.90, are
energetically much closer to the small turn limit sinc(0) = 1, than to the half-turn
value sinc(oo) = 0.64.
Conversely, when the shear layer is thick, the numerical analysis suggests that
because crossing through it requires flying a comparatively large distance (and incurs
large drag losses) anyway, maximizing the airspeed gain at each transition becomes
relatively more important. Accordingly, when the shear layer is thick, the minimum-
wind trajectory is composed of large-amplitude turns.
Shed vorticity and wake For a qualitative description, consider the thin shear
layer case when the trajectory and flows are approximately 2D, as in the bottom
of figure 2-2c. In this framework, the glider is nearly always at a large roll angle
and as seen from above it resembles 2D airfoil. Successively, the glider enters a layer,
performs a glide, and then leaves the layer as it transitions to the other one. Under the
reasonable assumption that successive glide phases do not interact with each other,
before the glider enters in a layer, the flow velocity is uniform at W (wind layer) or
0 (slow boundary layer).
Because the foil generates lift, it carries bound vorticity with it. For instance in
figure 2-2c, the glider is in the wind layer, and banked to starboard such that as
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seen from above the bound vorticity is clockwise. By Kelvin's circulation theorem,
a vortex of equal intensity and opposite sign (counter-clockwise in figure 2-2c) must
have been shed where the glider entered the layer. After the glide phase, the glider
leaving the wind layer is a "vanishing foil" [70], and its bound vorticity is shed into
the flow.
Thus, as illustrated in figure 2-2c, the effect of the glider's passage is a pair of
counter-rotating vortices shed in the flow, along a generally crosswind line. These
vortex pairs constitute the signature of jets, which are directed upwind in the wind
layer and downwind in the slow layer. The effect of these jets is an overall slowdown
of air in the fast wind layer, and acceleration of air in the slow boundary layer. In
other words, through dynamic soaring the glider transfers momentum between the
wind layer and the boundary layer, which tends to reduce the overall speed difference
between those two layers, and is associated to the flow losing kinetic energy.
Note that the definition of kinetic energy depends on the frame of reference. In
the case of crosswind dynamic soaring, it is interesting to consider the system in the
inertial frame of reference convected at the average velocity between the boundary
layer and the wind layer, i.e. WO/2. In this frame, the wind layer velocity is WO/2
while the boundary layer velocity is -WO/2. There, both glide phases play very
similar roles, with both jets tending to reduce the absolute value of the flow velocity
in their respective layers. In fact, it is in this particular frame of reference that the
analytic minimum wind trajectory is crosswind-it appears somehow downwind from
an observer attached to earth or the water surface.
Analogy with sailing Dynamic soaring presents strong similarities to sailing: sail-
boats propel themselves by transferring momentum from the fast wind to the slow-
moving ocean by means of two lifting surfaces, the sail and the keel. As pictured
in figure 2-2c and d, the sail serves to extract momentum from the wind, thereby
slowing it down, while the keel serves to inject that momentum to the water, thereby
accelerating it. As such, the sail of a sailboat and an albatross flying in the wind layer
both fulfill a "sail functionality", while a sailboat's keel and an albatross flying in the
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boundary layer both fulfill a "keel functionality". As a consequence, the albatross can
be viewed as a sequential, "flying sailboat" with the two particularities that 1) it acts
between the wind layer and the boundary layer rather than between the wind and
water, and 2) the sail and keel functions emerge from the dynamic soaring maneuver
itself rather than from dedicated structural appendages as on a sailboat.
Finally, consider the sail of a sailboat, analyzed in the earth frame of reference.
The lift force, responsible for extracting momentum from the wind, is by definition
perpendicular to the local airflow. If the sail was going directly up- or downwind,
the local airflow and earth-related velocity would be aligned, the lift force and earth-
related velocity would be orthogonal, and therefore the power of the lift force L Uearth,
would be 0. Conversely, when the sail is going crosswind, there is a misalignment
between the local airflow and earth-related velocity which implies a non-zero dot
product between lift and inertial velocity (a thrust force, figure 2-2c), which means
extraction of power. Like the sailboat (figure 2-2d), the albatross extracts power in
flight phases where it is crosswind rather than directly up- or downwind.
2.6 Conclusions
The conceptual framework presented in this chapter improves the general understand-
ing of dynamic soaring with a low-order and yet accurate model, and points to the
potentially major role played by wind separation behind waves in the albatross flight.
This has applications for refining the characterization and prediction of the alba-
tross' habitat in a changing climate. In the quest for a robotic, bioinspired albatross,
equation (2.20) may well constitute the fundamental design guideline, while under-
standing the key roles of shear layer thickness and turn amplitude paves the way to
robust and scalable learning algorithms for online trajectory planning and control in
robotic dynamic soaring applications.
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Figure 2-9: Solution to the Rayleigh problem for fmax = 20, CL,fm = 0.5,6 =
A/2. wo = 0.52.
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A/64, wo = 0.308.
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Figure 2-14: Solution to the Rayleigh problem for fma, = 20, CLfmax = 0.5, 6 =
A/2048, wo = 0.301.
74
-V
0
1
=
-.---- 0
-~ I...
I? n
0
4-'
C
;~ ~0
w
2.0
1.0
0.2
0.0
-0.2
0.4
0.2
-0.2
-0.4
1.0
00
-0.5
1.0
0. 8
S0.6-
0 2 4
titf
0
-5
- 10
0.8
0.6
0.4
S0. 2
0.
Trajectory top view
/A10 1
Wind profile
-0.2
-0.4
-0. 1
5
0.2 0.4 0.6 0.8 1.0
Figure 2-15: Solution to the Rayleigh problem for fmax = 20, CL,fmx 0.5, 6 =
A/8, in a wind W(z) = W (2 + 1+exp z/6). The constant term in the wind definition,
while having no effect on air-relative quantities, illustrates how the trajectory is overall
convected downwind if the slow layer has a non-zero velocity.
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Figure 2-16: Solution to the Rayleigh problem for fma = 20, CL, .a= 0.5,6 =
A/16, in a wind W(z) = Wo (2 + 1e-z/3). The constant term in the wind defini-
tion, while having no effect on air-relative quantities, illustrates how the trajectory is
overall convected downwind if the slow layer has a non-zero velocity.
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overall convected downwind if the slow layer has a non-zero velocity.
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Figure 2-18: Solution to the Rayleigh problem for fnax = 20, CLfmx = -0.5, 8 =
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tion, while having no effect on air-relative quantities, illustrates how the trajectory is
overall convected downwind if the slow layer has a non-zero velocity.
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Chapter 3
Dynamic Soaring in Finite-Thickness
Wind Shears: an Asymptotic Solution
Abstract
Building upon the previous chapter, where dynamic soaring was described as a suc-
cession of small-amplitude arcs nearly crosswind, rather than a sequence of half-turns,
an asymptotic expansion is formulated for the minimum-wind dynamic soaring cycle
when the shear layer between the slow and fast regions has a thin but finite thickness.
The key assumption is that the trajectory remains approximately planar even in finite
thickness shears. An analytical approximation is obtained for key flight parameters
as a function of the shear layer thickness A. In particular it is predicted that the turn
amplitude, maximum climb angle, and cycle altitude scale as A1/5, '2/5, and A /5,
respectively. The asymptotic expansion is validated against numerical trajectory opti-
mizations and compared with recordings of albatross flights. While the model validity
increases with wing loading, it appears to constitute an accurate description down to
wing loadings as low as 4kg/m2 for oceanic boundary layer soaring, a third that of
the wandering albatross.
3.1 Introduction
In the previous chapter, it was shown that the optimal (minimum-wind) trajectory
of dynamic soaring in the thin-shear limit can closely approximated with a reduced,
low-complexity model. This was permitted by simplifying the 3D equations of mo-
tions into a 2D hybrid parametric model with the following observations-turned-
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assumptions from the numerically-obtained optimal trajectories in 3D:
1. in thin shear, the system is approximately "hybrid": a sequence of continuous-
time glide phases above or below the shear layer (sail and keel phases), linked
by discrete-time transition phases through the shear layer, of infinitely-small
duration but finite impulses.
2. Within the hybrid system model, the instantaneous transition (both in terms
of time and in terms of distance) between layers is associated with an airspeed
gain Avo = vo.wo/lHvoll.
3. the maximum climb angle Ly7rmax becomes very small, (0 in the analytic model).
Similarly, as shown in the previous chapter, the amplitude of the turns during
the glide phases is small.
4. a consequence of the small climb angle, the movement is nearly planar, very close
to the z = 0 plane. (while fully traversing the shear layer, i.e. the following
separation of scales holds 0 < 6 < maxIzI < A).
The aim of this chapter is to relax/expand these assumptions to the case when
6 < A but not strictly 0. On other words, while the previous chapter provided a
zeroth order limit for the minimum-wind trajectory, the aim is here to provide an
asymptotic extension of the trajectory for shear layers of small but finite thickness,
up to approximately 6/A < 1/10.
As in the previous chapter, the non-dimensional state xo = (vo, 0 , Yo, 0, Xo, Yo)
is the moment in the cycle when the glider is traveling upwards, in the middle of
crossing the shear layer (z = 0). The non-dimensional wind amplitude is wo.
3.2 Modeling
This section discusses how each of the infinitely thin limit hypotheses can be gener-
alized for finite thickness.
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Wind layer
Shear layer
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Figure 3-1: When the shear layer has a finite thickness, crossing it requires traveling
for finite distance i.e. finite airspeed losses due to drag.
3.2.1 Hybrid system
The system remains approximately hybrid even for finite shear layer thickness. More
precisely, even for small finite thickness, there are two clearly distinct types of phases:
fast-evolving transitions that see rapid changes in airspeed and roll angle, and slowly-
evolving phases on either side of the shear layer where the roll angle remains nearly
constant, and airspeed, pitch, heading and altitude evolve gradually (c.f. figures 2-11
and 2-10- the transitions happen at t = 0 and mid-cycle). This suggests that a
description that separates glides and transitions remains sensible.
3.2.2 Airspeed gains and losses during transition
Airspeed gain For 3D trajectories, when the glider's airspeed is large compared
to the wind speed vo > wo (large glide ratio limit) the airspeed gain due to crossing
the shear layer is approximately A+v = vo.wo/I|voll. In 2D this reduces to wo sinIo,
see equation (2.10). For a 3D trajectory, where the air-relative velocity is vo =
vo(cos -yo cos Oo, cos yo sin o, sin yo)T, the airspeed gain is
A+v = wo cos yo sinp0  (3.1)
Airspeed loss When the shear layer has a finite thickness, the transition phase has
a finite length, associated with drag losses while the glider is covering the distance,
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Figure 3-2: Trajectory in a wind field of finite shear thickness. Following observations
from numerical trajectory optimization (Figure 3-3), it is assumed that the trajectory
lies on a slanted plane.
see figure 3-1. Denote the thickness of the shear layer A (it is related to the shear
layer thickness parameter J, but is both more general, and more loosely defined),
and the times upon shear layer entry and exit. The airspeed loss due to drag during
crossing is
= t+ CDVOA (3.2)
LA- = j -cDvd2~ si y
e sin 7o
Change in airspeed at transition Combining the airspeed gain due to the change
in wind speed and the loss due drag losses, the overall change in airspeed during
transition is
Avtranstion - A+v + A v w cos yo sin -CDVOA (3.3)
sin -Yo
3.2.3 Climb and heading angles
The thin shear limit, 7y0 - 0 and Oo -* 0 may be slightly relaxed in finite shear to
-yo < 1 and 0o < 1.
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3.2.4 Planar motion
As the shear layer thickness increases, even though the climb angle departs from zero
(the trajectory expands away from the plane z = 0), numerically it is observed that
the optimal trajectory remains approximately planar-though that plane is inclined
to the horizontal-even for relatively large 6. this is represented in figure 3-2. More
precisely the velocity vector closely follows a geometric plane. This is illustrated in
Figure 3-3: every cyclic curve in the figure shows the projection of the airspeed vector
direction onto the yz-plane as the minimum-wind cycle is performed. The various
curves represent several thicknesses of the boundary layer. It shows that the airspeed
vector is preferentially following a slanted plane along the dotted line in figure 3-3.
Note that the figure is renormalized: the actual slope of the dotted line varies with
shear layer thickness. It follows that the plane is generated by the crosswind direction
e, and the airspeed vector at transition vo = vo(cos -yo cos 4o, cos yo sin g0 , sin _yO)T.
The planar constraint can be rewritten as
tany/ sin V) = tan yo/ sin VO.
Airspeed loss due to turning Because of the planar constraint, an algebraic oper-
ation similar to that transforming Equation (2.3) into Equation (2.7) is again possible.
After some tedious algebra, the dominant-order approximation for the generalization
of equation (2.7) to the slanted plane of figure 3-2 is
dv V + 0o 2
-2 sign(V)'), (3.4)dV) fa 2a2 00
where f = CL/CD and o~ = sin q = 1 - . The ~ sign indicates that this
equation is a truncated series. Note that Equation (3.4) converges to Equation (2.7)
for yo/0o -+ 0.
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Air velocity projected on the yz-plane
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Figure 3-3: Airspeed vector from trajectory optimization, projected onto the cross-
wind, yz-plane: each loop represents the evolution of the y and z components of the
airspeed vector over one cycle. The lightest color is for 6 = 1/2, For each subsequent
line the thickness is halved until 6 = 1/2. When 6 is small, and especially for the
low altitude glide, the velocity vector closely follows a plane of slope tan Yo/ sin 4o.
3.3 Problem formulation and solution
Equating as in the previous section the airspeed gains and losses during the transitions
and glides, the following approximate relation is obtained:
wo sin 'o cos Yo = 1 + + . (3.5)fo- 2a.2  g ) sin -yo
Note that although for simplicity the focus here is on the purely minimum wind
problem, which is crosswind in an air-relative sense, the above relation is in fact
directly transformable to trajectories that are upwind or downwind on average through
the simple transformation wo -+ wo cos Iavg.
In all generality, one would solve the following optimization problem
minimize wo
e)O,YO,VO ,CL (3.6)
subject to Equation (3.5).
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In this study the focus is on the dominant order behavior of the trajectory when 6
is small but finite. The dominant order of vo and CL are their non-zero values for
6 -4 0. Accordingly, 40 and -yo are the parameters of interest. The optimization of
equation (3.6) with respect to (V@o, -yo) brings
0Ow 6cDvoA 09W 300 = U.2 CDVOA
a9 0  * 0
This may be rewritten as
* = (60- 6) 1/10 CDVOA 2/5 6 3/10 CDVOA 1/5
-YO K \W } *YO* - 1/5 w~
Note that o = 2/3 when v = v* (corresponding to a bank angle of 550, which is
consistent with observations of albatrosses). With this, the required wind wo in finite
shear thicknesses can be recovered by reinjection of -3 and ?/* into Equation (3.5).
Finally, 43 and -yo provide an estimation for the vertical distance between the
lowest and highest points of the cycle Ztravel = Zmax - Zmin (Figure 3-2). Indeed, the
radius of curvature is given by r = v2 cot q. Analyzed in the plane-of-flight, the arcs
of the gliding phases have an angle of amplitude cos 0 = vo - ex/vo = cos 0 cos Yo such
that the distance between the trajectory's apex or bottom and the axis e. is d = r(1 -
cos 0). The inclination of the plane-of-flight is tan ( = vo -ez/vo -e, = tan -yo/ sin 0,
such that the apex and bottom altitudes are zmax / mi = +d sin ~ d tan yo/ sin o.
As a result, to the dominant order
Ztravel ~~ CLO 0 ~ A3/ 5 . (3.8)
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3.4 Validation and discussion
3.4.1 Validation against numerical trajectory optimization in
a logistic wind profile
The asymptotic model against the numerically optimized trajectories of the previous
chapter. Figure 3-4 collects the scaling of various quantities from our trajectory opti-
mization as a function of the shear thickness. The fits were performed on shears with
6 < 1/32. As shown, the asymptotic solution predicts scalings that agree extremely
well with trajectory optimization. Figure 3-5 compares directly the asymptotic model
with the trajectory optimization as a function of the shear thickness parameter J. In
order to directly compare the asymptotic expansion with the trajectory optimization,
the proportionality factor A = 2.26 was set. This value was chosen by approximately
matching ztravel in thin shears for the two models (Figure 3-6).
For 6 < 0.1 the asymptotic model predicts 4'o, yo, wo within a 10% of the com-
putationally expensive trajectory optimization. There is a slight over-prediction of
the required wind, which is likely in part due to the fact that Equation (3.6) was not
minimized with respect to vo.
Note that the fastest growing error of the model is the prediction of ztravel, with
a relative error close to 50% at 6 = 0.1. In particular, while our model assumes that
the trajectory remains planar and up-down symmetric, the numerical results exhibit
a strong symmetry break of the trajectory as early as 6 ~ 10-2. This is likely due
to the fact that for large amplitude up-turns, hammerhead-type trajectories where
the glider climbs and stores kinetic energy, is energetically advantageous. Indeed, the
turn is then operated at a slower speed and with lower drag losses. This remark is
consistent with the general form of the loitering trajectory in figure 2-5 as well as the
trajectory proposed in [71]. However, down-turns remain approximately planar even
in thick shears (c.f. Figure 3-3) such that zmin is approximated within 15% even for
thick shears 6 < 0.1 and more.
This observation suggests that an important parameter of dynamic soaring is
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the vertical travel during the down-turn, i.e. the difference in altitude between the
lowest point of the cycle and the points of zero bank (approximately equal to I zminI
both in the present asymptotic expansion and the numerical trajectory optimization).
Furthermore, this implies that the generalization of yo, /o to more complex models
should be the pitch and heading at the time of zero bank angle. Figure 3-7 shows that
indeed when expressed as a function of Zmin, the asymptotic expansion and trajectory
optimization agree within 20% or better up to 2zmin ~ 1 i.e. 6 ~ 0.1. Note that
for albatrosses, 0.25 J 2zmin < 1. Note also that while Figure 3-5 is obtained after
adjusting the ratio A/6, Figure 3-7 does not. Instead, it relates observable aspects of
the trajectory together, without explicitly relying on the wind parameterization, in
essence "abstracting away" the specifics of the wind profile. In the previous chapter, it
was hypothesized that the main features of the wind profile, but not its exact shape,
should capture the majority of the dynamic soaring cycle. If this is indeed the case,
Figure 3-7 should be a good approximation of dynamic soaring in other wind fields,
such as logarithmic or power-law profiles as well as real ocean winds, and perhaps
even of turbulence soaring.
3.4.2 Validation against trajectory optimizations in logarith-
mic and power-law wind profiles
References[6, 591 simulate a glider of cruise speed V = 15m/s (A = 22 m) and
(C3 2 /CD)max = 24 in a power-law profile representative of an oceanic wind. They find
a minimum-wind trajectory that requires a 3.8 m/s wind speed difference between
its highest and lowest points. In [6] Zmin ~~ 7 m. Again, this represents the altitude
difference between the lowest point of the trajectory and the altitude of zero bank
angle. The solution is reported in Figure 3-7. Despite the difference in wind and
dynamic model with the present study, all predictions for the minimum wind are
within 25% of each other. Note that Sachs sets a CLma constraint in his dynamic
model, while the present study's numerical model does not.
Reverence [7] considers a glider with a smaller wing loading V = 8.2 m/s flying in
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10p'nnts in the numerical trajectory optimization
+ Heading angle *o, exponent 0.20 (1/5 predIcted)1
+ + Climb angle ya, exponent 0.39 (2/5 predicted)io03L-.. +. + WidMu- w*)/t*, exponent 0.44
+ + Airspeed (vO v*)/v*, exponent 0.52
+ + Aititude ze.i exponent 0.65 (3/5 predIcted)]
10-'21 0
Shear layer thickness 6 (non-dimensIonal)
Figure 3-4: Least-square log fit of the quantities of interest from the numerical op-
timization as a function of the shear thickness parameter 6. For each variable, the
exponent obtained by least-square fit is indicated in the legend. The asymptotic ex-
pansion of equations (3.7) and (3.8) predicts scalings that agree extremely well with
the numerical trajectory optimization.
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Figure 3-6: Percentage error between asymptotic expansion in equations (3.5)
and (3.7) and the numerical trajectory optimization. For each quantity x,
(xasympt. expans. - Xtraj. opt.)/Xtraj. opt. is displayed. The asymptotic expansion predicts
the heading and climb angle amplitudes within 3% and 10% respectively for 6 < 0.1.
In that same range of 6, the change in wind from the J = 0 limit is predicted within
~ 25%. The prediction on the wind itself (not plotted) is accurate within less than
10%. Finally the trajectory lowest and highest altitudes are the least well captured
parameters, with errors up to 15% and 45% respectively.
90
1.6 -----
1 .2 .......... .. .......... ....-.........-..........
S 1.0 --- ....... ........ ........ .....-.. ..- --- --. ..-- .-.-- -.
111 0 .8 --------- ... .. . ....-- .. .. .. .. .. .. .. -.-.-..--.--.. ----
0 .6 ----- - -----. -- ... .. . -- .--.-.-.-.-
0 .2 .--...... -..  -.. --. - -.. . .. ... .. .. .. .. -.. ...
Oc 0.0
10-3 102 10-1 100 101
0.8
0.7 - Trajectory opimization
0.6 L Asymptotic eXpanslon
~0.5L-
................... ... ...... .......
og 0 .4 -- .. -.---- . - .. .. . . . . . -- ... -.-.- -.. . -.--.--- - .
-0 0.2 ........... 
..--. 
-... .... .....-. 
-- - ----
0.0 - -- -- - -
10-2 10-1 10010
1.00 10 10 10'
3.0
~0F
2.50 - Sch 19
10 ' 10-1 100 10
logarthmicfield from the latres [ach 21(e n bu) n lbtosfigtdt 8
0.30 
-
0 .2 5 -. ......... .. .. .. ....-.. .---- .....-..-.....-.- -- - - - -
0 .2 0 --------------------- .. ....... ........ ..- ..... ........ .....- .- ........ ....... -
0 .15 , - ... ..- ... .. . .. .. ... .. ... . ...--...-.-... ...-..-.-.....---..-......
?0- 10~2 10-1 100 1W1
Vertica Mrael 2zin (non-dimensional)
Figure 3-7: Comparison between the numerical trajectory optimization, the asymp-
totic expansion in equations (3.5) and (3.7), numerical trajectory optimizations in
logarithmic fields from the literature [(j, 7-1 (red and blue), and albatross flight data [81
(green) as a function of the vertical travel during the lower turn. In the first plot,
the horizontal green lines represent the individual turns of an albatross flying in a
7.8 m/s wind, reported in Figure 11 of [8] (the color intensity codes the length of the
turns). For the quantities of interest, the minimum wind trajectories in logistic and
logarithmic wind profiles are similar within 25% or less, indicating the large applica-
bility of approximating the wind field by its intensity and shear layer thickness. The
albatross' flight on this recording is also qualitatively well captured, with indications
that it may 1) turn less than if purely following a minimum wind trajectory, and 2)
efficiently harvest the wind energy, possibly also utilizing mechanisms not included
in the present model.
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a log profile. They compare three levels of airplane modeling complexity. Their results
are reported in Figure 3-7. Again, our analytic expansion agrees with their results
within 20% or less for all quantities of interest. In fact, the variability between their
models is of the same order as the variability with respect to the present asymptotic
expansion.
Overall, as noted in [59, 7] the uncertainty is dominated by how close to the surface
the glider can go and how well it is able to embed itself inside the slow boundary
layer.
3.4.3 Validation against recordings of flying albatrosses
While quantitative data for albatrosses remains scarce (in particular the recent pub-
lished recordings provide very little altimetric data), [28, 8, 72] suggest that in the
lighter winds, the wandering albatross' trajectory is typically 8-10 m high and reaches
higher altitudes in higher winds, i.e. Zmin - 4 m. Data from Figure 11 in [8] are
included in Figure 3-7. This data was chosen because the wandering albatross is
reported to perform dynamic soaring in winds of 7+ m/s, close to the wind speed
of that recording. The typical wing loading value for the wandering albatross [6]
V = 14.5 m/s (i.e. A = 22 m) was utilized, and it was assumed that the albatross
utilizes 25-50% of the wind speed at 10m. The heading of the groundspeed is used as
an estimate of 0 . It is interesting to note that the albatross seems to turn less than
what our model predicts for the minimum wind trajectory.
3.5 Conclusions
The previous chapter discussed how the minimum wind trajectories depend strongly
on the shear layer thickness (i.e. the distance between the calm and windy layers)
and showed that in the limit of thin shear, the optimal trajectory is a succession of
small amplitude arcs nearly crosswind, rather than a sequence of half-turns.
This chapter extends the previous one by formulating an asymptotic solution for
small but finite shear thicknesses. Our formulation relies on the key assumption,
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backed-up by observation of the numerical trajectory optimization, that even in finite
shears the minimum wind trajectory remains approximately planar. Our asymptotic
expansion provides an analytic approximation to key parameters of the minimum
wind dynamic soaring cycle, such as heading angle amplitude, climb angle, cycle
altitude, and required wind. Its predictions agree within -15-25% with numerical
models that take seconds or minutes to run on a modern desktop computer.
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Part II
A biologically-inspired,
wind-powered, air/water vehicle
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Chapter 4
Control of a flexible, surface-piercing
hydrofoil for high-speed, small-scale
applications
Abstract
In recent years, hydrofoils have become ubiquitous and critical components of high-
performance surface vehicles. Twenty-meter-long hydrofoil sailing craft are capable
of reaching speeds in excess of 45 knots. Hydrofoil dinghies routinely travel faster
than the wind and reach speeds up to 30 knots. Besides, in the quest for super-
maneuverability, actuated hydrofoils could enable the efficient generation of large
forces on demand. However, the control of hydrofoil systems remains challenging,
especially in rough seas. With the intent to ultimately enable the design of versatile,
small-scale, high-speed, and super-maneuverable surface vehicles, we investigate the
problem of controlling the lift force generated by a flexible, surface-piercing hydrofoil
traveling at high speed through a random wave field. We present a test platform
composed of a rudder-like vertical hydrofoil actuated in pitch. The system is instru-
mented with velocity, force, and immersion depth sensors. We carry out high-speed
field experiments in the presence of naturally occurring waves. The 2 cm chord hydro-
foil is successfully controlled with a LTV/feedback linearization controller at speeds
ranging from 4 to 10+ m/s.
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4.1 Introduction
The last decades have seen a vigorous development of autonomous, small-scale ocean
surface and underwater vehicles [73, 74, 23, 21], as they are low-cost and can be
deployed in large numbers. A general drawback of small-scale surface and underwater
vehicles is their relative low speed. In particular, surface vehicles in motion generate
a wake of surface gravity-waves with their hulls [75], which represent an additional
source of drag. The important non-dimensional parameter for characterizing wave-
making is the Froude number F, = U/v/g7L where U is the vehicle speed and L is the
length of the hull. Typically, wave drag is significant in the region 0.1 < F, < 1 and
peaks around F, ~ 0.4 - 0.5 [76]. The so-called "hull speed" U = 0.4'~g-L, associated
with this special Froude number, is a loose analog of the speed of sound for surface
vehicles: unless they have been specifically designed, as a rule of thumb ships do not
exceed their hull speed. The hull speed increases with the square root of the ship
length, de facto imposing a stringent speed limit on small-scale surface vehicles with
a hull.
An alternative way to generate hydrodynamic forces is by means of hydrofoils [77,
78]. They may be horizontal for weight compensation, vertical for lateral maneuver-
ing, or a combination of both. Hydrofoil surface vehicles are experiencing a rapid
development, in particular among recreational and competitive sailboats [79, 80, 81],
ranging from 2 m to 20 m in length. When they reach high speeds, those boats "take
off" such that the hull is not in contact with the water, only their hydrofoils interact
with it. The physics of hydrofoils is only weakly affected by their scale-provided
that the Reynolds number Re = Uc/v remains larger than ~ 10'-such that small
systems are not penalized by their size. For instance, the small "hydrofoil moth"
dinghy, while only 3.5 m in length, has been recorded to travel at 14 m/s, almost 75%
of the 20 m/s reached by the 22 m long America's cup AC72s.
A biological example of a hydrofoil surface system is the flying fish [82] pictured in
Figure 4-1. The 20-30 cm long fish is most famous for executing long gliding flights
above the water (up to 400 m out of the water in a sequence of 50 m glides). These
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flights are powered by a 10-20 m "taxiing phase" where the body of the fish is out of
the water but its caudal fin is partially in the water. There, the fish flaps its tail and
accelerates from 8-10 m/s up to 15-20 m/s, when it takes off for the glide. In the
taxiing phase, the fish's only connection to the water is the caudal fin i.e. a flapping,
vertical, surface-piercing hydrofoil used for propulsion. This makes the flying fish in
taxi phase a hydrofoil surface craft. Overall, hydrofoils appear to be features of choice
for small-scale, high-speed surface vehicles, and more generally for bio-inspired and
super-maneuverable ocean robots.
In general, the hydrodynamics of surface-piercing hydrofoils is a complex topic of
active research [77, 78, 83], as it may concurrently involve free-surface effects (wave-
making), ventilation (air from the surface is entrained into the suction side of the
hydrofoil, resulting in a sudden loss of lift and increase in drag, see [84, 83] and
Figure 4-8), and cavitation (at high speed, water may boil in regions of low pres-
sure). Active control of hydrofoils has mostly focused on fully submerged systems
and remains challenging, especially in rough seas [9].
Small-scale surface-piercing hydrofoils, designed to generate lift forces 0(10 N) at
velocities 0(10 m/s), present unique characteristics and challenges that remain largely
unexplored. Due to their small size, even the smallest wave has a proportionally big
effect on their wetted area, leading to fast and large amplitude forcing, and a highly
time-varying dynamics. This can be mitigated somehow by utilizing long, slender
hydrofoils, but these are inherently flexible.
In this chapter, we investigate the control of the lift force (more precisely, the
measured torque, thereafter lumped under the generic term "loading"), generated
by a vertical, rectangular surface-piercing hydrofoil actuated in pitch. We derive a
general model of the hydrofoil dynamics and propose a linear time-varying (LTV)
controller. The controller is validated on a 2 cm chord hydrofoil, immersed by 0-20
cm. The hydrofoil is sized for a design lift of 5 N at a travel speed of 10 m/s. Tests
are carried at speeds 4-10+ m/s in an outdoor basin with naturally occurring waves.
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Figure 4-1: Comparison between hull speed and hydrofoil-based surface vehicles across
scales.
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4.2 Experimental setup
The experimental setup (Figure 4-2) was designed for a 2 x 20 cm hydrofoil ("foil"
for short) that was towed with a 40 hp whaler boat capable of speeds up to 12 m/s.
Experiments were carried on the Charles River basin near MIT, during Summer 2016.
Given the size of the basin (2 km) and safety requirements, the test runs were typically
60-100 second long. As shown in Figure 4-2, the natural water surface on which the
experiment were carried out had some waves of typical height - 5 cm and wavelength
~ 2 m, due to winds and the wakes of other craft. Besides, the natural pitching and
heaving motion of the boat was also - 5 cm at a frequency - 1/3 Hz, as it was
traveling at high speed and forced by waves.
4.2.1 Hydrofoil system
The hydrofoil system, shown in Figure 4-2, a component for a future high-speed
surface autonomous vehicle, is a carbon fiber composite, off-the-shelf helicopter blade
(Zeal 210 mm). It has a nearly constant chord, and an unknown profile. When loaded
at the tip, the hydrofoil has a failure load of approximately 15 N and a stiffness of 13
Nm/rad.
The hydrofoil is pitch-actuated in direct drive mode by a high-speed model heli-
copter servo (MKS HV93i) through a rigid shaft. The custom-engineered shaft-foil
connector is instrumented with strain gauges in a full-bridge configuration, in order
to measure and control the loading generated by the hydrofoil.
The system's velocity is measured at 10 Hz by GPS (u-blox M8) and the hydrofoil
depth of immersion is measured at 40 Hz by a downward-facing ultrasonic rangefinder
(MaxBotix 7047).
The sensing, control, communication and logging are performed with a Lisa-
MX/Paparazzi autopilot [s, S(]. The GPS and sonar communicate with the autopilot
via Serial and 12C. The strain gauge signal is pre-amplified with a custom-engineered
amplification stage and read by the 12 bit ADC of the microcontroller. The amplifica-
tion gain is set up such that the resolution of the load measurement is approximately
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Figure 4-2: Pitch-actuated, 2 cm chord surface-piercing hydrofoil for high-speed ap-
plications. In this experiment the hydrofoil is towed at 10 m/s.
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Figure 4-3: Test rig and hydrofoil system, secured on the whaler boat. Left: the
apparatus is being configured at the dock. Right: Ongoing hydrofoil experiment.
As the arrows show, the rig allows for manual positioning of the hydrofoil in three
directions: the beam itself can be translated away from the boat wake and pivoted in
pitch. Furthermore, the hydrofoil can he lowered or lifted in real-time by push-pulling
the red and blue lines.
300 ADC counts for 1 Nm. The autopilot is connected by USB to a laptop on the
boat for real-time data logging. The autopilot is also commanded via a hobbyist 2.4
GHz RC-controller.
4.2.2 Test rig
A custom-engineered rig is secured to the whaler boat (Figure 4-3). The hydrofoil
system is located at the end of a - 2 m cantilever beam, which can be manually
positioned away from the boat wake and adjusted in pitch. A push-pull rope system
allows for a manual adjustment of the hydrofoil immersion depth. Because the rig is
a cantilever beam, small amplitude but lightly damped vibration modes exist at - 3
Hz in heave and ~ 1.5 Hz in surge, respectively.
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Figure 4-4: Hydrofoil model and parameterization. The hydrofoil flexibility is mod-
eled by a torsional spring of stiffness k. Its immersion depth h is time-varying due to
surface waves (not drawn).
4.3 Modelization and parameterization
We consider the surface-piercing hydrofoil of Figure 4-2, whose base is traveling at
speed U (perhaps slowly varying) along -ex (without waves, the flow would be coming
at the vehicle at +Uex). The small-angle foil pitch is 0. Its beam and chord are b, c,
respectively. The foil flexibility is modeled by a hinge at its base, of stiffness k
and negligible damping. The foil is immersed at a depth h(t) < b. Its bending is
parameterized by the small hinge angle #. We assume that the bending is measured
(in the present experiments, strain gauges were installed on the hydrofoil).
The foil dynamics is
J = Mhinge + Ma.m. + ML (4.1)
where J is the foil's inertia measured at the hinge and the terms on the right-hand
side are the moment due to the hinge stiffness Mhinge = -ko, hydrodynamic added
mass, and lift, respectively.
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4.3.1 Sea state and hydrodynamic relative velocities
We assume the presence of a wave field of small orbital velocity u(x, t) = (u., uy, uz).
The relative hydrodynamic speed of a point M at the quarter-chord of the hydrofoil,
at a height z above the tip, is
-#(b - z) sin 0
d
Vrei = Uex + u- -OM with OM = q(b - z) cos 0
-(b - z))
from which the relative velocity magnitude and direction can be computed. To the
dominant order, the relative velocity magnitude is Vr e U 2 + 2Uux, and the relative
direction (angle of the flow) is aflov ~ - (b - z) /. In the following, we define the
hydrodynamic pressure q = jpVrie where p is the density of water.
4.3.2 Added mass
The added mass forces are computed using slender body theory along the z-axis [75].
For a thin airfoil, the cross section area is small, and the only significant added mass
coefficient or interest is M 2 2 ~ 7rc2 /4. Under those hypotheses, the element of force
perpendicular to the hydrofoil (direction of vector e 2, see Figure 4-4) is
ddF2 -m 2 2 -(Vrel.e 2 )dz
dt (4.2)
~ m 2 2 (UO - '&, + (b - z) )dz.
Within this approximation, the moment on the foil due to added mass is
Ma.m.,flat = - h(b - z) dF2dzfo dz (4.3)
= m 2 2 h (A(ity - UO) - c-o
with A = b - h/2 and o = A 2 + h2 /12 (both time-dependent if h is). Note that for
h/b ,< 1/2, - A2
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Furthermore, there is an extra added mass term in the presence of waves, due to
their diffraction and radiation. While a full treatment of the small forces incurred is
beyond the current scope, the following approximation can be used:
Ma.m.,wave 2- 2 U h(h -b). (4.4)
Finally, the total moment due to added mass effects is modeled as Ma.m. = Ma.m.,fat +
Ma.m.,wave.
4.3.3 Lift
Consider only the immersed part or the hydrofoil, and H the point of the foil that
is at the water surface at time t. The local angle of attack at that point is aH =
0 + (q(b - h) + uy)/U. The force and moment at point H on the hydrofoil due to
hydrodynamic lift are
L = qch(CL,a&H + CL,p'qh/(2U))
MH = qch 2 (CaH + C1,'qh/(2U))
where CL,, and CL,,, are the force coefficients due to angle of attack and roll rate,
respectively, and Cl,a and Cl,p' are the moment coefficients due to angle of attack and
roll rate, respectively [87]. In general, the hydrodynamic coefficients are non-trivial.
Due to surface wave-making effects they are strongly dependent on the Froude number
F, = U/Vg [88, 89]. In practice, for F, < 0.1 or F, > 1, the dependence is weak,
and the coefficients are mostly sensitive to the immersed aspect ratio A = h/c. For
F, -> oo, the flow can be solved with the method of images where the horizontal
surface plane is anti-symmetric [75], and the coefficients may be computed with a
panel method such as AVL [90]. In the present study, the hydrodynamic coefficients
were computed and fitted with a third order polynomial (Figure 4-5). Finally, the
moment due to lift at the hinge is ML = (b - h)L + MH, which can be rewritten as
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with
ML = qch2 CMo( + /U)+ C ,4q
CM,O = hCLa + C0 1a
Cm,4 = h2 CLa + hCl,j + hCL,p' + Cl,p'
(4.6)
(4.7)
and h = (b/h - 1).
4.3.4 Other hydrodynamic forces
The lift coefficients are valid if there is no ventilation. In the presence of stable
and full ventilation, it is also possible to compute coefficients, different from those of
Figure 4-5. Drag forces (including a small spray drag), may be present but they have
a negligible effect on the foil bending as they are parallel to the flow. Finally, at high
speeds (U > 20 m/s), cavitation may also alter lift and drag.
4.3.5 Dynamics
Collecting all terms, the hydrofoil dynamics is
a4 o + ag + a,00 = b0 + b69 + r(t) (4.8)
where the coefficients
a, = J + m22h-,
bo = qch 2CM,e
qch3 0
a4= CM,2 h
,b6 = -M22hAU
a4 = k
are time-varying, and
r(t) = m22hAity - m 2 2 (h - b)huy/2 + qch2 CM,ouy/U
can be considered as high-frequency noise.
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Figure 4-5: Hydrodynamic coefficients obtained with AVL as a function of the aspect
ratio ,R = h/c, fitted with a third order polynomial of the form X = co + ci/iR +
c2 /A7 2 + c3 /iR3 in the range 1 < A7 < 10. Note in the plots the analytic limit for
R - 00.
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4.4 Control
4.4.1 Control objectives
The control objectives consist of 1) maintaining at all times the loading of the hydrofoil
below its strength limit, 2) performing robust following of a commanded loading
kqm (t) despite fast and order-of-magnitude variations of the plant due to variations
in U and h, and 3) performing noise rejection while maintaining the error within
acceptable limits. For instance, assuming that the roll p of the vehicle on which the
hydrofoil is to be mounted has a known linear dynamics of the form O = H(s)k where
kq is the loading error, a bound on the allowed error in the vehicle roll constrains the
allowable spectrum of the loading error. This particular hydrofoil system is designed
for a vehicle whose roll dynamics is dominated by damping such that H(s) = 0.03/s
with a maximum allowable roll |Ip < 2 .
4.4.2 Simplified foil equations for control
In coefficient ag, the added mass term m 22h- typically dominates the material inertia
J by over one order of magnitude. Therefore, a /a ~ bo/b0 ~ U/c. For small-scale,
high-speed applications, the ratios may be in the 500s to 1000s rad/s, much faster than
e.g. unmodeled pitch actuator dynamics. Therefore, it is a sensible approximation
to ignore, for control, the terms ago and b60 , such that a good approximation for the
hydrofoil system is simply
a4(t)o + ao(t)O = bo(t)O (4.10)
which is a first-order LTV system. Note that the plant "pole" ao/a may vary by one
order of magnitude over the course of an experiment and the "gain" bo/ao may vary
by two orders of magnitude, as the hydrofoil's immersion h varies between 0 and 20
cm, and the velocity U ranges from 4 to 10 m/s.
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4.4.3 Controller
We use a LTV/feedback linearization controller, as it allows to address the fast-
changing but well-modeled properties of the plant, without sacrificing simplicity:
)2hsonar (4. 11a)(s2/Psonar + \/2S/Psonar + 1)
UGPs (4.11b)
s/pu + 1
ad,, &0, bo formed from h, U and Eq. (4.9) (4.11c)
1
OM = 1 r (4. 11d)(s/A + 1)2
0 - OM (4.1le)
I = q (c.f. Fig. 4-6) (4.1If)
bo bo , (4 g
The controller is implemented by Euler integration at 512 Hz. In equations (4.11a)
and (4.11b), the estimates for the immersion depth and vehicle velocity h and U are
obtained by filtering the noisy sonar and GPS velocity measurements and used to
compute the time-varying coefficients of Equation (4.10). The sonar is operated at
40 Hz with Psonar = 12 s-1, and the GPS at 10 Hz with pu = 1 s-1. When the hydro-
foil is immersed, the reference loading /, in Equation (4.11d) is directly read from
manual remote controller stick input qRC. In equations (4.11e-g), the error signals
are computed and the control law is formed. In the absence of waves, the control
system is stable by design. Indeed in that case the system reduces to (s + 0)2 f 5= 0
because r7 = 1 and &i = aj, bo = bo. Besides, the stability is robust in the sense that in
the presence of small waves (small error in Equation (4.11 c)), it is straightforward to
show with a Lyapunov linear-quadratic method that stability is maintained. Moving
forward, sliding or adaptive control may improve the performance and robustness of
the controller.
Note the integral aspect of the controller is important as due to misalignments
of the rig, 6 has a significant unknown bias. Besides the noise due to wave forcing,
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Figure 4-6: Out-of-water and in-water modes. Transitions between the modes are
computed with respect to depth immersion and load criteria. h, = 2 cm is a small
depth immersion threshold and qc corresponds to a safety loading above which control
should be applied independently of the depth readings.
another important dynamics not modeled in Eq. (4.10) is the servo, which can be ap-
proximated as a rate-limited, critically-damped second-order system of poorly known
cutoff rate p,,o in the 20-60 s-i range. It was determined that 3 = 10 s1 offered a
good performance/robustness trade-off (8 dB gain margin and 50* phase margin for
ao/a = 15 s- 1 and P wo = 40 s-).
4.4.4 Hydrofoil immersion and retraction
Because of waves, vehicle dynamics and/or vehicle reconfiguration, it is expected that
the hydrofoil should transition frequently between immersed and fully out-of-water
phases. This is a potential issue since if the hydrofoil enters the water with a large
pitch, large transient forces occur. Furthermore, large pitch, especially upon entry,
is conducive to ventilation [84], an undesirable phenomenon since it is associated
with decreased lift and increased drag. Besides, ventilation is difficult to model. In
particular, it is often bi-stable (in a given configuration, both the ventilated and
non-ventilated states may occur), and the inception of ventilation has a much faster
dynamics than its closure. In order to ensure that the angle of attack upon entry
is small, foil immersion and retraction was monitored with the sonar and the state
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machine logic of Figure 4-6 was applied. It ensured smooth control during transitions
in and out of the water. When the foil is in-water, q -+ 1 and the reference command
or follows the operator input qRc. When the foil is out-of-water, it returns to neutral
position 0 - 0 since I, r -+ 0 and #r = q in Equation (4.11).
4.5 Experimental Results
Two experiments are presented. The first experiment, displayed in figures 4-7a and 4-
7b, is performed at the design speed of 10 m/s. At this speed, the hydrofoil generates
the target moment loading of 1 Nm (lift of 6.6 N) with an angle of attack of 1.00. As
is shown in the figure, the experiment starts at a velocity of 7 m/s. The hydrofoil
is lowered into the water and upon immersion, a loading command is issued to the
system for about 80 seconds. Over the course of the run, the towing boat accelerates
up to 10 m/s. Despite large variations in hydrofoil immersion height from ~ 3 to 20
cm on a wide range or timescales, the commanded loading is followed, with an overall
relative standard deviation error of 0.22. Generally, the load is maintained between
0.7 and 1.3 Nm and never exceeds 2 Nm. Overall, the control strategy is adequate
for the objectives of interest.
The second experiment, carried out at low speed (4 to 6 m/s) is reported on
Figure 4-7c. At 4 m/s, the 10 cm immersed hydrofoil would generate the 1 Nm target
moment at an angle of attack of 6.50. As is shown in the figure, the experiment is
composed of two immersion events. Both times, the reference moment is well followed
for some time, until a sudden loss of lift occurs (near 39 and 98 s). Visual inspection of
the video recordings (Figure 4-8) shows that loss of lift is caused by a rapid inception
of ventilation (note that if the absolute yaw of the vehicle is unknown, inferring
whether the foil is ventilated of not is not easy a priori). When ventilation occurs,
the controller increases the pitch of the foil and is successful at maintaining the desired
load, albeit at a much higher angle of attack (it is qualitatively consistent with the fact
that the lift slope for ventilated foils is 1/4 that of fully wetted foils). However, even
though it is stable, this state of operation is not desirable as ventilation is associated
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with a large drag. Ventilation inception is favored by large angles of attack and flow
separation. At low speeds, fulfilling the demanded loading requires such large angles
of attack. In both occurrences, after the development of ventilation reducing the
commanded loading to 0 or negative values helps closing the cavity-consistent with
the hysteresis behavior of ventilation. At low speeds, limiting the demanded angle of
attack may mitigate the likelihood of ventilation inception.
4.6 Conclusions
Surface-piercing hydrofoils constitute an attractive actuator for high-speed, small-
scale, and super-maneuverable surface vehicles, as they allow for the efficient gener-
ation of large forces. However, they come with unique challenges. Because of their
small size and need to operate in waves, the hydrofoils must be slender and flexibil-
ity dominates their dynamics, while rapid changes in immersion height (similar to
a rapid change of the effective span, as in e.g. wing morphing) make for a highly
time-varying plant. Finally, surface-piercing hydrofoils are potentially subject to ven-
tilation -a phenomenon where atmospheric air is suddenly entrained into the suction
side of the foil, provoking a loss of lift and increase in drag.
An LTV/feedback linearization load controller for a pitch-actuated, vertical, surface-
piercing hydrofoil was designed and tested. The controller models lift forces with a
panel method and utilizes speed and immersion depth measurements. It was success-
fully tested over a wide range of travel speeds and immersion depths. At low speed,
when the commanded angle of attack is large, the system is prone to ventilation,
limiting the amount of force that can be efficiently generated.
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Figure 4-7: (a) High-speed experiment. Despite significant speed variations between
8 and 10 m/s, and immersion height variation between ~ 3 and 20 cm, and high-
frequency wave forcing, the proposed controller is successful at maintaining the com-
manded loading. (b) Zoomed-in view of Figure 4-7a. (c) Low-speed experiment. As
in Figure 4-7a, despite significant variations in speed and immersion height, command
following is satisfactory. Two ventilation events are indicated with red background.
Those events start with a loss of lift that is compensated by a large increase in hy-
drofoil pitch. Note that, because ventilation "opens" the water, during those events
the sonar is unable to detect the water surface.
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Figure 4-8: Top-view of the hydrofoil in the low-speed experiment of Figure 4-7c.
In the two instances, the lift generated is approximately the same. At t = 36 s the
hydrofoil is fully wetted. At t = 46 s, after ventilation inception, a stable cavity has
appeared. Ventilated flows are associated with large drag.
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Chapter 5
Wind-powered, airborne oceanic
vehicles: from the albatross to the
flying sailboat
Abstract
This chapter builds upon the concepts of the first part to present, qualitatively and
at a very high level, a family of flying air/water systems that borrow characteristics
from albatrosses and sailboats. The systems presented in this chapter aim at being
high-speed, small and low-cost, and able to operate in a wide range of conditions.
They aim at beating albatrosses in terms of ability to utilize the whole extent of the
wind, therefore requiring less wind to flyin and travel, displacement hull sailboats in
terms of travel speed, and hydrofoil sailboats in terms of seaworthiness. High-level
design guidelines and description of the possible modes of operation are discussed. In
particular, the concept of a "flying sailboat" is presented.
5.1 Introduction
The limited range associated with existing modes of propulsion and energy storage
of unmanned aerial vehicles (UAVs) limit their applicability for maritime monitor-
ing. Indeed, electric propulsion with battery energy storage allows for typical flights
durations of less than one to a few hours, while gas-powered UAVs typically have an
endurance of less than ten to a few tens of hours.
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Conversely, wind-powered systems have promise as good monitoring platforms
for long-range missions. In particular, it has been suggested that UAVs could take
inspiration from the albatross, and utilize wind energy as a power source for propul-
sion. Wind-powered UAVs could constitute fast and long endurance monitoring plat-
forms [51, 52, 59, 42, 91, 92]. Potentially, wind-powered UAV could be long-range
and high-speed, as well as relatively small in scale and low-cost.
As discussed in part I, an albatross performing dynamic soaring alternates between
flight phases in altitude -5-20 m, and close to the water surface -0-3 m where the
wind is slower by about 25%. In altitude, the albatross banks to downwind (Figure 1-
4f); the albatross' body performs a sail function, where the wing lift tends to slow
down the fast wind, and the albatross accumulates downwind momentum. Then, the
albatross dives to the region of slow-moving air near the water surface and banks to
upwind; the albatross' body now performs a keel function, where the wind lift tends
to accelerate the slow layer and the downwind momentum is shed. In chapter 2, it
was shown that in the limit where the albatross' lift to drag ratio is large and the
thickness of the shear layer separating the fast and slow regions is small compared
to the characteristic length A = 2m/pS where-m is the albatross' mass, S its wing
area, and p is the air density, the condition required for sustaining flight by dynamic
soaring is
S33/4 2W1 - W2> AW* with AW* = 3 VC (5.1)
c|/2/cD
Furthermore, if the wind difference W1 - W2 is much larger than the critical
difference AW* (in practice, W - W2 > 1.4W* suffices), it can be easily shown by
taking V > V i.e o- = 1 in equation (2.11) that in the frame of reference convected
at the average wind speed (W + W2)/2, the albatross' travel speed is
mean sail-mode lift
V = -(W1 - W2) (5.2)
mean albatross drag
which is very similar to Equation (1.5) for sailboats. Indeed, when CL, CD are con-
stant, equation (2.11) may be rewritten as V = L/2 (W1 - W2 ) which is equivalent to
equation (5.2) because the sail phase only happens during half of the cycle while the
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drag applies at all times.
Overall, this again shows that albatrosses can be thought of as sequential sailboats,
or a sailboat on average. Even though they follow similar energetics, there are of course
important distinctions between albatrosses and sailboats.
Equations (1.5) and (5.2) express the fact that that for wind-powered systems,
large travel speeds are enabled by la) accessing regions of strong wind W1 and 1b)
slow regions of speed W2, and 2) generating large lift forces while keeping the drag
forces small. Furthermore, for ocean systems, the capability to exploit large winds
is also linked to 3) sustain operations in large waves i.e. have good seaworthiness
characteristics.
This chapter qualitatively discusses the advantages and limitations of both systems
along these performance metrics. It proposes a family of hybrid vehicles that merge
aspects of albatrosses and sailboats. The next chapter is dedicated to the quantitative
theoretical and experimental study of one particular instantiation of these systems.
5.2 Albatrosses and sailboats: a functional descrip-
tion
5.2.1 The albatross: Low wind-energy extraction efficiency
but large lift-to-drag-ratio, good seakeeping properties
enabled by weak coupling
Wind energy extraction The general upper bound for mean travel speed by uti-
lizing the albatross' flight strategy is reported in Equation (5.2), and the lower bound
on required wind for sustaining wind-powered flight in thin shear is in Equation (5.1).
Equations (5.1) and (3.5), and figure 2-7 predict that the wandering albatross requires
a wind speed difference between the altitude and near surface winds AW* of 2.3-3
m/s to sustain wind-powered flight. This does not take into account unmodeled ben-
efits such as wave-generated updrafts and ground effect. At the lower-end of the
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wind range, because over the oceans the low-height (~ 1 m) wind speed W2 is only
moderately slower than the reference wind at 10 m (by typically 25 to 50%), dy-
namic soaring require a wind W1 several times larger than AW*. In other words in
equation (5.2), the right-hand side term may be rewritten W - W2= 77wW 1 where
= (W - W 2 )/W1 characterizes the efficiency of wind energy extraction, and is
quite low at 25-50%. Accordingly, the wandering albatross' habitat is restricted to
the southern ocean, one of the windiest regions of the planet, where the mean wind
is ~10 m/s. In Equations (5.1) and (5.2) the albatross is high-performance in terms
of aerodynamic quantities (lift-to-drag ratio and coefficient of minimum power), but
overall low-efficiency in terms of utilizing the full amplitude of the wind speed, as
AW is only a small fraction of the actual wind speed.
Drag Conversely, albatrosses have lift-to-drag ratio (near 20), such that the first
term in equation (5.2) is large.
Seakeeping At the upper-end of the wind range, albatrosses are able to fly effort-
lessly in strong storms. For instance, [40] reports the recording of a gray headed
albatross covering over a thousand kilometers in less that ten hours while riding 40+
knots winds (Beaufort 9). While in strong winds the flight energetics are favorable,
they also are the source of large waves that could potentially impede the albatross'
low-height flight, maneuvering, and ultimately flyability. The recording of [40] is
a quantitative testimony that albatrosses are extremely seaworthy systems. Their
seaworthiness may be explained by the property of weak coupling, described below.
Definition (Weak coupling). Albatrosses fly by transferring momentum from the wind
high aloft to the ocean surface boundary layer. Therefore their flight takes place near
the ocean surface, they are coupled to the ocean surface. However, because they
are flying, they are not constrained to follow the water surface perfectly, and may
for instance pull up and fly higher in order to avoid the crests of breaking waves,
and do not need to exactly follow the high-frequency undulation of the water surface.
Furthermore, in order to perform dynamic soaring, the requirement is that momentum
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is transferred on average between the wind and boundary layer.
For instance, assume that over one cycle of duration T, a dynamic soaring system
is to transfer 0.lmgT of momentum from the wind layer to the boundary layer. It
could do so by spending 0.5Tin the wind layer and generating a constant "sail force" of
0.2mg, followed by 0.5T in the boundary layer and generating a constant "keel force"
of 0.2mg. It could also for instance spend 0.8T in the wind layer while generating
0.125mg of sail force, and 0.2T in the boundary layer, while generating 0.5mg and
so on. The important idea is that in general there is a flexibility that may be planned
online as to when and for how long a dynamic soaring system must be in the boundary
layer. I call this property weak coupling. The system must "reside" near the surface
on average, but has the ability to decide when and for how long to actually be near
the surface.
Conversely, as will be discussed below, sailboats are strongly coupled to the water
surface, i.e. they must remain at the water surface at all times and follow it precisely.
Definition (Strong coupling). Displacement sailboats are strongly coupled to the
water surface: they follow the air/water interface at all times.
Albatrosses are weakly coupled to the ocean surface. This allows them to fly in
seas with a wave height several times larger than their own size, as they can pull up
to avoid steep or breaking waves, do not necessarily need to dive down to the troughs,
and in general may decide when and where to fly in the near surface boundary layer.
5.2.2 Displacement sailboats: efficient wind extraction with a
large drag
Sailboats are named "displacement sailboats" when their weight is compensated by
buoyancy forces.
Wind energy extraction Sailboats have access to both the wind in altitude W
and the slow water W2 <W1. They therefore have access to utilizing the full mag-
nitude of the wind speed as described in equation (1.5).
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Drag The overall lift-to-drag ratio of sailboats with a hull is typically less than
unity. Even sailboats optimized for speed have an overall lift-to-drag ratio that is
empirically less than -1.5. As a consequence, there is a speed limit due to wind
speed U ,< 1.5W.
As mentioned in the previous chapter, a large contribution to the hull drag is due
to wave generation when the boat speed reaches U ~ 0.4/g7L with L the boat length.
Accordingly, the top speed of sailboats typically varies with the square root of their
length, with small (low-cost) systems being slower.
Seakeeping Seakeeping of ships is a complex topic beyond the scope of this discus-
sion. Generally, the forcing on ships by waves depends on their frequency and height,
as well as on the speed and direction of the traveling ship. Seakeeping may limit the
allowable conditions of operation of ships and safe speed range. See [75 for more
details. As a rule of thumb, larger ships may operate in stronger seas and at higher
speeds.
5.2.3 Hydrofoil sailboats: efficient wind extraction and high
performance, but at a price in seakeeping
Hydrofoiling sailboats (figure 5-1) can be thought of as sailboats that are fitted with
additional horizontal underwater wings which able to sustain the boat's weight when
traveling, by means of hydrodynamic lift. The horizontal lifting surfaces are typically
added to the bottom of surface piercing, vertical lifting surfaces that plays the role
of keels. Accordingly, hydrofoil sailboats, like regular displacement hull sailboats,
transfer momentum from the wind to the water by means of two vertical lifting
surfaces (sail and keel, the latter may be named "strut" if it connects to the horizontal
hydrofoil). When reaching sufficient speeds, the underwater wings provide sufficient
lift to raise the rest of the boat hull out of the water.
Wind energy extraction Because like displacement sailboats, hydrofoil sailboats
interact with both the high-wind layer and the slow water, they are similarly efficient
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INFA4
Figure 5-1: Hydrofoil sailboat catamaran. Left: the sail, surface-piercing strut keels
and underwater horizontal hydrofoil wings are all visible. Right: When sailed, the un-
derwater wings lift the sailboat's hulls out of the water, thereby significantly reducing
the overall drag of the system. Credits: Project Aquilon and Solent University.
at utilizing the full magnitude of the wind speed.
Drag On traditional sailboats, the interaction between the hull and water causes
the majority of the boat's drag. Conversely, hydrofoils typically generate the desired
upwind upwards forces with a comparatively smaller drag than hulls as they are
streamlined (small form drag), do not generate significant waves (small wave drag),
and their wetted area is smaller than hulls (small skin friction drag). Accordingly,
when their hulls are lifted out of the water, hydrofoil sailboats typically have higher
lift-to-drag ratio than sailboats with wetted hulls (up to - 4). and can reach higher
speeds.
Seakeeping The high performance of hydrofoil sailboats can only be maintained
as long as the hulls are out of the water, as large drag penalties arise every time the
hulls touch the water surface. Conversely the hydrofoils, at some distance H beneath
the hull need to be under the water surface at all times. Indeed, "breaching" (when
the underwater wings reaches the water surface) is often associated with ventilation,
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Platforming
Contouring
Figure 5-2: Seakeeping of hydrofoil boats: two limit behaviors, platforming and con-
touring. Credit:[ ].
catastrophic loss of lift and subsequent violent slamming of the hulls against the
water surface. Consequently hydrofoil sailboats traveling horizontally (also known
as platforming, see figure 5-2) in waves of amplitude A can efficiently sail only if
A < H/2. More generally, they need to follow the water surface with a maximum
error H/2. Accordingly, hydrofoil boats are also strongly coupled to the water surface.
The seaworthiness of hydrofoil sailboats is typically smaller than hull-borne sailboats
of the same size and unless they are very large 20+ m long, hydrofoil sailboats do not
perform well in the sea states found in the open sea.
5.3 Discussion
The three wind-powered systems described above present trade-offs regarding the
criteria considered. Albatrosses, although low drag and seaworthy, only utilize a
small fraction of the wind speed; displacement sailboats, although they may utilize
the whole magnitude of the wind, and may have good seakeeping properties especially
if they are large enough, are high drag; hydrofoil sailboats, although they may utilize
the whole wind magnitude and are low drag, suffer from poor seakeeping abilities,
especially for small scale systems. The respective weaknesses of these systems come
from distinct characteristics: albatrosses, being unable to interact directly with the
water, do not have access to a slow medium to inject momentum into; displacement
sailboats have a draggy hull; hydrofoil sailboats are strongly coupled to the water.
I propose to add a vertical, surface-piercing hydrofoil, in other words a keel, to
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an albatross-like glider airframe as shown in figure 5-3a. Below, variations on the
general concept are discussed (figure 5-3). Unlike with hydrofoil sailboats such as the
one depicted in figure 5-1, the keel is meant to inject horizontal momentum in the
water, rather than provide vertical lift. Potentially, the class of systems presented
hereafter may utilize the whole magnitude of the wind, be low drag (as they stream-
lined throughout and do not generate wave drag), and maintain good seaworthiness
even for relative small small system (because of the weak coupling property) at the
same time, therefore combining respective advantages of albatrosses and sailboats.
5.4 From the albatross to the amphibious dynamic
soaring glider and to the flying sailboat: a con-
tinuum of designs
5.4.1 The amphibious dynamic soaring glider
This first concept, the closest to the albatross, stems from bringing water capabilities
to a dynamic soaring glider. As shown in Figure (5-3a), a vertical hydrofoil is fitted
to a DS glider. As a consequence, the glider is able to transfer momentum from the
wind to the water, harnessing the whole amplitude of the wind. Like an albatross, the
system performs the typical s-maneuver (see figure 5-4 and compare with figure 1-
4f). However, during the low-height phase, instead of attempting to interact with
the boundary layer by rolling extremely close to the water surface and exposing its
wingtip to slamming into the water (see figure 1-5), the glider approaches the surface
with wings level, dips her hydrofoil into the water and uses it to generate an upwind,
lateral pull, similar to the action of a sailboat's keel. While the hydrofoil is immersed,
the airplane itself and its wingtips operate relatively far from the water surface,
arguably a less risky maneuver than the fully airborne dynamic soaring maneuver.
The amphibious DS glider is weakly coupled to the surface and dynamically operated.
The hydrodynamic force on the keel may be generated either by yawing the aircraft
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(a) Amphibious DS glider
(b) DS sailboat
(c) Dihedral flying sailboat
Figure 5-3: Amphibious vehicle concepts
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"Wind
Figure 5-4: Amphibious dynamic soaring glider, mode of operation.
with respect to its water-relative travel direction, or by direct pitch-actuation of the
keel.
5.4.2 The dihedral flying sailboat
If significant dihedral is added to the amphibious dynamic soaring glider (figure 5-3b),
it becomes possible to operate it in trim state (figure 5-5). Indeed, because of the
dihedral the system may bank to leeward while maintaining its leeward (port on the
figure) wingtip away from the water surface. The lift force generated by the windward
wing has a horizontal and downwind component that is similar to the force generated
by the sail on a sailboat.
Note that the system may also operate in cycles like the previous one, and that
the property of weak coupling, which is potentially important for wave avoidance,
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Figure 5-5: Dihedral flying sailboat in trim state.
is maintained. Overall there is a rich variety of possible modes for wind energy
extraction and wind-powered operation.
Because due to the incoming wind, the local angle of attack of the windward wing
is larger than that of the leeward wing, in order to maintain the trim state, a "roll
to windward" aileron command must be applied. In general, to allow a trim state
in various wind and travel speed conditions, the lift on the wings and on the keel
must be adjusted independently by control surfaces on the wings and elevator/rudder
and/or pitch actuation of the keel. Lift on the keel may also be controlled by varying
the immersion depth
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5.4.3 The flying sailboat
Alternately, a physical vertical wing sail may be added to a system with little or no
dihedral, as illustrated in figure 5-3c. This instantiation exhibits the fusion between
albatrosses and sailboats, and may be thought of as a robotic albatross fitted with a
sail and a keel, or as a sailboat for which the hull has been replaced by airborne lifting
surfaces. As for the dihedral system, in trim state (figure 5-6), the lift force from the
sail and keel must be adjusted independently with direct actuation of the sail and
keel, immersion depth control of the hydrofoil and/or yaw control of the airframe.
The rolling moment due to the sail and keel forces must also be cancelled by aileron
input. The trim state of an instantiation of this particular system is studied in more
depth in chapter 6.
The dynamics and operation of the system is fundamentally different from that of
the hydrofoil sailboats where the weight-cancelling force is generated by underwater
hydrofoils, due to the property of weak coupling (figure 5-8b). Indeed, valid flight
strategies for the system are again very rich, as the system is capable of low-height
flight in trim state, but may also pull up in order to avoid waves, and follow a height
control policy that may allow operation in strong sea states, vastly improving the
system's seaworthiness compared to hydrofoil ships. Finally, the system may also be
used in cycles as the amphibious dynamic glider or in fully airborne dynamic soaring
mode if the wind is sufficient.
Interestingly, there exist fundamental reasons while it may be more efficient to not
operate the system in trim state, but rather, cycle waterborne and airborne modes.
Assume that the maximum lift-to-drag ratio is attained at a given lift coefficient CL
and immersion depth h. If the resultant lift is larger than the desired average force
by a factor n, it is advantageous to operate the system in a cycle where the keel is
immersed and operating at its optimal point only (1/n)th of the time, and in airborne
mode the rest of the time, thereby cyclically "hopping" at the water surface. The
corresponding maneuver is illustrated in figure 5-7.
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Figure 5-6: Flying sailboat in trim state.
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Side view
- Airborne phase
Amphibious phase
Figure 5-7: Unsteady operation of the flying sailboat.
5.4.4 Other designs
The systems presented here are only but a few of many possibilities, provided the
following general guidelines are followed: 1) interacting with the water by means of
streamlined lifting surfaces 2) maintaining high lift-to-drag ratio of the airborne part
of the system 3) providing the control authority necessary for stabilization of the
system's attitude and 4) ensuring weak coupling (the ability to transition between
fully airborne and amphibious modes in a controlled way).
As a mean of qualitative illustration, note one of the many trade-offs between
the dihedral flying sailboat and the system with a dedicated sail. While the dihedral
system may be aerodynamically more efficient, it is potentially less robust to side
wind gusts. Indeed, a wind gust on the dihedral system would tend to increase the
system's roll to leeward, thereby increasing the surface area of wing presented to
the wind, thereby further increasing the rolling moment to leeward. Conversely, the
increased roll due to a side gust on the vertical sail of the flying sailboat with no
dihedral is not associated to an increase of area presented to the wind.
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Hydrofoil craft
(a) Strong coupling: for hydrofoil craft, such as the one illustrated here by means of illuatration, the
water surface must be maintained between the hull and the underwater hydrofoil wings at all times.
This requires precise and high-bandwidth following of the water surface.
Flying sailboat
(b) Weak coupling: albatrosses or flying ambpibious systems, need to operate near/at the water
surface on average. Therefore, they are not required to follow the water surface perfectly, as they
can pull up to avoid high-bandwidth or breaking waves, or on the contrary-as illustrated in this
example-only interact with the crests of waves without the need to venture to the troughs.
Figure 5-8: Strong and weak coupling.
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5.5 Conclusions
The performance and limitations of three types of wind-powered systems (albatrosses,
displacement hull sailboats, hydrofoil sailboats) were described along three criteria:
capability to utilize the whole intensity of the wind in the energy extraction process,
overall lift-to-drag ratio, and seaworthiness. Concepts of vehicles based on the com-
bination of features belonging to albatrosses and sailboats were presented. General
high-level design guidelines and possible modes of operation were discussed. One
instantiation of these systems is the flying sailboat, a glider (albatross-inspired) air-
frame fitted with a surface piercing hydrofoil keel and a vertical airborne wing sail.
In the next chapter, the performance of a 3-meter-span realization of the system is
quantitatively presented and studied. It will be shown that the system can signifi-
cantly outperform the albatross in terms of ability to sustain flight in light winds as
well as in upwind-ability, can significantly outperform displacement sailboats in terms
of travel speed, and to be utilizable in waves. Leveraging on the previous chapter,
a proof-of-concept prototype is presented, demonstrating the control transitioning to
keel immersion and controlled generation of keel force.
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Chapter 6
The flying sailboat design and
control
Abstract
Wind power is the source of propulsive energy for sailboats and albatrosses. We
present a flying sailboat that borrows features from both. It is composed of a glider-
type airframe fitted with a vertical wing-sail extending above the center of mass of
the system and a vertical surface-piercing hydrofoil keel extending below. The sail
and keel are both actuated in pitch about their spanwise axes. Like an albatross, the
flying sailboat is fully streamlined, high lift-to-drag ratio and generates the gravity-
cancelling force by means of its airborne wings. Like a sailboat, the flying sailboat
interacts with water and may access the full magnitude of the wind. A trim analysis
predicts that a 3.4-meter span, 3 kg system could stay airborne in winds as low as
5.5 knots, and travel several times faster than the wind speed. Trim flight requires
the ability to fly at extreme low height with the keel immersed in water. For that
purpose, a multi-input longitudinal flight controller that leverages fast flap actuation
is presented. The flight maneuver is demonstrated experimentally.
6.1 Introduction
Increasing the endurance and range of unmanned aerial vehicles (UAVs) is an im-
portant challenge. In some applications, improved endurance would allow to reduce
mission costs and increase mission performance. In others, current limitations prevent
the use of UAVs altogether. Blue-ocean monitoring is one instance where endurance
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limitations prevent penetration of UAVs technologies. In effect, the oceans, cover-
ing 70% of the Earth remain acutely under-monitored, despite the fact that offshore
observations performed by long-range surface and airborne craft would benefit many
industries and scientific fields.
A striking illustration, the Southern Ocean accounts for about 40% of the oceanic
uptake of anthropogenic CO 2 [17, IS]. Being removed from major commercial ship-
ping routes, under frequent cloud cover, and subject to strong winds and storms, this
large sink of carbon is significantly less observed or sampled than other oceans which
play a smaller role as carbon sinks but are more straightforward to monitor. Swarms
of long-range UAVs could help fill that crucial knowledge gap.
UAVs that carry their propulsive fuel have an endurance limited to a few hours
(battery),to a few days (gas) [10]. Breaking this endurance barrier would require
higher density energy storage, in-flight refueling [93], or energy extraction from the
environment. On land, solar power could help extend the endurance of small-scale,
electric, fixed-wing UAVs from a few hours to full day operation [91]. However, solar-
powered multi-day endurance is a fundamentally hard challenge. In particular, it
requires small wing loadings, i.e. is seriously payload limited [95] or requires very
large systems [o].
Over water, reliable winds and wave constitute additional sources of usable energy.
Long-range, small-scale 0(1-3 m) autonomous surface vehicles that rely on wave or
wind power for propulsion have been developed [73, 23, 2 1]. The wave glider, a wave-
powered vehicle, converts the up-and-down motion of waves into forward motion by
means of a set of underwater "flapping wings". Wind-powered surface craft (sailboats),
extract energy from the wind by transferring momentum from a fast medium (the
windy air) by means of a sail, to a slow medium, (the water), by means of a keel. The
overall reduction of the velocity mismatch between the two media is a sign of energy
extraction.
In general, these small-scale surface craft are very slow ,< 5 kts due to the large
drag of their hulls (lift-to-drag ratio of order unity) and their dynamic response to
waves. Hydrofoils sailboats lift their hull out of the water by means of underwater,
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high lift-to-drag ratio hydrofoil wings and may travel several times faster than tra-
ditional sailboats. However, to remain efficient, hydrofoil sailboats need to precisely
follow the water surface in order to neither wet their hull nor breach the water with
their hydrofoils. This makes the design and operation of small-scale hydrofoil craft
challenging. Overall, small-scale autonomous sailboats may be efficient at harnessing
wind energy, but they dissipate it through their large drag.
Overall, an efficient wind power system would merge the respective assets of sail-
boats and albatrosses, by following the two general guidelines: 1) transfer momentum
from the wind to the water like sailboats (-4x factor improvement compared to alba-
trosses), and 2) be fully streamlined and only interact with the water for the purpose
of wind-water momentum transfer by means of a streamlined "keel" appendage (with
an order-of-magnitude improvement potential in lift-to-drag ratio compared to sail-
boats).
In this study we present the flying sailboat, a Wind-powered Air/Water Interface
aircraft that follows the aforementioned design guidelines by merging the wings of
albatrosses and the sail and keel of sailboats. We analyze the flying sailboat perfor-
mance in trim flight with a static aero-hydrodynamic model. Trim flight requires the
ability to fly and maintain the system at extreme low heights while a keel is immersed
in the water generating a side lift force. We design the controllers for a test platform.
In particular, we build a multi-input longitudinal controller for precise height con-
trol inspired by feedback linearization and eigenvector placement techniques. It takes
advantage of the high-bandwidth of the flap actuation on off-the-shelf RC airplanes
for fast disturbance rejection. Finally, a flight test experimentally demonstrates the
feasibility of the maneuver.
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Figure 6-1: The flying sailboat, a Wind-powered Air/Water Interface aircraft.
6.2 flying sailboat: a high-speed, wind-powered, air-
water system for ocean monitoring
The conceptual vehicle considered in this study is displayed in figure 6-1. Its central
component is the main airframe (red). The system is designed to skim above the
water surface as a low-height airplane or glider. As with sailboats, propulsion is
performed by a pair of appendages: a vertical wing sail (green) and a vertical, surface
piercing keel (blue tip of the lower appendage). When the flying sailboat is flying in
the presence of wind, it may individually control the lift force of the sail and the keel
by actuating their respective pitch angles 0,, 0 k. The lift forces of the sail and keel
are orthogonal to the local airflow. In the presence of wind W, the local air velocity
V and the local water-relative (or "ground") velocity U are different. As a result, the
sail and keel lifts may be misaligned and their sum force may generate a net thrust.
For instance, in figure 6-la, the airframe is aligned with the local air flow. The keel
sail force is sideways (towards -Xb) while the keel force has both a sideways and a
forward (thrust) component. With the right amount of lift, the lateral components
of the forces cancel each other, resulting in an overall thrust. If the sail and keel lift
forces are large enough, they may overcome the total drag of the system. Note that
because water is 800 times denser than air, the active part of the keel (in blue) is much
smaller than the sail. Ideally, the 50-cm-long beam (white) supporting at its tip the
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active part of the keel is out of the water and does not generate any hydrodynamic
force.
For large lift-to-drag ratios, a good approximation for the travel speed of the sys-
tem in crosswind flight is U = (sail lift)/(total drag)W, such that high-performance
systems may travel at several times the wind speed, as described in the trim analysis
below.
Note that this system is fundamentally different from hydrofoil sailboats with
underwater wings, as weight is cancelled with airborne lifting surface. Unlike hydrofoil
sailboats, the flying sailboat only needs to have the keel immersed on average and
may leave the water surface-for instance in order to avoid waves.
In this study we consider a 3 kg system based on the planform of the Supra, a
glider airframe designed by Mark Drela, with the main wing dihedral removed. The
airframe is 3.4 meters in span ba with an aspect ratio of 17 (reference chord and wing
area Ca = 19 cm and S = 0.67 m2 ). The airframe geometry is publicly available
within the source source code of the GPL software AVL, utilized below [90]. The sail
considered in this study is based on the wing planform of the Supra, with the chord
and span scaled by a factor 5/3 and 3/5 respectively, to cs,max = 40 cm and b, = 1
m, respectively (reference sail area S, = 0.33 m2 ). The selected wing sail profile is a
NACA 0009. The active part of the keel is assumed rectangular, with a chord Ch = 2
cm and an immersed span h = 10 cm. The selected keel profile is a NACA0014 such
that the keel is 2.8 mm thick. The distance between the center of gravity and the
keel's tip is bh = 50 cm. The system is designed to fly at a height bh - h = 40 cm
above the water surface. The sail and keel are actuated along their quarter-chords,
which are located at the vertical of the flying sailboat's center of gravity.
6.3 Performance analysis
The goal of this section is to quantitatively assess the potential for wind-powered
propulsion of a perfectly controlled flying sailboat in trim state. For that purpose,
we build a model that is high-fidelity in terms of aerodynamic performance, but as
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much as possible simplified in terms of dynamics.
6.3.1 Trim analysis
We assume that the aircraft is flying in a constant wind field above a flat water
surface, and that by appropriate control action (rudder-aileron-elevator) it is able
remain at its design height, maintain zero roll, and with no air-relative sideslip, as
illustrated in figure 6-1a.
The aerodynamic forces and moments of the sail and airframe are computed sep-
arately. Below, we discuss the modeling of the aero- and hydrodynamic forces and
moments generated by the three components of the flying sailboat, when flying with
no air-relative sideslip.
Airframe Aerodynamics (no sail)
An AVL model of the airframe without the sail is defined. The profile drag of the
airfoils is modeled within AVL by fitting the drag polar of the respective airfoils at
a Reynolds number of 200k computed with Xfoil [96]. The lift force takes the form
La = 1/2CLpSV 2Z. Assuming trim and a set height above water to account for ground
effect, all quantities of interest are computed with AVL. In particular the drag force
is expressed as Da = -1/2(CDO + 6CD(CL))pSV 2Xb, where CD,o = 0.015 is the drag
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coefficient at no lift due to the fuselage and parasitic drag. The maximum lift-to-
drag ratio in the absence of ground effect is 20. The function 6 CD(CL) is the added
drag coefficient due to lift, computed with AVL. Furthermore, AVL also computes
the elevator input required to generate the set lift force 6e(CL) and maintain trim in
pitch, as well as the control authority in pitch C,, and in roll C,1 due to elevator
and aileron inputs. Specifically, the change in pitching moment due an elevator input
is 6 My( 6 e) = 1/2PSCa Cm, 6eV 2 and the change in rolling moment due to aileron input
is 6M (6a) = 1/2pSb6aV 2 1871.
Sail Aerodynamics
An AVL model of the airframe with the sail included is defined. The profile drag
for each section is based on the polar of the NACA 0009 at a Reynolds number
of 200k computed with Xfoil. Within the no-sideslip hypothesis, a side lift force
Y = -1/2CL,,pSV 2yb is generated by pitching the sail along the z axis. There is an
additional drag term due to the sail D, = -1/2(CD,o,, + JCD,S)pSV 2Xb, and a pitching
moment due to drag My,, = 1/2pSsbsCms(CL, )V 2 which is approximately decoupled
from the drag due to vertical lift on the main airframe. The rolling moment due to
the sail lift is M.,, = 1/2pSsbd CL,y2. All aerodynamic coefficients are computed
with AVL.
Hydrodynamic forces on the keel
As for the sail, the drag Dk, pitching and rolling moments T, Mx,k are computed with
AVL as a function of the keel lift Lk. The lift and drag forces are perpendicular and
parallel to the local flow which is -U. For Froude numbers U/Vg/ above unity, the
boundary condition at the surface p = 0 is a plan of antisymmetry [75], which AVL
can model. Here the Froude number is above 15, within the domain of validity of the
approximation.
AVL does not model cavitation (in zones of low pressure the water may boil and
gas bubbles appear, perturbing the flow. Cavitation occurs at large speeds U > 20
m/s) or ventilation (air from the atmosphere is entrained to zones of low pressure,
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breaching the water surface. Ventilation is the complex phenomenon which is favored
at large angle of attack, beyond stall, and high speed) [831. As illustrated in figure 6-2,
the flying sailboat may operate in conditions where neither cavitation nor ventilation
are likely to occur. Note that there is also a small drag term due to spray making 176].
The active part of the keel is subject to large forces O(10N) relative to its size.
Assuming that the beam supporting the active part of the keel needs to remain slender
for an extra length h above the water surface (as it is prone to frequent immersion, in
which case its hydrodynamic properties are important), and that above that it is less
likely to be immersed and can therefore be thicker, the maximum stress experienced
by the keel is estimated with a beam model of length 2h uniformly loaded on its outer
half.
Static equations
When the system is traveling in the trim (static) state, the following equations hold:
Fx = 0 = Lk sin # - Dk cos -D, - Da
Fy = 0 = Lk cos /3+ Dk sin /3- Y
Fz = 0 = La - mg
M = 0 Mx,k + Mx,s + M(a)
My 0 T + My,s + My(6e)
M= 0 rudder-controlled no-sideslip assumption
The trim state can now be computed by solving equation (6.1).
6.3.2 Performance
The trim state is computed in crosswind flight T = 0, for various values of the
wind speed and travel speed. Flight quantities are collected in figure 6-2. Overall,
within the model, feasible trim states exist for wind speeds as low as 2.8 m/s (5.5
kts). For wind speeds higher than 4 m/s the maximum reachable ground speed scales
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approximately linearly with wind speed as U = 3.5W.
Minimum wind The minimum-wind point of operation in crosswind has a travel
speed of 8.4 m/s (three times the wind speed), with the sail and keel each producing
a lift force of 20-30% that of the main wing. The lift coefficient of the sail is 0.6 while
the lift coefficient of the keel is 0.13 with a lift-to-drag ratio of 11 (indicating that
from an efficiency standpoint, the keel is hydrodynamically oversized). The aileron
and elevator commands required for maintaining the horizontal attitude are 70 and
110 , respectively. The elevator is compensating a general pitch-up tendency due the
sail drag and the keel lift, which is tilted towards positive Xb (see figure 6-1a). The
maximum stress experienced at the root of the keel is 64 MPa, well below the fatigue
strength of Aluminum, stainless steel or carbon fiber composites.
The polar of figure 6-3 collects the minimum wind required for sustained flight
as a function of the direction of travel T. Within the model, travel is possible going
upwind by 450 in a 3.5 m/s wind, and nearly 45' downwind in 4.5 m/s wind. Perhaps
counter-intuitively, the model predicts that less wind is required to travel slightly
upwind than exactly crosswind. This is likely due to the fact that upwind travel is
associated with a higher apparent wind seen by the airframe, which translates to a
smaller induced drag.
Maximum travel speed In high winds W > 4 m/s, the model predicts a linear
relationship between wind speed and maximum reachable speed Uma(', W). The
maximum speed is then reached for a sensibly constant set of sail and keel lift co-
efficients (in crosswind, 0.5 and 0.11). At high travel speeds the stress on the keel
due to lift -scales quadratically and quickly surpasses the strength of stainless steel
or carbon fiber composite beyond speeds of 25-30 m/s. Furthermore, at such high
speeds cavitation may occur, further reducing the reliability of the present model.
Taking these additional constraints into account, the maximum travel speed should
in fact plateau in high winds. The polar of figure 6-3 shows the system's ground speed
as a function of the travel direction T. The maximum ground speed is reached for
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Figure 6-3: Left: Minimum wind required for flight as a function of the cross-country
heading. 00 is crosswind travel for a 3.4 m span, 3 kg flying sailboat in trim condition.
Right: Maximum travel speed as a function of the cross-country heading in a 5m/s
wind.
an overall travel direction 50 down from crosswind. For IF = 400, the speed is still
over 65% of the maximum speed.
Comparison with albatrosses and sailboats The trim study suggests that the
flying sailboat could stay aloft in winds as low as 2.8 m/s, about a third of the wind
required for albatrosses to perform dynamic soaring [P6, 42] (a difference not explained
by differences in wing loading alone). Furthermore, computer simulations suggest
that upwind dynamic soaring is hardly feasible [42], consistent with the high energy
expenditure of albatrosses traveling upwind [)30]. In contrast, the model predicts that
flying sailboat may travel within +400 of crosswind both down- and upwind. This is
accomplished at speeds several times faster than traditional sailboats, with the added
capability to take off from the water surface vicinity, either for obstacle avoidance, or
for monitoring purposes.
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6.3.3 An operational challenge: keel size and force
As mentioned above, in all trim states considered in figure 6-2, the lift coefficient of
the 2 x 10 cm hydrofoil is extremely low CL < 0.15. For pure hydrodynamic efficiency,
one would typically wish the lifting surface to operate at its maximum lift-to-drag
ratio CL/CD > 0.5.
Intuitively, the lift of the keel is approximately equal to that of the sail, which size
must typically be smaller than the sail for its roll moment to be balanced by aileron
inputs. If the keel and sail were operating at the same lift coefficient, the keel should
be 800 times smaller than the sail (the density ratio between air and water), i.e. less
than about 5 cm2 for the airframe considered.
Conversely, immersion of a smaller keel with the same relative accuracy in depth
requires more precise longitudinal control, and may constitute a challenge altogether
in the presence of waves. Other issues such as structural strength and wave clearance
may also be more acute for small keels.
Accordingly, there is a tradeoff in keel size, with the system presented in this study
being oversized by a factor ~ 3 - 4 compared to optimal hydrodynamic efficiency
alone. While a large keel simplifies the longitudinal control problem, it complicates
the attitude control problem because at high CL the keel is potentially able to generate
moments too large to be compensated by the airframe's aileron or elevator control
authority.
Even with an oversized keel, the static model predicts a 3-fold improvement in
terms of minimum required wind compared to purely dynamic soaring systems, a
vastly improved upwind-ability, and a > 3-fold improvement in travel speed compared
to sailboats. In the next sections we show experimentally that with active control of
the keel pitch 9 k it is possible to generate the desired lift with the keel of a system
sized as above, while at the same time controlling the height and attitude of the
aircraft with the control surfaces of the airframe.
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Airborne operation Transition Waterborne operation
0
Height control
Keel lift control
Figure 6-4: Critical maneuver for the flying sailboat: extreme low height flight, keel
immersion and force generation.
6.4 Critical maneuver
Reaching and maintaining the trim state described in section 6.3.1 requires performing
the following maneuvers: 1) fly at low height with high precision and accuracy (a small
fraction of the keel's span); 2) transition in a controlled way between phases when the
keel is outside of the water and when it is immersed; 3) immerse the keel and generate
usable force with it while retaining control of the airframe's attitude. Requirement 2
is necessary to fly in rough seas when the system needs to take off in order to avoid a
steep or breaking wave. The maneuvers are the key enablers to operating the system
in an energy-positive or energy-neutral trim state where wind is used for propulsion.
Note that the algorithmic control framework needed to perform maneuvers 1 to
3 may be implemented and tested without the physical sail. Accordingly, the over-
all sequence proposed in figure 6-4 demonstrates all aforementioned critical control
aspects in one single experiment.
Below, we present a set of controllers that were utilized to demonstrate the ma-
neuver on an experimental platform.
142
0
6.5 Control
It is well-known that for a left-right symmetric aircraft in horizontal trim, the longi-
tudinal dynamics (height control) and the lateral dynamics (roll and yaw) are decou-
pled [87]. For this experiment, four controllers were developed: longitudinal control,
roll control, yaw control, and keel control.
6.5.1 Longitudinal control
We utilize a longitudinal controller that makes use of the fact that on RC airframes,
the flaps and elevators have the same bandwidth. On tailed aircraft, high-speed
control of the altitude with the elevator only is complicated by the generation of
downwash by the main wing which is convected to the elevator. The main wing
flaps on the main wing are comparatively easier to model. Intuitively, the flaps may
be used for high-speed but low-amplitude height control and disturbance rejection,
while the elevator is used for slow but large amplitude control. Consider the linearized
equations of motion for the longitudinal dynamics below [87]. The first line models
the dynamics of the aircraft's height z, positive up, and the second line corresponds
to its pitch angle 9, positive when pitching up:
m(i + g) - qSCS + CL.(i/V - 9) = qSCL, f -- qSICL,, Ie
ICmq lo+ mgdg9 + qSc|Cm, 1( - i/V) = qSc|Cn8 |6e + Tke1 drag (
where q = 1/2pV 2 is the flow dynamic pressure, dg is the distance between the center of
gravity and the center of lift, and Jf and 6e are elevator and flaps inputs, respectively.
The longitudinal dynamics is feedback-linearized into the form
i = U, (6.3a)
9 = U2 (6.3b)
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with
U1 = CLSq/m - g (6.4a)
with CL = CL + CLa( - /V) + 0 Lf f (6.4b)
1 qSc2  (.cU2 = | _ C ,|q -mgdgO (6.4c )
IC 2V
- qSc|Cm.|(6 - i/V) + qSc|Cm |6e
such that by mixing flap and elevator inputs formally decouples the height and pitch
controls. A tracking controller may then be designed for both z and 6 separately.
For instance, pole placement with integral control may be performed through the
use of composite variables [97]. Define the composite variables = z + Ai, f z and
V = 6 + Aj,0 f 0, with error signals C = ( - Cd and V = 9 - 7d (for instance, (d is
defined from the height set-point Zd as (d = zd + Ai, f zd). The integral controllers
Ui = -Aj,zi + C -- 2A, - A C (6.5a)
U2 = -Ai,o9 + 9d - 2Ao7 - A0 (6.5b)
are such that (d/dt + A-) 2C = 0 which implies i -+ 0.
In practice, the authority of flap control is small, saturates, and is conducive to
additional drag. Therefore it is desirable for slow but large amplitude changes in z
to be driven by the elevator through the state 6, and for the flaps to handle the fast
dynamics and disturbances but return to 6f = 0 in steady-state.
This can be accomplished by defining the pitch set-point 0 d with the following
slow dynamics (_ +1)26 = (ui + g - C2 )/CLa + /V. Indeed: 1) With this choice,
equation (6.2) remains stable (contracting [98]) because it is a hierarchy of two stable
subsystems, namely subsystem (6.3a, 6.5a) which does not depend on 0 provided the
coefficients are known, and subsystem (6.3b, 6.5b) for which z, 9 d are bounded inputs.
2) In steady state, the unique equilibrium 6 = 6d brings 6f = 0 in equation (6.4b).
Overall, the controller makes use of techniques from feedback linearization and
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eigenvector placement. It could easily be extended to a nonlinear model of the dy-
namics. Note also that it is stable even if V is time-dependent.
6.5.2 Roll control
Roll control is comparatively less complex than longitudinal control. This section
gives a short description of the controller utilized. Within the roll-subsidence approx-
imation [87], the roll dynamics is
Ixx + + C0+mgd, = qSbC 6. 6a
q~b (6.6)
qSbCO
+T+ - C3W
where it is assumed that the rolling moment of the keel r is known, and W, models
an unknown disturbance due to unknown gusts of lateral wind. The equation may be
rewritten as
q + aq$ + a,00 = bb6 6a + Tkee1IXX+ bwWy/V
where in practice, the term a00 is small. There is a fast, stable, open-loop pole at
a = po = qSb2 Ci/IzzV 40 rad/s due to roll damping. The controller
1
Ja= b(-p1 - pop1 + a0$ + &
6a (6.7)
+ (Po + P1)m + pop1Om - Mkeel/Ixx)
yields
(s+po)(s+p1)q!=bw WY. (6.8)
When p, < po, the controller exploits the natural fast damping po and maintains
an acceptably small control activity because the feedback term in 4 is small (i.e.
multiplied by pi, not po). Unlike the longitudinal controller, this is a gain-scheduling
controller, as the pole po depends on V and is a priori time varying.
The steady-state gain for the sensitivity transfer function Wy/V '-+ b is 90, mean-
ing that for a system traveling at V = 3W, a lateral gust of intensity W may perturb
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the roll by no more than 3'. As stated above, for this experiment roll control is an
easier problem than height control.
6.5.3 Yaw control
Yaw is passively stable. In this study a damping term is added to manual rudder
input 6 r,d: , = -kr/ + 6 r,,d
6.5.4 Keel control
The surface-piercing controller of chapter 4 was used on the platform. As was noted
in that chapter, at the scales of interest, inertial effects are negligible (so that the
system is first order), and the dynamics is dominated by the keel flexibility. The
dynamics in chapter 4 was formulated with the hypothesis that the vehicle's attitude
remains horizontal and the travel direction constant. If the roll degree-of-freedom
is also taken into account, the dynamics of the force generated by the keel (more
precisely: its rolling moment r) takes the form
(a (t)/k>)t +,r = bo(t)Ok - a (t) (6.9)
where a and bo are possibly fast-varying parameters that depend on U and immersion
depth h and are described in equation 4.9. Parameter k is the torsional spring constant
that models the structural compliance of the keel under load. Parameters a4 and bo
are related to the damping and lifting effect of the hydrodynamic forces, respectively.
Like the aerodynamic coefficients, they can be modeled with AVL as detailed in [18].
Here again a feedback linearization controller
= 1(a + a4(t) (-AiTT+Td-AT)
is such that the error T = T - Td of the composite signal T = T + Ai,, f T follows
(s + A)T = 0 which implies T -+ Td, where Td is the desired keel torque due to lift.
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6.6 Experiment
6.6.1 Experimental setup
The testing platform is composed of a Supra airframe fitted with a 2 cm-chord hydro-
foil keel actuated in pitch and equipped with force sensing, as illustrated in figure 6-5.
The keel subsystem was also presented in details in [38]. The attitude and ground
velocity of the system is estimated with an off-the-shelf estimator with the IMU of a
Paparazzi ElleO autopilot [85, 86]. The experiments were carried out in calm condi-
tions where air-relative and ground-relative quantities are assumed to be equal. The
load on the keel due to lift is measured with strain gauges positioned directly onto the
hydrofoil shaft (figure 6-5). Finally, height above water and hydrofoil immersion are
estimated with a Kalman filter that incorporates accelerometer, pressure and GPS
measurements, as well as a downward-facing ultrasonic rangefinder attached to the
airframe (figure 6-5 and [3,S]).
The maneuver of figure 6-4 was accomplished by towing the system at a constant
or slowly-varying speed (7-10 m/s) on the Charles River basin by means of a whaler
boat (figure 6-5). The airframe was connected by its center of gravity to the tip of a
fishing rod ahead of the boat. As described in figure 6-7, the airframe was connected
to the towing whaler boat by three lines: towing line 1, remains taut at all times;
safety lines 2 and 3 restrain the airframe when the the experiment is not running.
When the boat is still and no aerodynamic lift is generated by the airframe, the
system is hanging from line 2. When the experiment is running, line 2 and 3 are slack
and the system needs to be self-reliant for height control.
The inner-loop controllers discussed in the previous section were implemented on
the on-board autopilot by Euler integration at 512 Hz. The desired trajectory zd, rd
was commanded by an operator by means of an RC transmitter.
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6.6.2 Flight sequence
The typical experiment would proceed as follows: Oa) The system starts from rest.
The airframe is hanging from line 2 approximately 1 m above the water. Ob) At
rest, the autopilot is activated, which does not have any effect since the system is
not moving. A height set-point of approximately 1.5 m is set. Oc) The whaler boat
accelerates until reaching 7-10 m/s. As stall speed is passed, the system autonomously
"takes off" and reaches the set-point height, slacking safety line 2. 1) Safety lines 2
and 3 are given full slack. The system is in flight, autonomously trailing at height
zd the attachment point of the towing line. 2) The operator gives a down command
to the system until zd reaches the desired value for keel operation. The systems
autonomously follows zd and the keel enters the water. 3) The operator gives a keel
command Td away from the towing boat. The system autonomously generates the
desired force with the keel, while maintaining its attitude and height above water.
Because of the side force, the airframe is pushed sideways away from the boat. As a
result the angle of the towing line changes (figure 6-7) and the towing force direction
is shifted sideways. The system progresses sideways up to an equilibrium point where
the side forces of the keel and towing line compensate each other. 4a) The desired
keel loading Td is brought back to 0, the desired height zd is set back to a large value.
The aircraft takes off and autonomously returns to trailing the towing line attachment
point. 4b) The safety lines are tightened, and the towing boat slows down to a rest.
6.7 Experimental Results
Figures 6-6 and 6-8 report a recording of the flight sequence described in section 6.6.2.
The system is towed at 7 m/s. The sequence displayed starts in phase 1, and lasts
for about 5 s while the system descends from 0.8 m to 0.3 m following the desired
zd trajectory input by the operator. At t = 936 s, the keel enters the water. The
operator then sends a non-zero loading command to the keel, which is followed (albeit
with some oscillation). Over a time span of approximately 20 seconds (140 m in
distance), the keel generates on average the desired force, the height is controlled
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Figure 6-5: Experimental setup: platform
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with centimeter accuracy (there is a small offset perhaps due to the unmodelled
ground effect in equation (6.2), a small upwards force from the towing line whose
attachment point is slightly higher than the aircraft, and our choice i, = 0 in the
control law). Despite the oscillations of the keel forcing, pitch and roll are controlled
within 2' from their desired value throughout the keel immersion event. Note that
visual recordings of the experiment suggest a somewhat larger roll amplitude. This
might be due to unmodelled flexibility of the wings and aircraft structure.
6.8 Simulation of the longitudinal control in the pres-
ence of model uncertainty, waves, and unmea-
sured wind gusts
In this section, we simulate the model and controller presented above, in the presence
of model uncertainty, waves that need be followed and a drag force due to the hydrofoil
being dipped in water.
Wave field modeling and surface following
Waves are the product of perturbation of the water surface by wind forcing. In
general, the relationship between wind and waves is complex, as it is non local and
depends on the duration and fetch of the wind forcing. For long-lasting wind forcing,
applied to large areas, the waves reaches a so-called fully developed ergodic state for
which there is a relationship between the average wind speed and statistical properties
of the wave field. A widely used semi-empirical model for such a wind field is the
Pierson-Moskowitz spectrum.
S(w) - exp --# -
where a, / are non-dimensional constants and wo = g/1.026W10 , with W10 the mean
windspeed at a height of 10 m. From this spectrum, the significant wave height and
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Figure 6-6: Timelapse of the critical maneuver demonstration. After phase 2, a side
force is generated by the keel. As a result, the aircraft moves away from the towing
boat in phase 3.
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Side view
0z
Figure 6-7: Operations of the critical maneuver demonstration experiment
the period of the spectrum's peak frequency follow:
H113 = 0.22Wy2/g, w, = 0.855g/Wio, A = 27gP W2
For instance, if W1 0 = 5 m/s, H1/3 = 56 cm and w, 1.7 s-1, if and W10 = 10 m/s
H1/ 3 = 2.2 m and wp = 0.84 s-, and if and Wio = 20 m/s , H1 /3 = 9.0 m and
wp = 0.42 s-
In this study we assume a wave field generated by an ambient wind, such that
the wind and waves are are traveling in the same direction, and that the aircraft is
traveling crosswind, such that the wave height seen by the aircraft depends only on t
(not on the x-location). The wave height is modeled as rj(t) = EN Ai cos(wit + 0j)
where #i is uniformly sampled, Ai = V/S(wi)Aw2 , with WN = 10wp and N = 100.
The desired aircraft height is set by filtering the desired flight altitude 'q(t) + zo
with a third order Butterworth filter, where zo is the desired mean flying height. The
modulus of the Butterworth roots is chosen to be Zd = 20 s-1. The filter expresses
both finite bandwidth in height measurement as well as finite bandwidth for synthesis
of the desired path.
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Figure 6-8: Recording of the experiment of figure 6-6
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Pitching moment due to drag
When immersed, the hydrofoil causes a (small) pitch-down moment due to hydro-
dynamic drag. Assuming a section drag with coefficient CD,h = 0.01, the pitching
moment is
Thydrofoil = -CD,hchqwh(bh - h/2)
where qw = IpwU2 is the dynamic pressure in water, h is the hydrofoil depth immer-
sion, Ch = 2 cm is the hydrofoil chord and bh = 40 cm is the distance between the
center of gravity and hydrofoil tip. In this simulation the desired depth immersion is
hd = 10 cm, which dictates zo = 30 cm.
Model uncertainty and wind gust
The aerodynamic parameters are obtained with AVL. In this simulation, we assume
that there is 10-20% uncertainty in those coefficients and integrate this uncertainty
to the controller. Besides, the controller gains are based on the groundspeed U in
place of the actual airspeed V. At the simulation half-time mark, the windspeed is
increased instantly by 4 m/s, with U kept constant, in order to simulate the effect
of a wind gust. Finally, in order to model the convection time for the downwash to
propagate from the main wing to the elevator, in the term qScjCmQ (6 - i/V) in the
second line of Eq. (6.2), 6 is replaced with 0 LP with (1 + 1)OLP = 6 where 1 is the
distance between the main wing and the elevator.
In the simulation, the servos are modeled as a second order low-pass with an
undamped angular frequency of 20 rad/s and a damping ratio of 0.7.
Simulation results
Figures 6-9, 6-10, and 6-11 show time histories of the longitudinal control in wave
fields associated to winds of 5, 10, 20 m/s respectively. In all cases, height is largely
controlled within +10 cm, a value which is totally acceptable. Note that larger seas
imply only a modest increase in the height following error, because also the amplitude
of the waves increases, large waves are associated to a small bandwidth. Note also
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that the error is largely dominated by the phase lag between the water surface h(t)
and the filtered version Zd such that it is very likely that this uncertainty may be
drastically reduced with a nonlinear filter or by sensing in advance the water height
with e.g. a forward looking camera or sonar.
6.9 Conclusions
In this study we introduced the flying sailboat, which borrows features from alba-
trosses and sailboats. It is designed to fly near the air-water interface, while being
propelled by a sail and a surface-piercing keel. Trim calculations suggest that such
a system could travel several times faster than traditional sailboats, require several
times less wind than albatrosses to stay airborne, and have the ability to travel both
upwind and downwind. A multi-input elevator+flaps longitudinal controller was de-
veloped for extreme low height flight. Finally, the combined feasibility of low height
flight, keel immersion and keel force generation was demonstrated experimentally.
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Part III
Conclusions
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Chapter 7
Conclusions
7.1 Thesis contributions
In part 1, it was shown that the dynamic soaring maneuver is conceptually similar
to sailing. This simple analogy has deep consequences. It was shown that when
the shear layer separating the slow boundary layer near the water surface and the
wind layer above is thin, the optimal (minimum wind) trajectory of dynamic soar-
ing is composed of a sequence of small-amplitude arcs, rather than a succession of
half-turns, as previously thought. This understanding allows for an efficient model
reduction and the production of an analytic solution of the minimum-wind problem
or dynamic soaring in thin shears. The description is in good agreement with results
from numerical trajectory optimization, and GPS recording of flying albatrosses.
The sailboat analogy and thin-shear limit trajectory lends itself well to expansions
and generalization. A low-order model of dynamic soaring in a thin but finite shear
layer thickness was proposed. A closed-form analytic asymptotic solution to the
minimum-wind problem was presented, which agrees with 10-20% with numerical
trajectory optimization results both from chapter 2 and from the literature, and is
robust to the particularities of the several wind profiles and dynamic models utilized
across studies.
In part 2, the sailboat analogy is further exploited. A family of air/water wind-
powered systems that merge characteristics of albatrosses (flying and low drag) and
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sailboats (inject momentum into the water by means of a keel) are presented. The
part starts with the study of the modeling and control of a vertical, surface piercing
hydrofoil keel. Understanding and control of the system is potentially beneficial to a
large class of small-scale, high-performance surface vehicles, and in particular to the
class of systems developed in the last chapters of the thesis.
The parallel analysis of the performance of albatrosses and sailboats prompts the
proposition for a class of air/water wind powered systems that emerge from the basic
idea of fitting an albatross-like glider airframe with a sailboat-inspired keel. The
high-level characteristics of this class of systems was discussed qualitatively.
Finally, a particular embodiment of the concept, the a 3.4, 3km "flying sailboat"
was presented. Static trim analysis suggests that the system would be to fly at 8.4+
m/s in winds as low a 5.5 knots, with 45' up/downwind ability even in relatively
light winds, which is a significant improvement over both albatrosses and sailboats.
It was discussed that the possibility to operate the flying sailboat was in large part
conditioned by the ability to fly the system at low height (~10-20% of the span) above
the water surface, immerse the keel and utilize it to generate a controlled side lift
force (injection of momentum into the water), all while retaining attitude and height
control of the system. A multi-input, feedback linearization longitudinal controller
was designed for precise low height flight, and combined with the keel controller. A
maneuver demonstrating the critical operation was experimentally realized with a
proof-of-concept prototype. Finally, simulation of the longitudinal control in wind
and waves was realized.
7.2 Future work
This thesis calls for extensions in several directions. Regarding part 1, the focus
here was on the minimum wind problem. As briefly mentioned in chapter 3, for the
analytic model, it is simple to modify the minimum-wind problem, with the extra
constraint that the mean heading of the glider is constrained to a certain direction V),
Indeed the transformation in the solution is simply w* - w*sin(4). Verifying this
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numerically is a fairly straightforward extension. It would be interesting compare
this against recordings of albatrosses but the uncertainty associated to the velocity
of the boundary layer, as it is perceived by albatrosses, is likely to make quantitative
comparisons difficult. Although the minimum wind problem is very mathematically
clean, other questions are of practical importance, such as the maximum travel speed
for a certain wind speed, or the maximum reachable height, or the cycle with the
least control input, etc. for a given sufficient wind speed (or the ratio between these
quantities and the wind speed in the large wind speed limit). Studying these problems
further, both in the thin shear limit and for finite shears, would constitute useful
extensions to the present analysis. For all these problems, numerical studies exist but
analytic results could help provide important heuristics for online planning.
This thesis has focused on the thin shear limit, which seems to describe well the
albatross' flight. At the other end, the thick shear limit is receiving a lot of attention.
The thick shear limit is more simple computationally as there are typically changes in
the dynamics timescale compared to the thin shear limit, but a priori more involved
analytically as the trajectories are 3D. Still, it is the author's belief that several
aspects of the thick shear limit are left to be discovered.
As far as validation with experimental data is concerned, the amount of albatross
flight recording is rapidly increasing in volume and quality. Yonehara's study uses
recordings of albatrosses to estimate the average wind speed direction. High-quality,
high rate data with 3D and perhaps IMU information (Yonehara's was only 2D),
might allow one to understand and model the flight dynamics and aerodynamics
properties better, and perhaps even estimate the wind field and/or bring valuable
insights about wind/wave interactions.
Results of part 1 may prove valuable starting points for generating a useful heuris-
tics for solving the online planning problem with dynamic programming techniques
in a very efficient way. Efficiently solving the planning problem may now be a rea-
sonably incremental innovation, and on the hardware side, the technology is ripe for
implementation and demonstration on a physical system, at least over flat water.
In the quest for designing a biomimetic (fully airborne) robot for open ocean con-
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ditions, the next main two challenges probably belong to the realm of estimation
and perception: 1) real-time ocean scene understanding and with machine vision and
prediction of the sea surface evolution, a problem where wave physics could be com-
bined with machine learning and 2) efficient estimation of the wind field, which could
include estimation of the wind separation behind waves, updrafts, etc. Amphibious
systems such as the ones described in chapter 5 would also benefit from the aforemen-
tioned developments in perception and estimation. The topic of understanding and
predicting wave breaking is of particular interest: it constitutes a potential hasard
for a low-flying system; it is also the signature of airflow separation over the waves
and potentially indicates the presence of a region of slow-moving air.
In this thesis the quantitative study of the effect of waves on the airborne and
amphibious systems is limited in scope and should be extended to a 3D simulation in
a realistic wind and wave field. The difficulty arises from the uncertainty in modeling
the wind and wave fields on all relevant scales.
Assuming knowledge of the wave field, many interesting control and planning
problems exist for both for airborne and amphibious systems. Interestingly, the sea-
worthiness of the systems is highly dependent on the design, and also the perception,
control and planning problems, making the scope of the study very large.
Specific to the amphibious systems, the hydrofoil design and control contains
fruitful unexplored problems, such as the efficient and fast perception of ventilation
inception and handling via control.
Finally, demonstrating wind-powered flight with the platform presented in chapter
6 should be an incremental problem of manageable complexity.
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