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Résumé
Le but de cette thèse est d'étudier certains opérateurs sur les es-
paces de Dirichlet. Dans la première partie de la thèse on s'intéresse
aux opérateurs de Toeplitz tronqués sur l'espace modèle, plus particu-
lièrement a la stabilité du produit. Nous donnons une démonstration
du théorème de Sedlock pour le produit de deux opérateurs de Toe-
plitz tronqués par la méthode matricielle, ensuite nous proposons une
caractérisation matricielle d'un opérateur de Toeplitz tronqué de type
α dans le cas où la fonction intérieure u est un produit de Blaschke
d'ordre n.
Dans la dexième partie de la thèse nous avons étudier les opérateurs
de composition sur l'espace de Dirichlet. Nous somme intéressés plus
particulièrement, à la fonction de comptage généralisée de Nevanlinna
associée aux symboles. Shapiro a caractérisé la compacité des opéra-
teurs de composition sur l'espace de Hardy à l'aide de la fonction de
comptage de Nevanlinna du symbole. Plus généralement sur les es-
paces de Dirichlet nous avons donner une majoration de la fonction
de comptage généralisée de Nevanlinna par la normes des itérées de
symbole ϕ.
Mots-clés : opérateur de Toeplitz tronqué, matrice de Toeplitz, opérateurs de com-
position, espace modèle, espace de Dirichlet,fonction de comptage de Nevanlinna.
Abstract
The main objectives of this thesis consist
1. In studying of truncated Toeplitz operators in the model space.
2. In studying of composition operators in the Dirichlet spaces.
We give another proof of the Sedlock theorem for the product of two truncated Toeplitz ope-
rators by the matrix method, then we propose a characterization of a the matrix of truncated
operator Toeplitz of type α where the inner function u is a Blaschke product of order n.
In the second part of the thesis we have studied the composition operators on the Dirichlet
space. We are particularly interested in the generalized Nevanlinna counting function associa-
ted with the symbols. Shapiro characterized the compactness of composition operators on Hardy
space using Nevanlinna counting function of the symbol. More generally on Dirichlet spaces we
obtain an estimation of generalized Nevanlinna counting function by the norme of symbol.
Keywords : Truncated Toeplitz operators, Toeplitz Matrix, Composition operators, Model
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Introduction
Cette thèse se situe à l'interface entre l'analyse fonctionnelle, la théorie des opé-
rateurs et l'analyse complexe. Elle est dédiée à l'étude de certains opérateurs sur
plusieurs espaces fonctionnels. Nous nous intéressons aux opérateurs de Toeplitz
tronqués sur l'espace modèle et aux opérateurs de composition sur l'espace de Diri-
chlet.




la mesure de Lebesgue normalisée sur T et L2(T; dm) l'espace de Lebesgue
usuel sur T.
On déﬁnit l'espace de Hardy H2(D) par l'espace des fonctions analytiques









H2(D) peut être identiﬁé au sous espace fermé de l'espace de Hilbert L2(T, dm)
déﬁni par :
H2(T) = {f ∈ L2(T) : f̂(n) = 0, n < 0}
muni de la norme de L2(T).
Le noyau reproduisant de H2(D) (appelé aussi noyau de Cauchy Szegö), noté kλ
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et donné par la formule :
kλ(z) =
1
1− λz , pour z ∈ T.
D'aprés le théorème de Beurling, les sous espaces fermés non-nul de H2, qui sont
invariants par S, sont de la forme uH2 pour une certaine fonction intérieure u ∈ H2.




pour une certaine fonction intérieure u ∈ H2.
Le sous espace K2u est appelé espace modèle associé à la fonction u.
Comme dans le cas de H2, chaque K2u est un espace à noyau reproduisant noté
kuλ et est déﬁni par :
kuλ(z) = Pu[kλ](z) =
1− u(λ)u(z)
1− λz , (λ, z) ∈ D× T
K2u est de dimension ﬁni si u est un produit de Blaschke d'ordre ﬁni.
L'opérateur de Toeplitz tronqué de symbole ϕ ∈ L∞ sur K2u est déﬁni par :
Auϕ(f) = Pu(ϕf), pour chaque f ∈ K2u.
L'étude des opérateurs de Toeplitz tronqués est un domaine de recherche d'ac-
tualité dans la théorie des opérateurs. Sur l'espace modèle, ces opérateurs ont été
introduits par Sarason en 2007 [33, 35]. En 2010, Sedlock a introduit une nouvelle
classe d'opérateurs de Toeplitz tronqués, connus sous le nom d'opérateurs de Toe-
plitz tronqués de type α [37]. Cette classe d'opérateurs donne des réponses à la
question de stabilité :
"sous quelles conditions le produit de deux opérateurs de Toeplitz tronqués est aussi
un opérateur de Toeplitz tronqué ?"
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Pour α ∈ D, un opérateur de Toeplitz tronqué A est dit de type α si et seulement
s'il existe ϕ ∈ K2u telle que :
A = Aϕ+αSuϕ˜+c, c ∈ C
Dans [37], Sedlock a montré que le produit de deux opérateurs de Toeplitz tronqués
est un opérateur de Toeplitz tronqué si et seulement si l'un des deux cas suivants
est vériﬁé :
(i) cas trivial : l'un des deux opérateurs est égal à cI avec c ∈ C.
(ii) cas non trivial : il existe α ∈ C∗ telle que les deux opérateurs sont tous les
deux de type α, dans ce cas leur produit est aussi de type α.
Dans ce travail on s'intéresse particulièrement aux matrices des opérateurs de
Toeplitz tronqués, car ce type de matrices joue un rôle essentiel dans plusieurs
domaines.
La matrice d'un opérateur de Toeplitz tronqué Aϕ est de la forme :
A =

a0 a−1 · · · · · · a−n+2 a−n+1
a1 a0
. . . a−n+2
a2 a1
. . . . . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . a0 a−1
an−1 · · · · · · a2 a1 a0

(0.0.1)
Ces matrices interviennent dans :
* la théorie de la prédiction,
* les solutions numériques de certaines equations diﬀérentielles,
* traitement du signal et de l'image,
* l'étude des processus gaussiens stationnaires...
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Pour les opérateurs de composition sur les espaces de Dirichlet, le problème auquel
nous nous intéressons concerne la compacité d'un opérateur de composition.
Les opérateurs de composition sur les espaces de Hardy ont été largement étudiés
(voir par exemple [14, 26, 38, 39]).
Rappelons que pour une fonction holomorphe ϕ : D → D, un opérateur de compo-
sition sur H2(D) de symbole ϕ est déﬁni par :
Cϕ : H
2(D) −→ H2(D)
f −→ Cϕ(f) = f ◦ ϕ.
La continuité de Cϕ est essentiellement assurée par le principe de subordination de
Littlewood (1925) [38].
On déﬁnit la fonction de comptage de Nevanlinna de la fonction ϕ, pour tout






log |w| z 6= 0
0 z = 0
La caractérisation de la compacité des opérateurs de composition à l'aide de la
fonction de comptage de Nevanlinna du symbole due a Shapiro [38] qui a montré
que pour une fonction holomorphe ϕ : D → D, l'opérateur Cϕ est compact sur








Les espaces de Dirichlet sont déﬁnis par :
Dα =
{









dAα(z) = (1 + α)(1− |z|)αdA(z), z ∈ D,
où
dA(z) = dxdy/pi, z = x+ iy.
Lorsque α = 1, D1 = H2 est l'espace de Hardy classique et lorsque α = 0,
D0 = D est l'espace de Dirichlet.
Kellay et Lefèvre dans [27] en 2012 ont montré que
pour une fonction holomorphe ϕ : D→ D,
(i) Cϕ est borné dans Dα ⇐⇒ Nϕ,α = O(1− |z|)α, |z| → 1−
(ii) Cϕ est compact dans Dα ⇐⇒ Nϕ,α = o(1− |z|)α, |z| → 1−
pour 0 < α ≤ 1.
Cette thèse est partagée en deux parties :
dans la première partie, qui est composée de deux chapitres, on s'intéresse aux
opérateurs de Toeplitz tronqués sur l'espace modèle particulièrement aux matrices.
Le chapitre 1 est consacré à la présentation de l'espace de Hardy, à savoir
les résultats fondamentaux, en particulier nous donnons la construction des espaces
modèles qui sont les sous-espaces stables par l'adjoint de la multiplication par z.
Nous rappelons quelques notions de base sur l'espace modèle et nous présentons les
propriétés des opérateurs de Toeplitz tronqués.
Dans le chapitre 2 nous rappelons les opérateurs de Toeplitz tronqués de type α
et nous donnons une démonstration du théorème de Sedlock pour le produit de deux
opérateurs de Toeplitz tronqués par la méthode matricielle dans le cas où u(z) = zn.
On montre dans le théorème 2.3.1 que :
Si A et B sont deux matrices de Toeplitz, le produit A × B est une matrice de
Toeplitz si et seulement si l'une des conditions suivantes est vériﬁée :
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1) A et B sont toutes les deux triangulaires inférieures ou triangulaires supé-
rieures.
2) A ou B est un multiple de l'identité.
3) Il existe un α ∈ C tel que A et B sont de la forme :
A =

a0 αan−1 · · · · · · αa2 αa1
a1 a0
. . . αa2
a2 a1
. . . . . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . a0 αan−1




b0 αbn−1 · · · · · · αb2 αb1
b1 b0
. . . αb2
b2 b1
. . . . . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . a0 αbn−1
bn−1 · · · · · · b2 b1 b0

Il est à remarquer que Sedlock a montré l'existence de α. Dans notre cas, nous avons
obtenu une formule explicite de α.
Dans le théorème 2.3.2 on a démontré que, si la fonction intérieure u déﬁnissant
l'espace modèle K2u est un produit de Blaschke d'ordre n associé a un seul zéro (
u(z) = zn ou u(z) = bnλ(z), λ ∈ D) alors la C∗ algèbre engendrée par Su ( où Su est
l'opérateur de Toeplitz tronqué de symbole z) n'est autre que Mn(C), l'ensemble
des matrices carrées d'ordre n à coeﬃcients dans C. D'autre part nous proposons
une caractérisation matricielle d'un opérateur de Toeplitz tronqué de type α dans le
cas où la fonction intérieure u est un produit de Blaschke d'ordre n avec des zéros
simples deux à deux distincts. Nous donnons la représentation d'une matrice d'un
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opérateur de Toeplitz tronqué de type α en utilisant la méthode donnée par Ross
dans [12].
Dans la deuxième partie, qui est composé de deux chapitres, on s'intéresse à
l'étude des opérateurs de composition sur l'espace de Dirichlet.
Dans le troisième chapitre, nous présentons quelques propriétés des opérateurs
de composition sur l'espace de Hardy H2(D), particulièrement consacré à l'étude de
leur compacité.
Dans le dernier chapitre, nous allons étudier les opérateurs de composition
sur l'espace de Dirichlet. Nous nous sommes intéressés plus particulièrement, à la
fonction de comptage généralisée de Nevanlinna associée aux symboles.
Nous avons donné une majoration de la fonction de comptage généralisée de






Nous avons montrer que pour 0 < α < 1,
Nϕ,α(z) . Dα(ϕn+1), n ≥ 1,










D0(ϕm+1), m ≥ 2
Cette majoration nous permet de construire quelques exemples d'opérateurs bor-
nés et compacts dans Dα. Dans l'espace de Hardy où α = 1, nous avons montré une
estimation de la fonction de comptage de Nevanlinna dans le théorème 4.4.6 :











et soit Ω(t) = tβ telle que β > µK , où µK = 1− log 2/log(1/λK).
Alors
Nϕ(z) = O((1− |z|)µK/β(log 1/(1− |z|))µK/β), |z| → 1−.
Dans l'espace de Dirichlet Dα où 0 < α < 1, nous avons montré le théorème
4.4.7 :









telle que α + µK ≥ 1. où µK = 1− log 2/log(1/λK).
Soit Ω(t) = tβ telle que β < min{(1− α)/2, α + µK − 1}. Soit ϕ = ϕΩ,K , alors
Nϕ,α(z) = O((1− |z|)(α+µK−1)/β) (z → 1−).
Un travail similaire à ce qui va suivre a été démontré par El-Fallah, Kellay,
Shabankhah et Youssﬁ [19] dans les espaces de Dirichlet où α = 0.
Dans le théorème 4.4.9 nous avons considéré le cas où 0 ≤ α < 1.









soit Ω : [0, 2pi] → R+ une fonction croissante telle que t → Ω(tγ) soit concave pour










Espace de Hardy et Espace Modèle
Dans ce chapitre on va rappeler quelques déﬁnitions et résultats classiques concer-
nant l'espace de Hardy H2 et ses sous-espaces invariants par l'opérateur shift. Nous
rappelons aussi certaines propriétés des éléments de cet espace, qu'on va utiliser
pour caractériser les sous-espaces invariants par l'adjoint de l'opérateur shift, un tel
espace est appelé espace modèle.
1.1 Espace de Hardy




la mesure de Lebesgue normalisée sur T. L2(T) étant l'espace de Lebesgue
usuel sur T.
L'espace de Hardy H2(T) est l'ensemble des fonctions f ∈ L2(T) dont les coeﬃ-
cients de Fourier de signe négatifs sont nuls, autrement dit





dm(ζ) les coeﬃcients de Fourier d'ordre n.
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On peut identiﬁer H2(T) à l'espace H2(D), l'espace des fonctions holomorphes









χ : H2(D) −→ H2(T)
f −→ f ∗
est un isomorphisme isométrique, où f ∗ est la limite radiale de f .
D'aprés le théorème de Fatou, la limite radiale de toute fonction f ∈ H2(D), qui
est une fonction déﬁnie sur T par :
f ∗(ζ) := lim
r−→1−
f(rζ) ζ ∈ T,
existe presque partout sur T.
On peut montrer que f ∗ ∈ H2(T), f̂(n) = 0 pour n < 0 et que∫
T
log |f ∗||dζ| > −∞.
(Voir [32]).
Puisque H2(T) est un sous-espace fermé de l'espace de Hilbert L2(T), il est aussi
un espace de Hilbert muni du produit scalaire induit par celui de L2(T) déﬁni par :










On déﬁni l'espace H∞(D) par :




Espace de Hardy et Espace Modèle
Soit X un ensemble non vide et H un espace de Hilbert de fonctions à valeurs
complexes sur X. Un noyau reproduisant en λ ∈ X d'un espace de Hilbert H est
une fonction kλ telle que 〈f, kλ〉 = f(z), f ∈ H.
Pour chaque point λ ∈ X, l'application
Φλ : H −→ C
f −→ Φλ(f) = f(λ)
est linéaire continue. Donc, et d'aprés le théorème de représentation de Riesz, il
existe une fonction unique kλ ∈ H telle que f(λ) = 〈f, kλ〉 pour tout f ∈ H.
H2(D) contient une telle fonction en chaque point λ ∈ D, car
pour chaque λ ∈ D, f(λ) est linéaire continue.
Ce noyau reproduisant de H2(D) en λ ∈ D est donné par :
kλ(z) =
1
1− λz , z ∈ D,
et
〈f, kλ〉 = 〈f ∗, k∗λ〉, f ∈ H2,








1− zζ |dζ| f ∈ L
2(T).
Une fonction u ∈ H2(D) est dite intérieure si
|u∗(z)| = 1 presque partout sur T.
Rappelons aussi que, par le théorème de factorisation, chaque fonction f ∈ H2
admet une factorisation unique, à une constante près, de la forme
f = BSF
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où B est un produit de Blaschke, S est une fonction intérieure singulière et F une
fonction extérieure (pour plus de détail voir [14]).










, z ∈ D













, z ∈ D
où σ est une mesure de Borel positive ﬁnie et singulière par rapport à la mesure de
Lebesgue sur T.
BS est appelé le facteur intérieur de la fonction f .
Une fonction extérieure F est une fonction qui peut être exprimée par :







ζ − z log φ(ζ)|dζ|
)
, z ∈ D
où φ est une fonction positive mésurable tel que log |φ| ∈ L1(T), si φ = f on dit que
F est le facteur extérieur de la fonction f .
Ces résultats vont nous permettre de voir une fonction de l'espace de Hardy
comme une fonction holomorphe sur D ou comme une fonction de L2(T). On pourra
alors utiliser la richesse de la théorie des fonctions holomorphes (principe du maxi-
mum etc...) ou la structure de L2(T) pour calculer des normes ou utiliser les pro-
priétés des coeﬃcients de Fourier. Dans la suite, on notera l'espace de Hardy par
H2.
14
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1.2 Espace modèle
L'opérateur de décalage à droite (ou shift) sur H2 est déﬁni par :
S[f ](z) = zf(z) pour f ∈ H2 et z ∈ T,




pour f ∈ H2 et z ∈ T.
Un sous-espaceM de H2 est dit invariant par S s'il est fermé et tel que SM ⊆M.
Le théorème de Beurling donne une caractérisation complète des sous espaces
invariant par le shift dans H2, ils sont tous de la forme :
uH2 = {uh, h ∈ H2},
où u est une fonction intérieure de H2. Le fait que si E est un sous espace fermé
invariant par S dans H2 si et seulement si E⊥ est invariant par S∗ implique que les
sous espaces fermés non nul de H2, invariants par S∗ sont de la forme :
K2u = (uH
2)⊥ = H2 	 uH2
pour une certaine fonction intérieure u ∈ H2.
Le sous espaceK2u est appelé espace modèle correspondant à la fonction intérieure
u, qui est un sous-espace fermé de L2(T).
On note par Pu la projection orthogonale de L
2(T) sur K2u et par Mu et Mu les
opérateurs de multiplication par u et u respectivement.
Proposition 1.2.1. Soit u une fonction intérieure de H2.
(i) MuPMu est la projection orthogonale sur uH
2.
(ii) la projection orthogonale de L2(T) sur K2u est
Pu = P −MuPMu.
15
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Pour tout f ∈ L2(T), on a :










Comme dans le cas de H2, chaque K2u est un espace à noyau reproduisant. On
sait que, si E un sous espace de H2 et kλ est le noyau reproduisant de H
2, alors la
projection orthogonale PEkλ de kλ sur E est le noyau reproduisant de E, donc
kλ − PEkλ
est le noyau reproduisant de E⊥, c'est-à-dire le noyau reproduisant de K2u est la
projection orthogonale de kλ sur K
2
u, il est donné par :
kuλ(z) =
1− u(λ)u(z)
1− λz , (λ, z) ∈ D× T.
En eﬀet, si f = uh ∈ uH2, alors
f(λ) = u(λ)h(λ) = u(λ)〈h, kλ〉
= u(λ)〈uf, kλ〉
= 〈f, u(λ)ukλ〉,
donc le noyau reproduisant de uH2 est u(λ)u(z)kλ.
Si f ∈ K2u alors
f(λ) = 〈f, kλ〉
= 〈f, kλ〉 − u(λ)〈f, ukλ〉
= 〈f, (1− u(λ)u)kλ〉.
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De plus (1− u(λ)u)kλ ∈ K2u car, pour tout h ∈ H2,
〈uh, (1− u(λ)u)kλ〉 = u(λ)h(λ)− u(λ)〈uh, ukλ〉
= u(λ)h(λ)− u(λ)〈h, kλ〉
= u(λ)h(λ)− u(λ)h(λ) = 0.
On déduit que :
f(λ) = 〈f, kuλ〉, f ∈ K2u.
Une fonction f analytique sur D admet une limite non-tangentielle l au point
ω ∈ T si pour tout θ > 0 f(z) → l quand z → ω sur toute région non-tangentielle
Γθ(ω) = {z ∈ D : |z − ω| < θ(1− |θ|)}.
On dit que la fonction u admet une dérivée angulaire au sens de Carathéodory
au point η ∈ T si u a une limite non-tangentielle au point η et u′ admet une limite
non-tangentielle u′(η) au point η.
On sait que u admet une dérivée angulaire au sens de Carathéodory au point η si
et seulement si chaque fonction dans K2u possède une limite non-tangentielle η [36].
Donc il existe un noyau reproduisant kuη telle que 〈f, kuη 〉 = f(η).
Autrement dit kuη est la limite de k
u
λ en faisant tendre λ vers η non-tangentiellement
dans le disque et donc
kuη =
1− u(η)u(z)
1− ηz , z ∈ T.
Proposition 1.2.2. Soit u une fonction intérieure.
L'espace modèle K2u est l'ensemble des fonctions f ∈ H2 telles que f = uzg presque
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Pour chaque f ∈ K2u, on a f ⊥ uH2 donc
〈f, uh〉 = 0,∀h ∈ H2 ⇔ 〈uf, h〉 = 0,∀h ∈ H2
⇔ uf ∈ (H2)⊥ = L2 H2 = zH2
⇔ f ∈ uzH2 car |u| = 1, p.p sur T,
alors f ∈ (uH2)⊥ si et seulement si f ∈ uzH2.
Pour chaque fonction intérieure u, les compressions de S et S∗ sur K2u sont notées
respectivement par Su et S
∗
u.
Dans ce qui suit nous allons proposer quelques exemples d'espaces modèles de
dimension ﬁnie où on peut décrire explicitement les éléments.
Proposition 1.2.3. Soit u une fonction intérieure.
1) Si u(z) = zn alors K2u est l'ensemble des polynômes de degré (n− 1) à coeﬃ-
cients dans C . C'est-à-dire
K2u =
{
a0 + a1z + a2z
2 + ...+ an−1zn−1; a0, a1, ..., an−1 ∈ C
}
.
2) Si u est un produit de Blaschke d'ordre ﬁni avec des zéros λ1, λ2, · · · , λn, comp-
tés avec leurs ordre de multiplicité alors :
K2u =
{
a0 + a1z + a2z
2 + · · ·+ an−1zn−1
(1− λ1z)(1− λ2z) · · · (1− λnz)
; (ai)0≤i≤n−1 ∈ C
}
(1.2.1)
3) Si u est un produit de Blaschke d'ordre ﬁni avec des zéros deux à deux distincts
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Démonstration.
On va montrer directement la deuxième propriété car la première propriété est un
cas particulier de la deuxième.
On suppose que les zéros λ1, λ2, · · · , λn du produit de Blaschke sont simples et deux
à deux distincts. On a :
〈uh, kλj〉 = u(λj)h(λj) = 0,
pour tout h ∈ H2 et pour tout j ∈ {1, 2, ..., n}, alors
span{kλj ; 1 ≤ j ≤ n} ⊆ K2u.
Si f(λj) = 〈f, kλj〉 pour tout j ∈ {1, 2, ..., n}, alors u divise f et donc f ∈ uH2.
Ainsi
span{kλj ; 1 ≤ j ≤ n}⊥ ⊆ (K2u)⊥.
Comme K2u = span{kλj ; 1 ≤ j ≤ n}, alors toute combinaison linéaire des kλj pour
j ∈ {1, 2, ..., n} peut être exprimé comme une fonction rationnelle du même type de
(1.2.1).
Et réciproquement, tout expression du type (1.2.1) peut être décomposée comme
combinaison linéaire des fonctions kλ1 , kλ1 , ..., kλn .
Si λ est un zéro d'ordre m de u, il faut remplacer kλ par ses dérivées d'ordre in-
férieure ou égal à m − 1, c'est-à-dire kλ, k′λ, k′′λ, · · · , k(m−1)λ à la place de kλ dans la
démonstration précédente.
1.2.1 Opérateurs de conjugaison
Déﬁnition 1.2.4. Soit H un espace de Hilbert sur C. Un opérateur de conjugaison
sur H est un opérateur C : H → H vériﬁant
(i) 〈Cx,Cy〉 = 〈y, x〉.
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(ii) C2 = IdH
Un opérateur T déﬁni sur H est dit C-symétrique s'il existe un opérateur de
conjugaison C sur H tel que T ∗ = CTC.
Chaque espace modèle K2u admet un opérateur de conjugaison
C : K2u −→ K2u
déﬁni par
C[f ](z) = u(z)zf(z), f ∈ K2u, z ∈ T. (1.2.2)
Dans ce qui suit, l'image de chaque fonction f par l'opérateur de conjugaison C
déﬁni dans la relation 1.2.2 est notée f˜ c'est-à-dire f˜ = C[f ].
Nous rappelons dans ce qui suit quelques résultats concernant les noyaux reprodui-
sant et l'opérateur de conjugaison.
Lemme 1.2.5. Pour chaque λ ∈ D et z ∈ T, on a :
1) k˜uλ(z) =
u(z)− u(λ)




z − λ .
2) f˜(λ) = 〈k˜uλ, f〉, f ∈ K2u.
Démonstration.
Montrons d'abord (1).












z − λ .
La propriété (2) découle des égalités suivantes :
〈k˜uλ, f〉 = 〈Ckuλ, f〉 = 〈Ckuλ, C2f〉 = 〈Cf, kuλ〉 = 〈f˜ , kuλ〉 = f˜(λ).
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1.3 Opérateurs de Toeplitz
Dans cette partie nous nous intéressons aux opérateurs de Toeplitz tronqués sur
l'espace modèle et aux opérateurs de composition sur l'espace de Hardy et plus
généralement les espaces de Dirichlet.




f −→ Tϕ(f) = P (ϕf),
où P est la projection orthogonale de L2 sur H2.
Brown et Halmos ont montré qu'un opérateur T borné sur H2(T) est un opérateur
de Toeplitz si et seulement si
S∗TS = T.
La matrice A = (aij)i,j de l'opérateur de Toeplitz Tϕ déﬁnit sur H
2 dans la base
{1, z, z2, z3, · · · } est donnée par :




ϕ̂(0) ϕ̂(−1) ϕ̂(−2) · · ·
ϕ̂(1) ϕ̂(0) ϕ̂(−1) · · ·
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f −→ Auϕ(f) = Pu(ϕf),
où Pu est la projection orthogonale de L
2(T) sur K2u.
L'ensemble des opérateurs de Toeplitz tronqués sur K2u est noté par Tu.
L'adjoint (Auϕ)
∗ de Auϕ ∈ Tu est l'opérateur de Toeplitz tronqué de symbole ϕ.
On note par K∞u = K
2
u ∩H∞.
Il est à remarquer que K∞u est dense dans K
2
u ( [24, 33]).
Lemme 1.3.1. ([23]) Les opérateurs de Toeplitz tronqués sur K2u sont C-symétriques
par l'opérateur de conjugaison C déﬁni dans la relation (1.2.2).
Démonstration.
Soit ϕ ∈ L2 telle que Auϕ ∈ Tu, pour tout f ∈ K∞u et g ∈ K2u, on a :









= 〈Auϕf, g〉 = 〈(Auϕ)∗f, g〉.
Pour ϕ ∈ K2u l'opérateur de Toeplitz tronqué Auϕ commute avec Su, et son adjoint
(Auϕ)
∗ commute avec S∗u.
L'opérateur de Toeplitz tronqué Auϕ est la compression sur K
2
u de l'opérateur de
Toeplitz Tϕ déﬁni sur H
2, et Su est la compression de S sur K
2
u donc, puisque
ϕ ∈ K2u ⊂ H2, Tϕ commute avec S alors Auϕ commute avec Su et son adjoint (Auϕ)∗
commute avec S∗u.
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Lemme 1.3.2. Soit u une fonction intérieure. Soit kuλ le noyau reproduisant de K
2
u.





λ − u(λ)k˜u0 , (1.3.2)
Suk˜uλ = λk˜
u
λ − u(λ)ku0 . (1.3.3)












(k˜uλ − k˜u0 ). (1.3.5)
Ces égalités sont aussi vraies pour λ ∈ T et si u admet une dérivée angulaire au
sens de Carathéodory au point λ.
Démonstration.
Soit u ∈ H2 une fonction intérieure.














= fS∗(g) + S∗(f)g(0).






Espace de Hardy et Espace Modèle
Posons f = (1− u(λ)u) et g = kλ, l'équation précédente devient :
S∗uk
u
λ = (1− u(λ)u)S∗kλ + kλ(0)S∗(1− u(λ)u)
= (1− u(λ)u)kλ − kλ(0)
z







= (1− u(λ)u)λkλ − u(λ)k˜u0
= λkuλ − u(λ)k˜u0 ,
Pour la deuxième égalité en appliquant l'opérateur de conjugaison C à la













= λk˜uλ − u(λ)ku0 .













































(kuλ − ku0 ),
la deuxième égalité découle de la première égalité, si en appliquant l'opérateur


















(k˜uλ − k˜u0 ).
Déﬁnition 1.3.3. Soient H un espace de Hilbert sur C et x, y ∈ H. Le produit
tensoriel de x et y est l'opérateur sur H déﬁni par :
x⊗ y : z ∈ H −→ 〈z, y〉.x ∈ H
Ce produit tensoriel est de rang 1.
Dans le lemme suivant on présente quelques propriétés du produit tensoriel.
Lemme 1.3.4. Soit H un espace de Hilbert sur C et soient x, y, z, t ∈ H. Soit A un
opérateur continu sur H, alors
1) A(x⊗ y) = A(x)⊗ y et (x⊗ y)A = x⊗ A∗(y),
2) (x⊗ y)(z ⊗ t) = 〈z, y〉x⊗ t,
3) (x⊗ y) + (z ⊗ y) = (x+ z)⊗ y,
4) x⊗ y = z ⊗ t⇔ ∃ α ∈ C \ {0} : x = αz et y = αt.
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Lemme 1.3.5. [33] Soit u ∈ H2 une fonction intérieure. Alors
a) I − SuS∗u = ku0 ⊗ ku0 ,
b) I − S∗uSu = k˜u0 ⊗ k˜u0 .
Le symbole de l'opérateur de Toeplitz Tϕ déﬁni sur l'espace de Hardy est unique
car Tϕ = 0 si et seulement si ϕ = 0.
Par contre dans l'espace modèle ce n'est pas le cas, le symbole d'un opérateur de
Toeplitz tronqué n'est pas unique, on peut voir par exemple que l'opérateur de
symbole ϕ sur K2u est souvent nul même si ϕ 6= 0. On a le théorème de Sarason [33]
suivant :
Théorème 1.3.6. Soit ϕ ∈ L2. Alors
Auϕ = 0 si et seulement si ϕ ∈ uH2 + uH2.
Démonstration.
Soit ϕ ∈ L2.
On suppose que ϕ ∈ uH2 + uH2, alors il existe ψ, χ ∈ H2 telles que :
ϕ = uψ + uχ.
Pour tout f ∈ K∞u on a :
ϕf = uψf + uχf
qui est orthogonale à K2u car uK
∞
u ⊂ uH∞ et uK∞u ⊂ uH∞.
Donc Auϕ = 0 pour tout f ∈ K∞u et ainsi Auϕ = 0 (car K∞u est dense dans K2u).
Réciproquement, on suppose que Auϕ = 0, et ϕ = ψ + χ avec ψ, χ ∈ H2. Donc
Auψ = −Auχ.
Les opérateurs Auχ et S
∗
u commutent, ainsi que les opérateurs A
u
ψ et Su, alors les
opérateurs Auψ et A
u
χ commutent avec Su et S
∗
u. Donc
Auψ(I − SuS∗u) = (I − SuS∗u)Auψ,
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et
Auψ(I − SuS∗u)ku0 = (I − SuS∗u)Auψku0 . (1.3.6)
En appliquant le lemme 1.3.5 on obtient :








= 〈ku0 , ku0 〉Auψku0
et aussi
(I − SuS∗u)Auψku0 = (ku0 ⊗ ku0 )Auψku0
= 〈Auψku0 , ku0 〉ku0 .
Donc l'équation 1.3.6 devient :
〈ku0 , ku0 〉Auψku0 = 〈Auψku0 , ku0 〉ku0 .
D'òu Auψk
u
0 est un multiple de k
u







0 = (Auψ − cI)ku0 = Pu
[
(ψ − c)(1− u(0)u)
]
= Pu(ψ − c),






Ce qui implique que
ψ − c ∈ uH2
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alors
Aψ−c = 0,
et de plus on a :
Auψ = cI.
Comme Auψ = −Auχ alors
Auχ = −cI.
En répétant le même raisonnement ci-dessus, on trouve que χ+ c ∈ uH2 donc
χ+ c ∈ uH2.
D'où
ϕ = ψ − c+ χ+ c ∈ uH2 + uH2.
Dans la proposition suivante nous donnons un exemple très simple d'un opérateur
de Toeplitz tronqué qui a plus qu'un seul symbole.
Proposition 1.3.7. Soit u une fonction intérieure. Soient A1, Aku0 et Aku0 les opé-
rateurs de Toeplitz tronqués des symboles 1, ku0 et k
u
0 respectivement. Alors
I = A1 = Aku0 = Aku0 .
Démonstration.
Soit f ∈ K2u.
On a : A1f = Pu(1 · f) = Pu(f) = f, alors A1 = I.
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Et on a :










= 0 (car uf ∈ uH2 = (K2u)⊥),





Théorème 1.3.8. (Sarason [33]) Pour λ ∈ D,
1) les opérateurs k˜uλ ⊗ kuλ et kuλ ⊗ k˜uλ sont des opérateurs de Toeplitz tronqués de
rang 1,
2) Si u admet une dérivée angulaire au sens de Carathéodory au point η ∈ T alors
kuη ⊗ kuη est un opérateur de Toeplitz tronqué de rang 1,
3) Les seuls opérateurs de Toeplitz tronqués de rang 1 sont des multiples des
opérateurs déﬁnis dans (1) et (2).
Dans [33] Sarason a montré aussi que pour λ ∈ D :
1) l'opérateur de Toeplitz tronqué k˜uλ ⊗ kuλ est de symbole
u
z − λ
2) l'opérateur de Toeplitz tronqué kuλ ⊗ k˜uλ est de symbole
u
z − λ
3) pour η ∈ T, l'opérateur de Toeplitz tronqué kuη ⊗kuη est de symbole kuη +kuη −1.
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Opérateurs de Toeplitz tronqués
Dans le chapitre precédent, on a déﬁni l'espace modèle K2u correspondant à la
fonction intérieure u ∈ H2 ainsi que les opérateurs de Toeplitz tronqués sur les es-
paces modèles. Pour la suite de cette partie on va s'intéresser à une classe spéciale
d'opérateurs de Toeplitz tronqués sur les espaces modèles introduit par Sedlock dans
[37], les opérateurs de Toeplitz tronqués est de type α. On s'intérèsse particulière-
ment aux matrices de ces opérateurs dans certaines bases de K2u.
2.1 Produit d'opérateurs de Toeplitz
Parmi les problèmes qui nous intéressent pour les opérateurs de Toeplitz est leur
produit, car l'ensemble des opérateurs de Toeplitz n'est pas stable par la multiplica-
tion et c'est rare où le produit de deux opérateurs de Toeplitz est aussi un opérateur
de Toeplitz. Sur l'espace de Hardy, Brown et Halmos [8] en 1962 ont donné une
condition nécéssaire et suﬃsante pour que le produit de deux opérateurs de Toeplitz
sur H2(T) soit un opérateur de Toeplitz.
Théorème 2.1.1. Soient ϕ et ψ deux fonctions bornées sur T. Le produit TϕTψ
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est un opérateur de Toeplitz si et seulement si ψ est anti-analytique ou si ϕ est
analytique. Dans les deux cas on a :
TϕTψ = Tϕψ.
Démonstration.
Soient (ai−j)i,j≥0, (bi−j)i,j≥0 et (cij)i,j≥0 les matrices de Tϕ , Tψ et TϕTψ respective-
ment, c'est-à-dire que pour tout n ∈ Z, les (an) sont les coeﬃcients de Fourier de ϕ









ci+1,j+1 = cij + ai+1b−j−1.
Il vient que, pour tous entiers positifs i et j,
si ci+1,j+1 = cij alors ai+1b−j−1 = 0.
Si la matrice (cij)i,j≥0 est une matrice de Toeplitz, donc le produit TϕTψ est un
opérateur de Toeplitz, alors
(i) soit ai+1 = 0 pour tout entier positif i ou bien b−j−1 = 0 pour tout entier
positif j, ce qui est équivalent à dire que soit ϕ̂(n) = 0 pour tout entier n ≥ 1
et donc ϕ est anti-analytique,
(ii) ou bien ψ̂(n) = 0 pour tout entier n ≤ −1, donc ψ est analytique.
Réciproquement, si ψ est analytique alors Tψ est l'opérateur de multiplication par
ψ et donc pour toute fonction f dans H2
TϕTψf = Tϕ(ψf) = P (ϕψf) = Tϕψf.
Et si ϕ est anti-analytique alors son adjoint ϕ est analytique, alors
(TϕTψ)
∗ = TψTϕ = Tψϕ = (Tϕψ)
∗.
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Par un deuxième passage à l'adjoint, on obtient que
TϕTψ = Tϕψ.
2.2 Opérateurs de Toeplitz tronqués de type α
En 2010, Sedlock [37] a introduit la notion d'opérateur de Toeplitz tronqué de
type α.
Déﬁnition 2.2.1. Soit α ∈ D. Un opérateur de Toeplitz tronqué A est dit de type
α si et seulement s'il existe ϕ ∈ K2u telle que
A = Aϕ+αSuϕ˜+c , c ∈ C.
On note par Bαu l'ensemble des opérateurs de Toeplitz tronqués de type α.
Proposition 2.2.2. Si Aφ est de type α, alors il existe ϕ0 ∈ K2u et c ∈ C telle que
ϕ0(0) = 0 et Aφ = Aϕ0+αSuϕ˜0+c.
Comme exemple d'opérateurs de Toeplitz tronqués de type α, on a les opérateurs
de Toeplitz tronqués de rang 1 donnés par Sedlock dans [37].
Lemme 2.2.3. (Sedlock [37]) Soit λ ∈ D alors,
(i) Si λ ∈ D, l'opérateur k˜uλ ⊗ kuλ est un opérateur de Toeplitz tronqué de type α,
où α = u(λ), son symbole est la fonction φ = k˜uλ + u(λ)Suk
u
λ
(ii) Si λ ∈ T et u admet une dérivée angulaire au sens de Carathéodory en λ,
l'opérateur kuλ ⊗ kuλ est un opérateur de Toeplitz tronqué de type u(λ) et son
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Démonstration.
(i) On a :
k˜uλ(z) =
u(z)− u(λ)
z − λ =
u(z)





z − λ =
u(z)− u(λ)
z − λ +
u(λ)





D'aprés le théorème 1.3.8 l'opérateur de Toeplitz tronqué k˜uλ⊗kuλ est de symbole
u
z − λ alors













donc k˜uλ ⊗ kuλ est de type u(λ).
(ii) On a déja vu dans le théorème 1.3.8 que pour λ ∈ T alors kuλ ⊗ kuλ est un
opérateur de Toeplitz tronqué de symbole kuλ + k
u












d'aprés l'équation 1.3.3, on a :
Suk˜uλ = u(λ)(k
u




= Au(λ)(kuλ−ku0 ) = Au(λ)(kuλ−1)
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donc
Akuλ−1 = Akuλ−ku0 = Au(λ)Suk˜uλ
par conséquant
kuλ ⊗ kuλ = Akuλ+kuλ−1 = Akuλ+u(λ)Suk˜uλ .
Donc kuλ ⊗ kuλ est un opérateur de Toeplitz tronqué de type u(λ).
Dans la suite on va montrer que tous les opérateurs de Toeplitz tronqués de rang
1 appartiennent à une certaine classe Bαu pour un certain α.
En utilisant les résultats du théorème 1.3.8 et du lemme 2.2.3, on a le théorème
suivant :
Théorème 2.2.4. Tout opérateur de Toeplitz tronqué de rang 1 appartenant à une
certaine classe Bαu , telle que α est de la forme α = u(λ) pour un certain λ ∈ C.
Démonstration.
Soit A ∈ Tu tel que A est de rang 1. Daprès le théorème 1.3.8, on a :
(i) ou bien, A est multiple de l'un des opérateurs k˜uλ ⊗ kuλ où kuλ ⊗ k˜uλ.
(ii) ou bien A est multiple de kuλ ⊗ kuλ où u admet une dérivée angulaire au sens
de Carathéodory au point λ.
Et d'aprés le Lemme 2.2.3 l'opérateur A est un opérateur de Toeplitz tronqué de
type u(λ).
Dans [37], Sedlock nous donne plusieurs caractérisations d'un opérateur de Toe-
plitz tronqué de type α.
Lemme 2.2.5. Soient A un opérateur borné et α ∈ D.
Les assertions suivantes sont équivalentes :
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1) A ∈ Bαu
2) Il existe ϕ ∈ K2u telle que
A = Aϕ+ αu(ϕ− ϕ(0)).
3) Il existe ϕ ∈ K2u telle que
A = A ϕ
1− αu
.
4) Ils existent ϕ1, ϕ2 ∈ K2u continues telles que
A = Aϕ1+ϕ2 et αSuϕ˜1 − ϕ2 ∈ span(ku0 ).
Démonstration.
Soient A un opérateur borné et α ∈ D.
1)⇒ 2) Si A ∈ Bαu , par déﬁnition il existe ϕ ∈ K2u telle que A = Aϕ+ αSuϕ˜
Rappelons que l'opérateur Su est un opérateur de Toeplitz tronqué de symbole
z, donc Su est C-symétrique c'est-à-dire
SuCSu = C
∗,














= Aϕ+ αu(ϕ− ϕ(0)).
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Vue que uϕ ∈ zH2, d'après la proposition 1.2.2, on a : uϕ ∈ zH2 ⊂ H2.
Par un calcul simple on obtient, pour f, g ∈ K2u :
〈ϕukf, g〉 = 〈uk−1f, uϕg〉 = 0, pour tout k ≥ 2.
Il résulte que :
Aϕ+ αu(ϕ− ϕ(0)) = Aϕ+ ϕαu = A ϕ
1− αu
.
3)⇒ 4) Supposons que A = A ϕ
1−αu







ϕ1 = ϕ, ϕ2 = αSuϕ˜,
de plus
αSuϕ˜1 − ϕ2 = αSuϕ˜− αSuϕ˜ = 0 ∈ span(ku0 ).
4)⇒ 1) Supposons que A = Aϕ1 + ϕ2 tel que αSuϕ˜1 − ϕ2 ∈ span(ku0 ), alors
ϕ2 = αSuϕ˜1 + ck
u
0 avec c ∈ C.
Donc
Aϕ1+ϕ2 = Aϕ1 + αSuϕ˜1 + cku0
,
puisque Acku0 = cA1 = cI, on déduit que A ∈ Bαu .
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Dans [37], Sedlock a généralisé les résultats de Brown et Halmos pour répondre
à la question : "Pour quel type de ϕ et ψ, l'opérateur AϕAψ est un opérateur de
Toeplitz tronqué ?".
Théorème 2.2.6. Soient ϕ, ψ ∈ K2u.
Alors AϕAψ est un opérateur de Toeplitz tronqué si et seulement si l'un des deux cas
suivants est vériﬁé :
(i) cas trivial : ou bien Aϕ ou bien Aψ est égal à cI avec c ∈ C.
(ii) cas non trivial : il existe α ∈ C∗ telle que Aϕ et Aψ sont tous les deux de type
α et dans ce cas AϕAψ est aussi de type α.
2.2.1 Shift généralisé
Les opérateurs Su et S
∗
u sont des opérateurs de Toeplitz tronqués de symbole








Un autre exemple fondamentale d'opérateurs de Toeplitz tronqués est l'opérateur
shift généralisé (ou modiﬁé) Sαu qui est déﬁni comme suit :
pour α ∈ D, on déﬁnit l'opérateur Sαu par :





Notons que S0u = Su.
Ces opérateurs ont été déﬁnis par Sarason et Clark (voir [33, 13]). Ils sont la
somme de deux opérateurs de Toeplitz tronqués. Si |α| = 1, Sαu est un opérateur
unitaire appelé opérateur unitaire de Clark.
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On a déja vue qu'un opérateur T sur H2(T) est un opérateur de Toeplitz si et
seulement si S∗TS = T. Sur l'espace modèle K2u Sarason a caractérisé les opérateurs
de Toeplitz tronqués par le shift généralisé dans le théorème suivant :
Théorème 2.2.7. (Sarason 2007) Soit α ∈ C. Un opérateur borné A sur K2u est un
opérateur de Toeplitz tronqué si et seulement s'ils existent deux fonctions ϕ, ψ ∈ K2u
telles que :
A− SαuA(Sαu )∗ = (ϕ⊗ ku0 ) + (ku0 ⊗ ψ)
Le corollaire suivant est un résultat du théorème précédent.
Corollaire 2.2.8. Si un opérateur borné A ∈ K2u commute avec Sαu alors A est un
opérateur de Toeplitz tronqué.
Lemme 2.2.9. Soit α ∈ D .









Soit α ∈ D
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Alors









































L'opérateur shift généralisé joue un rôle essentiel dans l'étude des opérateurs de
Toeplitz tronqués, le théorème suivant, donné par Sedlock dans [37], caractérise les
opérateurs de Toeplitz tronqués de type α en terme de Sαu .
Théorème 2.2.10. Soit A un opérateur borné sur K2u et soit α ∈ D.





Soit A un opérateur borné sur K2u et soit α ∈ D.
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(⇐) On suppose que ASαu = SαuA, d'après le corollaire 2.2.8, A est un opérateur de
Toeplitz tronqué, donc C-symmétrique. On sait que :


















0 ⊗ (A˜ku0 ).
D'où








0 ⊗ (SuA˜ku0 )


























est un symbole de A, alors A est de
type α.
Sedlock a montré dans [37] que la seule classe d'opérateurs de Toeplitz tronqués
qui est stable par la multiplication est la classe d'opérateurs de Toeplitz tronqués
de type α.
Théorème 2.2.11. (Sedlock [37]) Pour α ∈ C ∪ {∞}, on a :
(i) Bαu = {Sαu}′, le commutant de Sαu .
(ii) Bαu est une algèbre commutative fermée.
(iii) A ∈ Bαu si et seulement si A∗ ∈ B1/αu .
(iv) Si A ∈ Bαu est inversible alors A−1 ∈ Bαu .
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(v) Deux opérateurs de Toeplitz tronqués Aϕ et Aψ commutent si et seulement s'ils
appartiennent à une même classe Bαu pour un certain α, dans ce cas le produit
AB ∈ Bαu .
(vi) Si α1 6= α2 ∈ C ∪ {∞} alors Bα1u ∩ Bα2u = CI où I désigne l'opérateur identité
sur K2u.
(vii) Pour chaque α, la classe Bαu est une sous-algèbre maximale contenue dans Tu.
2.3 Matrice d'un opérateur de Toeplitz tronqué
Dans cette partie, on s'intéresse aux matrices des opérateurs de Toeplitz tronqués
sur l'espace modèle dans le cas où la fonction intérieure est égale a zn, ou bien un
produit de Blaschke d'ordre ﬁni.
2.3.1 Exemples de matrices d'un opérateur de Toeplitz tron-
qué
Si u(z) = zn et ϕ ∈ L2, la famille S = {1, z, z2, ..., zn} est une base orthonormée
de K2u et la matrice de l'opérateur de Toeplitz tronqué Aϕ relativement à la base S
n'est autre qu'une matrice de Toeplitz usuelle donnée par la formule 1.3.1 formée
par les coeﬃcients de Fourier de la fonction ϕ.
En eﬀet, si A = (akj)0≤k,j≤(n−1) est la matrice de Aϕ dans la base S alors
akj = ϕ̂(k − j).
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La matrice de Aϕ relativement à la base S est de la forme :
A =

a0 a−1 · · · · · · a−n+2 a−n+1
a1 a0
. . . a−n+2
a2 a1
. . . . . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . a0 a−1
an−1 · · · · · · a2 a1 a0

(2.3.1)
la matrice du shift généralisé Sαu est de la forme :
M = MSαu =

0 0 · · · 0 α





. . . . . . 0
0 0 · · · 1 0

(2.3.2)
Il est facile de vériﬁer que :
M2 =

0 0 · · · 0 α 0
0 0 0 α
1 0





. . . . . . 0 0
0 0 · · · 1 0 0

de plus on trouve que :
Mn =

α 0 · · · 0 0





. . . . . . 0
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donc la matrice de l'opérateur de Toeplitz tronqué Aϕ peut s'écrire sous la forme :
A = I + αM + αM2 + . . .+ αMn−1
2.3.2 Démonstration du théorème de Sedlock par la méthode
matricielle
La méthode utilisée par Sedlock dans [37], pour le produit des opérateurs de
Toeplitz tronqués montre seulement l'existence de α.
Dans notre cas, nous avons obtenu une formule explicite de α dans le cas où
u(z) = zn.
Rappelons que sur K2u, pour u(z) = z
n et ϕ ∈ L2, la matrice de l'opérateur de
Toeplitz tronqué Aϕ déﬁnit sur l'espace K
2
u relativement à la base S est donnée par
la formule 2.3.1.
On s'intéresse à ce type de matrices, qui sont souvent utilisées.
Par exemple, pour α = 1, notre matrice n'est autre que la matrice circulante,
A =

a0 a1 · · · · · · an−2 an−1
a1 a0
. . . an−2
a2 a1
. . . . . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . a0 a1
an−1 · · · · · · a2 a1 a0

et si on multiplie notre matrice par 1
α
on trouve la matrice alpha-circulante.
Théorème 2.3.1. Soient A et B deux matrices de Toeplitz. Le produit A × B est
une matrice de Toeplitz si et seulement si l'une des condition suivantes est vériﬁée :
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(i) A et B sont toutes les deux triangulaires inférieures ou triangulaires supé-
rieures
(ii) A ou B est un multiple de l'identité.
(iii) Il existe un α ∈ C tel que A et B sont de la forme :
A =

a0 αan−1 · · · · · · αa2 αa1
a1 a0
. . . αa2
a2 a1
. . . . . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . a0 αan−1




b0 αbn−1 · · · · · · αb2 αb1
b1 b0
. . . αb2
b2 b1
. . . . . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . a0 αbn−1
bn−1 · · · · · · b2 b1 b0

Démonstration.
Notons A = (aij)1≤i,j≤n = (ai−j)1≤i,j≤n






C est une matrice de Toeplitz si et seulement si :




Nous distinguons deux cas pour cette égalité.
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ai−k+1bk−j−1 pour i = 0, 1, ..., n− 2. (2.3.4)
En déduit l'égalité









(ii) Pour i 6= j, posons l = i− j, j = i− l avec |l| = 1, ..., n− 2, nous avons :












ai−n+1bn−1−i+l = ai+1b−1−i+l (2.3.8)




































b−1 = βbn−1, b−2 = βbn−2, ..., b−n+1 = βb1
Nous avons deux alternatives pour β.
(a) Si β = 0 alors b−1 = b−2 = ... = b−n+1 = 0, et en revenant dans 2.3.9, on
a :
(i) soit a−n+1 = 0 pour tous les i ∈ {0, 1, ..., n},
(ii) ou bien b1 = b2 = ... = bn = 0
En résumé, si β = 0 alors A et B sont toutes les deux triangulaires
inférieures ou B est multiple de l'identité.
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(b) Si β 6= 0 dans ce cas on a :
b−1 = βbn−1, b−2 = βbn−2, ..., b−n+1 = βb1
Nous avons encore deux cas :






Donc A et B sont de la forme suivante
A =

a0 αan−1 · · · · · · αa2 αa1
a1 a0
. . . αa2
a2 a1
. . . . . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . a0 αan−1





b0 αbn−1 · · · · · · αb2 αb1
b1 b0
. . . αb2
b2 b1
. . . . . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . a0 αbn−1
bn−1 · · · · · · b2 b1 b0

(ii) Si b1 = b2 = ... = bn = 0 alors B est un multiple de l'identité.
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2.3.3 C∗ algèbre engendrée par Su
Dans cette partie, nous allons montrer que, si u(z) = zn ou u(z) = bnλ(z), λ ∈ D
alors la C∗ algèbre engendrée par Su n'est autre queMn(C), l'ensemble des matrices
carrées d'ordre n à coeﬃcients dans C.
Théorème 2.3.2. Soit u la fonction intérieure u(z) = zn. On désigne par A la
matrice de Su par rapport à la base orthogonale S = {1, z, z2, ..., zn−1} de K2u alors
Eij = A
∗(n−1−i)An−1A∗j pour 0 ≤ i, j ≤ n− 1








0 si k 6= j
fi si k = j




0 si k < l





0 si k 6= 0





0 si k < j
fk−j si k > j
Donc
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1) si k < j on a :
A∗(n−1−i)An−1A∗j(fk) = 0
2) si k > j on a :
An−1A∗j(fk) = An−1(fk−j) =

−→
0 si k − j 6= 0





0 si k 6= j




0 si k 6= j




0 si k 6= j
fi si k = j
= Eij(fk).
Donc Eij est un produit des puissances de A et A
∗, alors {Eij}0≤i,j≤n−1 ⊆ C∗(Su),
ce qui implique que C∗(Su) = Mn(C).
Le corollaire suivant est un résultat du Théorème 2.3.2, qui montre qu'on peut
avoir le même résultat si la fonction intérieure u est un produit de Blaschke d'ordre
n avec un seul zéro répété n-fois.
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Démonstration.
Rappellons que la transformation de Möbius déﬁnie par
bλ : z 7→ bλ(z) = z − λ
1− λz
est une transformation conforme qui envoie 0 à z et vice versa.
Cima, Garcia, Ross et Wogen dans leurs papier [11] ont montré que Tzn ∼= T(bλ)n .
Si A est la matrice de Szn par rapport à la base orthogonale S = {1, z, z2, ..., zn−1}







de K2(bλ)n alors A est unitairement équivalente à B, donc il existe






= U∗EijU = Eij.
Donc C∗(S(bλ)n) = Mn(C).
2.4 Représentation matricielle d'un opérateur de Toe-
plitz tronqué de type α
Dans cette section, nous donnons la représentation matricielle d'un opérateur de
Toeplitz tronqué de type α dans le cas où la fonction intérieure u est un produit de
Blaschke d'ordre n, avec des zéros simples deux à deux distincts. La première ca-
ractérisation matricielle des opérateurs de Toeplitz tronqués, dans le cas où l'espace
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modèle est de dimension ﬁnie, a été obtenue par Cima, Ross et Wogen dans [12].
En utilisant leurs méthode pour déterminer les coeﬃcients de la matrice d'un opé-
rateur de Toeplitz tronqué de type α.
En 2008, Cima, Ross et Wogen ont donnés dans [12] une caractérisation matri-
cielle des opérateurs de Toeplitz tronqués dans le cas où la dimension est ﬁnie. Nous
rappelons ici leurs résultats.
Théorème 2.4.1. Soit u un produit de Blaschke de degré n, avec des zéros deux
à deux distincts et A une application linéaire sur K2u. Si M = (rij)16i,j6n désigne












, pour 1 6 i, j 6 n et i 6= j (2.4.1)
Cette relation nous dit que la matrice d'un opérateur de Toeplitz tronqué est
entièrement déterminée par la donnée des coeﬃcients de la première ligne et la








Par exemple si n = 2 la matrice r11 r12
r21 r22

est une matrice d'un opérateur de Toeplitz tronqué dans la base {kλ1 , kλ2} de K2u si
et seulement si
u′(λ1)r12 = u′(λ2)r21
Soit α ∈ D et soit A ∈ Bαu , il existe ϕ ∈ K2u telle que A = Aϕ+αSuϕ˜.
Si u est un produit de Blaschke de degré n avec des zéros deux à deux dis-
tincts, c'est-à-dire u(z) =
∏n
k=1 bλk(z). D'après la relation 1.2.1, l'ensemble A =
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{kλ1 , kλ2 , ..., kλn} est une base non orthonormale de K2u, alors il existe a1, a2, ..., an ∈
C tels que :
ϕ = a1kλ1 + a2kλ2 + ...+ ankλn
et
ϕ˜ = a1k˜λ1 + a2k˜λ2 + ...+ ank˜λn .
Pour les calculs des coeﬃcients de la matrice d'un opérateur de Toeplitz tronqué,
on aura besoin du lemmes suivants :
Lemme 2.4.2. Pour chaque i, j ∈ {1, 2, ..., n}, on a :
(i) 〈k˜λi , k˜λj〉 =
1
1− λjλi
(ii) 〈k˜λi , kλj〉 =
 0 si i 6= ju′(λj) si i = j
Démonstration.
Soit i, j ∈ {1, 2, ..., n}, on a :
(i) 〈k˜λi , k˜λj〉 = 〈C[kλi ], C[kλj ]〉 = 〈kλj , kλi〉 = kλj(λi) = 11−λjλi
(ii) On a : 〈k˜λi , kλj〉 = k˜λi(λj) car kλj est un noyau reproduisant et k˜λi ∈ K2u.
Mais k˜λi(z) =
u(z)





bλp(z), pour z ∈ T.
On a deux cas :
1) si i 6= j alors k˜λi(λj) =
u(λj)
λj − λi = 0
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Lemme 2.4.3. Pour chaque i, j ∈ {1, 2, ..., n}, les coeﬃcients de la matrice de A
k˜λj












0 · · · 0 · · · 0
0 · · · u′(λj) · · · 0






0 · · · 0 · · · 0

Démonstration.
D'après le lemme 2.2.3, on sait que kuλ ⊗ k˜uλ est un opérateur de Toeplitz tronqué de







Il est à remarquer que, puisque u(λj) = 0, alors kλj ⊗ k˜λj est de symbole k˜λj .
Pour chaque i ∈ {1, 2, ..., n} on a :
kλj ⊗ k˜λj(kλi) = 〈kλi , k˜λj〉kλj ,
d'après le lemme 2.4.2 on a :
kλj ⊗ k˜λj(kλi) =
 u′(λj) si i = j0 sinon







0, · · · , 0, u′(λj), 0, · · · , 0
)
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Lemme 2.4.4. Pour chaque s ∈ {1, 2, ..., n}, notons (bij(s))1≤s,p≤n la matrice de











si s = j, i 6= s
λi
λi − λs





si i = j = s
0 si i 6= s, j 6= s et i 6= j
Démonstration.
Pour chaque s ∈ {1, 2, ..., n} et 1 ≤ j ≤ n, par déﬁnition, bij(s) est la i-ème compo-
sante de Akλs (kλj).
* Si j 6= s, on a :















kλj = bsjkλs + bjjkλj
* Si j = s, on a Akλs (kλs) = Pu(k
2
λs
) ∈ K2u, donc ils existent c1s, c2s, ..., cns de C
tels que
Akλs (kλs) = Pu(k
2
λs) = c1skλ1 + c2skλ2 + ...+ cnskλn .




































Posons ζ = eiθ alors dm(ζ) =
dθ
2pi





















(ζ − λi)(ζ − λs)2d(ζ).
On a deux cas :
1) Pour i 6= s, on considère la fonction f déﬁnie par :
f(z) =
zu(z)








La fonction f est une fonction holomorphe sur chaque voisinage V du disque
unité fermé D qui ne contient pas les points λi, λs, donc f admet un prolon-
gement analytique qu'on va noté f s avec
f s(z) =
zu(z)
(z − λi)(z − λs) .







(ζ − λs)d(ζ) = f
s(λs), (d'après la formule de Cauchy),
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On considère la fonction g déﬁnie par g(z) = zu(z).
Puisque la fonction g est holomorphe dans un voisinage de D, alors d'après la



































si i = s
(2.4.3)
Nous allons maintenant déterminer la matrice de Aϕ pour ϕ ∈ K2u.
Lemme 2.4.5. Soit ϕ ∈ K2u, notons par (rij)1≤i,j≤n sa matrice dans la base {kλ1 , kλ2 , ..., kλn}
























si i = j
(2.4.4)
où les ai sont les coordonnées de la fonction ϕ relativement à la base {kλ1 , kλ2 , ..., kλn}
de K2u.
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Démonstration.
Soit ϕ ∈ K2u, alors il existe a1, a2, ..., an ∈ C tels que :













= a1bij(1) + a2bij(2) + · · ·+ anbij(n)












































Lemme 2.4.6. Si ϕ ∈ K2u alors la matrice de ASuϕ˜ est de la forme
diag
(
a1λ1u′(λ1), a2λ2u′(λ2), ..., anλnu′(λn)
)
,
où les coeﬃcients a1, a2, ..., an sont les coordonnées de la fonction ϕ relativement à
la base A de K2u.
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Démonstration.
Soit ϕ = a1kλ1 + a2kλ2 + ...+ ankλn avec a1, a2, ..., an ∈ C, alors
ϕ˜ = a1k˜λ1 + a2k˜λ2 + ...+ ank˜λn .
D'après la relation 1.3.3 on a :
Suϕ˜ = a1Suk˜λ1 + a2Suk˜λ2 + ...+ anSuk˜λn
= a1λ1k˜λ1 + a2λ2k˜λ2 + ...+ anλnk˜λn .
Donc
Suϕ˜ = a1λ1k˜λ1 + a2λ2k˜λ2 + ...+ anλnk˜λn .
Comme A
k˜λp













apλp(kλp ⊗ k˜λp)(kλs) = apλpu′(λp)δsp.
Nous pouvons maintenant décrire la matrice d'un opérateur de Toeplitz tronqué
de type α.
Théorème 2.4.7. Soit α ∈ D et A ∈ Bαu de symbole ϕ + αSuϕ˜. Notons (tij)1≤i,j≤n























si i 6= j
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où les ai sont les coordonnées de la fonction ϕ relativement à la base
A = {kλ1 , kλ2 , ..., kλn} de K2u.
Démonstration.
Soit ϕ ∈ K2u, ils existent a1, a2, ..., an ∈ C tels que :
ϕ = a1kλ1 + a2kλ2 + ...+ ankλn
et
ϕ˜ = a1k˜λ1 + a2k˜λ2 + ...+ ank˜λn .
Donc
Aϕ+αSuϕ˜ = Aϕ + AαSuϕ˜
= Aϕ + αASuϕ˜
Les coeﬃcients de la matrice Aϕ+αSuϕ˜ sont la somme des coeﬃcients de la matrice
Aϕ décrites dans le Lemme 2.4.5 et les coeﬃcients de la matrice AαSuϕ˜ donnés par
le Lemme 2.4.6.
En eﬀet, puisque la matrice de ASuϕ˜ est diagonale alors
(i) Si i = j
Aϕ+αSuϕ˜ = Aϕ + αASuϕ˜
donc si on note par (tij)1≤i,j≤n les coeﬃcients de la matrice A dans la base













(ii) Si i 6= j
Aϕ+αSuϕ˜ = Aϕ
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et les coeﬃcients tij de la matrice de A dans la base {kλ1 , kλ2 , ..., kλn} de K2u











Opérateurs de composition sur
l'espace de Hardy
Dans ce chapitre, nous allons nous intéréssés à l'étude de quelques propriétés
des opérateurs de composition sur l'espace de Hardy H2(D). particulièrement il est
consacré à l'étude de leur compacité.
Soit ϕ : D→ D une fonction holomorphe, l'opérateur de composition sur H2(D)
de symbole ϕ est déﬁni par :
Cϕ : H
2(D) −→ H2(D)
f −→ Cϕ(f) = f ◦ ϕ.
3.1 Opérateurs de composition
Sur l'espace de Hardy H2(D), l'opérateur de composition Cϕ est toujours borné,
cela d'après le principe de subordination de Littlewood (1925) [38], donné dans le
théorème suivant :
Théorème 3.1.1. Soit ϕ : D→ D une fonction holomorphe et ϕ(0) = 0, pour tout
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f ∈ H2(D), alors Cϕ est un opérateur borné sur H2(D) et
‖Cϕf‖2 ≤ ‖f‖2.
Démonstration.










On remarque que pour toute fonction holomorphe f ∈ H2(D) on a :
f(z) = f(0) + zSf(z) (z ∈ D), (3.1.1)
Snf(0) = f̂(n) (n = 0, 1, 2, ...),
on suppose que f est un polynôme. Il est clair, dans ce cas, que f est bornée sur D,
alors f ◦ ϕ est aussi borné. On déduit que f ◦ ϕ ∈ H2(D). On a :
‖Sf‖2 ≤ ‖f‖2
pour tout f ∈ H2(D).
En remplaçant z par ϕ(z) dans l'équation (3.1.1), on obtient :
f(ϕ(z)) = f(0) + ϕ(z)(S∗f)(ϕ(z)) (z ∈ D).
On note par Mφ l'opérateur de multiplication par φ et on réecrit l'équation précé-
dente, on aura :
Cϕf = f(0) +MϕCϕS
∗f.
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Puisque ϕ(0) = 0, le coeﬃcient constant de MϕCϕS
∗f est nul, donc MϕCϕS∗f est
orthogonale à la fonction constante f(0) dans H2(D). Ainsi,
‖Cϕf‖22 = |f(0)|2 + ‖MϕCϕS∗f‖22 ≤ |f(0)|2 + ‖CϕS∗f‖22, (3.1.2)
la dernière inégalité résulte de la propriété de contraction des opérateurs de multi-
plication puisque ‖ϕ‖∞ ≤ 1.
Remplaçons maintenant f , successivement, par S∗f, S∗2f, · · · , S∗nf dans (3.1.2)
on obtient :
‖CϕS∗f‖22 ≤ |S∗f(0)|2 + ‖CϕS∗2f‖22




‖CϕS∗nf‖22 ≤ |S∗nf(0)|2 + ‖CϕS∗n+1f‖22,




|(S∗kf)(0)|2 + ‖CϕS∗n+1f‖22. (3.1.3)
Rappelons que f est un polynôme, si n est son degré, alors Sn+1f = 0, donc










ceci nous montre que Cϕ est une contraction de norme dans H
2(D).
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on note par fn la somme partielle de la série de Taylor d'ordre n associé à f .
On a fn −→ f en norme dans H2(D), alors fn −→ f uniformément sur tout compact
de D.
Dans ce cas fn ◦ ϕ converge uniformément vers f ◦ ϕ sur tout compact de D.



















Pour chaque point a ∈ D, on déﬁnit l'automorphisme spécial de D par :
φa(z) =
a− z
1− az , z ∈ D,
c'est une transformation de Möbius. Soit ϕ : D→ D une fonction holomorphe.
On pose a = ϕ(0), soit la fonction holomorphe ψ = φa ◦ ϕ.
Si ϕ = φa ◦ ψ, alors Cϕ = CψCφa .
Il est clair que Cψ est borné, et le produit des opérateurs bornés est toujours borné.
On a le lemme suivant :
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la transformation de Möbius de D.
L'opérateur Cφa est borné dans H







Supposons d'abord que f est une fonction holomorphe dans (RD), avec
RD = {|z| < R}, pour certain R > 1. On a :



































On fait tendre R vers 1, cqfd.
Le théorème de Littlewood [38] nous donne l'estimation de la norme de l'opéra-
teur de composition Cϕ,
Théorème 3.1.3. Soit ϕ une fonction holomorphe dans D.
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Démonstration.
Comme il est indiqué précédemment, on a :
Cϕ = CψCφa , où a = ϕ(0).
D'aprés les deux lemmes précédents, les opérateurs Cψ et Cφa sont bornés dans H
2,
par concéquant Cϕ est aussi borné. De plus




3.2 Compacité des opérateurs de composition
Dans cette section nous allons étudier la compacité des opérateurs de composi-
tion. Nous avons d'abord le résultat suivant sur les symboles de normes petites.
Théorème 3.2.1. Soit ϕ : D→ D une fonction holomorphe. Si ‖ϕ‖∞ < 1 alors Cϕ
est un opérateur compact sur H2(D).
Démonstration.




f̂(k)ϕk, f ∈ H2(D).
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Montrons que ‖Cϕ − Tn‖ −→ 0. On a :































−→ 0, n −→∞,
puisque Tn est de rang ﬁni sur H
2(D), alors Cϕ est un opérateur compact sur H2(D).
Remarque 3.2.1.
1) Soit ϕ(z) =
1 + z
2
, ‖ϕ‖∞ = 1 alors l'opérateur de composition Cϕ n'est pas
compact sur H2(D).
En eﬀet, si α < 1/2, soit fα(z) = (1− z)−α ∈ H2(D), on a
‖fα‖ −→ ∞ quand α −→ 1/2.
Soit gα = fα/‖fα‖, alors gα converge uniformément vers zéro sur un sous-ensemble
compact de D, quand α −→ 1/2. Puisque Cϕfα = 2αfα, chaque fα est un vecteur
propre de Cϕ, de même pour tout gα, mais
‖Cϕgα‖ = 2α −→
√
2 6= 0
donc Cϕ n'est pas compact.
2) Pour 0 < λ < 1. Soit ϕ(z) = λz + (1 − λ), alors l'opérateur de composition
Cϕ n'est pas compact sur H
2(D).
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Pour une fonction holomorphe ϕ : D→ D, on déﬁnit l'ensemble de contact de ϕ
par :
E(ϕ) = {θ ∈ [−pi, pi] : |ϕ(eiθ)| = 1}.
La proposition suivante montre que l'ensemble de contact du symbole d'un opérateur
de composition est de mesure nulle.
Soit E ⊂ T, on désigne par |E| la mesure de Lebesgue de l'ensemble E.
Proposition 3.2.2. Soit ϕ : D → D une fonction holomorphe, et soit E(ϕ) l'en-
semble de contact de ϕ.
Si Cϕ est compact sur H
2(D), alors |E(ϕ)| = 0.
Démonstration.














Ainsi la suite Cϕ(z
n) ne tend pas vers zéro en norme.
Puisque zn(n ≥ 0) appartient a la boule unité de H2(D), zn tend vers zéro unifor-
mément sur un sous-ensemble compact de D, d'où Cϕ n'est pas compact.
Maintenant, nous allons déﬁnir la fonction de comptage de Nevanlinna qui joue
un rôle essentielle dans l'étude des opérateurs de composition.
Déﬁnition 3.2.3. Soit ϕ : D→ D une fonction holomorphe. On déﬁnit la fonction






log |w| z 6= 0
0 z = 0
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où ϕ−1({z}) désigne l'ensemble des antécédents de z par ϕ, chacun étant compté
avec sa multiplicité (en tant que zéro de la fonction (ϕ− z)).
Le lemme suivant montre l'invariance de la fonction de comptage de Nevanlinna
par la transformation de Möbius ([38]).
Lemme 3.2.4. Soit φa(z) =
a− z
1− az la transformation de Möbius de D, pour tout
a ∈ D, on a :
Nϕ,1(φa(w)) = Nφa◦ϕ,1(w), w ∈ D.
Soit dA(z) = dxdy/pi, ( avec z = x + iy), la mesure de Lebesgue planaire
normalisée sur D.
Dans le théorème suivant, nous avons l'identité de Littlewood-Paley qui nous
donne une autre expression de la norme de H2(D).
Théorème 3.2.5. Soit f ∈ H2(D), alors
‖f‖22 = |f(0)|2 + 2
∫
D
|f ′(w)|2 log 1|w|dA(w).
Démonstration.




















































[‖f‖22 − |f(0)|2] ,
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donc ‖f‖22 = |f(0)|2 + 2
∫
D |f ′(w)|2 log 1|w|dA(w).
Nous avons besoin aussi du théorème de changement de variable suivant :
Théorème 3.2.6. Soit ϕ : D → D une fonction holomorphe et soit f ∈ H2(D),
alors :





Appliquant l'identité de Littlewood-Paley a la fonction f ◦ ϕ,
‖f ◦ ϕ‖22 − |f(ϕ(0))|2 = 2
∫
D




|(f ′(ϕ(z))|2|ϕ′(z)|2 log 1|z|dA(z).
La fonction ϕ est localement univalente sur D, sauf sur un nombre dénombrable
de points où la dérivée de ϕ s'annule.
Donc l'ensemble Z = {z ∈ D : ϕ′(z) = 0} est dénombrable et D \ Z peut s'écrire
comme une union des rectangles disjoints Rj où sur chaque rectangle ϕ est biholo-
morphe. On note par ψj l'inverse de la restriction de ϕ sur Rj.
Par la formule de changement de variable usuel, si w = ϕ(z), alors
dA(w) = |ϕ′(z)|2dA(z),
pour tout j on a :∫
Rj
|(f ′(ϕ(z))|2|ϕ′(z)|2 log 1|z|dA(z) =
∫
ϕ(Rj)
|f ′(w)|2 log 1|ψj(w)|dA(w).
Par sommation sur j, où χj est la fonction caractéristique de l'ensemble ϕ(Rj),
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on obtient :∫
D


























pour w ∈ ϕ(D) presque partout, alors on a :∫
D





Nϕ(w) = O(1− |w|), |w| → ∞, (3.2.2)
voir corollaire (3.2.8), ceci résulte de l'inégalité de Littlewood suivante :
Théorème 3.2.7. Soit ϕ : D→ D une fonction holomorphe.
Pour tout w ∈ D \ {ϕ(0)},
Nϕ(w) ≤ log
∣∣∣∣1− wϕ(0)w − ϕ(0)
∣∣∣∣.
Démonstration.
Soit ψ : D → D une fonction holomorphe telle que ψ(0) 6= 0, si {zj} est l'ensemble
des zéros de ψ, alors |ψ(0)| ≤∏ |zj| donc

















Maintenant on considère la fonction
ψ(z) =
w − ϕ(z)
1− wϕ(z) = φw(ϕ(z)).
Puisque ϕ est holomorphe dans D dans lui même et w ∈ D tel que ϕ(0) 6= w, alors
|ψ(z)| < 1 et ψ(0) 6= 0, l'inégalité 3.2.3 devient :
Nψ(0) ≤ log
∣∣∣∣1− wϕ(0)w − ϕ(0)
∣∣∣∣,
comme ψ(z) = 0 si et seulement si ϕ(z) = w, on a l'inégalité.
Corollaire 3.2.8. Pour toute fonction ϕ : D→ D holomorphe, on a :













































≤ 1 + |ϕ(0)|
1− |ϕ(0)| .
La fonction de comptage de Nevanlinna vériﬁe l'inégalité de la moyenne dans le
théorème (3.2.10). Pour le montrer nous avons besoin du lemme suivant :
Lemme 3.2.9. Soit ψ : D→ D une fonction holomorphe avec ψ(0) 6= 0,







Supposons f une fonction holomorphe dans D avec f(0) 6= 0. Soit (an) la suite des










log |f(reiθ)|dθ − log |f(0)|, 0 ≤ r < 1.





Si w ∈ D, alors pour f(z) = z − w l'inégalité précédente devient :




log |reiθ − w|dθ,
pour tout 0 ≤ r < 1.
Par intégration sur l'intervalle [0, R] par rapport à la mesure 2R−2rdr, on obtient :




log |z − w|dA(w). (3.2.4)
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pour tout 0 ≤ r < 1, avec {zj} l'ensemble des zéros de ψ.






log |ψ(reiθ)|dθ − log |ψ(0)|, 0 ≤ r < 1.
Intégrons les deux membres de cette identité par rapport à la mesure de probabilité

















dθ − log |ψ(0)|,









log |ψ(reiθ)|dθ − log |ψ(0)|
= Nψ,r(0).
Puisque, pour tout w ∈ D
Nψ,r(w)→ Nψ(w) quand r → 1
ce qui termine la preuve.
Théorème 3.2.10. Soit ϕ : D −→ D une fonction holomorphe avec










Soit ϕ : D −→ D une fonction holomorphe avec ϕ(0) = 0. D'après les lemmes 3.2.9
et 3.2.4 on a :

















1− zϕ(0) = z













Notons aussi que si w ∈ D(0, R) alors ζ ∈ φz
(
D(0, R)


















J.Shapiro dans [38, 39] a caractérisé la compacité des opérateurs de composition
sur l'espace de Hardy H2(D) en utilisant la fonction de comptage Nevanlinna.
Théorème 3.2.11. Soit ϕ : D→ D une fonction holomorphe, alors
Cϕ est compact sur H
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Démonstration.







on montre que Cϕ est compact sur H
2(D).
Soit (fn) une suite de fonctions de H
2(D) qui converge uniformément vers 0 sur tout
compact de D.
D'apré le théorème de la convergence faible, il suﬃt de montrer que :
‖Cϕfn‖ → 0.
Soit ε > 0 donné, de l'hypothèse de Nϕ on choisit 0 < r < 1 tel que :
Nϕ(w) < ε log
1
|w| .
Comme fn → 0 uniformément sur tout compact de D, on peut choisir nε tel que
|fn| <
√
ε sur rD ∪ {ϕ(0)}, ∀n > nε.
Alors pour tout n, on a :







































ce qui montre la compacité de Cϕ.
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2)On suppose que Cϕ est compact sur H
2(D) et on montre que :
Nϕ(w) = o(log
1
|w|) quand |w| → 1
−




1− |w| = 0.





Comme ‖fa‖ = 1, ∀a, et fa → 0 uniformément sur tout compact de D quand






1− az est un automorphisme de D, pour tout a ∈ D, alors :
Nϕ(φa(w)) = Nφa◦ϕ(w), ∀w ∈ D
Appliquant la formule de changement de variable (le théorème (3.2.6)) et l'in-
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En appliquant l'inégalité de la moyenne a l'intégrale précédent, avec
ψ = φa ◦ ϕ,
on obtient :








On notera que dans la première ligne de l'équation précédente, l'application de







Mais |φa(ϕ(0))| → 1 quand |a| → 1−, alors cela reste vrai pour tout a .
Par conséquent, pour toutes ces a,
‖Cϕfa‖2 ≥ c Nϕ(a)
1− |a| , où c constant.
Comme la compacité de Cϕ implique que ‖Cϕfa‖ → 0 quand |p| → 1−, alors la
dernière inégalité donne l'estimation souhaitée de la fonction Nϕ.
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Chapitre 4
Estimations de la fonction de
comptage généralisée de Nevanlinna
Dans ce chapitre, nous allons étudier les opérateurs de composition sur l'espace de
Dirichlet. Nous allons nous intéressés plus particulièrement à la fonction de comptage
généralisée de Nevanlinna associée aux symboles.
4.1 Espace de Dirichlet et fonction de comptage gé-
néralisée de Nevanlinna
Dans cette section nous allons déﬁnir les espaces de Dirichlet et la fonction de
comptage généralisée de Nevanlinna associée aux espaces de Dirichlet.
4.1.1 Espace de Dirichlet
On pose :
dAα(z) = (1 + α)(1− |z|)αdA(z), z ∈ D,
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où dA(z) = dxdy/pi, z = x+ iy.
Les espaces de Dirichlet sont déﬁnis par :
Dα =
{


















Notons que si α = 1, D1 = H2 est l'espace de Hardy et lorsque α = 0, D0 = D
est l'espace de Dirichlet classique.
On désigne par A . B, s'il existe une constante absolue c, telle que :
A ≤ cB
A  B signiﬁe que A . B et B . B.








Pour la preuve de la proposition nous avons besoin du lemme suivant :
Lemme 4.1.2. Soit n un entier positif et 0 < r < 1, alors∫ 1
0
rn(1− r)αdr  1
(n+ 1)1+α
Démonstration.
Soit n un entier positif et 0 < r < 1.
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Démonstration. (de la proposition 4.1.1)










n−1|2(1 + α)(1− |z|)αrdrdθ
pi
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4.1.2 Fonction de comptage généralisée de Nevanlinna
La fonction de comptage généralisée de Nevanlinna associée à l'espace de Diri-




(1− |w|)α, z ∈ D \ {φ(0)},
pour 0 6 α < 1.
Notons que lorsque α = 1, N1 est comparable a la fonction de comptage de Ne-
vanlinna classique que nous avons déﬁnis dans le chapitre précédent de la manière
suivante :
Nϕ,1(z) = Nϕ(z).
La fonction de comptage généralisée de Nevanlinna joue un rôle essentiel dans
l'étude des opérateurs de composition. En eﬀet, on a déja vue que J.Shapiro [38] a
caractérisé la compacité de l'opérateur de composition sur l'espace de Hardy H2(D)
par la fonction de comptage Nevanlinna, et sur les espaces de Dirichlet Dα, pour
0 < α ≤ 1, il a été montré dans [27, 43] que :
(i) Cϕ est borné dans Dα ⇔ Nϕ,α(z) = O((1− |z|)α) quand |z| → 1−,
(ii) Cϕ est compact dans Dα ⇔ Nϕ,α(z) = o((1− |z|)α) quand |z| → 1−.
Dans la suite de notre travail, on aura besoin des lemmes suivants. Le premier
lemme donne la formule de changement de variable en terme de la fonction de
comptage de Nevanlinna généralisée, voir [38, 39].
Lemme 4.1.3. Pour 0 ≤ α ≤ 1, soient ϕ une fonction holomorphe dans D et f une
fonction mésurable sur D, alors :
∫
D
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Démonstration.
On suppose que ϕ n'est pas constante.
L'ensemble Z = {z ∈ D : ϕ′(z) = 0} est dénombrable et D \ Z peut s'écrire comme
une union des rectangles disjoints Rj où sur chacun d'eux, ϕ est biholomorphe. On
note par ψj l'inverse de la restriction de ϕ sur Rj.
Par la formule de changement de variable usuel, avec z = ψj(w), pour tout j on a :∫
Rj




Par sommation sur j, on déduit que :∫
D\Z









Où χj est la fonction caractéristique de l'ensemble ϕ(Rj).
L'ensemble Z est dénombrable donc il est de mesure nulle, le premier membre
de l'équation est égale à : ∫
D
(f ◦ ϕ)(z)|ϕ′(z)|2dAα(z),
et aussi le terme qui est entre parenthèse du second membre de l'équation estNϕ,α(z).
Le deuxième lemme nous aﬃrme que la fonction de comptage géneralisée Nϕ,α
vériﬁe l'inégalité de la moyenne [27] comme dans le cas de Hardy (thérème 3.2.10).





Nϕ,α(w)dA(w), c ∈ R+.
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Démonstration.

























Puisque w est concave et décroissante alors :
∆(w(r)) = ∆(w(z)) = w′(r)/r + w′′(r) < 0,



















− log |φ−1z (λ)|)dA(z).
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4.2 Lien entre la fonction de comptage généralisée
de Nevanlinna Nϕ,α et D(ϕn)
L'estimation de la fonction de comptage généralisée de Nevanlinna Nϕ,α s'avère
compliquée en générale.
Dans ce qui suit nous allons donner une majoration de la fonction de comptage
généralisée de Nevanlinna par la normes des itérées de symbole ϕ, ce qui va nous
permettre de construire quelques exemples d'opérateurs bornés et compacts dans
l'espace de Dirichlet Dα.





Nous allons montrer que pour 0 < α < 1,
Nϕ,α(1− 1/n) . Dα(ϕn+1), n ≥ 1, (4.2.1)
pour une certaine constante c > 0.
Théorème 4.2.1. Soit ϕ : D→ D une fonction holomorphe.
Alors pour 0 < α ≤ 1,
(i) Cϕ est borné dans Dα ⇐⇒ Nϕ,α = O(1− |z|)α, |z| → 1−.
(ii) Cϕ est compact dans Dα ⇐⇒ Nϕ,α = o(1− |z|)α, |z| → 1−.
Démonstration.
Soit ϕ : D→ D une fonction holomorphe.
(i)⇐) Soit Nϕ,α = O(1−|z|)α, |z| → 1−, avec le changement de variable utilisé dans
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le lemme 4.1.3 on a :
‖Cϕ(f)‖2α = |f(ϕ(0))|2 +
∫
D
|(f ′ ◦ ϕ)(z)|2|ϕ′(z)|2dAα(z)













(1− λz) , λ, z ∈ D.

































où c1, c2 sont indépendants de λ.
De la dernière inégalité de la moyenne (Lemme 4.1.4) (lorsque |λ| −→ 1− ).




(1− |λ|2)α ≤ c
′ sup
λ∈D
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qui est borné par l'hypothèse (Cϕ borné dans Dα) et grâce au fait que ‖Fλ‖Dα  1.
(ii)(⇐) Soient Nϕ,α = o(1 − |z|)α, |z| → 1− et (fn)n une suite dans Dα, qui
converge faiblement vers 0. Il suﬃt de montrer que :
‖Cϕ(fn)‖α → 0, n→∞.
La convergence faible de fn vers 0 implique que fn(x) → 0 et f ′n(x) → 0 uniformé-
ment sur tout compact de D.
Soit ε > 0, il existe ρε ∈ (12 , 1) tel que :
Nϕ,α ≤ ε(1− |z|)α, pour ρε < |z| < 1.
Par changement de variable on a :
‖Cϕ(fn)‖α = |fn(ϕ(0))|2 +
∫
D
|(f ′n ◦ ϕ)(z)|2|ϕ′(z)|2dAα(z)














|f ′n(z)|2Nϕ,α(z)dA(z) + ε.
Nous avons f ′n(x)→ 0 uniformément sur le disque fermé ρεD, donc
‖Cϕ(fn)‖α → 0, quand n→∞.
⇒) Supposons que pour β > 0, la suite λn ∈ D tel que |λn| → 1− et
Nϕ,α(λn) ≥ β(1− |λn|)α,




, pour z ∈ D.
C'est une suite bornée dansDα, qui converge faiblement vers 0. En eﬀet, elle converge
uniformément vers 0 sur tout compact, on a dans ce cas :
(1− |λn|2)1−α2 ≤ 2(1− |λn|2)(1−α2 )/2
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D'autre part, par le changement de variable et l'inégalité de la moyenne, on conclut
que :




















où c1, c2 sont indépendants de n.
Donc Cϕ n'est pas compact, d'où la contradiction.
Théorème 4.2.2. Soit ϕ : D→ D une fonction holomorphe et soit α ∈ (0, 1]. Alors






≤ 1− |z| ≤ 1
n− 1 .
Démonstration.
Soit n1 ∈ N assez grand de sorte que si n ≥ n1, alors
D(1− 1/(n− 1), 1/2(n+ 1)) ⊂ D\D(0, 1/2).
Pour n ≥ n1, supposons que 1/n ≤ 1 − |z| ≤ 1/n− 1, alors par le Lemme 4.1.4, il
résulte que :
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≤ 1− |z| ≤ 1
n− 1 .
En conséquence de ceci, on obtient le résultat suivant :
Corollaire 4.2.3. Soit ϕ : D→ D une fonction holomorphe et soit α ∈ (0, 1], alors :
(i) Si Dα(ϕn) = O(1/nα) alors Cϕ est borné sur Dα.
(ii) Si Dα(ϕn) = o(1/nα) alors Cϕ est compact sur Dα.
Démonstration.
La preuve du corollaire découle des Théorèmes 4.2.2 et 4.2.1.
Dans ce qui suit, on se propose de donner une autre preuve de celle donnée par
El-Fallah, Kellay, Shabankhah et Youssﬁ dans [19], dans le cas de Dirichlet (α = 0)
voir Corollaire 4.3.4.
On considère la fonction test donnée par :
Fλ(z) =
(1− |λ|2)1−α2
(1− λz) , λ, z ∈ D.
Nous rappelons le lemme suivant ([19]).
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Lemme 4.2.4. Soit ϕ ∈ Dα telle que ϕ(D) ⊂ D et 0 < α ≤ 1. Alors
(i) Cϕ est borné sur Dα ⇐⇒ supλ∈D ‖Fλ ◦ ϕ‖α <∞.
(ii) Cϕ est compact sur Dα ⇐⇒ lim|λ|→1− ‖Fλ ◦ ϕ‖α = 0.
Les résultats trouvés nous permettent de redémontrer le corollaire 4.2.3.
Deuxième preuve du Corollaire 4.2.3
On suppose que ϕ(0) = 0.





























 o(1), |λ| → 1−.
où c1, c2, c3 et c4 sont des constantes positives.
Dans ce cas Cϕ est compact, pour la bornitude c'est la même preuve.
On associe à toute fonction ϕ, la fonction de comptage
nϕ(z) = card{w : ϕ(w) = z}
c'est le nombre de zéros de la fonction (ϕ− z). Rappelons aussi que Nϕ,0 = nϕ.
Nous obtenons une majoration de nϕ par la norme dans D0 des itérées de ϕ. Plus
précisément, nous montrons dans la section suivante que :
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nϕ(z) . D0(ϕn+1) (4.2.2)
4.3 Lien entre la fonction de comptage de Nevan-
linna nϕ et D(ϕn)
Nous avons besoin du lemme suivant :







D0(ϕm+1), m ≥ 2.
Démonstration.
Comme Nϕ,0 = nϕ, d'après le lemme 4.1.3 on a :


































D0(ϕm+1), m ≥ 2.
Le résultat suivant est le théorème principale dans cette section, il donne le lien
entre le comportement en moyenne de nϕ et la norme des itérés de ϕ
m.
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D0(ϕm+1), m ≥ 2
Démonstration.




































La fenêtre de Carleson est déﬁnie par :
W (ζ, δ) = {z ∈ D : |z| > 1− δ; | arg(ζz)| < δ}, ζ ∈ T.
Pour ζ ∈ T et δ ∈ (0, 1), on pose :




Pour la suite on a besoin du lemme de Zorboska [43, 27] suivant :
Lemme 4.3.3. Soit ϕ : D→ D une fonction holomorphe. Alors
(i) Cϕ est borné sur D ⇐⇒ supζ∈TN (ζ, δ) = O(δ2) δ → 0.
(ii) Cϕ est compact sur D ⇐⇒ supζ∈TN (ζ, δ) = o(δ2) δ → 0.
D'après le lemme 4.3.2 et le lemme 4.3.3 on obtient le résultat suivant, qui a été
démontré par El-Fallah-Kellay-Shabankah-Youssﬁ [19].
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Corollaire 4.3.4. Soit ϕ : D→ D une fonction holomorphe. Alors
(i) Si D0(ϕn) = O(1) alors Cϕ est borné sur D.
(ii) Si D0(ϕn) = o(1) alors Cϕ est compact sur D.
Démonstration.
Supposons queD0(ϕn) = O(1). Soit δ > 0 et soitm ≥ 1 tel que 1/(m+1) ≤ δ ≤ 1/m.
D'après le lemma 4.3.2 on a :
sup
ζ∈T





nϕ(z)dA(z) = O(1/(1 +m)
2) = O(δ2).
Le lemme 4.3.3 nous permet de conclure.
Pour la compacité c'est la même preuve.
En 2015, Li-Queﬀélec-Rodríguez-Piazza ont montré que ce résultat est optimal
dans leur article intitulé "Two results on composition operators on the Dirichlet
space" et qui a parue dans "Journal of Mathematical Analysis and Applications"
[29].
4.4 Exemples
Rappelons que pour f ∈ H2, la limite radiale f ∗ de f est donnée par :
f ∗(eit) := lim
r→1−
f(reit).
D'après le théorème de Fatou, la limite radiale f ∗ existe presque partout sur T.
Notons que log |f ∗| ∈ L1(T).
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ζ − z log |f
∗(ζ)| |dζ|
2pi
, z ∈ D.
Soit K un ensemble fermé de T, et soit Ω ∈ C1([0.2pi]) telle que Ω(0) = 0 et∫
T
Ω(d(ζ,K))|dζ| <∞.
La fonction distance correspondant à Ω et K est une fonction éxtérieure ϕΩ,K satis-
faisant l'égalité suivante :









, z ∈ D.





alors la fonction ϕΩ,K appartient à l'algèbre du disque [26, p105-106]. Dans ce cas
on a |ϕΩ,K(z)| ≤ 1 et l'ensemble des point de contact de ϕΩ,K sur le cercle coincide
avec K, cela signiﬁe que :
|ϕΩ,K | = 1 sur K.
Rappelons d'abord la construction du Cantor généralisé sur T.
Soit K0 = T et `0 = 2pi.
Soit (an)n≥1 une suite décroissante de réels positive avec a1 < 1/2. Nous enlevons
l'intervalle de longueur a1 du milieu de K0, on obtient deux intervalles de longueur
`1 qu'on notera K1.
Puis nous enlevons encore une fois deux intervalles centrés de longueur a2 de chaque
intervalle de K1. Soit K2 l'union de 2
2 intervalles qui restent chacun de longueur
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`2. A la n'ième étape nous aurons un ensemble compact Kn de 2
n intervalles de
longueur `n. Notons que






est appelé le Cantor généralisé.
Il est facile de voir que K a la mesure de Lebesgue nulle si et seulement si
∞∑
n=1
2n−1 an = 2pi.
il est à remarquer que, lorsque `n = (1/3)
n, K est appelé le Cantor tri-adique.
Soit t > 0. Pour K un ensemble fermé de T, le tvoisinage de K est donné par :
Kt = {ζ ∈ T : d(ζ,K) ≤ t} .
Pour les ensembles de Cantor généralisé nous avons une estimation de |Kt| donnée
par la proposition suivante ([17]) :










|Kt| = O(tµK ) t→ 0 (4.4.3)
où µK = 1− log 2/log(1/λK).
Démonstration.
Soit t ∈ (0, a0], on choisit n tel que an < t ≤ an−1. alors
|Kt| ≤ 2n(an + 2t) ≤ 3.2nt,
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|Kt| ≤ c(a0, λK)t1−log 2/log(1/λk).
L'ensemble de Cantor classique K correspond à µK = 1− log 2/log 3.
Pour ce qui suit on aura besoin du théorème suivant, qui est donné dans [17]
dans le cas α ∈ (0, 1], et dans [18] dans le cas où α = 0.
Théorème 4.4.2. Soit α ∈ [0, 1]. Soit K un ensemble fermé de T qui vériﬁe (4.4.2).
Soit Ω : [0, 2pi] → R+ une fonction croissante telle que t → Ω(tγ) est concave pour
γ > 2/(1− α). Soit fΩ une fonction extérieure vériﬁant :
|f ∗Ω(ζ)| = Ω(d(ζ,K) p.p sur T,
alors




Lemme 4.4.3. Soit K un ensemble fermé de T et h : [0, pi] → R+ une fonction






où NK(t) = 2
∑
j χ{|Ij |>2t}, 0 < t < pi, avec pi/K = ∪jIj.





|{d(ζ,K) < δ}| = |Kδ|.
En particulier δNK(δ) ≤ |Kδ|.
La formule enoncé dans le lemme suivant nous permet de calculer explicitement
la norme pour la fonction extérieure ϕΩ,K .
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Lemme 4.4.4. Soit α ∈ [0, 1]. Soit K l'ensemble fermé de T qui vériﬁe (4.4.2) et
soit Ω : [0, 2pi] → R+ une fonction croissante telle que t → Ω(tγ) soit concave pour





avec c une constante positive.
Démonstration.
Soit α ∈ [0, 1]. Soit K l'ensemble qui vériﬁe (4.4.2) et soit Ω : [0, 2pi] → R+ une
fonction croissante telle que t → Ω(tγ) soit concave pour γ > 2/(1− α). Soit la
fonction extérieure ϕΩ,K satisfaisant l'égalité :
|ϕΩ,K(ζ)| = e−Ω(d(ζ,K)) p.p sur T.










avec c une constante positive.
4.4.1 Exemples d'estimations de la fonction de comptage gé-
néralisée de Nevanlinna
Dans ce paragraphe nous allons donner quelques estimations de la fonction de
comptage généralisée de Nevanlinna associée à la fonction distance donnée dans la
relation (4.4.1), ce qui nous permet de donner quelques exemples d'opérateurs de
composition bornés et compacts sur les espaces de Dirichlet par le corollaire 4.2.3.
Commençons par le cas de l'espace de Hardy (α = 1).
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Lemme 4.4.5. Soit K un ensemble fermé de T et soit Ω : [0, 2pi]→ R+ une fonction





1−|z|}, |z| < 1.
Démonstration.
Soit ε > 0. Par le lemma 4.2.2 et pour





















Théorème 4.4.6. Soit K le Cantor généralisé associé à la suite (an)n vériﬁant
(4.4.2) et soit Ω(t) = tβ telle que β > µK, alors
Nϕ(z) = O((1− |z|)µK/β(log 1/(1− |z|))µK/β), |z| → 1−
Démonstration.
D'après (4.4.3) et le lemme 4.4.5, on obtient :
Nϕ(z) . inf
ε>0
{εµK + e− 2ε
β
1−|z|}, |z| < 1.
Il suﬃt de choisir εβ = (1− |z|)(log 1/(1− |z|)µK/β).
Pour le deuxième cas, on considère l'espace de Dirichlet Dα où 0 < α < 1.
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Théorème 4.4.7. Soit 0 < α < 1. Soit K le cantor généralisé associé à la suite
(an)n qui vériﬁe (4.4.2) telle que α + µK ≥ 1.
Soit Ω(t) = tβ telle que β < min{(1− α)/2, α + µK − 1}. Soit ϕ = ϕΩ,K, alors
Nϕ,α(z) = O((1− |z|)(α+µK−1)/β), (z → 1−).
Démonstration.
Soient 0 < α < 1 et K le cantor généralisé associé à la suite (an)n qui vériﬁe (4.4.2)
telle que α+ µK ≥ 1. Soit Ω(t) = tβ telle que β < min{(1− α)/2, α+ µK − 1}. Soit
ϕ = ϕΩ,K .
Car β < (1− α)/2, il existe γ > 2/(1− α) telle que Ω(tγ) soit concave.
Notons que :
Dα(ϕnΩ,K) = Dα(ϕnΩ,K)


















Le théorème 4.2.2 nous permet de conclure.
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4.4.2 Exemples des opérateurs de composition de la classe de
Hilbert-Schmidt
Dans ce qui suit, nous allons donner des exemples d'opérateurs de composition
de la classe de Hilbert-Schmidt.
Soient H un espace de Hilbert et T un opérateur déﬁni de H dans H. On dit que T
est un opérateur de Hilbert-Schmidt si pour toute base orthonormale (ei)
∞
i=0 de H
on a : ∞∑
n=0
‖Ten‖2 <∞.
La norme ‖.‖ est la norme associée au produit scalaire de H.
On désigne par S2(H) la classe d'opérateurs de Hilbert Schmidt.
Nous avons besoin du lemme suivant :
Lemme 4.4.8. Soit 0 ≤ α < 1 et soit ϕ : D → D une fonction holomorphe. Les
assertions suivantes sont équivalentes,


















Soient ϕ : D→ D une fonction holomorphe et 0 ≤ α < 1.
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Puisque (en)
∞
n=0 une base orthonormale de Dα et Cϕ(en) = ϕn/(1 + n)
1−α
2 , alors





































Enﬁn, l'équivalence entre (iii) et (iv) découle du lemme de changement de variable
4.1.3.
Le résultat suivant a été démontré par El-Fallah, Kellay, Shabankhah et Youssﬁ
dans leurs article intitulé "Level sets and Composition operators on the Dirichlet
space" en 2011 [19] dans les espaces de Dirichlet où α = 0.
Théorème 4.4.9. Soit 0 ≤ α < 1. Soit K le cantor généralisé qui vériﬁe (4.4.2), et
soit Ω : [0, 2pi] → R+ une fonction croissante telle que t → Ω(tγ) soit concave pour













Ω′(t)2 e−2Ω(t) tα|Kt| dt.
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Car ϕnΩ,K = ϕnΩ,K , on obtient :∫
D
|ϕ′Ω,K(z)|2


















où c1 et c2 sont des constantes positives. Notons que :
1− e−2Ω(t)  Ω(t),
on obtient : ∫
D
|ϕ′Ω,K(z)|2
(1− |ϕΩ,K(z)|2)2+α dAα(z) <∞
Donc et d'après le lemme 4.4.8 CϕΩ,K ∈ S2(Dα).
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