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topic, issue, agenda setting, news value, supervised 
machine learning, LDA topic modeling, structural 
topic modeling
BRIEF DESCRIPTION
Topics describe the main issue discussed in an 
article, for example: Does an article deal with po-
litics, economics or sports?
FIELD OF APPLICATION/THEORETICAL FOUNDATION
In the context of “Agenda Setting”, studies analy-
ze which issues are on the public agenda. In the 
context of “News Values”, studies may analyze 
why some topics are more prominently covered 
than others.
REFERENCES/COMBINATION WITH OTHER  
METHODS OF DATA COLLECTION
Many studies combine manual inspection of to-
pics with their automated detection. Quinn et al. 
(2010) demonstrate for their analyses of legisla-
tive speeches how manual inspection may in-
crease the validity of results. Similarly, Hase et 
al. (2020) use automated content analysis to find 
and map similar topics for which manual coding 
is then conducted. Such combinations may con-
tribute to a better and more detailed understan-
ding of topics than automated analyses by them-
selves.
The datasets referred to in the table are descri-
bed in the following paragraph: 
Puschmann (2019a) uses New York Times ar-
ticles (1996-2006, N = 30,862) as well as articles 
from Die Zeit (2011-2016, N = 377) to identify to-
pics using supervised machine learning. In an-
other tutorial, Puschmann (2019b) uses Sherlock 
Holmes stories (18th century, N = 12), articles 
from Die Zeit (2011-2016, N = 377) and debate 
transcripts (1970-2017, N = 7,897) to apply LDA 
and structural topic modeling. In her tutorials, 
Silge (2018a, 2018b) also uses Sherlock Holmes 
stories (18th century, N = 12) and a news corpus 
also containing comments (2006-ongoing, N = 
100,000). Silge and Robinson (2020) apply LDA 
topic modeling on news stories by the Associa-
ted Press (1992, N = 2,246) as well as books by Di-
ckens, Wells, Verne and Austen (18th century, N 
= 4). Roberts et al. (2019) use blogposts (2008, N = 
13,248) for structural topic modeling. Watanabe 
and Müller (2019) apply LDA topic modeling on 
newspaper articles from The Guardian (2016, N 
= 6,000). Van Atteveldt and Welbers (2019, 2020) 
use State of the Union speeches (1981-2017, N = 
10 and 1789-2017, N = 58) for their analyses. Last-
ly, Wiedemann and Niekler (2017) use the same 
data containing State of the Union speeches 
(1790-2017, N = 223).
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Table 1. Measurement of „Topics“ using automated content analysis.
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* Please note that many of the sources listed here are tutorials on how to conducted automated analyses 
– and therefore not focused on the validation of results. Readers should simply read this column as an 
indication in terms of which sources they can refer to if they are interested in the validation of results.
