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English Introduction
It was Paul Painlevé who, at the end of the 19th century, saw the need to create a geometric
theory in order to understand better the problems in the study of solutions of holomorphic
differential equations. This point of view began with the works of Henri Poincaré and Ivar Otto
Bendixon and took its own entity as “theory of foliations” with the work of Charles Ehresmann
and Georges Reeb in the 1940s. A foliation always appears as the family of solutions of some
system of differential equations and to study the behavior of the foliation is to study the global
behavior of the solutions of this system.
From the local point of view, foliations always offer the same picture, the one of a foliated
chart, with plaques that will be extended later on the leaves. Complexity appears when there
are considered global situations, or singular points, also called equilibrium points in the case
of vector fields. In fact the geometric complexity of the leaves around a singular point is com-
pared to the global situation, representing the singularity a “zone of the infinity inaccessible
by the dynamic system”. Singularities are nevertheless conditioned to the fact that we consider
holomorphic differential equations themselves. Specifically, a foliation of codimension one is
represented by the equation ω = 0, where ω is a holomorphic one-form satisfying the integra-
bility condition of Frobenius ω ∧ dω = 0; the singular points are those where ω is zero In the
80’s the study of the singularities of holomorphic foliations was accelerated, starting from the
foundational works of Robert Moussu, Jean-Pierre Ramis, Jean Martinet, Bernard Malgrange,
Jean-François Mattei, Dominique Cerveau and others, study that has continued to the present,
in some aspects in parallel to the theory of singularities of varieties. This is the framework in
which this thesis is framed.
One of the ways of dealing with the study of holomorphic singular foliations is to look for
a model with “simpler” singularities, coinciding with the original outside its singular points;
this is, to achieve a reduction of singularities by means of a finite sequence of blowing-ups,
in the same spirit as the resolution of singularities of varieties. The problem of reduction of
singularities for holomorphic foliations of codimension one was solved by Abraham Seidenberg
in 1968, for the case of dimension two, in his well-known article [40]. In ambient dimension three
there is a positive answer firstly, for the non-dicritical case in the article [11] of Felipe Cano
and Dominique Cerveau in 1992 and later, in 2004, for the general three-dimensional case in
the article [10] of F. Cano. However, this remains being an open problem in higher dimension,
although some very substantial progress has been made in the direction of local uniformization
in the preprint [13] of F. Cano and Miguel Fernández-Duque. This point of view of the reduction
of singularities is the one that we adopt in this work.
The main topic of my research, presented in this document in order to obtain a “PhD
degree in Mathematics by the University of Valladolid”, is the study of “Newton non-degenerate
codimension one foliations”.
The non-degenerate singularities for hypersurfaces have been described classically by A.
Kouchnirenko in [35]; let us give a quick description of them. We consider a germ of hypersurface
in (Cn, 0), defined locally by a reduced equation f = 0 in local coordinates z = (z1, z2, . . . , zn).
We take the Taylor’s expansion of f , we consider the convex hull of the σ ∈ Rn≥0 such that
λσ 6= 0 and we add to it the first orthant Rn≥0. In this way it is obtained the Newton polyhedron
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of f . We consider its compact boundary ∆ and we say that a singularity is “non-degenerate”
if the coefficients are “generic” in a sense that we will define later. This class of singularities is
open and dense in the space of coefficients when ∆ is fixed. Also M. Oka does a study in [36]
of the non-degenerate singularities for the case of complete intersections.
Taking a logarithmic point of view, we can define a Newton polyhedron associated to a germ
of differential form or vector field, once we fix a system of coordinates. From a more geometrical
approach, the fact of considering a normal crossings divisor in the ambient space determines the
coordinates we are going to consider. On this way, we can define not just a single polyhedron,
but a whole polyhedra system, each one associated to one of the strata naturally given by the
divisor as we will see in Chapter 2.
A foliated space consists of a codimension one foliation F in a complex analytic spaceM , to-
gether with a normal crossings divisor E ⊂M . Most of the definitions, properties and results we
present in this work concerns the foliated space (M,E,F) and not just to the foliation F . In the
general theory established in Chapter 4, we introduce the concept of “Newton non-degenerate
foliated space” which, of course, coincides with the classical one for germs of hypersurfaces,
when we consider germs of foliations having a holomorphic first integral. On the other hand,
once we have a normal crossings divisor in the ambient space, we can talk about “combinatorial
blowing-ups”. They are blowing-ups centered at the closure of one of the strata determined by
the divisor. We extend the definition introduced by M.I.T. Camacho and F. Cano in [9] and we
say that a codimension one foliation is of “toric type” if we obtain only “simple points” after
a combinatorial sequence of blowing-ups, that is, if it has a “combinatorial desingularization”.
When we ask to reach only “presimple points”, we say that the foliation is of “weak toric type”.
One result that we prove in this work is the “equivalence theorem” which says that Newton
non-degenerate foliations are exactly those that are of weak toric type, under the hypothesis
that the foliations has not saddle-nodes, that is, it is complex hyperbolic.
Let us mention that the class of Newton non-degenerate foliations contains dicritical fo-
liations, that is, after a finite sequence of blowing-ups performed in invariant centers, we can
find components of the exceptional divisor generically transversal. This fact opens in a natural
way the question if these foliations admit invariant hypersurface. The existence of invariant
hypersurface is a general problem proposed by René Thom, whose solution is positive in the
non-dicritical case (results of C. Camacho, P. Sad, D. Cerveau, F. Cano and J.F. Mattei), and
negative in the general dicritical situations. For this reason it is interesting to detect families
of dicritical foliations in which the existence of invariant hypersurface is assured.
On this line, another of the theorems that we present in the document assures the existence of
an invariant surface for toric type foliations in dimension three. In order to establish it, we have
needed a deep study of Newton non-degenerate foliations defined on projective surfaces with
toric structure. In this context we present a collection of results that classify these foliations and,
in particular, highlight the fundamental property of prolongation of isolated invariant curves
for Newton non-degenerate foliations on toric surfaces.
The content of the chapters that make up this thesis is set out below, with express mention
of the most outstanding results obtained.
Chapter 1. Preliminaries Here we recall and introduce basic concepts concerning the gene-
ral theory of codimension one holomorphic singular foliations. An ambient spaceM = (M,E)
consists of a nonsingular complex analytic space M accompanied by a normal crossings divisor
E. The local coordinate systems x = (x1, x2, . . . , xn) are always taken adapted to E, that is,
satisfying the property E ⊂ (x1x2 · · ·xn = 0). Given a foliation F on M , we consider local
generators with a logarithmic writing with respect to the divisor, which we will write in local
coordinates adapted to E = (
∏
j∈A xj = 0) as:
ω =
∑
j∈A aj
dxj
xj
+
∑
j∈B ajdxj , aj ∈ OM,p,
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A holomorphic generator η = f1dx1 + f2dx2 + · · · + fndxn is obtained from ω by multiplying
by a reduced equation of the invariant part of the divisor E. With this writing, we recall that
the singular locus Sing(F) is given locally by the common zeros of the coefficients fi. When we
add to it the points where the foliation and the divisor have not normal crossings, that is, the
tangency points, we obtain the adapted singular locus Sing(F , E).
Let us recall that classically, in the bidimensional case, a singularity is called presimple if
there is a vector field defining the foliation with non-nilpotent linear part. When, in addition,
the ratio of the eigenvalues of the linear part is not a positive rational, the singularity is called
simple. In the particular case where one of the eigenvalues is zero, we say that it is a saddle-node.
The classical example of saddle-node is given by the Euler equation
(y − x)dx− x2dy.
These concepts are slightly modified to make them fit into a definition adapted to the divisor,
that is generalized to higher dimension. In this adapted context presimple points satisfies that
the number of invariant components of the divisor passing through them is either the dimen-
sional type of the foliation or one less, where we remember that the dimensional type is the
minimum number of variables in which a holomorphic generator can be written. In the first
case we will say that they are points of corner type and in the second case points of trace type.
Admissible blowing-ups are those whose centers have normal crossings with the divisor and
they are invariant for the foliation, that is to say, they are contained either in a leaf or in the
singular locus. A reduction of singularities is a finite sequence of admissible blowing-ups such
that in the final space all points are simple. When we only reach presimple points we talk about
pre-reduction.
Almost all the results we provide in this memory, are done under the complex hyperbolic
hypothesis, which imposes that can not appear bidimensional saddle-nodes in the foliation.
In a more precisely way, for each point p ∈ M , there is no generically transversal morphism
φ : (C2, 0) → (M,p) satisfying that the origin is a saddle-node for the foliation φ−1F . This
kind of foliations is also known in the case of dimension two as “generalized curve” (see [8]). On
the other hand, on many occasions we are going to emphasize the fact that we are considering
dicritical foliations (as in Chapter 6). A foliation is called non-dicritical if for any composition
of a finite sequence of admissible blowing-ups, the exceptional divisor is non-dicritical (in the
document this definition is precised a little more).
Finally, we recall the concept of isolated invariant branch in ambient dimension two, sugges-
ted by C. Camacho, A. Lins Neto and P. Sad in [8]. They are the ones that always go through
non-dicritical components of the exceptional divisor, after any reduction of singularities.
Chapter 2. Polyhedra Systems. Combinatorial Reduction of Singularities In this
chapter we explain the content of a paper accepted for publication which is attached as an
annex.
We change the ambient spaces for their combinatorial structure, what we call “support
fabric”. This concepts is strongly related with the idea in dimension two of dual graph of a
exceptional divisor and in higher dimension with the one of dual simplicial complex. More spe-
cifically, given an ambient space (M,E) with E = ∪i∈IEi, its associated support fabric is a
pair consisting of the index set I and a set of strata H ⊂ P(I) in such a way that J ∈ H if and
only if the intersection EJ = ∩j∈JEj is not empty. What we propose is a structure of characte-
ristic polyhedra systems D defined over support fabrics which is transformed in a natural way
following the rules provided by the blowing-up morphisms. Hironaka’s characteristic polyhedra
represent the combinatorial steps in almost any procedure of reduction of singularities. This
is implicit in the formulation of the polyhedra game [33], solved by Spivakovsky [41], and in
many other papers about characteristic polyhedra. The combinatorial features concerning the
problems of reduction of singularities are reflected in polyhedra systems without loosing the
global aspects as we can appreciate in the prove we give about the following result, central in
this chapter:
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Theorem 2.2 Given a polyhedra system D, there is a finite sequence of characte-
ristic transforms
D → D1 → D2 → · · · → Dk,
such that Sing(Dk) = ∅.
The dimension of a support fabric is the maximum number of elements in its strata. Note that,
when it is associated to an ambient space M , its dimension can be smaller than the ambient
one. The proof of the previous result is done by induction in the dimension and we distinguish
three types of polyhedra systems:
1. The “Hironaka quasi-ordinary”, for these ones the prove is done directly.
2. The “specials”, for which a combinatorial version of the maximal contact ise given.
3. The “generals”, where Spivakovsky polyhedra control is used.
When we consider special systems under the induction hypothesis, we define the maximal
contact in this context. Although it is not evident that it exists in a global way, we prove that it
does, since it is precisely the induction hypothesis which allows to eliminate the possible “global
incoherence”. Now, we project over a “maximal contact support fabric”, that plays the role of a
maximal contact variety [3] and we use again the induction hypothesis to conclude the prove in
this case. For the general systems, we define the “Spivakovsky invariant” and the “Spivakovsky
projection”, which allow us to control our original system by means of a special one, until we
reduce it to the Hironaka quasi-ordinary case.
Finally, we give several examples of polyhedra systems associated with geometrical objects
such as hypersurfaces, codimension one foliations or vector fields. These examples are the ne-
cessary starting point to provide a global combinatorial support for Newton non-degenerate
hypersurfaces and foliations.
Chapter 3. Graduations and Weighted Initial Forms. This is a technical chapter, de-
voted to justify language in terms of sheaves theory, filtrations and weighted graduations of
rings and modules.
Once is fixed a stratum J of the stratification induced by the divisor, a weight vector is an
element ρ in the dual vector space (RJ)∗ with all its entries positve (when we identify it with
the space RJ). If we have a Newton polyhedron NJ associated to our stratum J , these weight
vectors point out compact faces of the polyhedron.
Given an open set U ⊂ M and a function f ∈ OM (U), if we try to define the weighted
initial form or ρ-initial form as an element of the ring of polynomials in T = (Tj)j∈J and
with coefficients in OSJ (U ∩ SJ), we find two problems. The first one and most relevant is
that we need to do it in a coordinate system defined in the whole open set U . In second place
we see that, although the first difficulty is overcome, we also find the fact that the definition
depends on the chosen coordinates. Therefore, in order to define the concept of ρ-initial form
of f intrinsically and globally, we are going to build the sheaf of graduated algebras GρJOM .
In a more general way, they are defined the sheafs of graduated modules ΩrSJ (log T,R) and
GρJΩrM (logE), based in the geometrical stratum SJ . While the first of them is constructed
directly taking the coefficients in the sheaf OSJ , as in the case of functions, the second is built
at each fiber from the germs of logarithmic differential r-forms in M and we prove that they
are locally isomorphic. Hence, the weighted initial forms will be defined as sections of the sheaf
GρJΩrM (logE), where are “codified” the changes of coordinates by the local isomorphisms with
the sheaf of modules ΩrSJ (log T,R).
On this way, we introduce the ρ-initial form LρF of a foliation F as a submodule of the sheaf
GρJΩrM (logE). The non-degeneracy conditions that are presented in Chapter 4 are given in this
language, from the local identification with the sections of ΩrSJ (log T,R), once the coordinates
are fixed.
4
Introduction
Chapter 4. Newton Non-degenerate Foliations. We use the constructions of weighted
initial forms made in the previous chapter, to give the definition of Newton non-degenerate
foliated space. This is a local but open definition, which we give following the classical ideas for
hypersurfaces and complete intersections. We look at a point and at the stratum of the natural
stratification given by the divisor to which it belongs, say J . We fix a weight ρ ∈ (RJ)∗ with
positive entries and say that the foliated space (M,F) is “(ρ, J)-non degenerate at p” if the
weighted initial form LρFp has not zeros in the complex torus (C∗)J . As we already know, the
weights points out faces of the polyhedron and when we read the weighted initial form through
a coordinate system for two different weights associated with the same face of the polyhedron,
we realize that they are essentially the same. As a consequence, it is enough to consider one
weight for each compact face of the polyhedron. When the condition J-no degenerate holds for
all points p ∈M we say that the foliated space is “Newton no degenerate”. An interesting result
is that the restriction to a dicritical component of a Newton non-degenerate foliated space is
also Newton non-degenerate.
The main goal of this chapter is to prove the following equivalence theorem:
Theorem 4.1 A complex hyperbolic foliated space is Newton non-degenerate if and
only if it is of weak toric type.
The proof is done in two steps. Firstly we see that being Newton non-degenerate is stable
by combinatorial blowing-ups and blowing-downs, without the need of the complex hyperbolic
hypothesis. In order to do it, we made a combinatorial game that points out which strata and
weight are related to which ones before and after blowing-up. Once this is known, stability
is a direct proof that we do in Lemma 4.1. In the second place we see what happens in the
“final stage”, that is when we work with a desingularized polyhedron, or what is the same,
when the stratum is already generically presimple. What we see here, now using the complex
hyperbolic hypothesis is that, in this case, a foliated space is Newton non-degenerate at a point
if and only if the point is presimple. To conclude the equivalence it is essential to note that
a desingularization of the associated polyhedra system (which we know that exists because of
Theorem 2.2), gives rise to a sequence of combinatorial admissible blowing-ups. Combining this
with stability and the final stage we get the proof of the result.
In the last section of this chapter we observe that the concept of Newton non-degenerate
foliated space naturally extends the classical concept for hypersurfaces, when we are considering
foliations with holomorphic first integral. Likewise, it is not difficult to find dicritical examples
from foliations with rational or multivalued first integral. Finally we conclude observing that
the condition of being Newton non-degenerate for a fixed polyhedron is open in the closed set
defined by the Frobenius integrability conditions, and in the end, we are talking about Zariski
non empty open sets in spaces of foliations.
Chapter 5. Globalization of Isolated Branches of Non-degenerate Foliations. In this
chapter we describe local-global aspects concerning the invariant curves of complex hyperbolic
Newton non-degenerate foliations defined on projective toric surfaces. The main result that we
present is the following:
Theorem 5.1. The isolated invariant branches of a Newton non-degenerate foliation
defined on a projective toric surface extend to algebraic curves.
Let us recall that a nonsingular projective toric surface is naturally endowed with a normal
crossings divisor given by the union of the non-dense orbits of the torus action. Moreover,
these surfaces are obtained from the projective plane with the “standard” toric structure by
combinatorial blowing-ups and blowing-downs. Since the properties we consider are stable under
these transformations, it is enough to prove our results for the case of the projective plane.
The homogeneous polygon of a foliation on P2C is a global version of the Newton polygon.
In the Newton non-degenerate context, we show that it is necessarily either a single vertex
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or a segment. The key argument in this proof is the deep and original study of the Russian
researchers A.G. Khovanskii, A.G. Kouchnirenko and D.N. Bernstein (see [5, 34]), where they
obtain the following result (BKK): “The number of roots of a Laurent polynomial system
in general position is the mixed volume of the associated polyhedra”. The knowledge of the
shape of the homogeneous polygon allows us to give a complete classification of the Newton
non-degenerate foliations on the projective plane. In a more precise way, we distinguish the
following three cases:
Case a) When the homogeneous polygon is a single vertex, there are not isolated invariant
branches.
Case b) When it is the segment joining the points (0, d, 0) and (0, 0, d): the isolated invariant
branches are in a family of lines of the type `λ = (X2 − λX1 = 0).
Case c) When it is the segment joining the points (d, 0, 0) and (0, a, d−a): the isolated invariant
branches are in a family of curves of the type Cλ = (X d˜−a˜1 X a˜2 − λX d˜0 = 0), that is, they
are locally cusps.
As a consequence of this description, we obtain the globalization result stated in Theorem 5.1.
For the existence of isolated invariant branches in the Newton non-degenerate context, we
see in Lemma 5.4 that there is at least one for each λ in the family above. In case b), it is
enough to perform a blowing-up in the common point of all the lines `λ. Each transformed line
cuts to the new divisor in two points pλ and qλ, and what we observe is that the “ratios of the
eigenvalues” of the singularities of the foliations at that points are opposite one of the other.
Hence, at least one of them is a simple point and we find an isolated invariant branch. In case
c), we find a similar argument after a reduction of singularities of the cuspidal family Cλ.
When we have the strongest property of being of toric type, we have the following dichotomy:
The foliation has rational first integral, but it does not have isolated invariant branches.
The foliation has finitely many global invariant curves outside of the exceptional divisor.
Moreover, each one defines isolated invariant branches in the points of intersection with
the divisor.
In addition, we deduce of this result that there is always a global invariant curve for a toric
type foliation on a projective toric surface. This does not hold for general complex hyperbolic
foliations on the projective plane as Jouanolou’s classical example, given by the differential form
(X20X1 −X32 )dX0 + (X21X2 −X30 )dX1 + (X22X0 −X31 )dX2,
shows in [24]. This foliation does not have algebraic invariant curves, but it has seven singula-
rities and two isolated invariant branches at each one. It has to be said that this example does
not fit in the context of toric type foliated spaces.
Jouanolou’s example is classically used to construct germs of codimension one foliations
in dimension three without invariant surface. In contrast, the results presented here for toric
type foliations on projective toric surfaces are the starting point for the proof of the existence
of invariant surface for germs of toric type foliations in dimension three, that we discuss in
Chapter 6.
Chapter 6. Existence of invariant surface for torifiable foliations. The problem of
existence of invariant hypersurfaces for a holomorphic codimension one foliation is a leitmotif
in the theory of holomorphic singular foliations, coming from an initial question of René Thom.
The main result in this chapter is a contribution to this problem, that we state as follows:
Theorem 6.1 Every torifiable complex hyperbolic foliation in (C3, 0) has an inva-
riant surface.
6
Introduction
We have already mentioned that the foliations in this family can be dicritical, which explains
the relevance of the result. Indeed, as we have already commented, the existence of invariant
hypersurface in any ambient dimension has a positive answer for any non-dicritical foliation
(see [7, 11, 14]).
In order to prove the existence of invariant surface in a dicritical foliation in (C3, 0), it
is essential to have “good properties” for the restriction of the foliation to compact dicritical
components after reduction of singularities. More precisely, the prolongation property that we
need is expressed as follows:
Definition 6.1: A foliated surface (S,D,G) has the prolongation property for isolated
branches if, for every isolated invariant branch (Γ, p), the next conditions follows:
1. There is a curve Y ⊂ S extending (Γ, p), that is, such that (Γ, p) ⊂ (Y, p).
2. If Y ⊂ S is the curve extending (Γ, p) and q ∈ Y ∩D, each branch (Υ, q) ⊂ (Y, q)
is isolated.
If we have this “prolongation property” in the restriction to the compact dicritical components
of a reduction of singularities, we can extend the argument of Cano-Cerveau in [11] to prove
the existence of invariant surface, provided we have at least a trace type simple singular point.
In the frame of toric type foliations we see that the compact components of the exceptional
divisor are projective toric surfaces. On the other hand, the restriction of the foliation to a
compact dicritical component is of toric type. Using the results of the previous chapter, we
conclude that the property of prolongation is given for the restriction to each one of the dicritical
components.
Now, it would be enough to find a trace type singular point after reduction of singularities,
in the toric type context. Such a point appears if and only if there is at least one invariant
component in the exceptional divisor, as we show in Section 6.2. In the proof of this result, the
key argument is a refined version of Camacho-Sad’s theorem proved by Ortiz-Rosales-Voronin in
[37]. The remaining case corresponds to toric type foliations admitting reduction of singularities
without invariant components. In this situation only blowing-ups centered in curves are allowed,
in an étale way over an initial one, and the existence of invariant surface follows straightforward.
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Introducción
Fue Paul Painlevé quien, a finales del siglo XIX, vio la necesidad de crear una teoría geo-
métrica con el fin de comprender mejor los problemas en el estudio de las soluciones de las
ecuaciones diferenciales holomorfas. Este punto de vista se inició con los trabajos de Henri
Poincaré e Ivar Otto Bendixon y tomo entidad propia como “teoría de foliaciones” a raíz de
la obra de Charles Ehresmann y Georges Reeb en el entorno de 1940. Una foliación siempre
aparece como la familia de soluciones de algún sistema de ecuaciones diferenciales y estudiar el
comportamiento de la foliación es estudiar el comportamiento global de las soluciones de éste.
Desde el punto de vista local, las foliaciones siempre ofrecen la misma figura, la de una carta
foliada, con placas que después se prolongarán en las hojas. La complejidad aparece al considerar
situaciones globales, o bien puntos singulares, también llamados puntos de equilibrio en el caso
de campos de vectores. De hecho, la complejidad geométrica de las hojas alrededor de un punto
singular se equipara a la situación global, representando la singularidad una “zona del infinito
inalcanzable por el sistema dinámico”. Las singularidades están no obstante condicionadas al
hecho de que consideramos ecuaciones diferenciales holomorfas ellas mismas. Concretamente,
una foliación de codimensión uno está representada por la ecuación ω = 0, donde ω es una forma
holomorfa con la condición de integrabilidad de Frobenius ω ∧ dω = 0; los puntos singulares
son aquellos donde ω se anula. En los años 80 se aceleró el estudio de las singularidades de
foliaciones holomorfas, a partir de los trabajos fundacionales de Robert Moussu, Jean-Pierre
Ramis, Jean Martinet, Bernard Malgrange, Jean-François Mattei, Dominique Cerveau y otros,
estudio que ha continuado hasta nuestros días, en algunos aspectos de modo paralelo al de la
teoría de singularidades de variedades. Éste es el marco en el que se encuadra esta memoria.
Una de las maneras de abordar el estudio de las foliaciones singulares holomorfas es buscar
un modelo con singularidades “más sencillas”, que coincida con el original fuera de los puntos
singulares de éste; esto es, conseguir una reducción de singularidades por medio de una sucesión
finita de explosiones, en el mismo espíritu que la resolución de singularidades de variedades. El
problema de reducción de singularidades para foliaciones holomorfas de codimensión uno fue
resuelto por Abraham Seidenberg en 1968, para el caso de dimensión dos, en su conocido artículo
[40]. En dimensión ambiente tres se tiene una respuesta positiva en primer lugar, en el caso no
dicrítico en el artículo [11] de Felipe Cano y Dominique Cerveau de 1992 y posteriormente, en
2004, para el caso general tridimensional en el artículo [10] de F. Cano. En cambio, éste sigue
siendo un problema abierto en dimensión superior, aunque se han hecho algunos avances muy
significativos en la dirección de la uniformización local en el preprint [13] de F. Cano y Miguel
Fernández-Duque. Este punto de vista de la reducción de singularidades es el que adoptamos
en este trabajo.
El objeto principal de mi investigación, presentado en esta memoria con la que opto a obtener
el grado de “Doctora en Matemáticas por la Universidad de Valladolid”, es el estudio de las
foliaciones holomorfas de codimensión uno “Newton no-degeneradas”.
Las singularidades no degeneradas para hipersuperficies han sido descritas clásicamente
por A. Kouchnirenko en [35]; vamos a dar una descripción rápida de éstas. Consideramos un
germen de hipersuperficie en (Cn, 0), definido localmente por una ecuación reducida f = 0
en coordenadas locales z = (z1, z2, . . . , zn). Tomamos el desarrollo de Taylor de f dado por
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f =
∑
σ λσzσ, consideramos la envolvente convexa de los σ ∈ Rn≥0 tales que λσ 6= 0 y a ésta
le sumamos el primer ortante Rn≥0. Así se obtiene el poliedro de Newton de f . Consideramos
su frontera compacta ∆ y decimos que la singularidad es no degenerada si los coeficientes son
“genéricos” en un sentido que definiremos más adelante. Esta clase de singularidades es abierta
y densa en el espacio de coeficientes cuando ∆ está fijo. También M. Oka hace un estudio en
[36] de las singularidades no degeneradas para el caso de intersecciones completas.
Tomando un punto de vista logarítmico, podemos definir un poliedro de Newton asociado a
un germen de forma diferencial o campo de vectores, una vez fijemos un sistema de coordenadas.
Desde una aproximación más geométrica, considerar un divisor con cruzamientos normales en
el espacio ambiente, determina las coordenadas que vamos a utilizar. De este modo, podemos
definir no un solo poliedro, sino un sistema de poliedros completo, cada uno de ellos asociado
a uno de los estratos dados de forma natural por el divisor, como veremos en el Capítulo 2.
Un espacio foliado se define como el formado por una foliación de codimensión uno F en un
espacio analítico complejo M , junto con un divisor con cruzamientos normales E ⊂M . La ma-
yoría de las definiciones, propiedades y resultados que presentamos en este trabajo conciernen al
espacio foliado (M,E,F) y no sólo a la foliación F . En la teoría general establecida en el Capí-
tulo 4, introducimos el concepto de “espacio foliado Newton no degenerado” que, por supuesto,
coincide con el clásico para gérmenes de hipersuperficies, cuando consideramos gérmenes de
foliaciones con integral primera holomorfa. Por otro lado, una vez que tenemos un divisor con
cruzamientos normales en el espacio ambiente, podemos hablar de “explosiones combinatorias”.
Éstas son explosiones centradas en la clausura de alguno de los estratos determinados por el
divisor. Extendemos la definición dada por M.I.T. Camacho y F. Cano en [9] y decimos que
una foliación de codimensión uno es de “tipo tórico” si obtenemos solamente “puntos simples”
después de una sucesión de explosiones combinatoria, esto es, si tiene una “desingularización
combinatoria”. Cuando pedimos llegar sólo hasta “puntos presimples”, decimos que la foliación
es de “tipo tórico débil”.
Uno de los resultados que demostramos en esta memoria es el “teorema de equivalencia” que
dice que las foliaciones Newton no degeneradas son exactamente aquellas de tipo tórico débil,
bajo la hipótesis de que la foliación no tiene sillas-nodo, es decir, es hiperbólico-compleja.
Señalemos que la clase de foliaciones Newton no degeneradas contiene foliaciones dicríticas,
esto es, después de una sucesión finita de explosiones con centros invariantes, podemos encontrar
componentes del divisor excepcional genéricamente transversales. Este hecho abre de manera
natural la pregunta de si tales foliaciones admiten hipersuperficie invariante. La existencia de
hipersuperficie invariante es un problema general planteado por René Thom, cuya solución es
afirmativa en el caso no dicrítico (resultados de C. Camacho, P. Sad, D. Cerveau, F. Cano y
J.F. Mattei), y negativa en el caso general dicrítico. Por eso es interesante detectar clases de
foliaciones dicríticas en las que esté asegurada la existencia de hipersuperficie invariante.
Otro de los teoremas que presentamos en la memoria asegura la existencia de superficie inva-
riante para las foliaciones de tipo tórico en dimensión tres. Para establecerlo, hemos necesitado
un estudio profundo de las foliaciones Newton no degeneradas definidas en superficies proyecti-
vas con estructura tórica. En este contexto presentamos una batería de resultados que clasifican
dichas foliaciones y, en particular, ponen en evidencia la propiedad fundamental de prolongación
de curvas invariantes aisladas para foliaciones Newton no degeneradas en superficies tóricas.
A continuación, pasamos a exponer el contenido de los capítulos que componen esta tesis,
con mención expresa de los resultados más destacados obtenidos.
Capítulo 1. Preliminares En este capítulo se recuerdan e introducen definiciones básicas
que conciernen a la teoría general de foliaciones holomorfas de codimensión uno. Un espacio am-
bienteM = (M,E) consiste en un espacio analítico complejo no singularM acompañado de un
divisor con cruzamientos normales E. Los sistemas locales de coordenadas x = (x1, x2, . . . , xn),
siempre los tomamos adaptados a E, esto es cumpliendo la propiedad E ⊂ (x1x2 · · ·xn = 0).
Dada una foliación F en M , consideraremos generadores locales con una escritura logarítmica
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respecto al divisor, que escribiremos en coordenadas adaptadas a E = (
∏
j∈A xj = 0) como:
ω =
∑
j∈A aj
dxj
xj
+
∑
j∈B ajdxj , aj ∈ OM,p,
Un generador holomorfo η = f1dx1 +f2dx2 + · · ·+fndxn se obtiene de ω multiplicando éste por
una ecuación reducida de la parte invariante del divisor E. Con esta escritura, el lugar singular
Sing(F) viene dado localmente por los ceros comunes de los coeficientes fi. Cuando a éste se le
añaden los puntos donde la foliación y el divisor no tienen cruzamientos normales, los puntos
de tangencia, obtenemos el lugar singular adaptado Sing(F , E).
Recordemos que clásicamente, en el caso bidimensional, una singularidad es presimple si
existe un campo de vectores definiendo la foliación con parte lineal no nilpotente. Cuando
además la razón de los autovalores de la parte lineal no es un racional positivo, decimos que la
singularidad es simple. En el caso particular en el que uno de los autovalores es cero, decimos
que es una silla-nodo. El ejemplo clásico de silla-nodo es el dado por la ecuación de Euler
(y − x)dx− x2dy.
Estos conceptos se modifican ligeramente para hacerlos encajar en una definición adaptada al
divisor que se generaliza a dimensión superior. En este contexto adaptado, los puntos presimples
cumplen que el número de componentes invariantes del divisor pasando por ellos es o bien el
tipo dimensional de la foliación o bien uno menos, donde recordamos que el tipo dimensional es
el menor número de variables en el que se puede escribir un generador holomorfo. En el primer
caso diremos que son puntos de tipo esquina y en el segundo caso puntos de tipo traza.
Las explosiones admisibles son aquellas cuyos centros tienen cruzamientos normales con
el divisor y son invariantes para la foliación, es decir, están contenidos o bien en una hoja o
bien en el lugar singular. Una reducción de singularidades es una sucesión finita de explosiones
admisibles de modo que en el espacio final todos lo puntos son simples. Cuando solamente
llegamos hasta puntos presimples hablamos de pre-reducción.
Prácticamente todos los resultados que proporcionamos en esta memoria, se hacen bajo la
hipótesis hiperbólico-compleja. Ésta impone que no aparezcan sillas-nodo bidimensionales en
la foliación, o de manera más precisa, que para cada punto p ∈M , no exista ningún morfismo
genéricamente transversal φ : (C2, 0)→ (M,p) cumpliendo que el origen sea una silla-nodo para
la foliación φ−1F . Esta clase de foliaciones también se conoce en el caso de dimensión dos como
“curva generalizada” (véase [8]). Por otro lado, en muchas ocasiones vamos a hacer hincapié en
el hecho de estar considerando foliaciones dicríticas (como en el Capítulo 6). Una foliación F se
dice no dicrítica si para cualquier composición de una sucesión finita de explosiones admisibles
se tiene que el divisor excepcional es no dicrítico (en la memoria se precisa un poco más esta
definición).
Por último, destacamos el concepto de rama invariante aislada en dimensión ambiente dos,
sugerido por C. Camacho, A. Lins Neto y P. Sad en [8]. Éstas son las que siempre pasan por
componentes no dicríticas del divisor excepcional, después de cualquier reducción de singulari-
dades.
Capítulo 2. Sistemas de poliedros. Reducción combinatoria de Singularidades. En
este capítulo se explica el contenido de un artículo ya aceptado para su publicación, que se
adjunta como anexo.
Cambiamos los espacios ambiente por su estructura combinatoria, aquello que llamamos
“tejido soporte” (en inglés “support fabric”). El concepto tiene mucho que ver con la idea
en dimensión dos de grafo dual de un divisor excepcional y en dimensión cualquiera con la
de complejo simplicial dual. De manera más concreta, dado un espacio ambiente (M,E) con
E = ∪i∈IEi, su tejido soporte asociado es un par formado por los índices I y un conjunto
de estratos H ⊂ P(I) de manera que J ∈ H siempre y cuando la intersección EJ = ∩j∈JEj
sea no vacía. Lo que proponemos es una estructura de sistemas de poliedros característicos D
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definida sobre tejidos soporte y que se transforma de manera natural siguiendo las reglas dadas
por los morfismos de explosión. Los poliedros característicos de Hironaka representan los pasos
combinatorios en casi cualquier proceso de reducción de singularidades. Esto está implícito
en la formulación del “juego de los poliedros” en [33], resuelto por Spivakovsky en [41], y en
otros artículos sobre poliedros característicos. Los aspectos combinatorios que conciernen a los
problemas de reducción de singularidades se reflejan en los sistemas de poliedros sin perder los
aspectos globales como podemos apreciar en la prueba que damos sobre el siguiente resultado,
central en este capítulo:
Teorema 2.2 Dado un sistema de poliedros D, hay una sucesión finita de transfor-
mados característicos
D → D1 → D2 → · · · → Dk,
de modo que Sing(Dk) = ∅.
La dimensión de un tejido soporte viene dada por el número de elementos máximo en sus
estratos. Nótese que, cuando éste viene asociado a un espacio ambiente M , su dimensión puede
ser más pequeña que la del ambiente. La demostración del resultado anterior se realiza por
inducción en la dimensión y distinguiremos tres tipos de sistemas de poliedros:
1. Los “Hironaka casi-ordinarios”, para los que la prueba se hace de manera directa.
2. Los “especiales”, para los que damos una versión combinatoria del contacto maximal.
3. Los “generales”, donde se usa el control de los poliedros de Spivakovsky.
Cuando consideramos sistemas especiales bajo la hipótesis de inducción, definimos el con-
tacto maximal en este contexto. Pese a que no es evidente que éste exista de forma global,
probamos que sí ocurre, ya que es precisamente la hipótesis de inducción la que permite elimi-
nar la posible “incoherencia global”. Ahora, proyectamos sobre un “tejido soporte de contacto
maximal”, que juega el papel de variedad de contacto maximal (véase [3]) y de nuevo usa-
mos la hipótesis de inducción para concluir la prueba en este caso. Para los sistemas generales
definimos el “invariante de Spivakovsky” y la “proyección de Spivakovsky”, que nos permiten
controlar nuestro sistema original por medio de uno especial, hasta reducirlo al caso Hironaka
casi-ordinario.
Finalmente, damos una serie de ejemplos de sistemas de poliedros asociados a objetos geomé-
tricos como son las hipersuperficies, las foliaciones de codimensión uno o los campos de vectores.
Estos ejemplos son el punto de partida necesario para proveer un soporte combinatorio global
para las hipersuperfices y foliaciones Newton no degeneradas.
Capítulo 3. Graduaciones y formas iniciales pesadas. Éste es un capítulo de orden
técnico, destinado a justificar el lenguaje en términos de la teoría de haces, filtraciones y gra-
duaciones pesadas de anillos y módulos.
Fijado un estrato J de la estratificación inducida por el divisor, un vector de pesos es
un elemento ρ en el espacio vectorial dual (RJ)∗ con todas sus entradas positivas (cuando
identificamos éste con el espacio RJ). Si tenemos un poliedro de Newton definido NJ asociado
al estrato J , estos vectores de pesos marcan caras compacta del poliedro.
Dado un abierto U ⊂ M y una función f ∈ OM (U), si tratamos de definir su forma inicial
pesada o ρ-forma inicial como un elemento del anillo de polinomios en T = (Tj)j∈J y con
coeficientes en OSJ (U ∩ SJ), encontramos dos problemas. El primero y más relevante es que
necesitamos para hacerlo un sistema de coordenadas definido en todo el abierto U . En segundo
lugar vemos que, pese a que la primera dificultad esté superada, nos encontramos también
con el hecho de que la definición depende de las coordenadas escogidas. Por tanto, en pos
de definir el concepto de ρ-forma inicial de f de forma intrínseca y global, vamos a construir
un haz intrínseco de álgebras graduadas GρJOM . De manera más general, se definen los haces
de módulos graduados ΩrSJ (log T,R) y G
ρ
JΩrM (logE) con base en el estrato geométrico SJ .
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Mientras que el primero de ellos se fabrica de forma directa tomando los coeficientes en el haz
OSJ , como para el caso de funciones, el segundo se construye fibra a fibra a partir de los gérmenes
de r-formas diferenciales logarítmicas enM y se prueba que son localmente isomorfos. Es decir,
las formas iniciales pesadas las definiremos como secciones del haz GρJΩrM (logE), donde quedan
“codificados” los cambios de coordenadas por los isomorfismos locales con el haz de módulos
ΩrSJ (log T,R).
De esta manera, introducimos la ρ-forma inicial LρF de una foliacion F como un submódulo
del haz GρJΩrM (logE). Las condiciones de no degeneración que se presentan en el Capítulo 4
se dan en este lenguaje, a partir de la identificación local, una vez fijadas coordenadas, con las
secciones de ΩrSJ (log T,R).
Capítulo 4. Foliaciones Newton no degeneradas. Usamos las construcciones de formas
iniciales pesadas hechas en el capítulo anterior, para dar la definición de espacio foliado Newton
no degenerado. Ésta es una definición local aunque abierta, que damos siguiendo las ideas
clásicas para hipersuperficies e intersecciones completas. Nos fijamos en un punto y en el estrato
de la estratificación natural dada por el divisor al que éste pertenece, digamos J . Fijamos un
peso ρ ∈ (RJ)∗ con entradas positivas y decimos que el espacio foliado (M,F) es “(ρ, J)-no
degenerado en p” si la forma inicial pesada LρFp no se anula en el toro complejo (C∗)J . Como
ya sabemos, los pesos marcan caras del poliedro y además cuando leemos las formas iniciales
pesada a través de un sistema de coordenadas para dos pesos distintos asociados a la misma cara
del poliedro, nos damos cuenta de que son esencialmente la misma. Como consecuencia, basta
considerar un peso por cada cara compacta del poliedro. Cuando la condición J-no degenerado se
cumple para todos los puntos p ∈M decimos que el espacio foliado es “Newton no degenerado”.
Un resultado interesante es que la restricción a una componente dicrítica de un espacio foliado
Newton no degenerado también es Newton no degenerada.
El objetivo principal de este capítulo es probar el siguiente teorema de equivalencia
Teorema 4.1 Un espacio foliado hiperbólico-complejo es Newton no degenerado si
y solamente si es de tipo tórico débil.
La demostración se realiza en dos etapas. En primer lugar vemos que ser Newton no de-
generado es estable por explosiones e implosiones combinatorias, sin necesidad de la hipótesis
hiperbólico-compleja. Para ello, hacemos un juego combinatorio que marca qué estratos y pesos
se relacionan con cuáles antes y después de explosión. Una vez se sabe esto la estabilidad es
una comprobación directa que hacemos en el Lema 4.1. En segundo lugar vemos que ocurre
en la “etapa final”, esto es cuando trabajamos con un poliedro desingularizado, o lo que es lo
mismo cuando el estrato ya es de partida genéricamente presimple. Lo que vemos aquí, ahora
sí, bajo la hipótesis hiperbólico-compleja, es que, en este caso, un espacio foliado es Newton no
degenerado en un punto si y solamente si el punto es presimple. Para concluir la equivalencia
es clave observar que una desingularización del sistema de poliedros asociado (que sabemos que
existe por el Teorema 2.2), da lugar a una sucesión de explosiones combinatorias admisibles.
Juntando esto con la estabilidad y la etapa final obtenemos la prueba del resultado.
En la última sección de este capítulo observamos que el concepto de espacio foliado New-
ton no degenerado extiende de manera natural el concepto clásico para hipersuperfices, cuando
consideramos foliaciones con integral primera holomorfa. Asimismo, no es difícil encontrar ejem-
plos dicríticos a partir de foliaciones con integral primera racional o multivalorada. Finalmente
concluimos observando que la condición de ser Newton no degenerada para un poliedro fijado
es abierta dentro del cerrado definido por la condición de integrabilidad de Frobenius y, en
definitiva, estamos hablando de abiertos de Zariski no vacíos en espacios de foliaciones.
Capítulo 5. Globalización de ramas aisladas de foliaciones no degeneradas. En este
capítulo describimos aspectos locales-globales relativos a las curvas invariantes de foliaciones
hiperbólico-complejas Newton no degeneardas definidas en superficies tóricas proyectivas. El
resultado principal que presentamos es el siguiente:
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Newton no degenerada definida sobre una superficie tórica proyectiva se extienden
a curvas algebraicas.
Recordemos que a una superficie tórica no singular se le asocia de manera natural un divisor
con cruzamientos normales, dado por la unión de las órbitas no densas de la acción del toro.
Además, en el caso proyectivo, estas superfices se obtienen, por medio de explosiones e implo-
siones combinatorias, desde el plano proyectivo con la estructura tórica “estándar”. Puesto que
las propiedades que consideramos son estables por estas transformaciones, es suficiente probar
nuestros resultados para el caso del plano proyectivo.
El polígono homogéneo de una foliación de P2C es una versión global del polígono de Newton
y en el contexto Newton no degenerado, mostramos que éste es necesariamente un segmento o
un solo vértice. El argumento clave para esta prueba es el profundo y original estudio debido a
los investigadores rusos A.G. Khovanskii, A.G. Kouchnirenko y D.N. Bernstein (véase [5, 34]),
donde obtienen el siguiente resultado (BKK): “El número de raíces de un sistema de polinomios
de Laurent en posición general es el volumen mixto de los poliedros asociados”. El conocimiento
de la forma del polígono homogéneo nos permite dar una clasificación completa de las foliaciones
Newton no degeneradas en el plano proyectivo. De forma más precisa, distinguimos los siguientes
casos:
Caso a) Cuando el polígono homogéneo es un solo vértice, no hay ramas invariantes aisladas.
Caso b) Cuando el polígono homogéneo es el segmento que une los puntos (0, d, 0) y (0, 0, d):
las ramas invariantes aisladas están en una familia de rectas del tipo `λ = (X2−λX1 = 0).
Caso c) Cuando éste es el segmento que une los puntos (d, 0, 0) y (0, a, d − a): las ramas
invariantes aisladas están en una familia de curvas, que son localmente cúspides, esto es,
del tipo Cλ = (X d˜−a˜1 X a˜2 − λX d˜0 = 0).
Como consecuencia de esta descripción, obtenemos el resultado de globalización enunciado en
el Teorema 5.1.
En lo que se refiere a la existencia de ramas invariantes aisladas en el contexto Newton no
degenerado, vemos en el Lema 5.4 que hay efectivamente al menos una para cada λ en la familia
anterior. En el caso b), basta hacer explosión en el punto común de todas las rectas `λ. Cada una
de las lineas transformadas corta al nuevo divisor en dos puntos pλ y qλ, y lo que observamos
es que las “razones de los autovalores” de las singularidades de la foliación en esos puntos son
opuestas una de la otra; por tanto, por lo menos uno de ellos es un punto simple y encontramos
una rama invariante aislada pasando por él. En el caso c) encontramos un argumento similar
después de la reducción de singularidades de la familia cuspidal Cλ.
Cuando trabajamos con la propiedad más fuerte de ser de tipo tórico, tenemos además la
siguiente dicotomía:
La foliación tiene integral primera racional, pero no tiene ramas invariantes aisladas.
La foliación tiene una cantidad finita de curvas globales invariantes no contenidas en el di-
visor. Además, todas ellas definen ramas invariantes aisladas en los puntos de intersección
con el divisor.
Asimismo, de estos resultados deducimos que siempre hay curva global invariante para
una foliación de tipo tórico en una superficie tórica proyectiva. Esto no sucede en general para
foliaciones hiperbólico-complejas en el plano proyectivo, como muestra en [24] el clásico ejemplo
de Jouanalou dado por la forma diferencial
(X20X1 −X32 )dX0 + (X21X2 −X30 )dX1 + (X22X0 −X31 )dX2.
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Esta foliación no tiene curvas algebraicas invariantes, pero en cambio tiene siete singularidades
y dos ramas invariantes aisladas en cada una de ellas. Cabe decir que este ejemplo no encaja
dentro del contexto de espacios foliados de tipo tórico.
El ejemplo de Jouanolou se usa de forma clásica para construir gérmenes de foliaciones
de codimensión uno en dimensión tres sin superficie invariante. En cambio, los resultados que
presentamos aquí para foliaciones de tipo tórico en superficies tóricas proyectivas, son el punto
de partida para la prueba de la existencia de superficie invariante para gérmenes de foliaciones
de tipo tórico en dimensión tres que abordamos en el Capítulo 6.
Capítulo 6. Existencia de superficie invariante para foliaciones torificables. El pro-
blema de existencia de hipersuperficies invariantes para una foliación holomorfa de codimensión
uno es “leitmotiv” en la teoría de foliaciones holomorfas singulares, viniendo de una pregun-
ta inicial de René Thom. El resultado principal en este capítulo es una contribución a este
problema, que establecemos como sigue:
Teorema 6.1 Toda foliación torificable hiperbólico-compleja en (C3, 0) tiene una
superficie invariante.
Ya hemos mencionado que las foliaciones en esta familia pueden ser dicríticas, lo que explica
la relevancia del resultado. En efecto, como ya hemos comentado, la existencia de hipersuperficie
invariante en cualquier dimensión ambiente tiene una respuesta positiva para foliaciones no
dicríticas cualesquiera (véase [7, 11, 14]).
Para probar la existencia de superficie invariante en una foliación dicrítica en (C3, 0) es
esencial tener “buenas propiedades” para la restricción de la foliación a las componentes di-
críticas compactas después de reducción de singularidades. Más precisamente, la propiedad de
prolongación que necesitamos se expresa como sigue:
Definición 6.1: Una superficie foliada (S,D,G) tiene la propiedad de prolongación
para ramas aisladas si para cada rama invariante aislada (Γ, p), las siguientes con-
diciones se siguen:
1. Hay una curva Y ⊂ S extendiendo (Γ, p), esto es, tal que (Γ, p) ⊂ (Y, p).
2. Si Y ⊂ S es la curva que extiende (Γ, p) y q ∈ Y ∩D, cada rama (Υ, q) ⊂ (Y, q)
es aislada.
Si tenemos esta “propiedad de prolongación” en la restricción a las componentes dicríticas com-
pactas de una reducción de singularidades, podemos extender el argumento de Cano-Cerveau
en [11] para construir superficies invariantes, si partimos del hecho de que existe al menos un
punto singular simple de tipo traza.
En el marco de foliaciones de tipo tórico vemos que las componentes del divisor excepcional
son superficies tóricas proyectivas. Por otro lado, la restricción de la foliación a una componente
dicrítica compacta es de tipo tórico. Utilizando los resultados del capítulo precedente, conclui-
mos que se da la propiedad de prolongación para la restricción a cada una de las componentes
dicríticas.
Ahora, sería suficiente encontrar un punto singular de tipo traza después de reducción de
singularidades, en el contexto de tipo tórico. Tal punto aparece si y solamente si existe al menos
una componente invariante en el divisor excepcional, como mostramos en la sección 6.2. Para la
prueba de este resultado invocamos una versión refinada del Teorema de Camacho-Sad, probada
por Ortiz-Rosales-Voronin en [37]. El caso restante se corresponde con foliaciones de tipo tórico
que admiten una reducción de singularidades sin componentes invariantes. En esta situación,
solo se permiten explosiones centradas en curvas, de forma étale sobre una inicial, y la existencia
de superficie invariante se sigue de manera directa.
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Capítulo 1
Preliminares
En este capítulo introducimos los conceptos necesarios de teoría de haces y teoría de folia-
ciones holomorfas singulares que utilizaremos como lenguaje básico en el resto de la memoria.
Destacaremos los conceptos de lugar singular adaptado, foliación hiperbólico-compleja, folia-
ción dicrítica, puntos simples y presimples, desingularización, foliación de tipo tórico y de tipo
tórico débil y finalmente el concepto de rama invariante aislada en dimensión dos.
Referencias básicas para este capítulo son [12, 21, 23].
1.1. Haces de A-módulos
Una categoría es una colección C de objetos de modo que para todo par de ellos X,Y ∈ C
hay un conjunto Hom(X,Y ), cuyos elementos se llaman morfismos de X en Y y dados tres de
ellos X,Y, Z ∈ C, hay una aplicación de composición
◦ : Hom(X,Y )×Hom(Y,Z)→ Hom(X,Z), (f, g) 7→ g ◦ f
cumpliendo los siguientes axiomas:
Dados f : X → Y , g : Y → Z y h : Z → T se tiene la relación h ◦ (g ◦ f) = (h ◦ g) ◦ f .
Para todo X ∈ C, existe un morfismo identidad eX : X → X tal que eX ◦ f = f para
todo f : Y → X y f ◦ eX = f para todo f : X → Y .
Ejemplos de categorías son la de conjuntos, espacios topológicos, grupos, anillos conmutativos
con unidad, etc. A un espacio topológico X le podemos asociar un categoría Top(X) donde los
objetos son los abiertos de X y dados dos objetos U, V ∈ Top(X), el conjunto de morfismos
Hom(U, V ) se reduce a un elemento si U ⊂ V y al vacío en otro caso.
Dada una categoría C y un espacio topológico X, llamamos prehaz P de base X con valores
en C a todo funtor contravariante de la categoría Top(X) en la categoría C. Esto es, a cada
abierto U ⊂ X le asociamos un objeto P(U) ∈ C y se da un morfismo de restricción
ρVU : P(V )→ P(U)
cada vez que U ⊂ V , de modo que si U ⊂ V ⊂ W , entonces ρWU = ρVU ◦ ρWV . Dado s ∈ P(V ),
escribiremos frecuentemente s|U para hacer referencia a la restricción ρVU (s). Dado un punto
x ∈ X, el conjunto de abiertos U ∈ Top(X) conteniendo x es un conjunto dirigido, tomando
como orden parcial la inclusión de conjuntos. Esta razón, junto con la transitividad de los
morfimos de restricción nos permite definir el límite inductivo
Px = l´ım→ x∈UP(U) ∈ C.
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que llamaremos germen de P en x. Sean P y P ′ dos prehaces de base X con valores en C; se
puede definir la noción de morfismo de prehaces θ : P → P ′ como una colección de morfismos
θ(U) : P(U)→ P ′(U) para cada U ∈ Top(X), de manera que siempre que U ⊂ V , el diagrama
P(V )

θ(V ) // P ′(V )

P(U) θ(U) // P ′(U)
conmuta, donde las flechas verticales indican los morfismos de restricción correspondientes. Así
se define el conjunto Hom(P,P ′) y definiendo de forma natural la composición de los morfismos,
se puede hablar de la categoría de prehaces de base X con valores en C.
Decimos que un prehaz P de base X con valores en C es completo si para cada abierto
U ⊂ X y cada recubrimiento por abiertos {Ui}i∈I de U , se satisfacen las siguientes condiciones:
Dados s, s′ ∈ P(U), si se cumple que s|Ui = s′|Ui para todo i ∈ I, entonces s = s′.
Dados si ∈ P(Ui) para todo i ∈ I , si se tiene que si|Ui∩Uj = sj |Ui∩Uj para todo i, j ∈ I,
entonces existe s ∈ P(U) tal que la restricción s|Ui = si para todo i ∈ I.
Consideramos la subcategoría plena de la categoría de prehaces de base X con valores en C
cuyos objetos son prehaces completos y la llamamos categoría de prehaces completos de base X
con valores en C.
Un espacio etalé o haz de conjuntos E de base X es un espacio topológico E junto con
una aplicación continua y sobreyectiva pi : E → X que es homeomorfismo local; esto es, todo
e ∈ E posee un entorno abierto que se aplica de forma homeomorfa en un entorno abierto de
pi(e). Llamamos fibra de E en x ∈ X al conjunto Ex = pi−1(x) ⊂ E. Dado otro espacio étalé
E′ = pi′ : E′ → X, un morfismo entre E y E′ es una aplicación continua que respeta las fibras,
esto es,
Θ : E → E′, Θ(Ex) ⊂ E′x, x ∈ X.
Una sección s : U → E de E definida en un abierto U ⊂ X es una aplicación cumpliendo que
pi(s(x)) = x para todo x ∈ U . Denotamos por Γ(U,E) el conjunto de secciones continuas de E
definidas en un abierto U .
Decimos que E es un haz de grupos (abelianos) si para todo x ∈ X se tiene una operación de
suma +x : Ex × Ex → Ex de modo que (Ex,+x) tiene estructura de grupo (abeliano) y dadas
secciones continuas s, s′ ∈ Γ(U,E) se tiene que la siguiente sección es continua:
s− s′ : U → E, x 7→ s(x)−x s′(x).
Para nosotros un anillo siempre hará referencia a un anillo conmutativo con unidad. Se dice
que E es un haz de anillos si es un haz de grupos abelianos, para todo x ∈ X se tiene una
operación producto •x : Ex × Ex → Ex, de modo que (Ex,+x, •x) tiene estructura de anillo y
dadas secciones continuas s, s′ ∈ Γ(U,E) se tiene que
ss′ : U → E, x 7→ s(x) •x s′(x), 1U : U → E, x 7→ 1x
son secciones continuas, donde 1x es el elemento unidad de Ex. Si cada Ex es además un anillo
local, decimos que E es un haz de anillos locales.
Dado un anillo A, se tiene que E es un haz de A-módulos si es un haz de grupos abelianos,
para todo x ∈ X se tiene una operación producto por escalares ·x : A × Ex → Ex, de modo
que (Ex,+x, ·x) tiene estructura de A-módulo y dada una sección continua s ∈ Γ(U,E) y un
elemento a ∈ A, se tiene que la siguiente sección es continua:
as : U → E, x 7→ a ·x s(x).
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Sea C una categoría de entre la de grupos (abelianos), anillos (locales) o A-módulos. Sean
E y E′ dos haces de base X con valores en dicha categoría. Un morfismo entre E y E′ es un
morfismo Θ : E′ → E de haces de conjuntos al que además se le pide que para todo x ∈ X, el
morfismo inducido Θx : E′x → Ex sea un morfismo dentro de C.
Si E es un espacio étalé de base X con valores en la categoría C, el conjunto de secciones
continuas Γ(U,E), con U abierto de X, es un objeto de dicha categoría; obtenemos de este
modo un prehaz PE que además es completo y lo llamamos prehaz completo asociado al espacio
étalé E. Recíprocamente, dado un prehaz P de base X en la categoría C, se puede definir un
espacio étalé EP asociado a P. Se tiene que EPE = E y PEP = P cuando P es un prehaz
completo. Existe también una relación biunívoca entre morfismos de espacios étalé y morfismos
de prehaces completos y se obtiene de este modo una equivalencia entre la “categoría de haces
o espacios étalé de base X con valores en C” y la “categoría de prehaces completos de base X
con valores en C”. Siempre que no haya confusión, utilizaremos indistintamente la notación de
haz o de prehaz completo.
Ejemplo 1.1. El haz de gérmenes de funciones holomorfas OM sobre un espacio analítico
complejo M es un haz de C-álgebras locales (véase Sección 1.2).
Del mismo modo que hemos introducido la categoría de haces de A-módulos cuando A es
un anillo, vamos a introducir la categoría de A-módulos cuando A es un haz de anillos.
Un A-móduloM = pi : M → X es un haz de base X en la categoría de grupos abelianos, tal
que para cada fibraMx se tiene una operación de producto por escalares ·x : Ax×Mx →Mx, de
modo que (Mx,+x, ·x) tiene estructura de Ax-módulo y dadas secciones continuas a ∈ Γ(U,A)
y m ∈ Γ(U,M), se tiene que la sección
am : U →M, x 7→ a(x) ·x m(x)
es continua. Un morfismo entre dos A-módulosM = pi : M → X yM′ = pi′ : M ′ → X, es un
morfismo de haces de conjuntos Θ : M ′ →M al que además se le pide que para todo x ∈ X, el
morfismo inducido Θx : M ′x →Mx sea un morfismo de Ax-módulos.
Ejemplo 1.2. Dado un espacio analítico complejo M , el haz de gérmenes de uno-formas dife-
renciales Ω1M es un haz de OM -módulos (véase Sección 1.2).
En esta categoría, así como en las descritas anteriormente, se definen los conceptos de mó-
dulo cociente por un submódulo, producto directo, suma directa, producto tensorial, producto
exterior, etc. Estos conceptos no los vamos a desarrollar en este trabajo y los podemos encontrar
con detalle en [21].
Estamos especialmente interesados en haces de anillos graduados y en módulos graduados
sobre dichos haces. Vamos a describir brevemente estas categorías.
Sea X un espacio topológico. Un haz de anillos graduados de base X es un haz de anillos A
junto con una familia de subhaces de grupos (An)n≥0 tales que
A = ⊕An y AnAm ⊂ An+m, n,m ≥ 0.
La condición AnAm ⊂ An+m es equivalente a que An,xAm,x ⊂ An+m,x para todo x ∈ X. En
particular, cada fibra Ax = ⊕An,x es un anillo graduado. Tenemos además que A0 es un subhaz
de anillos y cadaAn es unA0-módulo. Dados dos haces de anillos graduados y un homomorfismo
f : A → B en la categoría de haces de anillos, decimos que f es un homomorfismo de haces
de anillos graduados si además f(An) ⊂ Bn para todo n ≥ 0. Nótese que, en particular, cada
fx : Ax → Bx es un homomorfismo de anillos graduados.
Dado un haz de anillos B de base X, una B-álgebra graduada A de base X es un haz de
anillos graduados que también tiene estructura de B-módulo.
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Un A-módulo graduadoM de base X sobre un haz de anillos graduados A es un A-módulo
junto con una familia de subhaces de grupos (Mn)n≥0 tales que
M = ⊕Mn y AnMm ⊂Mn+m, n,m ≥ 0
De nuevo, la condición AnMm ⊂Mn+m es equivalente a que An,xMm,x ⊂Mn+m,x para todo
x ∈ X. En particular, cada fibraMx = ⊕Mn,x es un Ax-módulo graduado y tenemos además
que cadaMn es un A0-módulo.
Espacios anillados. Los espacios anillados proporcionan un ejemplo muy geométrico de ca-
tegoría en la cual están involucrados los haces y donde se sumergen prácticamente todos los
tipos de objetos geométricos: espacios topológicos, variedades diferenciables, variedades analí-
ticas reales y complejas, variedades algebraicas, esquemas y otro. No entraremos en detalles
sobre su definición y propiedades, que pueden ser consultados en [32]. Someramente, un es-
pacio anillado en anillos locales es un par (X,OX), donde OX es un haz de base el espacio
topológico X, llamado haz estructural. Generalmente el haz estructural se puede asimilar a un
subhaz del anillo de funciones continuas en el cuerpo base, aunque no siempre es así. Cuando
así sucede, los morfismos son aplicaciones continuas f : X → Y que inducen morfismos de haces
f# : OY → f∗OX por composición con f .
1.2. Geometría analítica compleja
Consideremos el espacio Cn dotado de coordenadas z = (z1, z2, . . . , zn). Dada una n-upla
ρ = (ρ1, ρ2, . . . , ρn) ∈ Rn>0 y un punto m = (m1,m2, . . . ,mn) ∈ Cn, se llama polidisco ∆(m;ρ)
de radio ρ centrado en m al conjunto
∆(m;ρ) = {a ∈ Cn; |aj −mj | < ρj ; j = 1, 2, . . . , n}.
Notación 1.1. Para todo σ = (σ1, σ2, . . . , σn) ∈ Zn≥0, consideramos las notaciones clásicas:
zσ = zσ11 zσ22 . . . xσnn .
|σ| = σ1 + σ2 + · · ·+ σn.
σ! = σ1!σ2! · · ·σn!.
Dado un abierto U ⊂ Cn, se dice que una función f : U → C es holomorfa si para cada
punto m ∈ U , existe un polidisco ∆(m;ρ) ⊂ U tal que la restricción de f a ∆(m;ρ) coincide
con una serie convergente
f(z) =
∑
σ∈Zn≥0
aσ(z−m)σ, z ∈ ∆(m;ρ)
Los coeficientes aσ se obtienen de la fórmula integral de Cauchy
aσ =
1
σ!
∂|σ|f
∂zσ (m) =
1
(2pii)n
∫
|ξ1−m1|=r1
∫
|ξ2−m2|=r2
· · ·
∫
|ξn−mn|=rn
f(ξ)dξ1dξ2 · · · dξn
n∏
i=1
(ξi −mi)σi+1
,
donde 0 < rj < ρj para todo j = 1, 2, . . . , n. Resultará más adelante de nuestro interés descom-
poner z en dos paquetes de coordenadas z = (x,y), tales que
x = (x1, x2 . . . , xk) e y = (yk+1, yk+2 . . . , yn).
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Escribamos análogamente m = (mx,my), σ = (σx,σy) y ρ = (ρx,ρy). Puesto que f(z) tiene
una expansión de Taylor en todo el polidisco ∆(m;ρ), tenemos que, para todo σx ∈ Zk≥0 existe
una función holomorfa aσx definida en el polidisco ∆(my;ρy) dada por la serie convergente
aσx =
∑
σy∈Zn−k≥0
a(σx,σy)(y−my)σ
y
, y ∈ ∆(my;ρy)
Tomando y como “constante” y considerando la función holomorfa en k variables definida por
g(x) = f(x,y), tenemos que
aσx =
1
σx!
∂|σ
x|g
∂xσx (m
x) = 1
σx!
∂|σ
x|f
∂xσx (m
x,y).
Muchas veces escribiremos con el fin de clarificar aσx(y). Dado un abierto U ⊂ Cn, denotemos
por OCn(U) el anillo de las funciones holomofas en el abierto U , con las leyes de multipliación
y suma de funciones. Fijado un polidisco ∆(m;ρ), identificaremos el anillo OCn(∆(m;ρ)) con
el anillo de series de potencias con radio de convergencia ρ′ “mayor” que ρ, esto es, tal que
ρ′j ≥ ρj , j ∈ {1, 2, . . . , n}.
Tenemos de esta manera un espacio anillado (Cn,OCn).
Si U y V son dos abiertos de Cn y Cp respectivamente, decimos que la aplicación
f = (f1, f2, . . . , fp) : U → V
es holomorfa si cada componente fj lo es. En este contexto, tenemos los teoremas clásicos de
“la función inversa” y “la función implícita” De esta manera, si Φ : U1 → U2 es una aplicación
holomorfa entre dos abiertos de Cn y si la matriz Jacobiana
JΦ =
(
∂Φk
∂z`
)
1≤k,`≤n
es invertible en un punto m1 ∈ U1, decimos que Φ es un difeomorfismo local en m1. Dicho de
otro modo, existen dos abiertos V1 ⊂ U1 y V2 ⊂ U2 tales que m1 ∈ V1 y m2 = Φ(m1) ∈ V2 y
una aplicación holomorfa Ψ : V2 → V1 tal que, ajustando los dominios de definición, se tiene
Ψ ◦ Φ = idV1 , Φ ◦Ψ = idV2 .
Sea |M | una variedad topológica de dimensión 2n. Un espacio analítico complejo no singular
M = (|M |,OM ) de dimensión n es un C-espacio anillado en C-algebras locales de funciones,
recubierto por abiertos isomorfos a abiertos de (Cn,OCn). Siempre y cuando no haya confusión
escribiremos M para hacer referencia también al espacio topológico subyacente |M |.
En términos de cartas, un espacio analítico complejo no singularM está dado por dos cosas:
Un recubrimiento {Uj}j∈J formado por abiertos Uj de |M |.
Homeomorfismos Φj : Uj → Vj , con Vj abiertos de Cn, que cumplen que las aplicaciones
Φj ◦ Φ−1` : Φ`(Uj ∩ U`)→ Φj(Uj ∩ U`)
de cambio de carta, son holomorfas.
Los Uj son los dominios de las cartas, los pares (Uj ,Φj) las cartas y el conjunto {(Uj ,Φj)}j∈J
es un atlas de cartas. A veces decimos que el abierto Uj está provisto de coordenadas: esto es,
podemos leer con Φj las coordenadas del abierto Vj de Cn. Los espacios analíticos complejos
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no singulares más clásicos, y con los que esencialmente trabajaremos en esta memoria, son los
abiertos de Cn y los espacios proyectivos complejos
PnC = (Cn+1 \ {0})/ ∼
donde ∼ es la relación de equivalencia m ∼m′ si y sólo si existe un λ ∈ C tal que m′ = λm.
Una aplicación F : M → N entre dos espacios analíticos complejos M y N se dice que
es holomorfa (un morfismo dentro de la categoría de espacios analíticos) si para todo par de
cartas (Uj ,Φj), (Vk,Ψk) deM y N respectivamente, la aplicación Ψk ◦F ◦Φ−1j es holomorfa allá
donde esté definida. Si existe la aplicación F−1 y también es holomorfa, decimos que F es un
biholomorfismo (isomorfismo entre espacios analíticos complejos). En la Sección 1.4 hablaremos,
en particular, de los morfismos de explosión.
Sea M un espacio analítico complejo. Consideremos un punto p ∈M y sea (U,Φ) una carta
centrada en el punto p. Una curva parametrizada c : D(0, ε) → M con c(0) = p, define un
vector vc tangente a M en p (que no depende de la carta elegida) dado por
vc =
d(Φ ◦ c)
dt
(0),
donde t es el parámetro tiempo con el que se define c. Denotamos por TpM al C-espacio vectorial
n-dimensional definido por todos los vectores tangentes aM en p. Escribimos z = (z1, z2, . . . , zn)
para denotar las funciones coordenadas definidas por Φ. Una base de TpM está dada por{
∂
∂z1
∣∣∣∣
p
,
∂
∂z2
∣∣∣∣
p
, · · · , ∂
∂zn
∣∣∣∣
p
}
,
∂
∂zj
∣∣∣∣
p
= vξj ,
donde ξj : λ 7→ Φ−1(0, 0, . . . , 0, λ, 0, . . . , 0) (con λ en la j-ésima posición). El fibrado tangente
TM es la unión disjunta de los espacios tangentes en cada punto, esto es
TM =
⋃
p∈M
{p} × TpM.
Se dota a TM de una topología que convierte la proyección pr : TM → M en un fibrado vec-
torial. Sus secciones locales se llaman campos de vectores. Los gérmenes de campos de vectores
se pueden organizar como fibras de un espacio étalé ΘM , que llamaremos el haz de gérmenes
de campos de vectores holomorfos en M . En términos de coordenadas locales, una base del
OM,p-módulo libre ΘM,p de gérmenes de campos de vectores en p está dada por
B =
{
∂
∂z1
,
∂
∂z2
, · · · , ∂
∂zn
}
,
∂
∂zj
: p 7→ ∂
∂zj
∣∣∣∣
p
.
Del mismo modo definimos el fibrado cotangente T ∗M por
T ∗M =
⋃
p∈M
{p} × T ∗pM,
donde T ∗pM es el espacio vectorial dual de TpM , esto es, las formas lineales TpM → C. Las
secciones locales del fibrado cotangente son las uno-formas diferenciales y construimos el haz
Ω1M de gérmenes de uno-formas diferenciales holomorfas en M de manera similar al caso ante-
rior. En términos de coordenadas locales, una base del OM,p-módulo libre Ω1M,p está dada por
la base dual B∗ de B que denotamos
B∗ = {dz1, dz2, · · · , dzn}.
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Tomando los productos exteriores ΛrT ∗pM como modelos para las fibras, se introduce el haz
ΩrM de gérmenes de r-formas diferenciales holomorfas sobre M . Si U es un abierto donde se
tienen coordenadas z = (z1, z2, . . . , zn), un elemento α ∈ ΩrM (U) se escribe como
α =
∑
1≤j1<j2<···<jr≤n
aj1j2...jrdzj1 ∧ dzj2 ∧ · · · ∧ dzjr , aj1j2...jr ∈ OM (U).
Consideremos el subespacio E = (z1z2 · · · zk = 0) con 1 ≤ k ≤ n. De modo similar al caso
holomorfo se introducen los haces ΩrM (logE) de gérmenes de r-formas diferenciales sobre M
logarítimicas en E, donde una base viene dada por{
dzj1
zj1
∧ · · · ∧ dzjt
zjt
∧ dzjt+1 ∧ · · · ∧ dzjr
}
,
con 1 ≤ j1 < j2 < . . . < jt ≤ k y k + 1 ≤ jt+1 < jt+2 < . . . < jr ≤ n.
1.3. Foliaciones holomorfas singulares
Sea Ω1M el haz de gérmenes de uno-formas holomorfas en M . Una foliación singular holo-
morfa de codimensión uno F enM (para simplificar, una foliación enM) es un OM -submódulo
coherente F ⊂ Ω1M integrable e invertible y tal que el cociente Ω1M/F es un OM -módulo libre de
torsión. Dado un punto p ∈M , la foliación F está localmente generada por una uno-forma ho-
lomorfa η ∈ Ω1M,p que satisface la condición de integrabilidad de Frobenius dada por η∧ dη = 0
y que escribimos en coordenadas locales (x1, x2, . . . , xn) como
η = f1dx1 + f2dx2 + · · ·+ fndxn, fi ∈ OM,p,
donde los fi no tienen factores comunes. El orden νp(F) de F en el punto p se define por
νp(F) = νp(f1, f2, . . . , fn) = mı´n{νp(fi); i = 1, 2, . . . , n},
donde νp(fi) es el orden en el punto p de los coeficientes fi. El lugar singular Sing(F) es el
subconjunto analítico cerrado de M definido localmente por
Sing(F) = (f1 = f2 = · · · = fn = 0).
Obsérvese que:
1. El punto p ∈ Sing(F) si y solamente si νp(F) > 0.
2. La codimension enM del lugar singular Sing(F) es como mínimo dos. Esto es consecuencia
del hecho de que los coeficientes de η no tienen factores comunes.
En el entorno de un punto no singular, el teorema de Frobenius clásico, que enunciamos a
continuación para una forma diferencial, permite comprender la estructura foliada del espacio
definida por la forma diferencial.
Teorema 1.1 (Frobenius). Sea η ∈ Ω1M,p un germen de uno-forma diferencial integrable tal
que η(p) 6= 0. Existen coordenadas locales (x1, x2, . . . , xn) y una unidad u ∈ OM,p tales que
η = udzn (localmente las placas de la foliación están dadas por zn = cte).
Denotemos por ΘM el haz de gérmenes de campos de vectores holomorfos enM . Recordemos
que el teorema de rectificación de campos de vectores establece que:
Teorema 1.2. Consideremos un espacio analítico complejo no singular M y un germen de
campo de vectores ξ ∈ ΘM,p con ξ(p) 6= 0. Existen coordenadas locales (x1, x2, . . . , xn) tales
que ξ = ∂/∂z1.
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Un germen ξ ∈ ΘM,p se dice tangente a una foliación F en un punto p ∈M cuando η(ξ) = 0,
donde η es un generador local de F en el punto p. Sea k la dimensión del C-espacio vectorial
generado por los vectores ξ(p), con ξ un germen de campo de vectores tangente a F en p. El
tipo dimensional τp(F) de F en p está dado por
τp(F) = n− k ≥ 1.
Como consecuencia del teorema de rectificación y de la condición de integrabilidad, existen
coordenadas locales (x1, x2, . . . , xn) tales que F está localmente generada por una uno-forma η
del tipo
η =
τ∑
i=1
fi(x1, x2, . . . xτ )dxτ , τ = τp(F). (1.1)
Esto es, la foliación F es localmente un cilindro analítico sobre una foliación de codimensión
uno en un espacio de dimensión τ . Tales sistemas de coordenadas se llama minimales. Nótese
que, en particular τ = 1 si y solamente si p 6∈ Sing(F).
Consideremos un morfismo φ : N → M , donde N es un espacio analítico complejo conexo
no singular. Distinguimos dos posibilidades:
a) El morfismo φ es invariante para F : El pull-back φ∗η es idénticamente cero para un
generador dado η de F en un punto dado p ∈ M . Equivalentemente, el pull-back φ∗η es
idénticamente cero para cualquier generador η de F en cualquier punto p ∈M .
b) El morfismo φ es genéricamente transversal a F : El pull-back φ∗η define una uno-forma
holomorfa no nula en N , para cualquier generador local η de F en un punto dado p ∈M .
Definimos φ∗F como la foliación en N dada localmente por los pull-backs φ∗η, después
de dividir por los factores comunes de los coeficientes.
Un subconjunto analítico cerrado Y ⊂M se dice invariante para F en p ∈ Y si cada morfismo
φ : (C, 0) → (M,p) que factoriza a través de (Y, p) es invariante. Decimos que Y es invariante
para F cuando lo es en cada punto p ∈ Y . La propiedad de ser invariante en un punto es cerrada
y abierta en Y . Como consecuencia, un subespacio irreducible e invariante para F en un punto
es todo él invariante.
Recordemos ahora que una hipersuperficie H de M está dada localmente en un punto
p ∈M por una ecuación reducida f = 0, donde f ∈ OM,p. Se dice que un subespacio analítico
Y ⊂ M de dimensión k es una intersección completa si está dado por la intersección de n − k
hipersuperficies Hi ⊂ M . Podemos comprobar que una intersección completa (y en particular
una hipersuperficie) Y es invariante para F en un punto p ∈ Y si y solamente si existe un
generador local η de F tal que
η ∧ df1 ∧ df2 ∧ · · · ∧ dfk|Y = 0,
donde fi = 0 son ecuaciones locales reducidas de Hi, para i = 1, 2, . . . , n− k.
Observación 1.1. Todo subespacio Y ⊂ Sing(F) es invariante para F , por definición.
Observación 1.2. El teorema de Fobrenius implica, en particular, que hay un único germen de
hipersuperficie invariante para F pasando por cada punto no singular.
1.4. Morfismos de explosión en Cn
En esta sección recordamos brevemente la definición de explosión de un punto y de un
subespacio analítico conexo no singular de Cn, sin entrar en detalles como la propiedad universal
de la explosión, el hecho de que son morfismos propios u otras propiedades intrínsecas.
Dados dos enteros positivos k, n ∈ Z>0 con n ≥ k, consideramos coordenadas
x = (x1, x2, . . . , xn) en Cn, X = [X1, X2, . . . , Xk] en Pk−1C .
24
Capítulo 1. Preliminares
Sea φ : Ck \ {0} → Pk−1C la aplicación natural dada por
a = (a1, a2, . . . , ak) 7→ P(a) = [a1, a2, . . . , ak]
y tomemos el conjunto Σ dado por la clausura del grafo de φ, considerando la topología inducida
por el producto Ck × Pk−1C . Esto es
Σ = cl(gr(φ)) =
{
(a,P(a)) ∈ Ck × Pk−1C ; a ∈ Ck \ {0}
} ∪ Σ0, Σ0 = {0} × Pk−1C .
La aplicación pi : Σ× Cn−k → Ck × Cn−k definida por
((a,P(a)),b) 7→ (a,b), a = (a1, a2, . . . , ak), b = (bk+1, bk+2, . . . , bn)
se llama explosión de Cn con centro Y , donde Y es el subconjunto de Cn dado por
Y = (x1 = x2 = · · · = xk = 0).
Tenemos que pi es sobreyectiva y además
pi : (Σ \ Σ0)× Cn−k → (Ck \ {0})× Cn−k
es un isomorfismo. Llamamos divisor excepcional al subespacio E de Σ definido por
E = pi−1(0) = Σ0 × Cn−k ⊂ Σ
Cuando n = k, recuperamos exactamente la explosión del origen de Cn.
Nos interesa especialmente manejar la lectura en cartas afines del morfismo de explosión pi.
Llamamos j-ésima carta de la explosión al par (Σj × Cn−k, φj) donde Σj = Σ ∩ (Xj 6= 0) y
φj : Σj × Cn−k → Ck × Cn−k
es la aplicación definida como sigue:
((a,P(a)),b) 7→ ((a1/aj , a2/aj . . . , aj−1/aj , 1, aj+1/aj , . . . , an/aj),b)
La composición pi ◦ φ−1j proporciona una lectura de la explosión en la j-ésima carta y se ve así:
pi ◦ φ−1j (x1, x2, . . . , xn) = (x1xj , x2xj , . . . , xj−1xj , xj , xj+1xj , . . . , xkxj , xk+1, . . . , xn).
1.5. Singularidades presimples y simples en C2
En esta sección recordamos brevemente las definiciones clásicas de singularidades simples y
presimples en el caso bidimensional y su comportamiento por explosión. Todos los detalles se
pueden encontrar en [12].
Sea G un germen de foliación en (C2, 0) generado por una uno-forma holomorfa η dada en
coordenadas por η = f1dx1 + f2dx2 y supongamos que el origen es una singularidad de G, esto
es f1(0) = f2(0) = 0. Sea ξ el germen de campo de vectores tangente a G dado por
ξ = f2∂/∂x1 − f1∂/∂x2.
y denotemos por Lξ su parte lineal. Decimos que el origen es una singularidad presimple para
G si (λ, µ) 6= (0, 0), donde λ y µ son los autovalores de Lξ. Esto es λ y µ son los autovalores de
la matriz Jacobiana
Jξ =

− ∂f2
∂x1
(0) − ∂f2
∂x2
(0)
∂f1
∂x1
(0) ∂f1
∂x2
(0)
 .
El origen es una singularidad simple para G si además el cociente de los autovalores cumple que
λ/µ /∈ Q>0. Una singularidad simple para la cual λµ = 0 se llama una silla-nodo.
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Observación 1.3. En una singularidad simple que no es una silla-nodo los ratios α y 1/α de
los autovalores de la matriz Jacobiana se corresponden con los índices de Camacho-Sad con
respecto a la ramas invariantes (véase [7]).
Consideramos ahora la explosión
pi : C˜2 → C2
centrada en el origen de C2. Sea G′ el transformado de G por pi y denotemos D = pi−1(0)
el divisor excepcional. Si el origen es un punto regular o una singularidad presimple para G,
tenemos que todo punto p′ ∈ D es también regular o presimple para G′. Más específicamente,
distinguimos los siguiente casos:
1. El origen es un punto regular. En este caso D es invariante y hay solamente un punto
p′ ∈ Sing(G′) que además es una singularidad simple para G′ (marca la tangente en el
punto p de la única rama invariante de G pasando por él).
2. El origen es una singularidad simple para G. En este caso D es invariante y hay exacta-
mente dos puntos p′1, p′2 ∈ Sing(G′) que además son singularidades simples para G′.
3. El origen es una singularidad presimple para G pero no simple. Tomemos un germen de
campo de vectores ξ con parte lineal Lξ no nilpotente y separemos las siguientes tres
posibilidades:
a) La parte lineal Lξ es la identidad salvo un factor. En este caso D es dicrítico y no
hay punto singulares para G′ (tipo campo radial).
b) La parte lineal Lξ no es diagonalizable. El divisor excepcional D es invariante y hay
solo un punto p′ ∈ Sing(G′) que además es una singularidad simple para G′ de tipo
silla-nodo.
c) La parte lineal Lξ tiene dos autovalores diferentes λ, µ con cociente λ/µ ∈ Q>1. En
esta situación el divisor excepcional D es invariante y hay exactamente dos puntos
p′, q′ ∈ Sing(G′). Uno de ellos es una singularidad simple para G′ y el otro es presimple
para G′, pero todavía no es simple, con autovalores asociados λ− µ, µ.
1.6. Espacios foliados
En esta sección y en las próximas vamos a considerar no solamente una foliación, sino
también un divisor con cruzamientos normales que la acompaña. Vamos, por tanto, a dar
definiciones relativas al par formado por estos dos objetos.
Sea M un espacio analítico complejo no singular de dimensión n y sea {Ei}i∈I una familia
finita de hipersuperficies conexas no singulares. La unión E = ∪i∈IEi se denomina un divisor con
cruzamientos normales de M si para cada punto p ∈M existe un sistema local de coordenadas
x = (x1, x2, . . . , xn) tal que, localmente, se tiene:
E ⊂ (x1x2 · · ·xn = 0). (1.2)
Los sistemas de coordenadas que satisfacen esta propiedad se llaman adaptados a E. Dado
un subespacio analítico irreducible Y ⊂ M , denotamos por eY (E) el número de componentes
irreducibles de E que contienen Y . Definimos el tejido soporte combinatorio HM,E de E ⊂ M
(en inglés “combinatorial support fabric”) por
HM,E = {J ⊂ I; EJ 6= ∅}, EJ =
⋂
j∈J
Ej (1.3)
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Si cada EJ es conexo, decimos que E tiene cruzamientos normales fuertes. Cuando E cumple
tal propiedad, el tejido soporte combinatorio HM,E proporciona de forma natural una estrati-
ficación SM,E del espacio M dada por
SM,E = {SJ ⊂M ; J ∈ HM,E}, SJ = EJ \
⋃
j /∈J
Ej (1.4)
Esta condición de cruzamientos normales fuertes y la estratificación presentada serán de especial
interés en las construcciones, definiciones y resultados de los Capítulos 3 y 4.
Consideremos ahora una foliación F en M y un divisor con cruzamientos normales E ⊂M .
A las componentes irreducibles de E que no son invariantes para F se les llama frecuentemente
componentes dicríticas. Así, dividimos el conjunto de índices I en dos partes I = Iinv∪Idic, donde
Iinv corresponde a las componentes invariantes e Idic a las dicríticas. Igualmente, denotamos
Einv =
⋃
i∈Iinv
Ei, Edic =
⋃
i∈Idic
Ei.
Observación 1.4. Para cada punto p ∈M , nótense las siguientes propiedades:
a) ep(Einv) ≤ τp(F)
b) ep(Einv) ≤ νp(F) + 1
Decimos que F y E tienen cruzamientos normales en un punto p ∈ M cuando p es no
singular, esto es p /∈ Sing(F) y además se tiene que la unión E ∪ H es, de manera local, un
divisor con cruzamientos normales, donde (H, p) es el único germen de hipersuperficie invariante
pasando por el punto p. El lugar singular adaptado Sing(F , E) se define por
Sing(F , E) = {p ∈M ; F y E no tienen cruzamientos normales en el punto p}.
Observación 1.5. Se tiene que Sing(F) ⊂ Sing(F , E), pero la igualdad no se da necesariamente:
Por ejemplo, consideremos la foliación en (C2, 0) dada por d(x + y2) = 0 y consideremos el
divisor con cruzamientos normales E = (x = 0). Tenemos que, pese a que el origen es no
singular, no es un punto de cruzamientos normales del divisor con la foliación, puesto que
(x = 0) ∪ (x+ y2 = 0)
no es un divisor con cruzamientos normales, ya que (x = 0) y (x+ y = 0) son curvas tangentes.
Por tanto 0 ∈ Sing(F , E) \ Sing(F).
Lema 1.1. El lugar singular adaptado Sing(F , E) ⊂ M es un subconjunto analítico cerrado
de M de codimensión mayor o igual que dos.
Demostración. Trabajamos localmente en un punto p ∈ M . Si ep(Edic) = 0, se tiene que
Sing(F , E) = Sing(F) y en este caso sabemos que es cierto. De un modo más general, conside-
ramos un sistema local de coordenadas x = (x1, x2, . . . , xn) de manera que
Edic =
⋃
j∈Adic
(xj = 0),
donde Adic ⊂ {1, 2, . . . , n}. Sea η = f1dx1 + f2dx2 + · · · + fndxn un generador local de F .
Consideramos los subconjuntos analíticos cerrados dados por
ZJ = (xj = 0; j ∈ J) ∩ (fj = 0; j ∈ {1, 2, . . . , n} \ J), J ⊂ Adic.
No es difícil de probar que Sing(F , E) = ∪JZJ , localmente en el punto p. Por tanto, si demos-
tramos que codim(ZJ) ≥ 2 para todo J ⊂ Adic, hemos terminado.
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Nótese que Z∅ = Sing(F) y como consecuencia codim(Z∅) ≥ 2. Por otro lado, dado que
ZJ ⊂ (xj = 0; j ∈ J), también se cumple que codim(ZJ) ≥ 2 cuando #J ≥ 2. Supongamos
ahora por reducción al absurdo, que hay un índice j ∈ Adic cumpliendo que codim(Z{j}) = 1.
Esto significa que Z{j} = (xj = 0), por lo tanto se tiene
fk = xj f˜k, f˜k ∈ OM,p, k ∈ {1, 2, . . . , n} \ {j}
y se concluye que (xj = 0) es invariante, lo cual da una contradicción. 
Lema 1.2. Si EJ ⊂ Sing(F , E), entonces EJ es invariante.
Demostración. Tomamos un sistema local de coordenadas x = (x1, x2, . . . , xn) adaptado a E
tal que EJ,dic = (x1 = · · · = xr = 0) ⊂ Edic, EJ,inv = (xr+1 = . . . = xt = 0) ⊂ Einv con
EJ = EJ,dic ∪EJ,inv. Sea η un generador de F en punto p. Tomando las notaciones como en el
lema anterior, lo que queremos ver es que
n∑
s=r+1
fsdxs ∧ dx1 ∧ dx2 ∧ · · · ∧ dxt|EJ = 0,
Nótese que fs = xif˜s con f˜s ∈ OM,p para todo i = r+ 1, . . . , t, pues xi = 0 es una componente
invariante de E. Por otro lado, con la descripción que hemos dado del lugar singular adaptado,
tenemos que EJ ⊂ Sing(F , E) si y solo si
EJ,dic ⊂ (fs = 0; s ∈ {r + 1, r + 2, . . . , n}).
Juntando estas dos cosas tenemos que EJ ⊂ (fs = 0; s ∈ {t, t+ 1, . . . , n}) como queríamos. 
Para hablar de propiedades relativas al par (F , E) es útil introducir el concepto logarítmico
de E-foliación. Cabe decir que éste es de orden técnico. Sea Ω1M (logE) el haz de gérmenes de
uno-formas logarítmicas a lo largo del divisor E. Una E-foliación L en M es un OM -submódulo
coherente L ⊂ Ω1M (logE) integrable e invertible y tal que el cociente Ω1M (logE)/L es un OM -
módulo libre de torsión. Dado un punto p ∈ M , la E-foliación L está localmente generada
por una uno-forma logarítmica ω ∈ Ω1M,p(logE) que satisface la condición de integrabilidad
de Frobenius dada por ω ∧ dω = 0 y que escribimos en coordenadas locales (x1, x2, . . . , xn)
adaptadas a E como
ω =
∑
j∈A aj
dxj
xj
+
∑
j∈B ajdxj , aj ∈ OM,p; A ∪B = {1, 2, . . . , n}, (1.5)
donde E = ∪j∈A(xj = 0) y los coeficientes aj no tienen factores comunes. Con esta escritura,
el orden νp(L, E) de L en el punto p con respecto a E está dado por
νp(L, E) = νp(a1, a2, . . . , an).
Definimos el lugar singular logarítmico log-Sing(L, E) de L con respecto a E como el subcon-
junto analítico cerrado de M definido localmente por
log-Sing(L, E) = (a1 = a2 = · · · = an = 0).
Sean Fol(M,E) y Fol(M) los conjuntos de E-foliaciones y foliaciones enM , respectivamente.
Nótese que Fol(M) = Fol(M, ∅) y que hay una biyección
Fol(M)→ Fol(M,E), F 7→ LF ,
donde LF es tal que LF |M\E = F|M\E y está definida en términos de generadores locales en
un punto p ∈M por la relación
η = (
∏
j∈Ainv
xj)ω,
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donde Einv = ∪j∈Ainv(xj = 0) es la parte invariante del divisor E respecto a la foliación F . A un
generador local ω de LF lo llamamos también generador local de F adaptado a E. Definimos el
orden νp(F , E) de F adaptado a E y el lugar singular logarítmico log-Sing(F , E) de F adaptado
a E por las igualdades:
νp(F , E) = νp(LF , E), log-Sing(F , E) = log-Sing(LF , E).
Nótese que se tiene la relación νp(F) = νp(F , E) + ep(Einv)− 1.
Observación 1.6. Una componente irreducible xj = 0 de E es dicrítica para F si y solamente
si existe un germen de función a˜j ∈ OM,p tal que aj = xj a˜j , en la escritura de la Ecuación 1.5.
Definición 1.1. Un espacio ambiente M = (M,E) es un par que consiste en un espacio
analítico complejo no singular M y un divisor con cruzamientos normales E ⊂ M . Un espacio
foliado (M,F) es el dato de un espacio ambiente junto con una foliación F en M .
Observación 1.7. Estamos interesados también en espacios ambiente donde se sustituye el espa-
cio analítico complejo no singular M por un germen M = (M,K) de espacio analítico complejo
no singular alrededor de un subconjunto analítico compacto K. Podemos transferir a este caso
prácticamente todas las definiciones de este texto tomando representantes M del germen M
en un abierto suficientemente pequeño alrededor del compacto K. Por ello, a lo largo de esta
memoria estamos considerando también, de modo implícito, este tipo de espacios ambiente,
especificando cuando sea necesario cuándo hacemos referencia solamente a ellos.
Observación 1.8. En algunas situaciones requeriremos que el divisor que conforma nuestros
espacios ambiente tenga la propiedad de cruzamientos normales fuertes. Como veremos más
adelante, esto siempre ocurrirá en la situación combinatoria cuando partamos de (Cn, 0).
Observación 1.9. La terminología “espacio foliado” está inspirada en el concepto “foliated ma-
nifold” introducido por A. Belotto en [4].
Hablamos ahora brevemente de los morfismos de explosión entre espacios foliados.
ConsideremosM = (M,E) un espacio ambiente n-dimensional y sea Y ⊂M un subespacio
analítico conexo no singular. Decimos que Y tiene cruzamientos normales con el divisor E si,
para cada punto p ∈ M , existe un sistema local de coordenadas x = (x1, x2, . . . , xn) adaptado
a E y un subconjunto B ⊂ {1, 2, . . . , n} cumpliendo que
Y =
⋂
i∈B
(xi = 0), localmente en p.
Generalizando los morfismos de explosión, introducidos en la Sección 1.4, a espacios analíticos
complejos cualesquiera, podemos considerar la explosión pi : M ′ →M centrada en el subespacio
Y ⊂M . Ésta da un nuevo divisor con cruzamientos normales
E′ = pi−1(E ∪ Y )
y obtenemos así un nuevo espacio ambienteM′ = (M ′, E′). Cuando estamos bajo la hipótesis
adicional de “cruzamientos normales fuertes”, debemos pedir al centro de explosión Y que
cumpla además que la intersección Y ∩EJ ⊂M sea conexa para todo J ∈ HM,E . De este modo
se garantiza que E′ es nuevamente un divisor con cruzamientos normales fuertes.
Dada una foliación F enM , decimos que el subespacio Y es un centro admisible de explosión
para el espacio foliado (M,F) si además de tener cruzamientos normales, es invariante para F .
Escribiremos, para sintetizar
pi : (M′,F ′)→ (M,F),
donde F ′ es el transformado de F por la explosión pi. En este caso,decimos también que pi es una
explosión admisible de espacios foliados. Si el divisor excepcional pi−1(Y ) es una componente
dicrítica de E′, diremos que pi es dicrítica.
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1.7. Puntos presimples y vectores residuales
En esta sección modificamos ligeramente las definiciones de singularidad presimple y sin-
gularidad simple dadas para la dimensión dos en la Sección 1.5, tomando en cuenta no solo la
foliación, sino también el divisor con cruzamientos normales. Además, extendemos el concepto
a dimensión superior.
Consideremos un espacio foliado (M,F), un punto p ∈M y un generador ω de F adaptado
a E, que recordamos que se escribe como en la Ecuación 1.5
ω =
∑
j∈A ajdxj/xj +
∑
j∈B ajdxj .
Escribimos Einv = ∪j∈Ainv(xj = 0) y Edic = ∪j∈Adic(xj = 0), donde se tiene A = Ainv ∪Adic.
Definición 1.2 (Véase [10, 19]). El punto p es presimple para (M,F) si se cumple una de las
siguientes propiedades:
1. El orden adaptado νp(F , E) = 0, esto es, alguno de los coeficientes de ω es una unidad.
2. Existe un par (j, k) ∈ A×B para el que se cumple ∂aj/∂xk(p) 6= 0.
Observación 1.10. Recordemos que dado j ∈ Adic se cumple que aj = xj a˜j . Como consecuencia
se tiene que νp(aj) > 0 y también que ∂aj/∂xk(p) = 0 para cualquier k ∈ B.
Definición 1.3. Decimos que un espacio foliado (M,F) está pre-desingularizado cuando todo
punto p ∈M es un punto presimple.
Observación 1.11. Para un espacio foliado pre-desingularizado se tiene la igualdad
Sing(F , E) = Sing(F).
Proposición 1.1. Si p es un punto presimple para el espacio foliado (M,F), entonces se
satisface que ep(Einv) ≤ τp(F) ≤ ep(Einv) + 1.
Demostración. Cuando νp(F , E) = 0 se distinguen dos casos:
Hay un índice j ∈ Ainv tal que aj es una unidad. Los gérmenes de campos de vectores
ξs = ∂/∂xs − (as/aj)xj∂/∂xj , s ∈ B; ξ` = ∂/∂x` − (a˜`/aj)xj∂/∂xj , ` ∈ Adic,
son tangentes a F en p y el tipo dimensional es τp(F) = ep(Einv), ya que no hay más
campos de vectores independientes que trivialicen la foliación en dicho punto.
Para todo ` ∈ Ainv y por tanto para todo ` ∈ A, tenemos νp(a`) > 0 y hay un índice
k ∈ B tal que ak es una unidad. Los gérmenes de campos de vectores
ξs = ∂/∂xs − (as/ak)∂/∂xk, s ∈ B \ {k}; ξ` = ∂/∂x` − (a˜`/ak)∂/∂xk, ` ∈ Adic,
son tangentes a F en p y el tipo dimensional es τp(F) = ep(Einv) + 1.
Supongamos ahora que νp(F , E) > 0, pero existe un par de índices (j, k) ∈ A × B tal que
∂aj/∂xk(p) 6= 0. Los gérmenes de campos de vectores
ξs = ∂/∂xs + (αj/αs)xj∂/∂xj + (αk/αs)∂/∂xk, s ∈ B;
ξ` = ∂/∂x` + (β˜j/β`)xj∂/∂xj + (β˜k/β`)∂/∂xk, ` ∈ Adic,
donde
αj = ∂ak/∂xs − ∂as/∂xk, βj = ∂a`/∂xk − x`∂ak/∂x`, βj = x`β˜j ,
αk = xj∂as/∂xj − ∂aj/∂xs, y βk = x`∂aj/∂x` − xj∂a`/∂xj , βk = x`β˜k,
αs = ∂aj/∂xk − xj∂ak/∂xj β` = xj∂ak/∂xj − ∂aj/∂xk,
son tangentes a F en el punto p gracias a la condición de integrabilidad. El tipo dimensional
en este caso también es τp(F) = ep(Einv) + 1. 
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Observación 1.12. En un punto presimple p ∈M se tiene que ep(Edic) ≤ n− τp(F).
Clasificamos los puntos presimples en “trazas” y “esquinas” dependiendo de si se alcanza la
cota inferior o la superior en la proposición anterior. De manera más precisa:
Definición 1.4. Dado un punto presimple p ∈M para el espacio foliado (M,F), decimos que:
El punto p es de tipo esquina cuando τp(F) = ep(Einv).
El punto p es de tipo traza cuando τp(F) = ep(Einv) + 1.
Observación 1.13. En vista de la prueba de la Proposición 1.1, el punto p es presimple de tipo
esquina si y solamente si νp(aj) = 0 para algún j ∈ Ainv.
Denotemos τ = τp(F) el tipo dimensional de F en p. Sabemos que existe un sistema minimal
de coordenadas locales x = (x1, x2, . . . , xn) y un generador local η de F con
η(∂/∂xj) = 0 y ∂/∂xj(η(∂/∂x`)) = 0,
para todo índice j > τ y todo ` ≤ τ . Esto es, podemos escribir η como en la Ecuación 1.1.
Decimos que x es un sistema minimal de coordenadas adaptado a E cuando además se tiene:
Einv =
e⋃
j=1
(xj = 0) y Edic ⊂
n⋃
j=τ+1
(xj = 0).
El generador de F adaptado a E definido por
ω = (1/
e∏
j=1
xj)η
se puede escribir como sigue:
ω =
∑e
j=1
aj(x1, x2, . . . , xτ )
dxj
xj
+
∑τ
j=e+1
aj(x1, x2, . . . , xτ )dxj (1.6)
La expresión de los campos de vectores ξs y ξ` en la prueba de la Proposición 1.1 junto con el
conocimiento de la existencia de un sistema minimal de coordenadas locales en un punto dado,
nos permiten probar el siguiente resultado:
Proposición 1.2. Existe un sistema minimal de coordenadas locales adaptado a E en un punto
presimple p ∈M dado.
Supongamos ahora que p es un punto presimple para (M,F), tomemos un sistema mini-
mal de coordenadas x adaptado a E y un generador adaptado ω como en la Ecuación 1.6.
Recordemos que se cumple e ≤ τ ≤ e+ 1. Definimos el vector residual λω,x ∈ Cτ como
λω,x =

(λ1, λ2, . . . , λτ ) con λi = ai(p) si τ = e
(λ1, λ2, . . . , λτ−1, µ) con λi =
∂ai
∂xτ
(p), µ = aτ (p) si τ = e+ 1.
(1.7)
Observación 1.14. Puesto que p es un punto presimple, tenemos que λω,x 6= 0.
Lema 1.3. Sea p un punto presimple para el espacio foliado (M,F). Considérense dos sistemas
minimales de coordenadas locales adaptados a E
x = (x1, x2, . . . , xn) y x′ = (x′1, x′2, . . . , x′n)
tales que (xj = 0) = (x′j = 0) para todo j ∈ {1, 2, . . . , e}. Dados ω y ω′ dos generadores de F
adaptados a E como en la Ecuación 1.6, existe una constante c ∈ C∗ de modo que se satisface
la igualdad
λω,x = cλω′,x′ .
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Demostración. Sabemos que hay unidades u, uj ∈ OM,p con ∂/∂xk(u) = ∂/∂xk(uj) = 0 para
todo k > τ , que cumplen
ω′ = uω y x′j = ujxj , j ∈ {1, 2, . . . , e}
Además, cuando τ = e+ 1, tenemos que
x′τ = αxτ + φ(x1, x2, . . . , xτ−1) + xτψ(x1, x2, . . . , xτ ),
donde α ∈ C∗ y φ(p) = ψ(p) = 0.
Si consideramos el sistema de coordenadas fijo, esto es x = x′ y cambiamos de generador,
tenemos la igualdad λω′,x = cλω,x, donde c = u(p). Para verlo nótese que:
En el caso de tipo equina se tiene que a′j = uaj para todo j ∈ {1, 2, . . . , e}.
En el caso de tipo traza se cumple a′τ = uaτ y además, se satisface la igualdad
∂a′j/∂xτ = u∂aj/∂xτ + aj∂u/∂xτ , j ∈ {1, 2, . . . , e}.
Tenemos que ∂a′j/∂xτ (p) = c∂aj/∂xτ (p), pues aj(p) = 0 (sino estaríamos con una singu-
laridad de tipo esquina y por tanto, la escritura considerada no sería minimal).
Supongamos ahora que tenemos un único generador ω = ω′ y aquello que variamos es el sistema
de coordenadas. Vamos a escribir de forma condensada los casos traza y esquina como sigue:
ω = a1dx1/x1 + · · ·+ aτ−1dxτ−1/xτ−1 + xετaτdxτ/xτ =
= a′1dx′1/x′1 + · · ·+ a′τ−1dx′τ−1/x′τ−1 + x′ετ a′τdx′τ/x′τ ,
donde ε = τ − e. Si x′ = x, evidentemente hemos terminado. Vamos a suponer en primer lugar
que existe un índice j ∈ {1, 2, . . . , e} para el cual uj 6= 1 y además que x′i = xi para cualquier
otro índice i 6= j. Se tiene que:
a′j = aj(1 + xjhj) y
a′i = ai + xihiaj para todo i ∈ {1, 2, . . . , τ} \ {j}.
donde los gérmenes de funciones hj se obtienen de la expresión
duj/uj = x1h1dx1/x1 + x2h2dx2/x2 + · · ·+ xτhτdxτ/xτ .
Como consecuencia, en este caso λω,x = λω,x′ . Nos queda comprobar qué sucede en la situación
de tipo traza cuando x′i = xi para todo i ∈ {1, 2, . . . , e} y x′τ 6= xτ . Obtenemos las relaciones:
a′τ = caτ (1− ψ − xτ∂ψ/∂xτ ) y
a′i = ai − cxiaτ (∂φ/∂xi + xτ∂ψ/∂xi) para todo i ∈ {1, 2, . . . , e}
donde c = 1/α. Por tanto se cumple la igualdad λω,x = cλω,x′ . 
1.8. Puntos Simples. Marco hiperbólico-complejo.
Prácticamente todos los resultados en esta memoria se dan bajo la hipótesis hiperbólico-
compleja que introducimos a continuación. En este marco vamos a dar caracterizaciones de las
singularidades presimples y a introducir la definición de singularidad simple.
Las siguiente definición se puede encontrar en [15]:
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Definición 1.5. Una foliación F de un espacio analítico complejoM es hiperbólico-compleja en
un punto p ∈ M (en inglés “complex hyperbolic’) si no existe ningún morfismo genéricamente
transversal
φ : (C2, 0)→ (M,p)
cumpliendo que el origen sea una silla-nodo para la foliación bidimensional φ−1F . Se dice que
la foliación F es hiperbólico-compleja si la propiedad se da en cada punto p ∈ M . Finalmente,
un espacio foliado (M,F) es hiperbólico-complejo cuando la correspondiente foliación lo es.
Para dimensión dos y en el sentido clásico (no adaptado al divisor), tenemos que
1. Una singularidad simple para una foliación es hiperbólico-compleja si y solamente si no
es una silla-nodo.
2. Las singularidad presimples pero no simples que no son hiperbólico-complejas son las
presentadas en el apartado 3b) de la Sección 1.5.
Para el caso general, si pi : M ′ → M es una explosión tenemos la siguiente propiedad de
estabilidad: Si la foliación F es hiperbólico-compleja, entonces su transformado F ′ también es
hiperbólico-complejo.
Consideremos un espacio foliado (M,F) hiperbólico-complejo en un punto p ∈ M . Sea ω
un generador local de F adaptado a E, que recordamos se escribe como en la Ecuación 1.5
ω =
∑
`∈A a`dx`/x` +
∑
`∈B a`x`.
De nuevo, escribimos A = Ainv ∪ Adic, para separar las componentes invariantes de E de las
dicríticas.
Proposición 1.3. Tenemos que p es presimple para (M,F) si y solamente si νp(F , E) = 0.
Como consecuencia tenemos la igualdad
log-Sing(F , E) =
{
puntos no presimples
para (M,F)
}
. (1.8)
Demostración. Si νp(F , E) = 0 el punto p es presimple por definición. Vamos a suponer ahora,
por reducción al absurdo, que p es un punto presimple cumpliendo que νp(F , E) > 0. Existen
índices (j, k) ∈ A × B para los que se cumple ∂aj/∂xk(p) 6= 0. De hecho j ∈ Ainv, en vista de
la observación 1.10. Consideramos n− 1 enteros positivos q` ∈ Z>0 con ` 6= k tales que∑
`∈A q`
∂al
∂xk
(p) =
∑
`∈Ainv
q`
∂al
∂xk
(p) = α 6= 0.
Estos enteros siempre existen, puesto que por lo menos se tiene que ∂aj/∂xk(p) 6= 0. Tomamos
el morfismo φ : (C2, 0)→ (M,p) dado por las relaciones
xi = uqi , i ∈ {1, 2, . . . , n} \ {k} y xk = v.
Sea η el generador holomorfo de F asociado a ω. El pull-back φ∗η está dado por uQη¯, donde
η¯ =
(∑
`∈A q`a¯` +
∑
`∈B\{k} q`u
q` a¯`
)
du+ ua¯kdv, con
a¯k = φ∗ak y Q =
∑
k∈Ainv
qk − 1
El germen de foliación bidimensional φ−1F está generado por η¯. Nótese que
∂a¯`/∂v(0) = ∂a`/∂xk(p),
para todo índice ` ∈ A y por tanto α y 0 son los autovalores de la parte lineal de un germen de
campo de vectores tangente a φ−1F , es decir el origen es una silla-nodo, lo cual nos proporciona
la contradicción deseada. 
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Proposición 1.4. Supongamos que ep(Einv) ≥ 1. Tenemos que p es un punto presimple de
tipo esquina para (M,F) si y solamente si νp(aj) = 0, para todo j ∈ Ainv.
Demostración. En vista de la Observación 1.13, el punto p es presimple de tipo esquina si
y solamente si Ainv 6= ∅ y además existe un índice j ∈ Ainv tal que νp(aj) = 0. Por tanto,
asumiendo que el punto p es presimple de tipo esquina, vamos a suponer por reducción al
absurdo que existe un índice ` ∈ Ainv\{j} con νp(a`) > 0 y vamos a encontrar una contradicción
con la hipótesis hiperbólica-compleja.
Consideramos n− 1 enteros positivos qi ∈ Z>0 con i 6= ` tales que∑
k∈A\{`} qkak(p) =
∑
k∈Ainv\{`}
qkak(p) = α 6= 0.
Estos enteros siempre existen, puesto que por lo menos se tiene aj(p) 6= 0. Tomamos el morfismo
φ : (C2, 0)→ (M,p) dado por las relaciones
xi = uqi , i ∈ {1, 2, . . . , n} \ {`} y x` = v.
Sea η el generador holomorfo de F asociado a ω. El pull-back φ∗η está dado por uQη¯, donde
η¯ =
(∑
k∈A\{`} qka¯k +
∑
k∈B qku
qk a¯k
)
vdu+ a¯`udv, con
a¯k = φ∗ak y Q =
∑
k∈Ainv\{`}
qk − 1
El germen de foliación bidimensional φ−1F está generado por η¯. Nótese que a¯k(0) = ak(p) para
todo índice k y por tanto α y 0 son los autovalores de la parte lineal de un germen de campo
de vectores tangente a φ−1F , es decir el origen es una silla-nodo, lo cual nos proporciona la
contradicción deseada. 
Lema 1.4. Si p es un punto presimple para el espacio foliado (M,F), el vector residual λω,x
pertenece al toro complejo (C∗)τ .
Demostración. Sea ω un generador minimal adaptado como en la Ecuación 1.6. Si p es de
tipo esquina, tenemos que hay por lo menos una componente del divisor E invariante y como
consecuencia de la Proposición 1.4 concluimos. Supongamos ahora que p es un punto presimple
de tipo traza. Tenemos que ω =
∑e
j=1 ajdxj/xj + aτdxτ y escribimos
λω,x = (λ1, λ2, . . . , λe, µ)
como en la Ecuación 1.7. En vista de la Proposición 1.3 y la Observación 1.13, tenemos que µ 6= 0
y podemos tomar aτ = µ = 1. Asumamos, por reducción al absurdo, que λ1 = ∂a1/∂xτ (p) = 0
y busquemos una contradicción. Consideramos τ enteros positivos qi ∈ Z>0 tales que
q1λ1 + q2λ2 + · · · qeλe + qτ = α 6= 0 y qi > qτ , i = 1, 2, . . . , e.
Tomamos el morfismo φ : (C2, 0)→ (M,p) dado por las relaciones
x1 = uq1v; x` = uq` , ` ∈ {2, 3, . . . , τ} y xj = 0, j ∈ {τ + 1, . . . , n}.
El germen de foliación bidimensional φ−1F está dado por la ecuación η¯ = 0, donde
η¯ = v(q1a¯1 + q2a¯2 + · · · qea¯e + qτ )du+ uq1a¯1dv, upa¯` = φ∗a`.
Obsérvese que a¯`(0) = ∂a`/∂xτ (p) = λ` para todo índice ` ∈ {1, 2, . . . , e} y por tanto α y 0 son
los autovalores de la parte lineal de un germen de campo de vectores tangente a φ−1F , es decir
el origen es una silla-nodo, lo cual nos proporciona la contradicción deseada. 
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Introducimos ahora la definición de punto simple dentro del contexto hiperbólico-complejo.
Dados un entero positivo s ∈ Z>0 y un vector β = (β1, β2, . . . βs) ∈ Cs, decimos que una s-upla
r = (r1, r2, . . . rs) ∈ Zs≥0 de enteros no negativos es una resonancia para β si se cumple:
r1β1 + r2β2 + · · ·+ rsβs = 0.
Decimos que β es no resonante si no tiene resonancias distintas de r = 0.
Observación 1.15. Nótese que solamente hemos considerado resonancias no negativas. En cam-
bio, las resonancias de Martinet-Ramis en [25] permiten también entradas negativas en r.
Definición 1.6. Un punto p ∈M es simple para un espacio foliado hiperbólico-complejo (M,F)
si es presimple y además los vectores residuales λω,x son no resonantes (esta propiedad no
depende de la elección particular de x y ω, en vista del Lema 1.3).
Definición 1.7. Decimos que un espacio foliado (M,F) está desingularizado si todo punto
p ∈M es un punto simple.
Figura 1.1: Singularidades simples hiperbólico-
complejas en dimensión dos.
• Singularidades
de tipo esquina
• Singularidades
de tipo traza
Figura 1.2: Figura final: Singularidades simples en dimensión tres.
La definición de punto simple que acabamos de introducir coincide con la dada en [10, 11]
en el contexto general no hiperbólico-complejo y que, pese a que no la vamos a necesitar,
enunciamos a continuación en aras de completitud.
Definición 1.8. Un punto p ∈M es simple para un espacio foliado (M,F) si existe un sistema
local de coordenadas formales xˆ = (xˆ1, xˆ2, . . . , xˆτ , xτ+1, . . . , xn), donde τ = τp(F) es el tipo
dimensional de la foliación F en el punto p, tal que:
τ⋃
i=2
(xˆi = 0) ⊂ Einv ⊂
τ⋃
i=1
(xˆi = 0), Edic ⊂
n⋃
i=τ+1
(xi = 0)
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y además la foliación F está definida localmente por una ecuación formal ωˆ = 0, donde ωˆ es
una uno-forma logarítmica formal de los tipos descritos a continuación:
I. Existe un vector no resonante λ = (λ1, λ2, . . . λτ ) ∈ (C∗)τ tal que
ωˆ = λ1dzˆ1/zˆ1 + λ2dzˆ2/zˆ2 + · · ·λτdzˆτ/zˆτ .
Obsérvese que si p es de tipo esquina ωˆ es un generador formal de F adaptado a E en p
es. Si en cambio p es de tipo traza, un generador adaptado a E está dado por zˆ1ωˆ.
II. Hay un entero k ∈ Z con 1 ≤ k ≤ τ , una serie formal Ψ ∈ C[[t]], con Ψ(0) = 0, una k-upla
p = (p1, p2, . . . , pk) ∈ Zk>0 y dos vectores
αa = (α2, α3, . . . , αk) ∈ Ck−1 y αb = (αk+1, αk+2, . . . , ατ ) ∈ (C∗)τ−k,
con αb no resonante, de modo que
ωˆ =
k∑
i=1
pi
dzˆi
zˆi
+ Ψ(zˆp11 zˆ
p2
2 · · · zˆpkk )
τ∑
i=2
αi
dzˆi
zˆi
Si p es de tipo esquina, un generador formal de F adaptado a E en p es ωˆ. Si p es de tipo
traza, un generador adaptado a E es zˆ1ωˆ.
Observación 1.16. Ser simple es una propiedad abierta en M . Esto es, si p ∈ M es un punto
simple para (M,F), hay un abierto U ⊂ M suficientemente pequeño que contiene p y es tal
que cada punto q ∈ U es a su vez simple para (M,F).
Consideramos un espacio foliado (M,F) hiperbólico-complejo en un punto simple p ∈ M
con tipo dimensional τ = τp(F). Damos una descripción local alrededor de p del lugar singular,
las hipersuperficies invariantes y el conjunto TF,E de singularidades de tipo traza para (M,F).
Si p es de tipo esquina, entonces Einv = E1∪E2∪· · ·∪Eτ y las las únicas hipersuperficies
invariantes para F pasando por el punto p están contenidas en E. En este caso además
tenemos que TF,E = ∅, localmente en p.
Si p es de tipo traza, entonces Einv = E1 ∪E2 ∪ · · · ∪Eτ−1 y hay exactamente un germen
de hipersuperficie invariante H no contenido en E (para el caso general no hiperbólico-
complejo, véase [11]). En esta situación tenemos que
TF,E = (E1 ∩H) ∪ (E2 ∩H) ∪ · · · ∪ (Eτ−1 ∩H). (1.9)
En ambos casos el lugar singular Sing(F) viene dado, localmente en el punto p, por
Sing(F) =
⋃
1≤i<j≤τ Ei ∩ Ej ,
escribiendo Eτ = H cuando p es de tipo traza.
1.9. Foliaciones dicríticas
En muchos de los resultados que vamos a tratar en los sucesivos capítulos, las componentes
dicríticas que puedan aparecer en el divisor juegan un papel fundamental. Es por ello que vamos
a dedicar una breve sección a la siguiente definición, que se puede encontrar en [?, 15]:
Definición 1.9. Una foliación F es dicrítica en un punto p ∈ M cuando hay un morfismo
genéricamente transversal φ : (C2, 0)→ (M,p), tal que
φ−1F = (dx = 0)
y φ(y = 0) es invariante para F , donde (x, y) son coordenadas en (C2, 0). La foliación F se
dice no dicrítica si es no dicrítica en cada punto p ∈ M . Un espacio foliado (M,F) se dice no
dicrítico si F es no dicrítica y Edic = ∅.
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Observación 1.17. Nótese que en la definición previa y = 0 es una curva, por tanto φ(y = 0) es
o bien el punto p o un germen en p de curva analítica, y por tanto tiene sentido preguntarse si
es invariante o no.
La siguiente propiedad de estabilidad por una explosión admisible pi : (M′,F ′) → (M,F)
entre espacios foliados se satisface: Si F es una foliación no dicrítica, entonces tanto su trans-
formado F ′ como la explosión pi son no dicríticos. Nótese que, para que la segunda parte sea
cierta (pi es no dicrítica), es imprescindible la condición exigida al centro de explosión de ser
invariante para la foliación.
En vista de esta propiedad, otra definición alternativa de foliación dicrítica que se puede
encontrar en la literatura es la que damos a continuación.
Definición 1.9. Una foliación F se dice no dicrítica si para cualquier composición
σ : (M = (M, ∅),F)← (M1,F1)← · · · ← (MN = (MN , EN ),FN )
de una sucesión finita de explosiones admisibles se tiene que ENdic = ∅.
1.10. Reducción y pre-reducción de singularidades
En esta sección recordamos los principales resultados sobre el problema de reducción de
singularidades de espacios foliados.
Consideremos un espacio foliado (M,F) y sea σ : (M′,F ′)→ (M,F) un morfismo obtenido,
salvo isomorfismo, por composición de una sucesión finita de explosiones admisibles. Esto es
σ : (M′,F ′) = (Mr,Fr) pir−→ (Mr−1,Fr−1) pir−1−→ · · · pi1−→ (M0,F0) = (M,F),
donde cada pii es una explosión admisible de espacios foliados.
Si el espacio foliado (M′,F ′) está pre-desingularizado, decimos que el morfismo σ es una
pre-reducción de singularidades de (M,F).
Análogamente, si el espacio foliado (M′,F ′) está desingularizado, se dice que σ es una
reducción de singularidades de (M,F).
En la situación bidimensional se puede hablar de la minimalidad de estos procesos de desin-
gularización. Una reducción de singularidades σ : (M′,F ′)→ (M,F) se denomina minimal si
para cualquier otro morfismo de reducción de singularidades σ¯ : (M′′,F ′′)→ (M,F), hay una
única factorización σ¯ = σ ◦ f , donde
f : (M′′,F ′′)→ (M′,F ′)
es la composición de una sucesión finita de explosiones (salvo isomorfismo). Nótese que una
reducción de singularidades es minimal si y solamente si todos los centros de explosión son
puntos no simples. Del mismo modo, definimos y caracterizamos el proceso de pre-reducción
minimal de singularidades. Estos conceptos de minimalidad no existen, en general, en dimensión
superior.
La existencia de reducción de singularidades de un espacio foliado (M,F) de dimensión n
(siendo M es un germen alrededor de un compacto) se conoce en las siguiente situaciones:
Cuando n = 2. La prueba es consecuencia del clásico teorema de A. Seidenberg en [40],
completando la reducción de singularidades para ajustarla al caso adaptado.
Cuando n = 3. El resultado está probado por F. Cano y D. Cerveau en el caso no dicrítico
(véase [11]) y por F. Cano en el caso general (véase [10]).
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Siempre existe reducción de singularidades si M = ((Cn, 0), ∅) y F es una foliación
hiperbólico-compleja no dicrítica. De hecho, ésta viene dada por la desingularización de
las hipersuperficies invariantes de F . La prueba para el caso n = 2 se encuentra en [8],
para n = 3 en [20] y para n ≥ 4 se deduce también de [20]. Es por esta razón que estas
foliaciones son llamadas en la literatura “hipersuperfices generalizadas”.
Si el espacio foliado (M,F) está pre-desingularizado, se trata de un resultado probado
por M. Fernández-Duque en [19].
Para n ≥ 4 la existencia de reducción de singularidades es un problema abierto, incluso en el
caso hiperbólico-complejo dicrítico.
1.11. Foliaciones de tipo tórico
El concepto de foliación de tipo tórico fue introducido por M.I.T. Camacho y F. Cano en [9]
para el caso bidimensional. Aquí lo adaptamos al contexto de espacios foliados y lo generalizamos
a dimensión ambiente superior. En el Capítulo 4 de este texto daremos una caracterización de
los espacio foliados de tipo tórico (débil) en términos de condiciones de no-degeneración sobre
sus “formas iniciales pesadas”.
Consideremos un espacio foliado (M,F). Una explosión admisible pi : (M′,F ′) → (M,F)
es combinatoria si su centro de explosión es una componente conexa del subespacio EJ ⊂ M ,
para algún J ∈ HM,E . La composición de una sucesión finita de explosiones admisibles se dice
combinatoria si cada una de ellas lo es.
...
Figura 1.3: Sucesiones de explosiones combinatorias.
Definición 1.10. Introducimos los siguientes conceptos:
Un espacio foliado (M,F) es de tipo tórico si admite una reducción de singularidades
combinatoria.
Análogamente, un espacio foliado (M,F) es de tipo tórico débil si admite una pre-
reducción de singularidades combinatoria.
Una foliación F en un espacio analítico complejo M se dice torificable si existe un divisor
con cruzamientos normales E enM tal que el espacio foliado ((M,E),F) es de tipo tórico.
Observación 1.18. Dado un punto p con ep(E) ≤ 1, tenemos que (M,F)p es de tipo tórico
(tipo tórico débil) si y solamente si p es un punto simple (presimple) para (M,F).
Observación 1.19. Si p es una singularidad presimple de tipo esquina para (M,F), el germen
(M,F)p es de tipo tórico y basta hacer explosión en centros de codimensión dos (véase [19]).
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1.12. Superficies tóricas. Foliaciones en P2C
Una variedad tórica (véase [18]) es una variedad irreducible compleja S que contiene un toro
complejo bidimensional T ' (C∗)n como subconjunto abierto de Zariski, tal que la acción de
T sobre él mismo, se extiende a una acción algebraica en S. Las explosiones naturales dentro
de la categoría de variedades tóricas se llaman equivariantes y son aquellas compatibles con la
acción de toro; esto es, las explosiones cuyo centro es la adherencia de una órbita.
Los siguientes son ejemplos básicos de superficies y variedades tóricas.
Espacio Afín. El ejemplo estándar afín de variedad tórica no singular es Cn. La acción del
toro está dada en coordenadas (x1, x2, . . . , xn) por
((t1, t2, . . . , tn), (α1, α2, . . . , αn)) 7→ (t1α1, t2α2, . . . , tnαn).
Las única órbita cerrada es O = (0, 0, . . . , 0). Las clausuras del resto de órbitas no densas son
los subespacios coordenados `A definidos por `A = ∩j∈A(xj = 0), donde A ( {1, 2, . . . , n}.
Finalmente, la órbita densa es
(C∗)n = Cn \
(⋃
A
`A ∪ {O}
)
.
Espacio proyectivo. Un primer ejemplo de variedad tórica proyectiva es el espacio proyectivo
PnC. La acción del toro viene dada en coordenadas homogéneas [X0, X1, X2, . . . , Xn] por
((t1, t2, . . . , tn), [α0, α1, α2, . . . , αn]) 7→ [α0, t1α1, t2α2, . . . , tnαn].
Las órbitas cerradas son los n+1 puntos Oi = [0, 0, . . . , 0, 1, 0, . . . , 0], donde el uno aparece en la
posición i-ésima. Las clausuras de las otras órbitas no densas son los subespacios coordenados
LA dados por LA = ∩j∈A(Xj = 0), con A ( {0, 1, 2, . . . , n}. Por último, la órbita densa es
(C∗)n = PnC \
(⋃
A
LA ∪
n⋃
i=0
{Oi}
)
.
Superficies de Hirzebruch. Dado un entero k 6= 0, consideremos el producto P1C×P2C dado
con coordenadas homogéneas ([X0, X1], [Y0, Y1, Y2]). La superficie de Hirzebruch Hk se define
como la subvariedad cerrada dada por
Hk =
{
Xk0Y0 −Xk1Y1 = 0 k > 0
X−k1 Y0 −X−k0 Y1 = 0 k < 0.
Existe una acción de toro en estas superficies, de modo que las órbitas cerradas son los puntos
Q00 = ([1, 0], [0, 1, 0]), Q10 = ([1, 0][0, 0, 1]), Q01 = ([0, 1][1, 0, 0]), Q11 = ([0, 1], [0, 0, 1]).
Las clausuras de las otras órbitas no densas son las cuatro curvas racionales
L00 = [1, 0]× (Y0 = 0), L10 = [0, 1]× (Y1 = 0), L11 = P1C × {[0, 0, 1]} y
L01 = {([λ, µ], [a, b, 0]); λka = µkb, [λ, µ] ∈ P1C}.
La órbita densa es (C∗)2 = Hk \ L00 ∪ L10 ∪ L01 ∪ L11.
Cuando k = 0, la superficie de Hirzebruch H0 es P1C × P1C, donde tomamos coordenadas
homogéneas ([X0, X1], [Y0, Y1]). Las órbitas cerradas para la acción del toro son los puntos
Q00 = ([1, 0], [1, 0]), Q10 = ([1, 0][0, 1]), Q01 = ([0, 1][1, 0]), Q11 = ([0, 1], [0, 1]).
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Las clausuras de las otras órbitas no densas son las cuatro rectas
L00 = [1, 0]× P1C, L10 = [0, 1]× P1C, L01 = P1C × {[1, 0]}, L11 = P1C × {[0, 1]}.
La órbita densa es (C∗)2 = P1C × P1C \ L00 ∪ L10 ∪ L01 ∪ L11.
Cuando hagamos referencia a Cn, PnC o a las superficies de Hirzebruch Hk como variedades
tóricas, implícitamente asumiremos las acciones y coordenadas anteriores.
La unión de las órbitas no densas de la acción del toro en las variedades tóricas Cn y PnC es,
de manera natural, un divisor con cruzamientos normales fuertes dado respectivamente por
ECn = (x1x2 · · ·xn = 0) y EPnC = (X0X1X2 · · ·Xn = 0).
En general, en una superficie tórica no singular S, la unión de las órbitas no densas de la acción
del toro da lugar a un divisor con cruzamientos normales fuertes ES . Decimos que el par (S,ES)
es una superficie tórica ambiente. Los puntos p ∈ S con ep(ES) = 2 son exactamente las órbitas
cerradas de la acción del toro. Como consecuencia, en la categoría de superficies tóricas, las
explosiones equivariantes son exactamente las combinatorias.
Observación 1.20. En vista del hecho de que una superficie tórica no singular S proporciona
de manera natural una superficie tórica ambiente (S,ES), usamos la expresión foliación F en
S para hacer referencia también a la superficie foliada ((S,ES),F).
El siguiente resultado se refiere a la geometría biracional de las superficies tóricas proyectivas.
Teorema 1.3 (Véase [18]). Dadas dos superficies tóricas proyectivas S y S′, existe una super-
ficie tórica proyectiva no singular S′′ y dos sucesiones finitas de explosiones equivariantes
pi : S′′ → S, pi′ : S′′ → S′.
Corolario 1.1. Cualquier superficie tórica proyectiva no singular S se obtiene desde P2C con
una sucesión finita P2C → S de explosiones e implosiones equivariantes (combinatorias).
Recordemos ahora brevemente como son las foliaciones sobre el plano proyectivo (véase [12]).
Una foliación G en P2C está dada por una forma diferencial logarítmica homogénea
W = A0dX0/X0 +A1dX1/X1 +A2dX2/X2, Ai ∈ C[X0, X1, X2], i = 0, 1, 2, (1.10)
donde los coeficientes Ai son polinomios homogéneos del mismo grado dG , sin factores comunes
y tales que A0 +A1 +A2 = 0. Decimos que W es un generador homogéneo de G. Si W ′ es otro
generador homogéneo de G, entonces W ′ = kW con k ∈ C∗ y recíprocamente.
Observación 1.21. El número dG no coincide con el llamado grado de la foliación. Por ejemplo,
si el divisor EP2C no tiene componentes dicríticas, la foliación está dada por la forma holomorfa
X0X1X2W = X1X2A0dX0 +X0X2A1dX1 +X0X1A2dX2,
sin factores comunes en sus coeficientes. Por tanto, el grado de la foliación es igual a dG + 1. De
manera general, el grado es dG + 1− , donde  es el número de componentes dicríticas de EP2C .
Vamos a describir una foliación G de P2C en términos de cartas afines. Leemos el plano
proyectivo complejo P2C en cartas afines Ai = (Xi 6= 0) ⊂ P2C, para i = 0, 1, 2. Identificamos
cada Ai con la superficie tórica afín C2 a través de las coordenadas (xij , xik) dadas por
xij = Xj/Xi, xik = Xk/Xi, donde j, k 6= i
Tenemos que Oi es el origen de Ai, donde O0 = [1, 0, 0], O1 = [0, 1, 0] y O2 = [0, 0, 1]. Denotamos
por Di el divisor EAi = (xijxik = 0) y llamamos i-carta afín Gi de G a la restricción Gi = G|Ai .
Un generador de Gi adaptado al divisor Di está dado por
ωi = aijdxij/xij + aikdxik/xik, for{i, j, k} = {0, 1, 2},
donde ai` = A`(X0/Xi, X1/Xi, X2/Xi) ∈ C[xij , xik], para ` ∈ {j, k}.
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1.13. Ramas invariantes aisladas
El concepto de rama invariante aislada es útil para elegir una cantidad finita y representativa
de ramas invariantes en el caso de que aparezcan componentes dicríticas después de reducción
de singularidades. Damos a continuación la definición precisa:
Definición 1.11. Consideremos una rama invariante (Γ, p) de una superficie foliada (S,G).
Decimos que (Γ, p) es aislada para (S,G) si se cumplen las siguientes propiedades:
(Γ, p) 6⊂ (E, p).
Para todo composición σ : (S ′,G′)→ (S,G) de una sucesión finita de explosiones, tenemos
que p′ ∈ Sing(G′, D′), donde(Γ′, p′) es el transformado estricto de (Γ, p) por σ.
Observación 1.22. Nótese que p ∈ Sing(G, D), tomando σ el morfismo identidad. Además, es
suficiente considerar explosiones centradas en los puntos infinitamente próximos de (Γ, p).
• aisladas
• no aisladas← ← · · · ←
Figura 1.4: Ramas invariantes aisladas y no aisladas.
La propiedad de ser aislada es estable por explosiones. En el siguiente enunciado mostramos
que también es estable por implosiones combinatorias.
Proposición 1.5. Consideremos una explosión combinatoria pi : (S ′,G′)→ (S,G) entre super-
ficies foliadas. Sea (Γ′, p′) una rama invariante para G′ y denotemos por (Γ, p) su imagen por
pi. Si (Γ′, p′) es aislada para (S ′,G′) entonces (Γ, p) es también aislada para (S,G).
Demostración. Supongamos que p es el centro de la explosión, pues en otro caso hemos ter-
minado. Si (Γ′, p′) es aislada, en particular (Γ′, p′) 6⊂ (D′, p′) y por tanto, también se tiene
(Γ, p) 6⊂ (D, p). Nos queda ver que p ∈ Sing(G, D) necesariamente. Para ello, supongamos por
reducción al absurdo, que no es así, es decir, que p es un punto regular en el cual G y D tienen
cruzamientos normales. Puesto que la explosión se ha realizado en el punto p y es combinatoria,
tenemos que ep(D) = 2 y por tanto, la única rama invariante que pasa por él está contenida en
D y esto contradice la existencia de (Γ, p). 
La siguiente afirmación muestra donde aparecen las ramas invariantes aisladas al final del
proceso de reducción de singularidades.
Lema 1.5. Sea (Γ, p) una rama invariante aislada para una superficie foliada desingularizada
(S,G). Tenemos que p es una singularidad simple de tipo traza.
Demostración. Por definición p ∈ Sing(G, D) y (Γ, p) 6⊂ (D, p). En vista de la Observación 1.11,
tenemos que Sing(G, D) = Sing(G). Ahora, si p es de tipo esquina, las únicas ramas invariantes
a través de él están contenidas en D, por tanto p es una singularidad simple de tipo traza. 
Damos ahora una descripción de las ramas invariantes aisladas en puntos presimples.
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Lema 1.6. Consideremos una singularidad presimple p ∈ Sing(G) de una superfice foliada
(S,G). Si el punto p es de tipo esquina no hay ramas invariantes aisladas pasando por él. Por
el contrario, si p es de tipo traza hay como mucho una rama invariante aislada a través de él;
cuando existe es no singular, transversal al divisor y además se cumple que cualquier otra rama
invariante no singular es tangente al divisor.
Demostración. Supongamos primero que p es una singularidad de tipo esquina y encontremos
una contradicción con la existencia de una rama invariante aislada (Γ, p). Por la Observación
1.19, sabemos que una reducción minimal de singularidades del germen (S,G)p produce sola-
mente singularidades de tipo esquina. En vista del Lema 1.5 el transformado estricto de (Γ, p)
pasa por una singularidad simple de tipo traza, lo cual no es posible.
Asumamos ahora que p es una singularidad presimple de tipo traza y que hay una rama
invariante (Γ, p) que es aislada para (S,G). Recordemos que
ep(E) = ep(Einv) = 1.
Consideremos la explosión pi : (S ′,G′) → (S,G) centrada en p y denotemos por (Γ′, p′) el
transformado estricto de (Γ, p) por pi. Sabemos que p′ ∈ Sing(G′, D′) = Sing(G′) y puesto que
(Γ′, p′) es una rama invariante aislada, obtenemos que p′ no es un punto de tipo esquina, es
decir, p′ es una singularidad presimple de tipo traza para (S ′,G′). En particular, tenemos que
ep′(E′) = ep′(E′inv) = 1
y que E′ = pi−1(p), localmente en p′. Con estos argumentos, vemos que (Γ, p) es no singular y
transversal a D. En efecto, esto es una consecuencia del hecho de que los puntos infinitamente
próximos de (Γ, p) nunca están sobre el transformado estricto del divisor excepcional precedente.
Veamos ahora que cualquier otra rama invariante no singular es tangente al divisor D. De
manera equivalente, veamos que dada una rama invariante (Γ1, p) no singular transversal a D,
tenemos que
(Γ1, p) = (Γ, p).
Denotemos por (Γ′1, p′1) el transformado estricto de (Γ1, p) por pi. Es suficiente ver que p′1 = p′;
en este caso la situación se repite en p′, concluimos que (Γ1, p) y (Γ, p) tienen los mismos
puntos infinitamente próximos y como consecuencia, son la misma rama. Puesto que (Γ1, p) es
transversal a D, tenemos que p′1 no pertenece al transformado estricto de D. Además p′1 es una
singularidad para G′, puesto que tanto (Γ′1, p′1) como pi−1(p) definen ramas invariantes de G′
en el punto p′1. Por tanto, la única singularidad de tipo traza para (S ′,G′) en pi−1(p) (véase la
Sección 1.5 para concluirlo) es p′1; esto significa que p′1 = p′.
Solo queda ver que (Γ, p) es la única rama invariante aislada: Cualquier rama invariante
aislada debe ser no singular y transversal al divisor, por tanto es necesariamente (Γ, p). 
Corolario 1.2. Sea (Γ, p) una rama invariante no singular transversal a D pasando por una
singularidad simple de tipo traza. Si hay una rama invariante aislada para (S,G) pasando por
el punto p, ésta es necesariamente (Γ, p).
Observación 1.23. Consideremos una superficie foliada (S,G) y un punto p ∈ Sing(G, D). Si hay
solo una cantidad finita de ramas invariantes pasando por el punto p (o de modo equivalente,
la foliación G es no dicrítica), entonces cada rama invariante (Γ, p) 6⊂ (D, p) es aislada.
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Capítulo 2
Sistemas de poliedros. Reducción
combinatoria de singularidades
En este capítulo hablamos de un resultado publicado en [29]. Aquí expondremos las defi-
niciones, enunciaremos los resultados y daremos el hilo conductor de sus pruebas, dejando los
detalles de éstas que se podrán consultar en el Anexo I.
Este resultado consiste en una formulación combinatoria para el procedimiento de reducción
de singularidades en términos de poliedros. Obtenemos una estructura combinatoria libre de
restricciones en la característica del cuerpo base y que da lugar a un soporte combinatorio
para la reducción de singularidades de variedades, foliaciones, campos de vectores y formas
diferenciales entre otros posibles objetos.
La utilización de sistemas de poliedros y su correspondiente reducción de singularidades es
una herramienta clave para la demostración del “teorema de equivalencia” que se presenta en
el Capítulo 4.
2.1. Tejido soporte
Los tejidos soporte juegan el papel del espacio ambiente en el que se apoyan los sistemas de
poliedros y expresan la estructura estratificada del espacio.
Sea I un conjunto finito no vacío y denotemos por P(I) el conjunto de subconjuntos de I.
Consideramos la toplogía de Zariski en P(I) cuyos cerrados son los conjuntos K ⊂ P(I) que
tienen la propiedad:
Si J1 ∈ K y J2 ⊃ J1 entonces J2 ∈ K.
Un subconjunto H ⊂ P(I) es abierto si y solamente si para cada J ∈ H se tiene que P(J) ⊂ H.
La clausura de un conjunto unipuntual {J} ⊂ P(I) es el conjunto
{J} = {J ′ ⊂ I; J ′ ⊃ J}.
Definición 2.1. Un tejido soporte (en inglés support fabric) es un par T = (I,H), donde I es
un conjunto finito y H es un abierto para la topología de Zariski en P(I). Los elementos de H
se llaman estratos e I se llama el conjunto de índices. La dimensión dim(T ) se define por
dim(T ) = ma´x{#J ; J ∈ H},
donde #J denota el número de elementos de J .
Observación 2.1. Los estratos J ∈ H donde se alcanza la dimensión son puntos cerrados en H.
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El primer ejemplo es el tejido soporte local LT I asociado a I y definido por
LT I = (I,P(I)).
Dado un tejido soporte T = (I,H), podemos obtener otros como sigue:
La restricción T |U a un abierto U ⊂ H. Viene dada por T |U = (I,U). Nótese que
T = LT I |H.
La reducción RedK(T ) a un cerrado K de H. Tenemos que K es la intersección de un
subconjunto cerrado de P(I) con H, tomamos HK el abierto más pequeño conteniendo K
y definimos
RedK(T ) = T |HK , HK =
⋃
J∈K
P(J).
La proyección T T desde un estrato no vacío T ∈ H. Consideramos el conjunto de índices
IT = I \ T y el abierto HT en P(IT ) dado por
HT = {J \ T ; T ⊂ J y J ∈ H}
Definimos T T = (IT ,HT ). Es notable observar que dim(T T ) < dim(T ).
Definición 2.2. Sea T = (I,H) un tejido soporte. Consideremos un nuevo conjunto de índices
I ′ = I ∪ {∞}, donde ∞ /∈ I. Dado un estrato no vacío J ∈ H tomemos H′ el abierto para la
topología de Zariski de P(I ′) dado por
H′ = Hs ∪H′∞, con Hs = H \ KJ y H′∞ =
⋃
K∈KJ
H′K∞ , donde
H′K∞ = {(K \ J) ∪A ∪ {∞}; A ( J} y KJ = {J} ∩ H
La explosión pi
J
T de T con centro J es el tejido soporte definido por pi
J
T = (I ′,H′).
pi
J
T
T
Figura 2.1: Explosión del tejido soporte T .
Nótese que para cada estrato K ∈ KJ , hay una biyección H′K∞ → P(J)\{J} dada por J ′ 7→ AJ′ ,
donde AJ′ es el único subconjunto de J tal que
J ′ = (K \ J) ∪AJ′ ∪ {∞}.
Observación 2.2. La dimensión del tejido soporte T es invariante por explosiones.
Hay una aplicación sobreyectiva pi#J : H′ → H entre los estratos de piJ (T ) y T , dada por
pi#J (H′K∞ ) = {K}, K ∈ KJ y pi#J (J ′) = J ′, J ′ ∈ Hs
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Proposición 2.1. La aplicación pi#J : H′ → H es continua. En particular, dado un abierto
U ⊂ H, tenemos que pi
J
(T |U ) = (piJT )|U ′ , donde U ′ = (pi#J )−1(U).
El conjunto de índices relevantes IT de un tejido soporte T = (I,H) viene dado por la
igualdad IT = ∪J∈HJ . Dos tejidos soporte T1 = (I1,H1) y T2 = (I2,H2) son equivalentes si
hay una biyección
φ : IT1 → IT2
tal que H2 = {φ(J); J ∈ H1}. En este caso, decimos que φ es una equivalencia entre T1 y T2.
Observación 2.3. El conjunto de índices relevantes después de la explosión pi
J
(T ) está dado por
IpiJ (T ) =
{ IT ∪ {∞}, si #J ≥ 2;
IT \ {j} ∪ {∞}, si J = {j}.
Además, si hay una equivalencia φ entre dos tejidos soporte T1 y T2, se tiene que para cualquier
estrato J ∈ H1, las explosiones piJT1 y piφ(J)T2 son también equivalentes.
Ejemplo 2.1. Sea M = (M,E) un espacio ambiente donde el divisor E = ∪i∈IEi tiene la
propiedad de cruzamientos normales fuertes. El tejido soporte combinatorio HM,E definido en
la Ecuación 1.3 es un abierto para la topología de Zariski en P(I) y obtenemos de este modo
un tejido soporte
TM,E = (I,HM,E)
Obsérvese que la dimensión de TM,E no es necesariamente la dimensión deM . Finalmente, dado
un estrato J ∈ HM,E podemos realizar la explosión combinatoria
pi :M′ = (M ′, E′)→M = (M,E)
centrada en EJ . En esta situación, tenemos que piJTM,E = TM ′,E′ .
2.2. Sistemas de poliedros
Cuando realizamos una explosión, el nuevo espacio ambiente adquiere una naturaleza global.
Los sistemas de poliedros proporcionan una forma de dar poliedros de Newton y característicos
de una manera coherente en espacios ambiente globales, representados en nuestro caso por
tejidos soporte.
Definiciones
Dado un conjunto finito totalmente ordenado J , recordamos que RJ denota el conjunto de
aplicaciones σ : J → R. Si J1 ⊂ J2, hay un proyección canónica
prJ2,J1 : RJ2 → RJ1
σ 7→ σ|J1
Para un subconjunto A ⊂ RJ≥0, definimos la envolvente positivamente convexa [[A]] como
[[A]] = Conv
(
A+ RJ≥0
)
⊂ RJ≥0,
donde Conv(·) denota la envolvente convexa. Sea d ∈ Z>0 un entero positivo. Decimos que un
subconjunto ∆ ⊂ RJ≥0 es un poliedro característico con denominador d si existe un conjunto
A ⊂ (1/d)ZJ≥0 tal que ∆ = [[A]].
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Definición 2.3. Un sistema de poliedros D (en inglés polyhedra system) sobre un tejido soporte
T = (I,H) con denominador d es un triple
D = (T , {∆J}J∈H, d),
donde cada ∆J ⊂ RJ≥0 es un poliedro característico con denominador d, de modo que para cada
par de estratos J1, J2 ∈ H tales que J1 ⊂ J2, se tiene la igualdad
∆J1 = prJ2,J1(∆J2).
Si d = 1, decimos que D es un sistema de poliedros de Newton sobre T . Cuando sea necesario,
denotaremos por TD el tejido soporte de D. Definimos la dimensión de D como la de TD.
J ′ = {2, 3} J ′ = {1, 3}
J = {1, 2, 3}
J ′ = {1, 2}
prJ,J ′ : RJ → RJ
′
−−−
−→
−−−
−→
−−→
Figura 2.2: Compatibilidad con las proyecciones.
Observación 2.4. Obsérvese que en un sistema de poliedros o bien todos los poliedros son
vacíos o ninguno de ellos lo es. A partir de ahora, siempre y cuando no se diga lo contrario,
supondremos que todos los poliedros con los que trabajamos son no vacíos.
Dos sistemas de poliedrosD1 = (T1, {∆1J}J∈H1 , d) yD2 = (T2, {∆2J}J∈H2 , d) son equivalentes
si hay una equivalencia φ : T1 → T2 de modo que
∆2φ(J) = ∆1J ,
para todo estrato J ∈ H1. También decimos que φ es una equivalencia entre D1 y D2.
Un sistema de poliedros D = (T , {∆J}J∈H, d) tiene asociado de manera natural un sistema
de poliedros de Newton N (D) definido por
N (D) = (T , {d∆J}J∈H, 1).
Recíprocamente, dado d′ ∈ Z>0, podemos obtener otro sistema de poliedros D/d′ dado por
D/d′ = (T , {(1/d′)∆J}J∈H , dd′) .
En particular, tenemos que N (D)/d = D. Veamos ejemplos básicos de sistemas de poliedros:
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Dado un poliedro característico ∆ ⊂ RI≥0 con denominador d, definimos el sistema de
poliedros local L(∆, d) por
L(∆, d) = (LT I , {∆J}J∈P(I), d), donde ∆J = prIJ(∆).
La restricción D|U de D a un abierto U ⊂ H se define por
D|U = (T |U , {∆J}J∈U , d).
La reducción RedK(D) de D a un cerrado K de H es RedK(D) = D|HK .
El ajuste (en inglés fitting) D˜ del sistema de poliedros D se define como sigue: Para un
subconjunto A ⊂ RI≥0 se considera el vector de ajuste wA ∈ RI≥0 dado por wA(j) =
mı´n{σ(j); σ ∈ A} para cada j ∈ I y escribimos A˜ = A− wA. Definimos
D˜ = (T , {∆˜J}J∈H, d).
Proyección de Hironaka
El siguiente ejemplo juega un papel muy importante en la Sección 2.5.
Sea D = (T , {∆J}J∈H, d) un sistema de poliedros y T ∈ H un estrato no vacío. Considera-
mos el tejido soporte T T = (IT ,HT ) dado por la proyección de T desde T . Para cada estrato
J∗ ∈ HT , sea J el estrato de H definido por J = J∗ ∪ T . Tomamos el subconjunto MTJ de RJ
dado por
MTJ = {σ ∈ RJ ;
∑
j∈T
σ(j) < 1}
y definimos la proyección de Hironaka ∇TJ : MTJ → RJ
∗
≥0 como
∇TJ (σ) =
1
1− ∑
j∈T
σ(j)σ|J\T , σ ∈M
T
J
Escribimos ∆TJ∗ = ∇TJ (∆J ∩MTJ ) ⊂ RJ
∗
≥0 y consideramos el sistema de poliedros
DT = (T T , {∆TJ∗}J∗∈HT , d!d), (2.1)
Es notable remarcar que el denominador de DT es d!d en lugar de d.
Nótese que ∆TJ∗ = ∅ si ∆J = ∅ o si se cumple que
∑
j∈T σ(j) ≥ 1, para todo σ ∈ ∆J .
Lugar Singular de un Sistema de Poliedros
Dado un conjunto finito J 6= ∅ y un poliedro característico ∆ ⊂ RJ≥0, definimos el exponente
de contacto δ(∆) de ∆ como el entero que cumple la igualdad
δ(∆) = mı´n {|σ|; σ ∈ ∆} , donde |σ| =
∑
j∈J
σ(j).
Si J = ∅, hay un único posible poliedro ∆ = {•} ⊂ R∅≥0. Por convenio asumiremos δ({•}) = −1.
El exponente de contacto δ(D) de un sistema de poliedros D = (T , {∆J}J∈H, d) se define por
δ(D) = ma´x{δ(∆J); J ∈ H}.
Observación 2.5. Cuando ∆ = [[A]] con A ⊂ Z≥0 (es un poliedro de Newton), el exponente de
contacto se corresponde con la idea clásica de multiplicidad.
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Definición 2.4. El lugar singular Sing(D) de un sistema de poliedros D = (T , {∆J}J∈H, d) es
el subconjunto de H dado por
Sing(D) = {J ∈ H; δ(∆J) ≥ 1} ⊂ H.
Decimos que D es singular si Sing(D) 6= ∅, en otro caso, decimos que es no singular o regular.
Obsérvese que Sing(D) es un conjunto cerrado, ya que el exponente de contacto da lugar a
una función semicontinua superior en H.
Transformado de un sistema de poliedros por explosiones
Sea T = (I,H) un tejido soporte y J ∈ H un estrato no vacío. Consideremos la explosión
pi
J
T = (I ′,H′), donde recordamos que I ′ = I∪{∞} y H′ = Hs∪H′∞. Dado un estrato J ′ ∈ H′∞
y su imagen K = pi#J (J ′), definimos la aplicación λJ′ : RK → RJ
′ dada por
λJ′(σ)(j) = σ(j), j 6=∞; λJ′(σ)(∞) = |σ|J |. (2.2)
Sea {eI,i}i∈I la base estandar de RI , esto es eI,i(i′) = δi,i′ (delta de Kronecker). Dado un
subconjunto J ⊂ I y un índice i ∈ I, consideramos el vector eJ,i ∈ RJ dado por la igualdad
eJ,i = prI,J(eI,i).
Definición 2.5. Sea D = (T , {∆J}J∈H, d) un sistema de poliedros y J ∈ H un estrato no
vacío.
El transformado total Λ0J(D) de D centrado en J es el sistema de poliedros dado por
Λ0J(D) = (piJT , {∆0J′}J′∈H′ , d), donde ∆0J′ = ∆J′ para J ′ ∈ Hs y
∆0J′ = [[λJ′(∆K)]] para J ′ ∈ H′∞, K = pi#J (J ′).
Cuando J ∈ Sing(D), definimos también el transformado característico ΛJ(D) de D
centrado en J como el sistema de poliedros
ΛJ(D) = (piJT , {∆′J′}J′∈H′ , d),
donde ∆′J′ = ∆0J′ − eJ′,∞ para cada J ′ ∈ H′. Nótese que la condición J ∈ Sing(D) es
fundamental para que ΛJ(D) sea un sistema de poliedros, pues solo entonces se tiene que
δ(∆0{∞}) ≥ 1.
Consideremos un sistema de poliedros de Newton N , un entero d ≥ 1 y un estrato J ∈ H
tal que δ(NJ) ≥ d. El transformado d-moderado ΘdJ(N ) de N centrado en J se define por
ΘdJ(N ) = N (ΛJ(D)),
donde D = N/d. Nótese que J ∈ Sing(D) es esquivalente a δ(NJ) ≥ d.
Observación 2.6. Sean D1 y D2 sistemas de poliedros equivalentes por una equivalencia φ. Para
todo estrato J ∈ Sing(D1) se tiene que los transformados característicos ΛJ(D1) y Λφ(J)(D2)
son también sistemas equivalentes.
2.3. Reducción de Singularidades
Enunciados
Decimos que un sistema de poliedros de Newton N = (T , {NJ}J∈H, 1) tiene cruzamientos
normales si el poliedro NJ tiene un único vértice para cada estrato J ∈ H. Esta propiedad es
estable por explosiones y un primer objetivo de reducción de singularidades es alcanzarla.
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Teorema 2.1 (Reducción combinatoria a cruzamientos normales). Dado un sistema de polie-
dros de Newton N , hay una sucesión finita de transformados totales
N → N1 → N2 → · · · → Nk,
de modo que Nk tiene cruzamientos normales.
Pruebas de este resultado se pueden encontrar, en otros contextos, en [19] y [22].
Teorema 2.2 (Reducción combinatoria de singularidades). Dado un sistema de poliedros D,
hay una sucesión finita de transformados característicos
D → D1 → D2 → · · · → Dk,
de modo que Sing(Dk) = ∅. Llamamos a una sucesión tal reducción de singularidades de D.
Corolario 2.1. Sea N un sistema de poliedros de Newton y d ≥ 1 un número entero. Hay una
sucesión finita de transformaciones d-moderadas
N → N1 → N2 → · · · → Nk,
de modo que δ(Nk) < d.
El Corolario 2.1 implica el Teorema 2.1, tomando d = 1.
Observación 2.7. El Teorema 2.2 sería falso si hubiésemos tomado la condición δ(∆J) > 1, en
lugar de δ(∆J) ≥ 1, para los centros de explosión. Por ejemplo, consideremos el sistema de
poliedros de Newton local L(∆, 1), donde
∆ = [[(1, 1)]] ⊂ R{1,2}≥0 .
El único centro que se podría utilizar sería {1, 2} y la situación se repetiría en cada estrato
cerrado de la explosión.
El objetivo de este capítulo es, por tanto, dar una prueba del Teorema 2.2. Cabe decir que
este resultado se sigue de la reducción de singularidades general de Hironaka. Pese a ello, hemos
querido dar una demostración completa haciendo énfasis en las ideas del contacto maximal
desarrolladas por H. Hironaka, J.M. Aroca y J.L. Vicente en [3] así como el control de los
poliedros sugerido por M. Spivakosvky en [41].
Proceso de inducción
La prueba del Teorema 2.2 se sigue por inducción en la dimensión del sistema de poliedros
considerado. De manera más precisa, consideremos el siguiente enunciado:
CRS(n): Si dim(D) ≤ n, entonces D tiene reducción de singularidades.
El punto de partida es la siguiente proposición:
Proposición 2.2. CRS(1) se cumple.
Distinguimos ahora tres tipos de sistemas de poliedros singulares D:
1. Es Hironaka casi-ordinario si cada poliedro sobre un estrato singular tiene un solo vértice,
esto es ∆J = [[{σJ}]] para todo J ∈ Sing(D).
2. Es especial si δ(D) = 1.
3. Es general si δ(D) > 1.
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2.4. Caso Hironaka casi-ordinario
El estudio de los sistemas Hironaka casi-ordinarios no requiere la hipótesis de inducción como
vemos en la Sección 2.4.
Consideramos sistemas especiales bajo la hipótesis de inducción CRS(n − 1). En este caso
reducimos el problema a dimensión menor proyectando sobre un “tejido soporte de contacto
maximal” cuya existencia funciona como sigue:
1. Resolvemos el problema local por medio de propiedades para un “estrato directriz”.
2. Eliminamos la posible “incoherencia global” invocando la hipótesis de inducción.
Los detalles se dan en la Sección 2.5.
Finalmente, para sistemas generales, definimos el “invariante de Spivakovsky”, que mide (en
cierto modo) cómo de lejos está nuestro sistema del caso Hironaka casi-ordinario. Controlamos
el comportamiento de este invariante por medio de un sistema especial. Los detalles se dan en
la sección 2.6.
2.4. Caso Hironaka casi-ordinario
En esta sección se prueba el Teorema 2.2 para sistemas de poliedros Hironaka casi-ordinarios.
Proposición 2.3. Cualquier sistema de poliedros Hironaka casi-ordinario se desingulariza.
La demostración se sigue de los siguientes enunciados:
Lema 2.1. Dado un sistema de poliedros Hironaka casi-ordinario D y un estrato singular
J ∈ H, el transformado característico ΛJ(D) es también Hironaka casi-ordinario .
Lema 2.2. El conjunto A de sucesiones decrecientes de números naturales está bien ordenado
para el orden lexicográfico.
2.5. Sistemas de poliedros especiales
En esta sección probamos el teorema 2.2 para el caso de sistemas de poliedros especiales.
Estabilidad por explosión de sistemas especiales. Un sistema de poliedros especial se
convierte por explosiones o bien en uno del mismo tipo o bien en uno no singular. Esto es,
Proposición 2.4. Dado un sistema de poliedros especial D y un estrato singular J ∈ H,
tenemos que δ(ΛJ(D)) ≤ 1.
Estrato directriz de los poliedros. Consideremos un poliedro característico ∆ ⊂ RI≥0
cumpliendo que δ(∆) = 1. El estrato directriz T (∆) de ∆ se define por
T (∆) = {j ∈ I; ∃σ ∈ ∆, |σ| = 1, y σ(j) 6= 0} ⊂ I. (véase [41]).
Dado un sistema de poliedros especial D = (T , {∆J}J∈H, d), presentamos resultados de estabili-
dad que conciernen al comportamiento del estrato directriz de manera “horizontal” y “vertical”.
Proposición 2.5. Para cada par de estratos J1, J2 ∈ Sing(D) con J1 ⊂ J2, se tiene la relación
T (∆J2) ⊂ T (∆J1) ⊂ J1.
Observación 2.8. En la situación de la Proposición 2.5 se puede tener que T (∆J2) 6= T (∆J1). Por
ejemplo, consideremos el poliedro ∆ = [[(0, 0, 1), (1, 1, 0)]] ⊂ RI≥0 con I = {1, 2, 3}. Obtenemos
{3} = T (∆) 6= T (∆{2,3}) = {2, 3}.
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Dado un estrato singular J ∈ H, consideremos el transformado característico D′ = ΛJ(D).
Proposición 2.6. Sea J ′ = (K \J)∪AJ′ ∪{∞} ∈ H′∞ un estrato singular, donde K = pi#J (J ′).
Se cumplen las siguientes propiedades:
T (∆K) ⊂ AJ′ ⊂ J .
T (∆K) ⊂ T (∆′J′) ⊂ J ′.
Observación 2.9. En el problema de reducción de singularidades en característica cero hay un
rasgo similar a la propiedad T (∆K) ⊂ AJ′ ; es una propiedad clásica que el espacio tangente
estricto de Hironaka, en característica cero, marque los posibles “nuevos puntos malos” después
de explosión.
Reducción de singularidades vía el contacto maximal. En esta sección obtenemos
reducción de singularidades para un sistema de poliedros especial bajo la hipótesis de existencia
de contacto maximal con un estrato dado.
Definición 2.6. Consideremos un sistema de poliedros especial D y un estrato T ∈ H. Decimos
que T tiene contacto maximal con D si se cumple que T ⊂ T (∆J) para todo estrato singular
J ∈ Sing(D). Decimos también que T T es un tejido soporte de contacto maximal de D.
T T T
−→
Figura 2.3: Tejido soporte de contacto maximal.
Observación 2.10. Para un sistema de poliedros local D = L(∆, d), se tiene que cada estrato
no vacío T ⊂ T (∆) = T (∆I) tiene contacto maximal con D. Esto ocurre como consecuencia de
la estabilidad horizontal del estrato directriz establecida en la Proposición 2.5.
Figura 2.4: Proyección de Hironaka local.
La siguiente propiedad es consecuencia de la estabilidad vertical del estrato directriz:
Lema 2.3. Consideremos el transformado característico ΛJ(D) de un sistema de poliedros D
centrado en un estrato J ∈ Sing(D). Si T es un estrato que tiene contacto maximal con D,
entonces T ∈ Hs y también tiene contacto maximal con ΛJ(D).
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Proposición 2.7. Consideremos un estrato no singular T ∈ H que tiene contacto maximal con
el sistema de poliedros D y la proyección de Hironaka DT de D desde T . Si existe reducción de
singularidades para DT , entonces D tiene también reducción de singularidades.
La prueba se realiza en dos etapas:
1. Hay una correspondencia uno-uno entre Sing(D) y Sing(DT ).
2. Conmutatividad de las proyecciones de Hironaka con las explosiones: Se tiene que
(ΛJ(D))T = ΛJ\T (DT ), J ∈ Sing(D).
a) Conmutatividad para los tejidos soporte: (pi
J
T )T = pi
J\T (T T ).
b) Conmutatividad para los poliedros: (∆′J′)T = (∆T )′J′\T , para todo J ′ ∈ H′.
Descomposición en componentes conexas de la desingularización. El problema de
reducción de singulardidades se puede resolver considerando, una por una, cada componente
conexa del lugar singular. Esto es:
Proposición 2.8. Sea D un sistema de poliedros y escribamos Sing(D) = ⋃ Cα la descompo-
sición del lugar singular en componentes conexas. Si hay una reducción de singularidades para
cada RedCα(D), entonces hay una reducción de singularidades para D.
Existencia de contacto maximal. Finalmente, vemos la existencia de contacto maximal.
Definición 2.7. Sea D un sistema de poliedros especial y sea Sing(D) = ⋃ Cα la descompo-
sición del lugar singular en componentes conexas. Decimos que D es consistente si para cada
componente conexa Cα, existe un estrato Tα que tiene contacto maximal con RedCα(D). Por
convenio, los sistemas de poliedros no singulares son consistentes.
Observación 2.11. Existen sistemas de poliedros no consistentes. Por ejemplo, considérese el
tejido soporte T = (I,H) dado por I = {1, 2, 3, 4} y
H = P(I) \ {{1, 4}, {1, 2, 4}, {1, 3, 4}, I}.
Tomemos sobre él, el sistema de poliedros D = (T , {∆J}J∈H, 2), definido por
∆{1,2,3} =
[[
(0, 0, 1), (1/2, 1, 0)
]]
, ∆{2,3,4} =
[[
(1, 0, 0), (0, 1, 1/2)
]]
y todas sus proyecciones. Obsérvese que Sing(D) = {{2, 3}, {1, 2, 3}, {2, 3, 4}} es un conexo.
Por otro lado, se tiene que T (∆{1,2,3}) = {3} y T (∆{2,3,4}) = {2}, por tanto no hay ningún
estrato con contacto maximal.
Figura 2.5: Caso no consistente.
Proposición 2.9. Bajo la hipótesis de inducción CRS(n− 1), todo sistema de poliedros con-
sistente n-dimensional tiene reducción de singularidades.
La siguiente afirmación asegura que todo sistema de poliedros especial no consistente de
dimensión n se puede transformar en un número finito de pasos en uno consistente.
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Proposición 2.10. Bajo la hipótesis de inducción CRS(n− 1), para cada sistema de poliedros
especial n-dimensional D hay una sucesión finita de transformaciones características D → D′
de modo que D′ es consistente.
Finalmente, juntando ambas cosas, concluimos que
Corolario 2.2. Bajo la hipótesis de inducción CRS(n− 1), existe una reducción de singulari-
dades para cada sistema de poliedros especial de dimensión n.
2.6. Sistemas de poliedros generales
En esta sección consideramos el caso de sistemas de poliedros generales de dimensión n.
Para probar el Teorema 2.2, asumimos la hipótesis
CRSsp(n): Los sistemas de poliedros especiales n-dimensionales se desingularizan.
La idea principal es transformar un sistema de poliedros general en uno Hironaka casi-ordinario
usando la hipótesis CRSsp(n) y muchas de las ideas en el trabajo de Spivakovksy en [41]. Si
conseguimos esto hemos terminado, en vista de la Proposición 2.3.
Invariante de Spivakovsky. Dado un sistema de poliedros D = (T , {∆J}J∈H, d), recorde-
mos que su ajuste de está dado por D˜ = (T , {∆˜J}J∈H, d), donde ∆˜J = ∆J − w∆J . Definimos
el invariante de Spivakovsky SpiD por
SpiD = ma´x
{
δ(∆˜J); J ∈ Sing(D)
}
.
Obsérvese que SpiD = 0 si y solamente si D es un sistema de poliedros Hironaka casi-ordinario.
Consideramos el conjunto S(D) definido por
S(D) =
{
J ∈ Sing(D); δ(∆˜J) = SpiD
}
.
Tenemos el siguiente resultado de estabilidad
Lema 2.4. Para cada estrato J ∈ S(D), se cumple que SpiΛJ (D) ≤ SpiD.
Resolución de sistemas generales Probamos aquí que el invariante de Spivakovsky decrece
después de una sucesión finita de explosiones “bien elegida”. Lo hacemos con la proyección de
Spivakovsky que introducimos a continuación y mediante la hipótesis CRSsp(n).
Consideremos un sistema de poliedros singular D = (T , {∆J}J∈H, d) para el cual SpiD 6= 0.
Definimos la proyección de Spivakovsky Dsp de D como
Dsp = (T , {∆spJ }J∈H, d2), donde ∆spJ =
[[
∆˜J/SpiD ∪∆J
]]
.
Tenemos que Dsp es un sistema de poliedros especial y además Sing(Dsp) = S(D), ya que
δ(∆spJ ) = mı´n
{
δ
(
∆˜J/SpiD
)
, δ(∆J)
}
≤ 1.
Proposición 2.11. Bajo la hipótesis CRSsp(n), existe una sucesión finita de transformaciones
características
D = D0 → D1 → · · · → Dk.
donde Di+1 = ΛJi(Di) con J i ∈ S(Di) para cada i = 0, 1, . . . , k − 1, cumpliendo que
SpiDk < SpiD.
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Figura 2.6: Proyección de Spivakovsky.
Ahora, la prueba del Teorema 2.2 está completa.
2.7. Ejemplos
Finalmente, dedicamos una sección a dar una serie de ejemplos que motivan nuestras defini-
ciones, viendo cómo se puede utilizar este lenguaje de poliedros como soporte combinatorio para
algunas teorías geométricas. Consideramos un espacio ambienteM = (M,E), donde el divisor
E = ∪i∈IEi tiene la propiedad de cruzamientos normales fuertes. Recordemos que tenemos el
tejido soporte TM,E = (I,HM,E) asociado aM, definido en el Ejemplo 2.1, y la estratificación
SM,E = {SJ ⊂M ; J ∈ HM,E}
dada por el divisor E, introducida en la Ecuación 1.4.
Notación-Definición 2.1. Para fines prácticos, vamos a suponer que tenemos un orden fijo (<)
en el conjunto de índices I. Cuando hagamos una explosión siempre colocaremos el índice ∞
como el más grande, esto es i < ∞ para todo i ∈ I. Dado J ⊂ I decimos que c(J) es un
n-complementario de J si c(J) ∩ J = ∅ y tiene n−#J elementos. Consideramos un c(J) para
cada J y asumiremos también que tenemos en él un orden fijado. Además, supondremos que
j < s para todo j ∈ J y s ∈ c(J). Si tenemos dos estratos J, J ′ ∈ HM,E tales que J ′ = J ∪ A,
identificaremos c(J ′) ∪ A con c(J) cuando sea necesario y en esta situación los elementos en
A siempre los consideraremos más grandes que los elementos en J . Este orden es útil para la
construcción de producto exterior dada en la Sección 3.4.
Definición 2.8. Fijemos un estrato combinatorio J ∈ HM,E . Dado un punto p del estra-
to geométrico asociado SJ , definimos una carta coordenada Cp adaptada a E en p como un
homeomorfismo
Cp = φ : U → V ⊂ Cn
cumpliendo las siguientes propiedades:
1. El punto p pertenece al abierto U y V es un polidisco en Cn.
2. Existe una inclusión λ : J ↪→ {1, 2, . . . , n} tal que para todo j ∈ J , la coordenada
φλ(j) = prλ(j) ◦ φ : U → C
cumple que U ∩ Ej = (φλ(j) = 0).
Observación 2.12. Nótese que, como V es un polidisco, se tiene que el abierto U es conexo en
M y los abiertos U ∩ SJ′ son conexos en SJ′ para cualquier J ′ ⊂ J .
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Notación 2.1. Escribiremos x = (xj)j∈J e y = (ys)s∈c(J), con
xj = φλ(j), j ∈ J e ys = φλ(s), s ∈ c(J).
Obsérvese que el sistema local de coordenadas dado por z = (x,y) está adaptado al divisor
E, según la Ecuación 1.2. En los siguientes capítulos, siempre que se hable de coordenadas
adaptadas al divisor en un punto p, estaremos suponiendo directamente que éstas vienen de
una carta coordenada Cp como en la Definición 2.8.
2.7.1. Sistema de poliedros asociado a una hipersuperficie
Sea H ⊂M una hipersuperficie cerrada tal que Ei 6⊂ H para ningún i ∈ I. Dado un estrato
combinatorio J ∈ HM,E , consideremos un punto p ∈ SJ y una carta coordenada adaptada al
divisor E dada por z = (x,y). Sea f ∈ OM,p un generador local reducido de H, donde reducido
significa que f = f1f2 · · · fk con fi 6= fj para todo i 6= j. Desarrollando f en serie, se tiene
f =
∑
aσ(y)xσ, con σ ∈ ZJ≥0,
donde recordamos, siguiendo las notaciones en la Sección 1.2, que
p = (0x,0y), aσ =
∂|σ|f
∂xσ
∣∣∣∣
U∩SJ
= ∂
|σ|f
∂xσ (0
x,y).
Tomando un representante del germen, podemos decir que f es una función holomorfa definida
en un entorno abierto de p, que además podemos pensar que es el mismo abierto U donde están
definidas las coordenadas, haciendo éste lo pequeño que sea necesario. Tenemos las siguiente
propiedades para el poliedro
NJ(f ; p, z) =
[[{σ ∈ ZJ≥0; aσ(y) 6≡ 0}]] .
Proposición 2.12. Sean z′ = (x′,y′) coordenadas centradas en el punto p asociadas a otra
carta adaptada a E. Se satisface la igualdad NJ(f ; p, z) = NJ(f ; p, z′).
Demostración. Si x′ = x, por definición de aσ tenemos la igualdad deseada. Es suficiente ahora
hacer la prueba para el caso en el que y′ = y y existe un índice j ∈ J cumpliendo:
x′k = xk, k ∈ Jj = J \ {j} y xj = ux′j , u ∈ O∗M,p = OM,p \MM,p, u 6= 1.
Definimos u = (xk)k∈Jj , v = xj y v′ = x′j y escribimos, haciendo un pequeño abuso de notación,
σ = (σj , σ(j)) ∈ ZJ\{j}≥0 × Z≥0, para cada σ ∈ ZJ≥0.
Tenemos para f dos desarrollos en serie, dependiendo de las coordenadas utilizadas:
f =
∑
aσ(y)xσ =
∑
aσ(y)uσ
j
vσ(j) =
∑
a′σ(y)uσ
j
v′σ(j) =
∑
a′σ(y)x′σ,
donde σ varía en ZJ≥0. Dado σj ∈ ZJ\{j}≥0 , sea Gσj =
∂|σ
j |f
∂uσj . Tenemos las siguientes igualdades:
Gσj |u=0 =
∑
m≥0
a(σj ,m)v
m =
∑
m≥0
a′(σj ,m)v
′m.
La fórmula de Faà di Bruno para la derivada i-ésima bajo un cambio de variable, asegura que
∂mGσj
∂v′m
=
∑
k∈[m]
Nk
∂|k|Gσj
∂v|k|
m∏
`=1
1
`!
(
∂`v
∂v′`
)k`
, donde
55
2.7. Ejemplos
k = (k1, k2, . . . , km) ∈ Zm
[m] = {k ∈ Zm; k1 + 2k2 + · · ·mkm = m} y Nk =
n!
k1!k2! · · · km! .
Por otro lado, nótese que
∂`v
∂v′`
= ` ∂
`−1u
∂v′`−1
+ v′ ∂
`u
∂v′`
,
∂0u
∂v′0
= u,
obteniendo así la igualdad
a′(σj ,m) =
∂mGσj
∂v′m
∣∣∣∣ u = 0
v′ = 0
=
∑
k∈[m]
Nka(σj ,|k|)
m∏
`=1
1
(`− 1)!
(
∂(`−1)u
∂v′(`−1)
)k`
.
Escribamos NJ = NJ(f ; p, z) y N ′J = NJ(f ; p, z′). Si el punto (σj ,m) ∈ ZJ≥0 pertenece a la
frontera topológica de NJ , tenemos que a(σj ,`) = 0 para todo ` < m. Por tanto obtenemos:
a′(σj ,m) = N(m,0,...,0)a(σj ,m)um = a(σj ,m)um.
Si además (σj ,m) es un vértice deNJ , tenemos garantizado que a(σj ,m) 6= 0 y como consecuencia
también a′(σj ,m) 6= 0. De esta manera, todos los vértices de NJ pertenecen a N ′J y como un
poliedro queda determinado por sus vértices se concluye que NJ ⊂ N ′J . Repitiendo el mismo
argumento intercambiando los papeles de v y v′, concluimos la igualdad buscada NJ = N ′J . 
De este modo, tiene sentido definir NJ(f ; p) = NJ(f ; p, z).
Lema 2.5. Sea f ′ ∈ OM,p otro generador local (reducido) de H en el punto p. Se tiene la
igualdad NJ(f ; p) = NJ(f ′; p) y se define NJ(p) = NJ(f ; p).
Demostración. Escribimos f ′ = uf con u ∈ O∗M,p. Por las propiedades de los poliedros tenemos:
NJ(uf) = NJ(u) +NJ(f) y NJ(u) = RJ≥0,
donde + denota la suma de Minkowski. Como consecuencia se tiene la igualdad deseada. 
Lema 2.6. Dado otro punto p′ ∈ SJ , se cumple la igualdad NJ(p) = NJ(p′).
Demostración. Tomemos en primer lugar p′ ∈ U ∩ SJ . De este modo, tanto f como las coorde-
nadas z = (x,y) están definidas en el punto p′. Dado que U ∩ SJ es un conexo de SJ ' (C∗)J ,
tenemos que también lo es de CJ y por tanto aσ,p ∈ OSJ ,p es cero si y solamente si aσ,p′ ∈ OSJ ,p′
lo es (principio de identidad). Como consecuencia las nubes de puntos en ambos casos son iguales
y por tanto, también los poliedros de Newton considerados.
Dado ahora un punto p′ ∈ SJ arbitrario, tenemos que existe un camino que une p con p′,
por ser el estrato SJ un conexo. Esto es, existe una aplicación
γ : [0, 1]→ SJ , γ(0) = p y γ(1) = p′.
Tomemos un recubrimiento A por abiertos de K = γ([0, 1]) de manera que cada abierto sirva
para dar una carta coordenada donde además se tenga definido un generador f de H. Por la
compacidad de K existe un subrecubrimiento finito AF ⊂ A. Como consecuencia, el resultado
deseado es cierto, pues se tiene en cada uno de los abiertos en AF y basta iterar el proceso una
cantidad finita de veces. 
Tenemos de esta manera un poliedro bien definido NJ(M, H) = NJ(p) que solamente
depende del par (M, H) y del estrato fijado J ∈ HM,E (junto con el orden).
Observación 2.13. Nótese que EJ 6⊂ H si y solamente si el poliedro NJ(M, H) tiene un solo
vértice en el origen de RJ , esto es δ(NJ(M, H)) = 0.
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Veamos ahora que la construcción de poliedros hecha es compatible con las proyecciones
prJ2J1 : R
J2 → RJ1
para cada par de estratos J1, J2 ∈ HM,E con J1 ⊂ J2.
Proposición 2.13. Dados J1, J2 ∈ HM,E con J1 ⊂ J2, se tiene que
NJ1(M, H) = prJ2J1(NJ2(M, H)).
Demostración. Escribamos NJ1 = NJ1(M, H) y NJ2 = NJ2(M, H). Veamos que σ1 ∈ NJ1 si y
solamente si existe σ ∈ NJ2 tal que prJ2J1(σ) = σ1.
Para cada elemento σ ∈ ZJ2≥0, tomamos la descomposición σ = (σ1, σ2) ∈ ZJ1≥0 × ZJ2\J1≥0 . Sea
f =
∑
σ1∈ZJ1≥0
Aσ1uσ
1
, Aσ1 =
∂|σ
1|f
∂uσj
∣∣∣∣∣
u=0
=
∑
σ2∈ZJ2\J1≥0
a(σ1,σ2)zσ
2
,
u = (xj)j∈J1
z = (xj)j∈J2\J1 .
Es claro que Aσ1(y, z) 6≡ 0 siempre y cuando exista σ2 ∈ ZJ2\J1≥0 tal que a(σ1,σ2)(y) 6≡ 0. 
Definición 2.9. El sistema de poliedros NM,H asociado al par (M, H), viene dado por
NM,H = (TM,E , {NJ(M, H)}J∈HM,E , 1)
Definición 2.10. La hipersuperficie H se dice combinatoriamente regular paraM si para todo
estrato J ∈ HM,E se cumple que EJ 6⊂ H.
En vista de la observación 2.13, las siguientes afirmaciones son equivalentes:
1. La hipersuperfice H es combinatoriamente regular paraM.
2. El sistema de poliedros es no singular, esto es δ(NJ(M, H)) = 0 para todo J ∈ HM,E .
La multiplicidad genérica νJ(H) de H a lo largo de EJ se define por
νJ(H) = ma´x{i ∈ Z≥0; f ∈ (x)i}, (x) =
∑
j∈J xjOM,p.
Decimos que EJ es combinatoriamente equimúltiple para H si νJ(H) = νK(H) para cada estrato
combinatorio K ∈ HM,E tal que J ⊂ K. Considerando el desarrollo en serie de f , nótese que
νJ(H) = mı´n{|σ|; aσ(y) 6≡ 0} = δ(NJ(M, H)).
Consideremos ahora un estrato J ∈ HM,E tal que m = δ(NJ(M, H)) es maximal; en particular,
tenemos que H es combinatoriamente equimúltiple a lo largo de EJ . Sea
pi : (M′, H ′)→ (M, H)
la explosión geométrica usual centrada en EJ . El sistema de poliedros de Newton asociado al par
(M′, H ′) viene dado por el transformado m-moderado de NM,H . Esto es fácil de comprobar,
pues el transformado total de un poliedro describe el “movimiento de los monomios” por los
morfismos de explosión y el transformado m-moderado agrega la operación de dividir por la
potencia del divisor excepcional adecuada.
Aplicando de manera reiterada el Corolario 2.1, obtenemos una sucesión finita de explosiones
centradas en estratos combinatoriamente equimúltiples
(M, H) = (M0, H0)← (M1, H1)← · · · ← (Mn, Hn) = (M′, H ′)
de manera que H ′ es combinatoriamente regular paraM′.
Como veremos más adelante, esta construcción de sistema de poliedros es particularmente
útil cuando consideramos hipersuperficies Newton no degeneradas como en [35, 36].
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2.7.2. Sistema de poliedros asociado a un espacio foliado
Esta construcción nos va a interesar especialmente, ya que será esencial en el Capítulo 4 de
esta memoria para probar el “teorema de equivalencia” que allí se establece.
Consideremos una foliación F enM . Fijado un estrato combinatorio J ∈ HM,E , tomemos un
punto p ∈ SJ y una carta coordenada adaptada a E dada por z = (x,y). Sea η ∈ Ω1M,p(logE)
un generador local de F adaptado a E que escribimos en coordenadas como en la Ecuación 1.5:
ω =
∑
j∈J aj
dxj
xj
+
∑
s∈A bsdys, aj , bs ∈ OM,p.
Tomando notaciones como en la subsección anterior, tenemos los desarrollos en serie dados por:
aj =
∑
aσ,j(y)xσ, bs =
∑
bσ,s(y)xσ, σ ∈ ZJ≥0.
Esto nos permite reescribir ω =
∑
ωσxσ, donde ωσ =
∑
j∈J aσ,j(y)
dxi
xi
+
∑
s∈A bσ,s(y)dys.
Consideramos el poliedro
NJ(ω; p, z) =
[[{σ ∈ ZJ≥0; ωσ 6≡ 0}]] = Conv( ⋃
j∈J
NJ(aj ; p) ∪
⋃
s∈A
NJ(bs; p)
)
.
Proposición 2.14. Dado p′ ∈ SJ un punto cualquiera, consideremos una carta coordenada
adaptada a E en p′ dada por z′ = (x′,y′) y sea ω′ ∈ ΩM,p′(logE) un generador local de F
adaptado a E. Se tiene la igualdad:
NJ(ω; p, z) = NJ(ω′; p′, z′).
Demostración. Supongamos en primer lugar que p′ = p y ω′ = ω. Tenemos para ω dos desa-
rrollos en serie, dependiendo de las coordenadas utilizadas:
ω =
∑
j∈J aj
dxj
xj
+
∑
s∈A bsdys =
∑
j∈J a
′
j
dx′j
x′j
+
∑
s∈A b
′
sdy
′
s
Escribimos
NJ = Conv
( ⋃
j∈J
NJ(aj ; p) ∪
⋃
s∈A
NJ(bs; p)
)
y N ′J = Conv
( ⋃
j∈J
NJ(a′j ; p) ∪
⋃
s∈A
NJ(b′s; p)
)
.
En vista de la Proposición 2.12, es suficiente probar que NJ = N ′J , independientemente de las
coordenadas en las que se trabaje. A partir de ahora escribiremos todo en función de z = (x,y).
1. Asumamos en primer lugar que y′ = y y que existe un índice j ∈ J cumpliendo que
x′j = uxj , donde u ∈ O∗M,p es una unidad con u 6= 1 y x′k = xk para todo k ∈ Jj = J \{j}.
Se tienen las relaciones a′k = ak + xkhkaj para k ∈ J y b′s = bs + hsaj para s ∈ A, donde
du
u
=
∑
j∈J
xjhj
dxj
xj
+
∑
s∈S
hsdys.
Por tanto, para cada σ ∈ ZJ≥0, tenemos que
a′σ,k = aσ,k + xk
∑
τ
∂|τ |hk
∂xτ aστ ,j , k ∈ J,
στ = σ − τ − σk
σk(k) = 1, σk(`) = 0, ` 6= k.
b′σ,s = bσ,s +
∑
τ
∂|τ |hs
∂xτ aστ ,j , s ∈ A, στ = σ − τ.
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Cuando σ pertenece a la frontera topológica de NJ , concluimos en particular que
a′σ,k = aσ,k, b′σ,s = bσ,s + aσ,j .
Si además σ es un vértice de NJ , sabemos también que la lista ((aσ,k)k∈J , (bσ,s)s∈A) no
se anula y como consecuencia, tampoco lo hace la lista
((a′σ,k)k∈J , (b′σ,s)s∈A) = ((aσ,k)k∈J , (bσ,s + aσ,j)s∈A).
Es decir, que σ ∈ N ′J y por tanto tenemos el contenido NJ ⊂ N ′J . Razonando ahora en la
otra dirección, concluimos la igualdad buscada.
2. Asumamos ahora que x′ = x, que existe un índice s ∈ A cumpliendo y′s = αys + φ+ ysψ,
donde φ(p) = ψ(p) = 0 y ∂φ/∂ys ≡ 0 y que y′r = yr para todo r ∈ Ar = A\{r}. Se tienen
las siguientes relaciones:
b′s = bs(α+ ψ + ys∂ψ/∂ys); b′r = br + bs(∂φ/∂yr + ys∂ψ/∂yr), r ∈ As y
a′j = aj + xjbs(∂φ/∂xj + ys∂ψ/∂xj), j ∈ J.
De nuevo, tomando un elemento σ de la frontera topológica de NJ , tenemos que
b′σ,s = αbσ,s, a′σ,j = aσ,j y b′σ,r = bσ,r + (∂φ/∂ys)(p)bσ,s
Cuando además σ es un vértice de NJ , concluimos igual que antes que σ ∈ N ′J y por tanto
tenemos el contenido NJ ⊂ N ′J . Razonando en la otra dirección, concluimos la igualdad.
El argumento para probar la independencia del generador y del punto de SJ escogido es el
mismo que en los Lemas 2.5 y 2.6, respectivamente. 
De este modo, definimos NJ(M,F) = NJ(ω; p, z).
Observación 2.14. Nótese que EJ 6⊂ log-Sing(F , E) si y solamente si el poliedro NJ(M,F)
tiene un solo vértice, esto es δ(NJ(M,F)) = 0.
Adaptando a la situación de foliaciones la prueba en la Proposición 2.13 para la compatibi-
lidad de las proyecciones, introducimos el siguiente concepto.
Definición 2.11. El sistema de poliedros NM,F asociado al espacio foliado (M,F) es
NM,F = (TM,E , {NJ(M,F)}J∈HM,E , 1)
Definición 2.12. Una foliación F se dice combinatoriamente regular para M si para todo
estrato J ∈ HM,E se cumple que EJ 6⊂ log-Sing(F , E).
En vista de la observación 2.14, las siguientes afirmaciones son equivalentes:
1. La foliación F es combinatoriamente regular paraM.
2. El sistema de poliedros es no singular, esto es δ(NJ(M,F)) = 0 para todo J ∈ HM,E .
El orden adaptado νJ(F) de F a lo largo de EJ (véase [10]) se define por
νJ(F) = ma´x{i ∈ Z≥0; ω ∈ (x)i}. (2.3)
Decimos que EJ es combinatoriamente equimúltiple para F si νJ(F) = νK(F) para cada estrato
combinatorio K ∈ HM,E con J ⊂ K. Tomando la expresión en coordenadas de ω, nótese que
νJ(F) = mı´n {νJ(aj), νJ(bs)}j∈J,s∈A = mı´n {|σ|; σ ∈ NJ(M,F)} = δ(NJ(M,F)).
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Consideremos ahora un estrato J ∈ HM,E tal que m = δ(NJ) es maximal; en particular,
tenemos que H es combinatoriamente equimúltiple a lo largo de EJ . Sea
pi : (M′,F ′)→ (M,F)
la explosión geométrica usual centrada en EJ . El sistema de poliedros de Newton asociado al
par (M′,F ′) viene dado por el transformado m-moderado de NM,F . De nuevo, aplicando de
manera reiterada el Corolario 2.1, obtenemos una sucesión finita de explosiones centradas en
estratos combinatoriamente equimúltiples
(M,F) = (M0,F0)← (M1,F1)← · · · ← (Mn,Fn) = (M′,F ′)
de manera que F ′ es combinatoriamente regular paraM′.
2.7.3. Otros ejemplos
Campos de vectores. De manera similar, obtenemos un sistema de poliedros de Newton
NM,L asociado a una foliación uno-dimensional L. Para hacerlo, escribimos los campos de
vectores correspondientes en coordenadas como sigue:
ξ =
∑
ξσxσ, con ξσ =
∑
j∈J
aσ,j(y)xj
∂
∂xj
+
∑
bσ,s(y)
∂
∂ys
. (2.4)
Ideales monomiales. Sea I un ideal monomial de OM adaptado al divisor E. Siguiendo [22],
definimos I como el dato de una colección finita de divisores efectivos {Ds}s∈S de la forma
Ds =
∑
i∈I n
s
iEi.
Sea σs : I → Z≥0 la aplicación dada por σs(i) = nsi . Para cada J ∈ HM,E , consideramos
NJ(M, I) = [[{σs|J ; s ∈ S}]].
De este modo asociamos al par (M, I) el sistema de poliedros
NM,I = (TM,E , {NJ(M, I)}J∈HM,E , 1).
Nótese que NM,I es no singular si y solamente si I es un ideal principal. Dado J ∈ HM,E ,
podemos hacer la explosión geométrica usual pi : (M′, I ′)→ (M, I) centrada en EJ . El sistema
de poliedros de Newton asociado al transformado total I ′ de I, viene dado por el transformado
total de NM,I . Ahora, aplicamos el Teorema 2.1 y, como en [22], obtenemos una sucesión finita
de explosiones (M′, I ′)→ (M, I) tal que I ′ es un ideal principal.
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Capítulo 3
Graduaciones y formas iniciales
pesadas
En este capítulo vamos a introducir en concepto de forma inicial pesada de una foliación,
que será esencial para dar la definición de foliación Newton no degenerada que se proporciona
en el Capítulo 4. Consideremos un espacio ambiente M = (M,E) donde el divisor E tiene la
propiedad de cruzamientos normales fuertes y vamos a fijar un estrato J ∈ HM,E del tejido
soporte combinatorio asociado. Fijado un peso ρ para J , vamos a construir dos haces de módulos
graduados localmente isomorfos.
3.1. Vectores de pesos
Definición 3.1. Un peso para J es un elemento ρ ∈ (RJ)∗ tal que ρ(σ) ≥ 0 para todo σ ∈ RJ≥0
y la desigualdad es estricta cuando σ 6= 0. Es decir, ρ es una aplicación dada de la forma
(σ : J 7→ R) 7→
∑
j∈J ρjσ(j),
con ρj ∈ R>0 para todo j ∈ J y escribimos ρ = (ρj)j∈J en la base dual de la base estándar de
RJ → R. Denotamos por WJ el conjunto de todos los pesos para J . Para el caso especial J = ∅
denotaremos por convenio ρ = 0 al único peso posible.
Fijado un peso ρ ∈ WJ , para cada real no negativo v ∈ R≥0 consideramos los semiespacios
de RJ dados por:
Hv,+ρ = {σ ∈ RJ ; ρ(σ) ≥ v}, Hv,−ρ = {σ ∈ RJ ; ρ(σ) ≤ v}.
Escribimos Hvρ para denotar el hiperplano definido por la intersección Hvρ = Hv,+ρ ∩Hv,−ρ . Para
el caso especial de J = ∅, asumiremos H0ρ = {•} y Hvρ = ∅ para cualquier v > 0; los resultados
en este capítulo son triviales para éste. Escribamos
∆v,+ρ = Hv,+ρ ∩ RJ≥0, ∆v,−ρ = Hv,−ρ ∩ RJ≥0, ∆vρ = Hvρ ∩ RJ≥0. (3.1)
Recordemos que un politopo convexo ∆ ⊂ Rn se define como la envolvente convexa de una
cantidad finita de puntos de Rn. Nótese que ∆vρ lo es, pues viene dado por
∆vρ = Conv({σj ; j ∈ J}),
donde σj : J → R es el elemento de RJ definido por σj(j) = v/ρj y σj(k) = 0 para todo k 6= j.
En efecto, cada σ ∈ RJ lo podemos escribir como
σ = 1/v
∑
j∈J
ρjσ(j)σj .
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Observación 3.1. Esto es falso si permitimos que ρj = 0 para algún j ∈ J . Por ejemplo,
consideremos ρ : R2 → R≥0, dado por (σ1, σ2) 7→ σ1, tenemos que
∆vρ = {(σ1, σ2) ∈ R2≥0; σ1 = v},
que es toda una semirecta del espacio afín R2.
Observación 3.2. Dado v ∈ R>0, el conjunto ∆v,−ρ ∩ZJ≥0 es finito, pues su cardinal está acotado
por el volumen de un cubo de arista K > v. Como consecuencia
Vvρ = {b ≤ v; b = ρ(σ) con σ ∈ ZJ≥0}
es un conjunto finito. En efecto, hay una aplicación sobreyectiva Zvρ → Vvρ definida por σ 7→ ρ(σ).
Definición 3.2. El conjunto Vρ de valores asociados a ρ es el subconjunto de R≥0 dado por
Vρ = {b ∈ R; b = ρ(σ) con σ ∈ ZJ≥0} ⊂ R≥0.
Nótese que el valor v = 0 está asociado a cualquier peso.
Lema 3.1. El conjunto de valores Vρ está bien ordenado con respecto al orden usual. Ade-
más hay un isomorfismo al conjunto de los números naturales N como conjuntos ordenados,
considerado este último también con el orden usual.
Demostración. En primer lugar, veamos que Vρ está bien ordenado con respecto al orden usual.
Para ello, tomemos un subconjunto no vacío A ⊂ Vρ y veamos que tiene primer elemento. Dado
un elemento a ∈ A, tenemos que a < a′ para todo a′ /∈ Vaρ ∩A. Por otro lado, el conjunto Vaρ ∩A
es finito y no vacío, puesto que contiene a, y por ello tiene elemento mínimo que llamamos a0.
De esta manera, tenemos que a0 ≤ a′ para todo a′ ∈ A.
Para ver que el conjunto Vρ es isomorfo a N, veamos que todo valor no nulo tiene elemento
anterior y que todo valor tiene elemento posterior; en particular, no hay último elemento.
Sea v ∈ Vρ un valor no nulo. El conjunto Vvρ \ {v} es finito y no vacío, dado que contiene
v0 = 0. Existe el elemento anterior v− = ma´x(Vvρ \ {v}).
Consideremos un valor v ∈ Vρ y un punto σ ∈ ∆vρ. Sea σ˜ = σ + τ para algún τ ∈ ZJ>0
y denotemos b = ρ(σ˜) = ρ(σ) + ρ(τ). Hay un elemento más grande que v dado por
v+ = mı´n(Vbρ \ Vvρ ). 
Llamamos a v− el antecesor de v y a v+ su sucesor, siendo v− y v+ los definidos en la
prueba del Lema 3.1.
Observación 3.3. Para ρ = (1, 1, . . . , 1) tenemos que Vρ = N.
3.2. Módulos ρ-graduados de r-formas diferenciales
Los conceptos que vamos a desarrollar son todos ellos relativos a un peso ρ ∈ SJ , que
consideramos fijo a lo largo de la sección. Obsérvese que, cuando el estrato geométrico SJ
consta de un solo punto SJ = {p}, tenemos que OSJ = OSJ ,p ' C.
Módulos ΩrSJ (log T,R). Definámoslos desde el punto de vista de los prehaces completos.
Consideremos indeterminadas T = (Tj)j∈J y para cada abierto UJ ⊂ SJ tomamos el anillo
de polinomios OSJ (UJ)[T] en las variables T con coeficientes en el anillo OSJ (UJ). Por el hecho
de ser OSJ un prehaz completo de base SJ , tenemos que
OSJ [T] : UJ ⊂ SJ 7→ OSJ (UJ)[T]
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es un prehaz completo de OSJ -álgebras, donde el morfismo restricción viene dado de forma
natural por el morfismo restricción en OSJ . Definimos el ρ-grado ∂ρ(FTσ) de un monomio
FTσ ∈ OSJ (UJ)[T]
por ∂ρ(FTσ) = ρ(σ) ∈ Vρ. En particular, tenemos que ∂ρ(Tj) = ρj para todo j ∈ J . El ρ-grado
de un polinomio es el mínimo de los ρ-grados de sus monomios. Un polinomio es homogéneo si
todos sus monomios tienen el mismo ρ-grado y convenimos que el polinomio 0 es homogéneo de
cualquier ρ-grado. Nótese que, dados dos monomios FTσ, F ′Tσ′ ∈ OSJ (UJ)[T], se tiene que
∂ρ(FTσF ′Tσ
′
) = ∂ρ(FF ′Tσ+σ
′
) = ρ(σ) + ρ(σ′),
pues ρ es lineal. Cuando ρ = (1, 1, . . . , 1), recuperamos la graduación habitual.
Dado un valor v ∈ Vρ, consideremos el OSJ (UJ)-módulo
Pρv(UJ) ⊂ OSJ (UJ)[T]
formado por todos los polinomios homogéneos con coeficientes en OSJ (UJ) cuyo ρ-grado es v y
sea Pv ⊂ OSJ [T ] el prehaz completo de OSJ -módulos dado por
Pρv : UJ ⊂ SJ 7→ Pρv(UJ).
En particular, se tiene que Pρ0 = OSJ y además dados dos valores v, v′ ∈ Vρ, se cumple que
PρvP
ρ
v′ ⊂ Pρv+v′ . Por tanto, concluimos que OSJ [T] =
⊕
v∈Vρ P
ρ
v es un prehaz completo de
OSJ -álgebras graduadas.
Dado un entero no negativo r ∈ Z≥0, denotemos por Pr = Pr(J ∪ c(J)) el conjunto cuyos
elementos son subconjuntos de J ∪ c(J) con exactamente r elementos. Denotemos por Nr el
número de elementos de Pr, esto es
Nr =
{ (
n
r
)
0 ≤ r ≤ n
0 r > n.
Dado K ∈ Pr, escribimos K = KJ ∪Kc(J), donde KJ ⊂ J y Kc(J) ⊂ c(J). Tomemos indeter-
minadas R = (Rs)s∈c(J) y consideremos la suma directa
ΩrSJ (log T,R) =
⊕
v∈Vρ
Ωr,ρv , Ωrv =
⊕
K∈Pr
Pρv · Λ¯K ' (Pρv)Nr , donde
Λ¯K = ∧¯j∈KJ d¯Tj/Tj ∧¯ ∧¯s∈Kc(J)d¯Rs.
Cada Ωr,ρv es un prehaz completo de OSJ -módulos y además, dados dos valores v, v′ ∈ Vρ,
se tiene que PρvΩ
r,ρ
v′ ⊂ Ωr,ρv+v′ . De esta manera, se tiene el OρSJ [T]-módulo graduado
ΩrSJ ,p(log T,R) ' (OSJ [T])Nr .
Módulos GρJΩrM(logE). Esta construcción la hacemos desde el punto de vista de los haces,
es decir, construyendo primero las fibras y pegándolas después formando un espacio étalé.
Fijemos un punto p ∈ SJ y sea (x,y) un sistema local de coordenadas adaptado a E. Para
cada v ∈ Vρ consideramos el conjunto Zv = Hv,+ρ ∩ ZJ≥0 y los OM,p-submódulos Irv dados por
Iv = I0v =
∑
σ∈Zv
xσOM,p ⊂ OM,p e
Irv = IvΩrM,p(logE) ⊂ ΩrM,p(logE).
Dados dos valores v, v′ ∈ Vρ con v ≤ v′, nótese que Zv′ ⊂ Zv y por tanto Irv′ ⊂ Irv . Recuérdese
que, para cualquier otro sistema local de coordenadas (x′,y′) adaptado a E, se tiene que
xj = ujx′j donde uj ∈ O∗M,p es una unidad. Por tanto Irv no depende de las coordenadas
escogidas, puesto que x′σOM,p = xσOM,p para todo σ ∈ ZJ≥0.
Dado un valor v ∈ Vρ, consideremos el OM,p-módulo Gr,ρv,p = Irv/Irv+ . La forma inicial a nivel
v es la aplicación natural de paso al cociente
Inrv : Irv → Gr,ρv,p.
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Definición 3.3. El ρ-valor νρ(ω) de un germen de r-forma diferencial ω ∈ ΩrM,p(logE) se
define como el valor νρ(ω) = ma´x{v ∈ Vρ; ω ∈ Irv} ∈ Vρ ∪ {∞}.
Nótese que dado v ∈ Vρ, se tiene que Irv = {ω ∈ ΩrM,p(logE); νρ(ω) ≥ v}. Por otro lado,
obsérvese que ker(Inrv) = Irv+ y como consecuencia se tiene que In
r
v(ω) 6= 0 + Irv+ si y solamente
si v = νρ(ω). Esto motiva la siguiente definición.
Definición 3.4. Se llama ρ-forma inicial Lρω de un germen de r-forma diferencial logarítmica
ω ∈ ΩrM,p(logE) a la forma inicial a nivel de su ρ-valor, esto es
Lρω = Inrν(ω), ν = νρ(ω).
Observación 3.4. El (1, 1, . . . , 1)-valor es el orden habitual para un germen de función o r-forma
diferencial logarítmica.
Tenemos las siguientes propiedades inmediatas para el ρ-valor:
1. Dadas dos r-formas diferenciales logarítmicas ω, ω′ ∈ ΩrM,p(logE) se cumple que
νρ(ω + ω′) ≥ mı´n{νρ(ω), νρ(ω′)}.
La desigualdad estricta se da sólo si νρ(ω) = νρ(ω′).
2. Dadas f ∈ OM,p y ω ∈ ΩrM,p(logE), se tiene que νρ(fω′) = νρ(f) + νρ(ω).
Esto significa, en particular, que la aplicación νρ : OM,p → Vρ que a cada germen de función
f ∈ OM,p le asocia su ρ-valor νρ(f), induce una valoración en el cuerpo de fracciones de OM,p.
Dados dos valores v, v′ ∈ Vρ, se define el producto
G0,ρv,p ×Gr,ρv′,p → Gr,ρv+v′,p
(In0v(f), Inrv′(ω)) 7→ Inrv+v′(fω).
Se cumplen las siguientes propiedades inmediatas para la ρ-forma inicial.
1. Dado un valor v ∈ Vρ se tiene que Inrv(ω) + Inrv(ω′) = Inrv(ω + ω′). Además, nótese que
Lρω + Lρω′ = 0 si y solo si ν = νρ(ω) = νρ(ω′) y νρ(ω + ω′) > ν.
2. Se tiene que Lρf · Lρω = Lρ(fω).
Dado que G00,p = OSJ ,p, se tiene que Gr,ρv,p tiene estructura de OSJ ,p-módulo con el producto
arriba definido.
Veamos ahora como se leen el ρ-valor y la ρ-forma inicial una vez se fijan coordenadas. Para
ello, consideramos un sistema local de coordenadas z = (x,y) adaptado a E. Recordemos que
OM,p ' C{z} y una base del módulo ΩrM,p(logE) viene dada por
{ΛK = ∧j∈KJdxj/xj ∧ ∧s∈Kc(J)dys}K∈Pr
Por definición del ρ-valor se tiene que νρ(ΛK) = 0 para todo K ∈ Pr y además
Gr,ρv,p ' (G0,ρv,p)Nr =
∑
K∈Pr
G0,ρv,pΛK .
Dada ω ∈ ΩrM,p(logE), su ρ-valor viene dado por
νρ(ω) = mı´n{νρ(fK); K ∈ Pr}, ω =
∑
K∈Pr
fKΛK
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Para un germen de función holomorfa f ∈ OM,p, consideremos la siguiente escritura de su
desarrollo en serie de potencias:
f =
∑
v∈Vρ
fv, fv =
∑
σ∈∆vρ
fvσxσ, fvσ ∈ C{y}, (3.2)
El ρ-valor de f es νρ(f) = mı´n{v ∈ Vρ; fv 6= 0}. En particular νρ(xj) = ρj para todo j ∈ J y
νρ(ys) = 0 para todo s ∈ c(J), es decir, se tiene que I0+ = (x). Tomando notaciones como en
la Ecuación 3.2, escribimos también
ω =
∑
K∈Pr
fKΛK =
∑
K∈Pr
( ∑
v∈Vρ
fvK
)
ΛK =
∑
v∈Vρ
( ∑
K∈Pr
fvKΛK
)
=
∑
v∈Vρ
ωv. (3.3)
De esta manera, se da la igualdad νρ(ω) = mı´n{v ∈ Vρ; ωv 6= 0}.
Definición 3.5. Para cada elemento W ∈ Gr,ρv,p, definimos su representante estándar ωW,z
asociado al sistema local de coordenadas z como el único elemento del C{z}-módulo libre
⊕K∈PrC{z}ΛK que se escribe de la forma
ωW,z =
∑
K∈Pr
fvKΛK , fvK =
∑
σ∈∆vρ
fvK,σxσ y cumple Lρ(ωW,z) = W. (3.4)
El representante estándar de Lρω viene dado por ων con ν = νρ(ω), tomando las notaciones
de la Ecuación 3.3. Dadas dos r-formas ω, ω′ ∈ ΩrM,p(logE) tales que ν = νρ(ω) = νρ(ω′), notése
que Lρω + Lρω′ = 0 si y solamente si
ων = ωLρω,z = −ωLρω′,z = −ω′ν .
Esto a su vez, sucede siempre y cuando se tenga que fνK,σ = −f ′νK,σ para todo K ∈ Pr y para
todo σ ∈ ∆νρ, tomando notaciones como en la Ecuación 3.4.
El siguiente enunciado muestra como se puede leer en términos de Ωr,ρv,p el módulo Gr,ρv,p.
Proposición 3.1. Consideremos un sistema local de coordenadas z = (x,y) adaptado a E. La
aplicación Ψr,ρp,v,z : Ωr,ρv,p → Gr,ρv,p dada por
F ∈ OSJ ,p 7→ F, Tj 7→ Lρxj = In0ρj (xj), Λ¯K 7→ ΛK (3.5)
es un isomorfismo de OSJ ,p-módulos.
Demostración. En vista de las definiciones de ρ-valor y ρ-grado, tenemos que la aplicación está
bien definida. Además, gracias a la descripción de la forma inicial en términos de coordenadas y
sus propiedades, es claro que Ψr,ρp,v,z es un homomorfismo de OSJ ,p-módulos. Resta probar que
es además biyectivo. Puesto que se tiene que
Ωr,ρv,p ' (Pρv,p)Nr y Gr,ρv,p ' (G0,ρv,p)Nr ,
es suficiente hacer la prueba para el caso r = 0. Denotemos Ψ = Ψ0,ρp,v,z, P = Pρv,p y G = G0,ρv,p.
1. Veamos en primer lugar que Ψ : P → G es sobreyectiva. Dado un elemento G ∈ G, sea
f = fG,z =
∑
σ∈∆vρ fσx
σ su representante estándar asociado a z. Se tiene que
Lρf =
∑
σ∈∆vρ
Lρ(fσxσ) =
∑
σ∈∆vρ
Ψ(FσTσ), Fσ = Lρfσ = In0ρ(fσ), (3.6)
por tanto G = Lρf = Ψ(P ), donde P =
∑
σ∈∆vρ FσT
σ ∈ P.
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2. Para ver que Ψ es inyectiva, consideremos un polinomio homogéneo
P =
∑
σ∈∆vρ
FσTσ ∈ P.
Para cada σ ∈ ∆vρ, denotemos por fσ ∈ C{y} el representante estándar de Fσ asociado
al sistema local de coordenadas z y sea f =
∑
σ∈∆vρ fσx
σ. Por definición f es el repre-
sentante estándar de Lρf y en vista de la Ecuación 3.6 tenemos que Lρf = Ψ(P ). Como
consecuencia Ψ(P ) = 0 si y solamente si fσ = 0 para todo σ ∈ ∆vρ. Esto es, siempre y
cuando Lρfσ = Fσ = 0 para todo σ ∈ ∆vρ. Es decir, si y solamente si P = 0. 
Consideremos ahora el conjunto Urv cuyos elementos son pares (C,Ω) formados por una carta
coordenada C adaptada a E (véase Definición 2.8) y una sección Ω ∈ Ωr,ρv (UJ). Recordemos
que C está definida en un abierto conexo U ⊂ M tal que la intersección UJ = U ∩ SJ ⊂ SJ
es también conexa. Además, ésta define un sistema de coordenadas z = (x,y) adaptado a E,
convergentes en todo el abierto U . Para cada elemento (C,Ω) ∈ Urv, definimos
U(C,Ω) = {(p,Ψr,ρp,v,z(Ωp)) ∈ ξrv ; p ∈ UJ}, donde ξrv =
⋃
p∈SJ
{p} ×Grv,p. (3.7)
Lema 3.2. Sean (C,Ω), (C ′,Ω) ∈ Urv, dos elementos de modo que el abierto U de definición
de las cartas C y C ′ es el mismo. Se tiene la siguiente dicotomía:
o bien U(C,Ω) = U(C ′,Ω),
o bien U(C,Ω) ∩ U(C ′,Ω) = ∅.
Demostración. Denotamos z = (x,y) a las coordenadas definidas por C y z′ = (x′,y′) a las
definidas por C ′. Existen unidades uj ∈ OM (U) tales que x′j = ujxj para cada j ∈ J y
escribimos de forma condensada x′ = ux. Recuérdese que Ω es de la forma
Ω =
∑
K∈Pr
PKΛ¯K , PK =
∑
σ∈∆vρ
FK,σTσ, FK,σ ∈ OSJ (UJ).
Por tanto, la prueba se sigue del caso r = 0. Escribiremos P =
∑
σ∈∆vρ FσT
σ en el lugar de Ω.
Para cada p ∈ UJ , nótese que los gérmenes Fσ,p y Lρuj,p son elementos del anillo OSJ ,p para
todo σ ∈ ∆vρ y j ∈ J . Denotemos por fσ∼(yp) y u˜j∼(yp) sus representantes estándar en zp,
respectivamente. Como las coordenadas zp vienen de coordenadas globales z definidas en todo
U , se tiene que de hecho existen funciones fσ, u˜j ∈ OM (U) tales que
fσ,p = fσ∼ y u˜j,p = u˜j∼ .
Denotando Ψzp = Ψ
0,ρ
p,v,zp y Ψz′p = Ψ
0,ρ
p,v,z′p , tenemos que:
Ψzp(Pp) =
∑
σ∈∆vρ
Lρ(fσ,pxσp ) y Ψz′p(Pp) =
∑
σ∈∆vρ
Lρ(fσ,px′σp ) =
=
∑
σ∈∆vρ
Lρ(fσ,p(upxp)σ) =
∑
σ∈∆vρ
Lρ(fσ,puσp )Lρxσp =
∑
σ∈∆vρ
Lρ(fσ,pu˜σp )Lρxσp .
Si U(C,Ω) ∩ U(C ′,Ω) 6= ∅, hay un punto p ∈ UJ con Ψzp(Pp) = Ψz′p(Pp). Es decir, tal que
fσ,p = fσ,pu˜σp , para todo σ ∈ ∆vρ.
Puesto que U es conexo, tenemos necesariamente que fσ = fσu˜σ. En particular tenemos que
fσ,q = fσ,qu˜σq para todo σ ∈ ∆vρ y para todo q ∈ UJ . Como consecuencia U(C,Ω) = U(C ′,Ω).

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Lema 3.3. El conjunto
Bξrv = {U(C,Ω); (C,Ω) ∈ Urv} (3.8)
es una base de abiertos para una topología en ξrv .
Demostración. Escribimos ξ = ξrv y hacemos la prueba en dos partes:
1. Veamos primero que para cada (p,W ) ∈ ξ, existe un elemento U ∈ Bξ tal que (p,W ) ∈ U .
Sea C = C(U, z) una carta coordenada adaptada a E con p ∈ U y consideramos un
germen Ω∼ ∈ Ωr,ρv,p cumpliendo que
W = Ψzp(Ω∼), Ψzp = Ψr,ρp,v,zp .
Puesto que Ωr,ρv es un prehaz completo, sabemos que existen un abierto U ′J ⊂ SJ y una
sección Ω ∈ Ωr,ρv (U ′J) con Ωp = Ω∼ . Sea ahora U ′ ⊂M un abierto de M cumpliendo que
U ′J = U ′ ∩ SJ y tomemos un entorno abierto de p suficientemente pequeño V ⊂ U ∩ U ′
tal que C|V sea una carta coordenada adaptada a E. Tenemos que (p,W ) ∈ U , donde
U = U(C|V ,Ω|V ) ∈ Bξ.
2. Dados dos elementos U = U(C,Ω), U ′ = U(C ′,Ω′) ∈ Bξ, veamos que existe V ∈ Bξ
cumpliendo que V ⊂ U ∩ U ′. Supongamos que la intersección de U con U ′ es no vacía y
tomemos un elemento (p,W ) ∈ U ∩ U ′. Esto es, se tiene que
W = Ψzp(Ωp) = Ψz′p(Ω
′
p)
Sea V ⊂ U ∩U ′ un entorno abierto de p, conexo y tal que V ∩ SJ es conexo. En vista del
Lema 3.2, sabemos que
U(C|V ,Ω′|V ∩SJ ) = U(C ′|V ,Ω′|V ∩SJ ).
Como consecuencia Ψz′p(Ω
′
p) = Ψzp(Ω′p) y por tanto W = Ψzp(Ω′p) = Ψzp(Ωp). Ahora
bien, como Ψzp es un isomorfismo, esta igualdad ocurre si y solamente si Ωp = Ω′p. En
estas condiciones, existe un abierto V ′ ⊂ V tal que Ω|V ′∩SJ = Ω′|V ′∩SJ . Tomando V ′
suficientemente pequeño, tenemos que
V = U(C|V ′ ,Ω|V ′∩SJ ) = U(C ′|V ′ ,Ω′|V ′∩SJ ) ∈ Bξ,
cumple que (p,W ) ∈ V y además V ⊂ U ∩ U ′. 
Proposición 3.2. La proyección pi : ξrv → SJ que a cada par (p,W ) lo envía en p es un
homeomorfismo local cuando se considera ξrv con la topología definida por la base Bξrv . Es
decir, la proyección
Gr,ρv = pi : ξrv → SJ
es un espacio étalé de conjuntos de base SJ .
Demostración. En primera instancia, veamos que la aplicación pi es continua. Para ello, probe-
mos que dado un abierto UJ ⊂ SJ , se tiene que el conjunto
pi−1(UJ) =
⋃
p∈UJ
{p} ×Gr,ρv,p
es un abierto en ξrv . Esto es, dado un elemento (p,W ) ∈ pi−1(UJ), veamos que existe un abierto
básico U ∈ Bξrv de modo que
(p,W ) ∈ U y U ⊂ pi−1(UJ). (3.9)
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Repitiendo el argumento hecho en la primera parte de la demostración del Lema 3.3 y tomando
las mismas notaciones, tenemos que (p,W ) ∈ U(C|V ,Ω|V ). Sea ahora V ′ ⊂ V ∩ U un entorno
abierto de p lo suficientemente pequeño y considérese el abierto básico
U = U(C|V ′ ,Ω|V ′) ∈ Bξrv
Dado un elemento (p′,W ′) ∈ U , tenemos, por definición, que p′ ∈ V ′ ∩ SJ ⊂ UJ y también que
W ′ = Ψr,ρp′,v,z′p(Ωp′) ∈ G
r,ρ
v,p′ . Por tanto, el abierto U cumple las condiciones de la Ecuación 3.9.
La aplicación pi es abierta, puesto que se tiene la igualdad
pi(U(C,Ω)) = U ∩ SJ , C = C(U, z).
para cualquier abierto básico U(C,Ω) ∈ Bξrv .
Para probar que pi es un homeomorfismo local, basta hacerlo en los abiertos de la base Bξrv .
Esto es, queremos ver que dado un abierto básico U(C,Ω) ∈ Bξrv , la aplicación restringida
pi| : U(C,Ω)→ U ∩ SJ
es un homeomorfismo. Una aplicación entre espacios topológicos continua y biyectiva tiene in-
versa, si además la aplicación de partida es abierta, se tiene que es un homeomorfismo. Sabemos
que pi| es abierta y continua por serlo pi y es sobreyectiva por definición, por tanto solo resta
probar que también es inyectiva. Esto es claro, puesto que dado un punto p ∈ U ∩ SJ se tiene
{(p,W ); W ∈ Gr,ρv,p} ∩ U(C,Ω) = {(p,Ψr,ρp,v,zp(Ωp))},
por tanto puntos distintos de U(C,Ω) se proyectan en puntos distintos de SJ . 
El espacio étalé Gr,ρv tiene estructura algebraica de módulo sobre un haz. Más precisamente:
Proposición 3.3. Tenemos que Gr,ρv = pi : ξrv → SJ es un haz de OSJ -módulos.
Demostración. Veamos primero que, dadas dos secciones continuas s, s′ ∈ Γ(UJ ,Gr,ρv ), la sección
s− s′ : UJ → ξrv
p 7→ s(p)− s′(p)
es continua. Dado un abierto básico U = U(C,Ω) ∈ Bξrv , donde C = C(U ′, z), queremos probar
que su preimagen B = (s − s′)−1(U) ⊂ UJ ∩ U ′ es un abierto de UJ . Tomemos para ello un
punto p ∈ B y veamos que existe un abierto V ′J ⊂ B con p ∈ V ′J . Denotemos Ψzp = Ψr,ρp,v,zp . Se
tiene que
(p,Ψzp(Ωp)) = (s− s′)(p) = s(p)− s′(p) = (p,W ′)− (p,W ′′), W ′,W ′′ ∈ Gr,ρv,p.
Por ser Ψzp un isomorfismo, existen gérmenes Ω′∼ ,Ω′′∼ ∈ Ωr,ρv,p tales que
W ′ = Ψzp(Ω′∼) y W
′′ = Ψzp(Ω′′∼)
y por tanto Ωp = Ω′∼ −Ω′′∼ . Por otro lado, como Ωr,ρv es un prehaz completo, existe un abierto
V ′J ⊂ UJ ∩ U ′ y elementos Ω′, Ω′′ ∈ Ωr,ργ (V ′J) cumpliendo que Ω′p = Ω′∼ y Ω′′p = Ω′′∼ . Haciendo
V ′J más pequeño si es necesario, podemos asumir también que
Ω|V ′
J
= Ω′|V ′
J
− Ω′′|V ′
J
.
Por construcción p ∈ V ′J y para todo punto q ∈ V ′J , tenemos que
(s− s′)(q) = (q,Ψzq (Ω′q))− (q,Ψzq (Ω′′q )) = (q,Ψzq (Ω′q − Ω′′q )) = (q,Ψzq (Ωq))
y por tanto, concluimos que q ∈ A.
Con argumentos similares demostramos que dadas dos secciones continuas a ∈ OSJ (UJ)
y s ∈ Γ(UJ ,Gr,ρv ), la sección as : UJ → ξrv definida por p 7→ a(p)s(p) es una aplicación
continua. 
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Dado que sabemos, en vista del Lema 3.1, que el conjunto de valores Vρ tiene un buen orden
y que éste además es isomorfo al conjunto de los números naturales con su orden usual, tenemos
que la familia de ideales {Iv}v∈Vρ define una filtración del anillo OM,p. Así, podemos considerar
el OSJ -módulo dado por la suma directa GρJΩrM (logE) de los OSJ -módulos Gr,ρv , esto es
GρJΩrM (logE) =
⊕
v∈Vρ
Gr,ρv .
Para hacer referencia al caso especial r = 0, usamos la notación GρJOM = GρJΩ0M (logE).
Observación 3.5. Con esta construcción GρJΩrM (logE) es el espacio étalé definido por la pro-
yección
pi : ξr → SJ , ξr = ∪p∈SJ{p} ×GρJΩrM,p(logE),
donde en ξr se toma la base Bξr construida de manera análoga a Bξrv en la Ecuación 3.8. Ésta
se define a partir de homomorfismos
Ψr,ρp,z : Ω
rρ
SJ ,p
(log T,R)→ GρJΩrM,p(logE)
del mismo modo que en la Ecuación 3.6. Obsérvese también que Bξrv ⊂ Bξr para todo valor
v ∈ Vρ. En vista de las propiedades de la forma inicial, se deduce que para cada par de valores
v, v′ ∈ Vρ se tiene que
G0,ρv,pG
r,ρ
v′,p ⊂ Gr,ρv+v′,p. (3.10)
Esto, junto con la Proposición 3.1, permiten concluir que los Ψr,ρp,z son isomorfismos de módulos
graduados.
Proposición 3.4. Se tiene que GρJOM es una OSJ -algebra graduada de base SJ .
Demostración. Para ver que es un haz de anillos, probemos que las secciones “producto” y
“unidad” son continuas. En vista de la Ecuación 3.10, para ver que el producto de dos secciones
continuas es continuo, basta hacerlo en cada componente homogénea. Esto es, dada una pareja
de valores v, v′ ∈ Vρ y dos secciones continuas s ∈ Γ(UJ ,G0,ρv ) y s′ ∈ Γ(UJ ,G0,ρv′ ), debemos
probar que la sección
ss′ : UJ → ξ0v+v′
p 7→ s(p)s′(p)
es una aplicación continua. La prueba es una adaptación de la hecha para la diferencia en
la Proposición 3.3, teniendo en cuenta además la compatibilidad con la ρ-graduación para el
prehaz completo OSJ [T ], esto es, que también se cumple que PρvPρv′ ⊂ Pρv+v′ .
Recuérdese que G0,ρ0,p = OSJ ,p y por tanto ξ00 es el haz de anillos OSJ . Consideremos la
sección 1 ∈ OSJ (SJ) definida en todo SJ . Si vemos que 1p es el elemento unidad en GρJOM,p,
hemos terminado. Tenemos que 1p = Lρ1p con 1p la unidad en OM,p. Dado un elemento
F = F1 + F2 + · · ·Fk = Lρf1 + Lρf2 + · · ·Lρfk ∈ GρJOM
se tiene que 1pF = (Lρ1p)Lρf = Lρ(1pf) = Lρ(f) = F , donde f = f1 + f2 + · · · fk.
Así y en virtud de la Ecuación 3.10, tenemos que GρJOM es una OSJ -algebra graduada. 
Proposición 3.5. Se tiene que GρJΩrM (logE) es un G
ρ
JOM -módulo graduado.
Demostración. En vista de la Ecuación 3.10, para ver que el producto escalar entre secciones
continuas es continuo, basta hacerlo en cada componente homogénea. Dada una pareja de
valores v, v′ ∈ Vρ y dos secciones continuas a ∈ Γ(UJ ,G0,ρv ) y s ∈ Γ(UJ ,Gr,ρv′ ), adaptando la
prueba hecha para la diferencia en la Proposición 3.3, concluimos que
as : UJ → ξrv+v′
p 7→ a(p)s(p)
es una sección continua. De esta manera, se concluye el enunciado. 
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Observación 3.6. Con todas estas construcciones, dada una carta coordenada C adaptada al
divisor E con un abierto de definición U y representada en coordenadas por z , tenemos que
Ψr,ρU,z : ΩrSJ (UJ)(log T,R)→ GρJΩrM (UJ)(logE) (3.11)
definida como en la Ecuación 3.6, es un isomorfismo de módulos graduados. Es decir, los módulos
ΩrSJ (log T,R) y G
ρ
JΩrM (logE) son localmente isomorfos.
3.3. La ρ-forma inicial de una foliación
Proposición 3.6. Dada una r-forma diferencial ω ∈ ΩrM (U)(logE), existe una única sección
Lρω ∈ GρJΩrM (UJ)(logE),
tal que se tiene (Lρω)p = Lρωp para todo p ∈ UJ , donde UJ = U ∩ SJ .
Demostración. Si la sección existe es única, y viene dada por
Lρω : UJ → ξr
p 7→ (p, Lρωρ)
Veamos que es una sección continua. El caso de r-formas se sigue del mismo modo que el de
funciones; haremos la prueba solamente en este último, por comodidad en las notaciones.
Tomemos un abierto básico U = U(C,P ) ∈ Bξ0 , donde C = C(U ′, z). Queremos probar que
B = (Lρf)−1(U) ⊂ UJ ∩ U ′
es un abierto de UJ . Supongamos entonces que existe un punto p ∈ B y veamos que hay un
abierto V ′J ⊂ B con p ∈ V ′J . Escribiendo Ψzp = Ψ0,ρp,zp , tenemos que Lρfp = Ψzp(Pp). Por
definición de la forma inicial y de la aplicación Ψzp , tenemos que
Lρfp = Ψzp(Qp), Qp =
∑
σ∈∆νρ
Lρf
ν
σ,pT
σ, fνp =
∑
σ∈∆νρ
fνσ,pxσp ,
donde fνp es el representante estándar de fp en las coordenadas zp. Por ser Ψzp un isomorfismo,
tenemos que Pp = Qp. Existe un abierto V ′ ⊂ U ∩ U ′ suficientemente pequeño donde tiene
sentido la siguiente igualdad
P |V ′
J
= Q|V ′
J
=
∑
σ∈∆νρ
Lρf
ν
σ|V ′T
σ
Entonces para todo q ∈ V ′J tenemos Lρfq = Ψzq (Qq) = Ψzq (Pq) y como consecuencia q ∈ B. 
Nótese que tenemos un ρ-valor asociado a toda la forma inicial global Lρω en cada compo-
nente conexa de UJ .
Ejemplo 3.1. Sea U un abierto de C2 donde suponemos definidas coordenadas (z1, z2) centra-
das en el origen, tomamos E = (z1z2 = 0) y sea
f = z31 + z1z2 + z2φ(z2)z71 , φ(0) 6= 0.
La estratificación SM,E inducida por el divisor, es la que sigue:
S{1,2} = E{1,2} = {(0, 0)}, S{1} = ((z1 = 0) ∩ U) \ S{1,2} ' C∗ ∩ U,
S{2} = ((z2 = 0) ∩ U) \ S{1,2} ' C∗ ∩ U, S∅ = (C∗)2 ∩ U = U \ (S{1,2} ∪ S{1} ∪ S{2}).
Puesto que no hay confusión, denotaremos Ψ los distintos isomorfismos de la Ecuación 3.11,
definidos para el peso correspondiente en cada caso. Tenemos las siguientes formas iniciales:
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1. Estrato S∅. Escribimos (z1, z2) = (y1, y2). La forma inicial asociada al único peso ρ = 0
es L0f = Ψ(F ), donde F tiene a
fF = f(y1, y2) = y31 + y1y2 + y2φ(y2)y71
como representante estándar en las coordenadas (y1, y2).
2. Estrato S{1}. Escribimos z1 = x y z2 = y. La forma inicial asociada al peso ρ = (1) es
L(1)f = Ψ(F.T ), donde
gF = g(y) = y
es el representante estándar de F en coordenadas (x, y). Nótese que la forma inicial
no cambia cuando nos movemos en el estrato S{1}, pues “estamos moviéndonos en la
coordenada y”. Por otro lado, la forma inicial asociada a cualquier otro peso ρ = (p) es en
esencia la misma, solo que asocia a f un ρ-valor distinto. En el primer caso el valor uno
y en el segundo el valor p.
3. Estrato S{2}. Escribimos z2 = x y z1 = y. La forma inicial asociada al “único peso
significativo” ρ = (1) es L(1)f = Ψ(F.T ), donde F tiene a
gF = g(y) = y + φ(0)y7
como representante estándar.
4. Estrato S{1,2}. Escribimos (z1, z2) = (y1, y2). La forma inicial asociada al peso ρ = (1, 1)
es Lρf = Ψ(F.T1T2), donde F tiene asociado como representante estándar la constante
cF = 1. La forma inicial para el peso ρ = (1, 2) es
Lρf = Ψ(F.T 31 +G.T1T2),
donde cF = 1 y cG = 1 son los representantes estándar de F y G respectivamente.
Finalmente asociada al peso ρ = (1, 3), tenemos Lρf = Ψ(F.T 31 ), con cF = 1. Éstos tres
son las “únicas” formas iniciales de f en este estrato.
A continuación explicaremos y detallaremos algunas de las observaciones en este ejemplo.
Dados dos pesos ρ y ρ′, tenemos un isomorfismo Φρ,ρ′ : GρJΩrM,p(logE) → Gρ
′
J ΩrM,p(logE)
dado de manera natural por Lρxi → Lρ′xi. Esto es la composición
Ψr,ρp,z ◦ Φ ◦ (Ψr,ρ
′
p,z )−1
es la identidad en ΩrSJ ,p(log T,R). De esta manera, decimos que dos pesos ρ, ρ
′ ∈ WJ están
ω-asociados para una r-forma diferencial ω ∈ Ω1M,p(logE) si Φ(Lρω) = Lρ′ω, esto es si
(Ψr,ρp,z)−1(Lρω) = (Ψr,ρ
′
p,z )−1(Lρ′ω) ∈ ΩrSJ (log T,R) (3.12)
una vez se fija un sistema de coordenadas z. Esta condición se lee para funciones y uno-formas
en términos del poliedro de Newton definido sobre el estrato combinatorio J . Así, tendremos
una “única” forma inicial asociada a cada cara compacta del poliedro. Volveremos sobre esto
en el Capítulo 4.
Definición 3.6. Dado un punto p ∈ SJ y germen de foliación Fp ⊂ Ω1M,p, definimos su ρ-forma
inicial Lρ(Fp) como el GρJOM,p-submódulo
Lρ(Fp) = Lρ(ωp) ·GρJΩ1M,p(logE),
donde ωp es un generador de Fp adaptado al divisor E. Dada una foliación F ⊂ Ω1M definimos
su ρ-forma inicial LρF como el GρJOM -submódulo de GρJΩ1M (logE) definido localmente por
(LρF)p = Lρ(Fp).
Definimos el ρ-valor νρ(F) como el ρ-valor de un generador local de F adaptado a E en un
punto p ∈ SJ .
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Observación 3.7. Estos conceptos son compatibles con las construcciones. Además, el último
no depende ni del generador escogido ni del punto p ∈ SJ . En efecto, si tomamos dos genera-
dores, nos encontramos con que sus ρ-valores distan el ρ-valor de una unidad, esto es, cero; la
independencia del punto la podemos ver con un argumento similar al hecho en el Lema 2.6.
Cuando ρ = (1, 1, . . . , 1), recuperamos el orden adaptado de F a lo largo de EJ (véase la
Ecuación 2.3), esto es, tenemos la igualdad νρ(F) = νJ(F).
Lema 3.4. Dada una foliación F y dos pesos ρ, ρ′ ∈ WJ , son equivalentes:
Los pesos están ω-asociados para un generador local ω adaptado a E en un punto p.
Los pesos están ω-asociados para cualquier generador local ω adaptado a E en un punto
cualquiera p.
Demostración. La prueba se sigue adaptando las demostraciones hechas en la Proposición 2.12
y los Lemas 2.5 y 2.6, así como de la definición de ρ-forma inicial. 
Esto motiva la siguiente definición:
Definición 3.7. Dada una foliación F ⊂ Ω1M y dos pesos ρ, ρ′ ∈ WJ , diremos que los pesos
están F-asociados si lo están para un generador local ω de F adaptado a E en un punto p ∈ SJ .
Para un haz inversible de ideales I ⊂ OM , podemos definir de manera análoga la ρ-forma
inicial LρI y la condición relativa a dos pesos de estar I-asociados.
3.4. Producto y diferencial exteriores
Vamos a presentar someramente las operaciones de producto y diferencial exteriores en los
haces anteriormente construidos. Lo haremos de manera local en cada fibra. Éstas son construc-
ciones similares a las que ya hemos realizado. Por otro lado, son definiciones que cumplen las
propiedades naturales exigidas a este tipo de operaciones, lo que justifica su nombre. Fijemos
a partir de ahora un punto p ∈ SJ .
Basta definir el producto exterior para los elementos de las respectivas bases. Tomamos Λ¯K
con K ∈ Pr y Λ¯L, con L ∈ Ps tales que K = (KJ ,Kc(J)) y L = (LJ , Lc(J)) y tomamos la
permutación σ : K ∪ L→ K ∪ L que reordena (KJ ,Kc(J), LJ , Lc(J)). Se define:
∧¯ : ΩrSJ ,p(log T,R)× ΩsSJ ,p(log T,R) → Ωr+sSJ ,p(log T,R)
(Λ¯K , Λ¯L) 7→
{
0 K ∩ L 6= ∅
(−1)sg(σ)Λ¯K∪L en otro caso.
Definimos la diferencial exterior
d¯ : OSJ ,p[T] → Ω1SJ ,p(log T,R)
∑
FσTσ 7→
∑
j∈J
(
∑
σ(j)FσTσ)
d¯Tj
Tj
+
∑
s∈c(J)
(
∑ ∂Fσ
∂ys
Tσ)d¯Rs.
y de esta manera tenemos también
d¯ : ΩrSJ ,p(log T,R) → Ωr+1SJ ,p(log T,R)∑
PKΛ¯K 7→
∑
d¯PK∧¯Λ¯K
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Por otro lado definimos
Λ : GρJΩrM,p(logE)×GρJΩsM,p(logE) → GρJΩr+sM,p(logE)
(
∑
v∈Vρ
Invρ(ωv),
∑
v∈Vρ
Invρ(ω′v)) 7→
∑
v∈Vρ
(
∑
v′∈Vρ
Inv+v
′
ρ (ωv ∧ ω′v′)).
y
D : GρJΩrM,p(logE) → GρJΩr+1M,p(logE)∑
v∈Vρ
Invρ(ωv) 7→
∑
v∈Vρ
Invρ(dωv).
Estas construcciones son compatibles por la diferencial y el producto exterior en las gérmenes
de r-formas logarítmicas sobreM por como se han dado. Además, son compatibles también con
los isomorfismos locales Ψr,ρp,z y las construcciones hechas para el módulo ΩrSJ (log T,R).
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Foliaciones Newton no
degeneradas
A continuación presentamos el capítulo central de esta memoria. En él introducimos el con-
cepto de espacio foliado Newton no degenerado, siguiendo las ideas clásicas para hipersuperfices
e intersecciones completas de Kouchnirenko y Oka (véase [35, 36]). Además probamos, dentro
del marco hiperbólico-complejo, la equivalencia con tener una predesingularización combinato-
ria, esto es, con ser de tipo tórico débil. Finalmente, damos una lista de ejemplos representativa
para esta familia de espacios foliados.
Fijamos un espacio ambiente M = (M,E) con la propiedad de cruzamientos normales
fuertes para el divisor E y recordamos que tenemos el tejido soporte combinatorio HM,E y la
estratificación asociada SM,E .
4.1. Ceros de uno-formas diferenciales pesadas
Fijamos, a lo largo de esta sección, un estrato combinatorio J ∈ HM,E y un peso ρ ∈ WJ .
Sea p ∈ SJ un punto, escribimos Ap = OSJ ,p y consideramos la función ep : Ap → C que a
cada F ∈ Ap le asocia su valor en el punto p, esto es ep(F ) = F (p). Tomamos el C-módulo
ΩrC[T](log T,R) dado por el producto tensorial
ΩrC[T](log T,R) = ΩrSJ ,p(log T,R)⊗Ap C
y consideramos la aplicación
e˜p : ΩrSJ ,p(log T,R) → ΩrC[T](log T,R)∑
K∈Pr
(∑
FK,σTσ
)
Λ¯K 7→
∑
K∈Pr
(∑
ep(FK,σ)Tσ
)
Λ¯K .
De esta manera, cada polinomio P ∈ Ap[T], tiene asociada una función “evaluación”
fP : (SJ , p)× CJ → C
(q, t) 7→ fe˜q(P )(t),
donde fe˜q(P ) es la función polinómica definida por e˜q(P ) ∈ C[T]. Como consecuencia, dado un
germen de r-forma diferencial Ω ∈ ΩrSJ ,p(log T,R), tiene sentido la expresión
(Ω = 0) =
⋂
K∈Pr
(FK = 0) ⊂ (SJ , p)× CJ , donde Ω =
∑
K∈Pr
FKΛ¯K
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Nos va a interesar más adelante trabajar con formas diferenciales que cumplan la condición:
(Ω = 0) ∩ (SJ , p)× (C∗)J = ∅ (ND)
que tomando la evaluación en el punto p es equivalente a:
(Ω|p = 0) ∩ {p} × (C∗)J = ∅, Ω|p = e˜p(Ω).
Nótese que CJ \ (C∗)J = (∏Tj = 0) y por tanto la condición anterior se da siempre y cuando
(Ω|p = 0) ⊂ (
∏
Tj = 0). Gracias al teorema de los ceros de Hilbert, esto significa tener la
siguiente relación entre ideales del anillo C[T ]
∏
Tj · C[T ] ⊂
√
(FK |p)K∈Pr · C[T ]
que a su vez es equivalente a tener la siguiente inclusión de ideales en Ap[T ]:∏
Tj ·Ap[T ] ⊂
√
(FK)K∈Pr ·Ap[T ] (ND’)
Es claro que si U ∈ O∗SJ ,p es una unidad, entonces Ω cumple la condición (ND) si y solamente
si UΩ la cumple.
Como veremos ahora, también tiene sentido definir la condición (ND) para r-formas pesadas
en el haz GρJΩrM,p(logE), es decir, que ésta no depende de la lectura en coordenadas de las
formas iniciales. Haremos la prueba detallada para el caso r = 1, que es el que nos interesa de
manera especial. Más precisamente, tenemos el siguiente enunciado:
Proposición 4.1. Dada una uno-forma W ∈ GρJΩ1M,p(logE) y dos sistemas locales de coorde-
nadas z = (x,y), z′ = (x′,y′) adaptados a E, se tiene que
(Ω = 0) ∩ (SJ , p)× (C∗)J = ∅ si y sólo si (Ω′ = 0) ∩ (SJ , p)× (C∗)J = ∅,
donde W = Ψ1,ρp,z(Ω) = Ψ
1,ρ
p,z′(Ω′).
Demostración. Denotemos Gr = GρJΩrM,p(logE), para r = 0, 1. Recordemos que xj = ujx′j
con uj una unidad en OM,p y que una vez fijadas coordenadas, G1 es un G0-módulo libre.
Consideramos las bases
β =
(
In0
(
dxj
xj
)
, In0(dys)
)
, β′ =
(
In0
(
dx′j
x′j
)
, In0(dy′s)
)
.
Nótese que
dy′s =
∑
j∈J
xj
∂y′s
∂xj
dxj
xj
+
∑
r∈A
∂y′s
∂yr
dyr,
dx′j
x′j
= duj
uj
+ dxj
xj
, con duj
uj
=
∑
`∈J
x`hj`
dx`
x`
+
∑
s∈A
gjsdys
y por tanto se tienen las siguientes relaciones entre β y β′:
In0(dy′s) =
∑
r∈A
In0
(
∂y′s
∂yr
)
In0(dyr),
In0
(
dx′j
x′j
)
= In0
(
dxj
xj
)
+
∑
r∈A
In0(gjr)In0(dyr).
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Estas relaciones dan lugar a los isomorfismos
Φ0 : Ap[T ] → Ap[T ] Φ1 : Ω1J,p(log T,R) → Ω1J,p(log T,R)
Tj 7→ In0(uj)Tj dTj
Tj
7→ dTj
Tj
+
∑
r∈A
In0(gjr)dRr
dRs 7→
∑
r∈A
In0
(
∂y′s
∂yr
)
dRr
F ∈ Ap[T ] 7→ Φ0(F ) ∈ Ap[T ].
Escribamos
Ω = Ψ1,ρp,z(W ) =
∑
j∈J
Hj
dTj
Tj
+
∑
s∈A
FsdRs,
Φ1(Ω) = Ω′ = Ψ1,ρp,z′(W ) =
∑
j∈J
H ′j
dTj
Tj
+
∑
s∈A
F ′sdRs
y denotemos I = (Hj , Fs)Ap[T ], I ′ = (H ′j , F ′s)Ap[T ]. Debemos probar que∏
Tj ∈
√
I|pC[T ] si y sólo si
∏
Tj ∈
√
I ′|pC[T ].
Por simplicidad en el desarrollo de los cálculos, hacemos la prueba en dos etapas:
1. Supongamos que x′ = x. Tenemos las relaciones:
H ′j = Hj , j ∈ J y F′ = J0F, F = (Fs)s∈A, F′ = (F ′s)s∈A, J0 =
(
∂y′s
∂yr
)
r,s∈A
.
La matriz J0 es invertible en Ap[T ], como consecuencia tenemos la igualdad I = I ′ y por
tanto se cumple la propiedad que buscábamos.
2. Supongamos que y′ = y. Tenemos las relaciones:
H ′j = Φ0(Hj), j ∈ J y F ′s = Φ0(Fs) +
∑
j∈J
Φ0(Hj)In0(gjs),
por tanto, se da la igualdad I ′ = Φ0(I). Consideremos el isomorfismo Φ˜0 : C[T ] → C[T ]
que hace conmutativo el diagrama
Ap[T ]
e˜p

Φ0 // Ap[T ]
e˜p

C[T ] Φ˜0 // C[T ]
En particular tenemos que Φ˜0(Tj) = uj(p)Tj y por tanto Φ˜0(
∏
Tj) =
∏
uj(p)Tj = λ
∏
Tj ,
con λ ∈ C∗. Por otro lado, tenemos que Φ0(I)|p = Φ˜0(I|p) y como consecuencia√
Φ0(I)|p =
√
Φ˜0(I|p) = Φ˜0
(√
I|p
)
,
pues los isomorfismos respetan el radical. De esta manera∏
Tj ∈
√
I|p ⇔ λ
∏
Tj ∈ Φ˜0
(√
I|p
)
⇔∏Tj ∈ Φ˜0(√I|p)⇔∏Tj ∈√Φ0(I)|p
y concluimos la prueba. 
Con todo esto, tiene sentido introducir la siguiente definición:
Definición 4.1. Sea < W >= W ·GρJΩ1M,p(logE) un GρJOM,p-submódulo de GρJΩ1M,p(logE).
Decimos que < W > satisface la condición (ND) si existe un sistema de coordenadas z = (x,y)
tal que (Ψ1,ρp,z)−1(W ) satisface la condición (ND).
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4.2. Espacios foliados Newton no degenerados
Introducimos los siguientes conceptos:
Definición 4.2. Consideremos un espacio foliado (M,F):
1. Fijemos un punto p ∈ SJ para algún estrato combinatorio J ∈ HM,E .
a) Dado un peso ρ ∈ WJ , se dice que (M,F) es (ρ, J)-no degenerado en p si (LρF)p
satisface la condición (ND).
b) Se dice que (M,F) es Newton no degenerado en p si es (ρ, J)-no degenerado en p
para cualquier peso ρ ∈ WJ .
2. Decimos que (M,F) es Newton no degenerado si lo es en cada punto p ∈M .
Se puede probar que ser Newton no degenerado en un punto p ∈M es una propiedad abierta,
esto es, existe un entorno U ⊂M de p tal que (M,F)|U es Newton no degenerado.
Observación 4.1. En este momento, vamos a explicar mejor la Observación 3.7 en lo referente a
poliedros de Newton. Escribamos, por comodidad en la notación NJ = NJ(M,F) y ν = νρ(F).
Sabemos que a cada peso ρ ∈ WJ se le puede asociar la familia de hiperplanos {Hvρ}v∈R, donde
recordemos que Hvρ = {σ ∈ RJ ; ρ(σ) = v}. Además se tiene que la intersección
Cρ = Hνρ ∩NJ ⊂ ∆νρ
es una cara compacta de la frontera topológica deNJ . Recíprocamente, fijada una cara compacta
c-dimensional C del poliedro de Newton NJ , existe un subespacio afín de dimensión #J − c
formado por hiperplanos H ⊂ RJ tales que H ∩NJ = C. Éste se identifica con un subespacio
de (RJ)∗ de dimensión #J−c−1 y así asociamos a C un subconjuntoWJ,C ⊂ WJ del conjunto
de pesos para J . Es claro además, que los subconjuntos WJ,C definen una partición de WJ . De
la Ecuación 3.12 y la definición de NJ se sigue de forma directa que:
Dos pesos ρ, ρ′ ∈ WJ están F-asociados si y solamente si existe una cara compacta C del
poliedro NJ tal que ρ, ρ′ ∈ WJ,C .
Si ρ y ρ′ son dos pesos F-asociados, se tiene que (M,F) es (ρ, J)-no degenerado en un
punto p ∈ SJ si y solamente si es (ρ′, J)-no degenerado en p.
Por tanto para ver si un espacio foliado es Newton no degenerado en un punto p ∈ SJ , basta
comprobar que lo es para una cantidad finita de pesos ρ, asociados cada uno a distintas caras
del poliedro NJ . En particular, se pueden seleccionar pesos con entradas racionales.
Observación 4.2. Consideremos un peso ρ ∈ WJ y coordenadas locales (x,y) adaptadas a E
en un punto p ∈ SJ . Sea ω un generador local de F y sea Ω = (Ψ1,ρp,z)−1(Lρω). Consideremos
ahora ω′ = xσω. Se tiene que Ω′ = (Ψ1,ρp,z)−1(Lρω′) = TσΩ, y por tanto Ω cumple la condición
(ND) si y sólo si Ω′ la cumple.
Restricción a una componente dicrítica. Consideremos un espacio ambiente (M,F),
dondeM = (M,E) y sea Ek ⊂ Edic una componente dicrítica del divisor. El espacio ambiente
restricciónM|Ek se define por
M|Ek = (Ek, E|Ek), E|Ek = E \ Ek ∩ Ek.
De esta manera, obtenemos el espacio foliado restricción (M,F)|Ek dado por
(M,F)|Ek = (M|Ek ,F|Ek),
donde F|Ek es la foliación que define F sobre Ek. Veamos que
78
Capítulo 4. Foliaciones Newton no degeneradas
Proposición 4.2. Si (M,F) es Newton no degenerado, entonces (M,F)|Ek también lo es.
Demostración. Hay una biyección entre el tejido soporte combinatorio HEk,E|Ek y el conjunto
de los estratos {J ∈ HM,E ; k ∈ J} que viene dada por
J¯ ∈ HEk,E|Ek 7→ J¯ ∪ {k} ∈ HM,E .
Dado un estrato combinatorio J¯ ∈ HEk,E|Ek , escribamos J = J¯∪{k}. Consideremos los estratos
geométricos asociados
S¯J¯ ∈ SEk,E|Ek y SJ ∈ SM,E .
Nótese que son iguales y fijemos un punto p ∈ SJ . Tomamos coordenadas (x,y) adaptadas a E
en p y un sea ω un generador local de F adaptado a E. Denotemos u = {xj}j∈J¯ . Tenemos que
ω =
∑
j∈J
(Aj + xkaj)
dxj
xj
+
∑
s∈c(J)
(Bs + xkbs)dys, Aj , Bs ∈ C{u,y}
Un generador local de la foliación FEk adaptado a E|Ek en el punto p viene dado por
ω¯ =
∑
j∈J¯
Aj
duj
uj
+
∑
s∈c(J)
Bsdys.
Escribamos N = NJ(M,F) y N¯ = NJ¯((M,F)|Ek) y tomemos la sección s : RJ¯ → RJ dada
por τ 7→ (τ, 0). Obsérvese que si C¯ es una cara compacta de N¯ , entonces C = s(C¯) es una cara
compacta de N . Sean ρ¯ ∈ WC¯ y ρ ∈ WC dos pesos en S¯J¯ y SJ , respectivamente. Se tiene que
(Ψ1,ρp,z)−1(Lρω) =
(
Ψ1,ρ¯p,(u,y)
)−1
(Lρ¯ω¯).
Por tanto (M,F) es (ρ, J)-no degenerado en p si y solamente si (M,F)|Ek es (ρ¯, J¯)-no de-
generado en p. Haciendo esto para toda cara compacta C¯ del poliedro N¯ , para todo estrato
J¯ ∈ HEk,E|Ek y para todo punto p ∈ Ek, y en vista de la Observación 4.1, concluimos el
resultado. 
4.3. Teorema de equivalencia
El objetivo de esta sección es probar el siguiente resultado
Teorema 4.1. Un espacio foliado hiperbólico-complejo es Newton no degenerado si y solamente
si es de tipo tórico débil.
Primero veamos como se relacionan pesos y estratos por explosiones combinatorias.
Relación entre los pesos y estratos por explosión. Sea T un tejido soporte y denotemos
por T ′ = piJT = (I ′,H′) su explosión centrada en un estrato J . Siguiendo las notaciones de la
Definición 2.2, recordemos que podemos dividir H y H′ como sigue:
H = Hs ∪ KJ , donde KJ = {J} ∩ H = {K ∈ H; J ⊂ K} y
H′ = Hs ∪
( ⋃
K∈KJ
H′K∞
)
, donde H′K∞ = {(K \ J) ∪A ∪ {∞}; A ( J} .
Para cada K ∈ KJ y A ( J , definimos el subconjunto WAK ⊂ WK como:
WAK =
{
ρ ∈ WK ; ρj = ρj′ = r, para todo j, j
′ ∈ J \A
ρ(j) > r, para todo j ∈ A.
}
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Obtenemos de esta manera una partición {WAK}A(J del espacio de pesos WK .
• A = ∅
• A = {i}
• A = {i, j}
J = {1, 2, 3} J = {1, 2}
Figura 4.1: Representación baricéntrica deW{1,2,3} y sus particiones.
Ademas, tenemos una biyección φAK :WAK →WK′ entre un elemento WAK de la partición y
el conjunto de pesos WK′ , donde K ′ = (K \ J) ∪A ∪ {∞}. Ésta viene dada como sigue:
φAK : WAK → WK′
ρ ∈ WAK 7→

ρ′j = ρj , j ∈ K \ J
ρ′∞ = r
ρ′j = ρj − r, j ∈ A ρj = ρ
′(j), j ∈ K \ J
ρj = ρ′∞, j ∈ J \A
ρj = ρ′+ρ′∞ j ∈ A
7 →ρ′ ∈ RK′>0
(4.1)
Observación 4.3. Considérese σ ∈ ZK≥0 y σ′ = λK′(σ) ∈ ZK
′
≥0, donde σ′(j) = σ(j) para todo
j ∈ K ′ \ {∞} y σ′(∞) = ∑j∈J σ(j) (véase la Ecuación 2.2). Se tiene la igualdad ρ(σ) = ρ′(σ′),
donde ρ′ = φKA (ρ). En efecto,
ρ′(σ′) =
∑
j∈K\J
ρjσ(j)+
∑
j∈A
(ρj − r)σ(j) + r
∑
j∈J
σ(j) =
=
∑
j∈K\J
ρjσ(j) +
∑
j∈A
ρjσ(j) + r
∑
j∈J\A
σ(j) = ρ(σ).
En particular, se tiene que λK′(∆vρ) = ∆vρ′ para todo v ∈ Vρ. Fijemos ahora un sistema de
poliedros {T , {NJ}J∈H, 1} sobre el tejido soporte T . La igualdad anterior significa que, si C es
la cara del poliedro NK asociada al peso ρ, tenemos que C ′ = λK′(C) es la cara del poliedro
N ′K′ asociada al peso ρ′, donde N ′K′ denota el transformado total de NK .
Estabilidad de ser Newton no degenerada. Queremos probar que la propiedad de ser
Newton no degenerado para un espacio foliado es estable por explosiones e implosiones combi-
natorias. Esto es, tenemos el siguiente resultado:
Proposición 4.3. Sea pi : (M′,F ′) → (M,F) una explosión combinatoria permitida entre
espacios foliados. Tenemos que (M,F) es Newton no degenerado si y solo si (M′,F ′) lo es.
Vamos a considerar un espacio foliado (M,F) y pi : (M′,F ′) → (M,F) una explosión
combinatoria permitida centrada en EJ . Tomamos un estrato combinatorio K ∈ HM,E tal que
J ⊂ K y otro K ′ ∈ H′K∞ ⊂ HM ′,E′ en su transformado y escribimos K ′ = (K \ J) ∪ A ∪ {∞}.
Fijamos un peso ρ ∈ WAK y consideramos su correspondiente ρ′ = φAK(ρ) ∈ WK′ . Finalmente,
marcamos también un punto p ∈ SK . Tenemos el siguiente resultado:
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Lema 4.1. El espacio foliado (M,F) es (ρ,K)-no degenerado en p si y solamente si (M′,F ′)
es (ρ′,K ′)-no degenerado en todo punto q ∈ pi−1(p) ∩ SK′ .
Demostración. Tomamos coordenadas z = (x,y) adaptadas a E en el punto p y un generador
ω =
∑
σ∈ZK≥0
ωσxσ, donde ωσ =
∑
j∈K
aσ,j(y)
dxj
xj
+
∑
s∈c(K)
bσ,s(y)dys.
Fijado un punto q ∈ pi−1(p) ∩ SK′ y un índice j0 ∈ J \A, el morfismo de explosión pi centrado
en EJ , viene dado en coordenadas z′ = (x′,y′) adaptadas a E′ y centradas en q como sigue:
xj0 = x′∞; xj = x′jx′∞, j ∈ A; xj = x′j , j ∈ K \ J
xj = x′∞(y′r + λr), r ∈ JA; ys = y′s, s ∈ c(K),
donde JA = J \ (A ∪ {j0}). Consideremos los vectores er ∈ RJA dados por er(j) = δr,j , con
j, r ∈ JA (delta de Kronecker) y escribamos u′τ para denotar el producto
∏
r∈JA(y
′
r + λr)τ(r),
donde τ ∈ ZJA . Dado σ ∈ ZK≥0, denotemos σ′ = λK′(σ). Tenemos que:
pi∗xσ = (x′)σ˜u′σ|JA y pi∗ωσ =
∑
j∈K′\{∞}
aσ,j(y′)
dx′j
x′j
+
+
(∑
j∈J
aσ,j(y′)
)dx′∞
x′∞
+
∑
r∈JA
u′−eraσ,r(y′)dy′r +
∑
s∈c(K)
bσ,s(y′)dy′s.
En vista de la Observación 4.2, para saber si (M′,F ′) es (ρ′,K ′)-no degenerado en el punto q,
basta trabajar con ω′ = pi∗ω. Consideramos la escritura de ω′ adaptada a E′, esto es:
ω′ =
∑
σ′∈ZK′≥0
ωσ′x′σ
′
; ωσ′ =
∑
j∈K′
a′σ′,j(y′)
dx′j
x′j
+
∑
s∈c(K′)
b′σ′,s(y′)dy′s,
identificando c(K ′) con c(K) ∪ JA. Dado σ ∈ ZK≥0 tenemos que
a′σ′,j(y′) = aσ,j(y′)u′σ|JA , j ∈ K ′ \ {∞}; a′σ′,∞(y′) =
∑
j∈J
aσ,j(y′)u′σ|JA ,
b′σ′,r(y′) = aσ,j(y′)u′σ|JA−er , r ∈ JA; b′σ′,s(y′) = bσ,s(y′)u′σ|JA , s ∈ c(K).
Denotemos ∆ = ∆νρ(ω)ρ , Ω = Ψ1,ρp,z(Lρω) y Ω = Ψ1,ρ
′
q,z′ (Lρ′ω′). Recordemos, en vista de la
observación 4.3 que νρ′(ω′) = νρ(ω) = y que ∆
νρ′ (ω′)
ρ′ = λK′(∆). De esta manera, tenemos que
Ω =
∑
j∈K
Aj
dTj
Tj
+
∑
s∈c(K)
BsdRs, Ω′ =
∑
j∈K′
A′j
dT ′j
T ′j
+
∑
s∈c(K′)
B′sdRs, donde
Aj =
∑
σ∈∆
aσ,jTσ; Bs =
∑
σ∈∆
bσ,sTσ y
A′j =
∑
σ∈∆ aσ,j(y′)u′σ|JAT′
λK′ (σ), j ∈ K ′ \ {∞};
A′∞ =
∑
σ∈∆
(∑
j∈J aσ,j(y′)
)
u′σ|JAT′λK′ (σ);
B′r =
∑
σ∈∆
aσ,r(y′)u′σ|JA−erT′λK′ (σ), r ∈ JA;
B′s =
∑
σ∈∆
bσ,s(y′)u′σ|JAT′λK′ (σ), s ∈ c(K).
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Si (M,F) no es (ρ,K)-no degenerado en p, existe µ ∈ (C∗)K tal que
Aj |p(µ) = Bs|p(µ) = 0, j ∈ K, s ∈ c(K)
Tomando el punto q ∈ pi−1(p) ∩ SK′ definido por λr = µr/µj0 ∈ C∗ para r ∈ JA y el
vector µ′ ∈ (C∗)K′ dado por µ′j = µj/µj0 para j ∈ A, µ′j = µj para j ∈ K \J y µ′∞ = µj0 ,
tenemos que
A′j |q(µ′) = Aj |p(µ) = 0, j ∈ K ′ \ {∞}; A′∞|q(µ′) =
∑
j∈J
Aj |p(µ) = 0
B′r|q(µ′) = Ar|p(µ)
µj0
µj
= 0, j ∈ r ∈ JA; B′s|q(µ′) = Bs|p(µ) = 0, s ∈ c(K).
y como consecuencia (M′,F ′) no es (ρ′,K ′)-no degenerado en q.
Recíprocamente, supongamos que existe un punto q ∈ pi−1(p) ∩ SK′ de manera que
(M′,F ′) no es (ρ′,K ′)-no degenerado en q. Esto es, hay un vector µ′ ∈ (C∗)K′ tal que
A′j |q(µ′) = B′s|q(µ′) = 0, j ∈ K ′, s ∈ c(K ′)
Tomamos el vector µ ∈ (C∗)K dado por
µj0 = µ′∞; µj = µ′jµ′∞, j ∈ A; µj = µ′j , j ∈ K \ J y µj = λjµ′∞, j ∈ JA,
que está bien definido, porque λr ∈ C∗ para todo r ∈ JA, ya que q ∈ SK′ . Tenemos así
Aj |p(µ) = Bs|p(µ) = 0, j ∈ K, s ∈ c(K)
y como consecuencia (M,F) no es (ρ,K)-no degenerado en p. 
Ei
Ej E∞
Ei
Ej
pij
pi,∞
pj,∞
←−−−−
−−−
−→
−−−−→
N{i,j}
N{i}
N{j}
N ′{i,∞}
N ′{j,∞}
N ′{i}
N ′{j}
N ′{∞}
N ′{∞}
Figura 4.2: Movimiento del poliedro y estabilidad.
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Demostración de la Proposición 4.3. Concluimos como sigue:
Fijado A ( J y por la biyección φAK definida en la Ecuación 4.1, tenemos que (M,F) es
(ρ,K)-no degenerado en p ∈ SK para todo peso ρ ∈ WAK si y solamente si (M′,F ′) es
Newton no degenerado para todo punto q ∈ pi−1(p) ∩ SK′ .
Tomando todos los subconjuntos A ( J , tenemos que (M,F) es Newton no degenerado
en el punto p ∈ SK si y solamente si (M′,F ′) es Newton no degenerado para todo punto
q ∈ pi−1(p).
Moviéndonos a lo largo de SK , obtenemos que (M,F) es Newton no degenerado para
todo p ∈ SK si y solamente si (M′,F ′) es Newton no degenerado para todo q ∈ ∪H∞
K
SK′ .
Finalmente, consideramos todos los K ∈ KJ y obtenemos que (M,F) es Newton no
degenerado si y solamente si (M′,F ′) es Newton no degenerado. 
Etapa final. Consideremos un espacio foliado hiperbólico-complejo (M,F). Recordemos, por
la Proposición 1.3, que en esta situación se tiene la igualdad
log-Sing(F , E) =
{
puntos no presimples
para (M,F)
}
.
y como consecuencia tenemos que log-Sing(F , E) ⊂ Sing(F , E).
Dado un estrato J ∈ HM,E , supongamos que NJ = NJ(M,F) tiene un solo vértice, esto es
que NJ = RJ≥0 o equivalentemente que (M,F) es combinatoriamente regular en SJ (véase la
Definición 2.12). Tenemos que
Lema 4.2. El espacio foliado (M,F) es Newton no degenerado en un punto p ∈ SJ si y
solamente si p es un punto presimple para (M,F).
Demostración. Un generador de F está dado en coordenadas (x,y) adaptadas a E en p por
ω =
∑
j∈J
(aj,0 + a˜j)
dxj
xj
+
∑
s∈c(J)
(bs,0 + b˜s)dys, a˜j , b˜s ∈ (x)
Nótese que aj(p) = aj,0(p) y bs(p) = bs,0(p). Puesto que hay una única cara compacta del
poliedro, ser J-no degenerado en p es equivalente a que haya una unidad entre los aj,0 y los bs,0,
que a su vez equivale a que haya una unidad entre los aj y los bs, esto es a que p /∈ log-Sing(F , E)
y por tanto, a que sea un punto presimple para (M,F). 
Observación 4.4. Para los estratos con #J ≤ 1, cuyo poliedro siempre tiene un solo vértice,
tenemos que (M,F) es Newton no degenerada solamente si todo punto p ∈ SJ es presimple
para (M,F). En particular, los puntos singulares de F tienen que estar todos contenidos en E.
NJ p ∈ SJ
⇐⇒
Figura 4.3: Situación final en un punto p ∈ SJ .
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4.4. Ejemplos
Observación 4.5. Sea (M,F) un espacio foliado, consideremos T = TM,F su tejido soporte
combinatorio y NM,F su sistema de poliedros de Newton asociado. Nótese que J ∈ Sing(N ) si
y solamente si NJ no tiene un solo vértice. Esto es equivalente a que EJ ⊂ log-Sing(F , E) ⊂
Sing(F , E). Como consecuencia, si J ∈ Sing(N ) entonces EJ es invariante. Por tanto la ex-
plosión piJT del tejido soporte T centrada en el estrato J induce una explosión combinatoria
admisible de (M,F).
Demostración del Teorema 4.1. Probaremos las dos implicaciones:
1. Supongamos que (M,F) es de tipo tórico débil y fijemos una pre-reducción de singulari-
dades combinatoria pi : (M′,F ′)→ (M,F). Como (M′,F ′) está predesingularizado, esto
es log-Sing(F ′, E′) = ∅, en particular es un espacio foliado combinatoriamente regular y
como consecuencia NM′,F ′ es un sistema de poliedros donde cada N ′J′ tiene un solo vér-
tice en el origen de RJ′ . Por tanto, podemos usar el Lema 4.2 para concluir que (M′,F ′)
es Newton no degenerado. Ahora, en vista de la estabilidad dada en la Proposición 4.3,
obtenemos que el espacio foliado (M,F) es Newton no degenerado.
2. Supongamos ahora que (M,F) es Newton no degenerado. En vista del Teorema 2.2,
sabemos que existe una reducción de singularidades para NM,F y por la Observación 4.5,
ésta induce una sucesión de explosiones combinatorias admisibles
pi : (M′,F ′)→ (M,F)
En vista de la estabilidad dada en la Proposición 4.3, tenemos que (M′,F ′) es un espacio
foliado Newton no degenerado. Estamos en las hipótesis del Lema 4.2 y concluimos que
todo punto q ∈ M ′ es presimple para (M′,F ′), es decir, que (M′,F ′) es un espacio
foliado predesingularizado. De esta manera, pi es una predesingularización combinatoria
de (M,F) y por tanto éste es un espacio foliado de tipo tórico débil. 
De manera inmediata tenemos que:
Corolario 4.1. Las siguientes afirmaciones son equivalentes para un espacio foliado:
1. Es de tipo tórico débil
2. Hay una desingularización del sistema de poliedros que predesingulariza el espacio foliado.
3. Toda desingularización del sistema de poliedros predesingulariza el espacio foliado.
4. Es Newton no degenerado.
4.4. Ejemplos
La primera familia de ejemplos que tenemos son las foliaciones dadas por df = 0, donde
f = 0 es un germen de hipersuperficie Newton no degenerado, en el sentido de la teoría clásica.
Recordemos brevemente estos conceptos conocidos que se pueden encontrar en [36].
Situación global: El toro complejo. El anillo de polinomios de Laurent C[u,u−1], don-
de u = (u1, u2, · · · , un), es el anillo de funciones regulares definidas en el toro complejo n-
dimensional. Dado un polinomio de Laurent f =
∑
fσuσ, la restricción-soporte fC a un sub-
conjunto C ⊂ Zn se define como fC =
∑
σ∈C fσuσ y el politopo convexo ∆(f) de f se viene
dado por
∆(f) = Conv
(
{σ ∈ Zn; fσ 6= 0}
)
.
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En este contexto, cuando hablemos de pesos, permitiremos a sus entradas tomar valores nega-
tivos, esto es, un vector de pesos es un elemento ρ ∈ W−, donde W− = (Rn)∗. Un polinomio
de Laurent F ∈ C[u,u−1] decimos que es ρ-homogéneo si es de la forma
F =
∑
σ∈Hvρ
λσuσ, λσ ∈ C∗, para algún v ∈ R.
De igual manera que en el caso local, tenemos una partición {W−C } del espacio de pesos W−
asociada a las caras C del politopo homogéneo ∆(f). De esta manera la restricción-soporte fC
es también la ρ-forma inicial de f para los pesos ρ ∈ W−C . Tomamos la subvariedad de (C∗)n
definida por H = (f = 0). Se dice que H es no degenerada para ρ ∈ W−C (véase [36]) si la
subvariedad definida por
HC = {t ∈ (C∗)n; fC(t) = 0}
es una superficie lisa reducida, esto es si la foliación dada por (dfC = 0) no tiene singularidades
en HC . Se dice que H es no degenerada si la condición se da para cada cara del politopo ∆(f).
Antes de continuar, vamos a hablar de un resultado que relaciona el número de soluciones
de un sistema de n polinomios de Laurent en n variables con el volumen mixto de los politopos
convexos asociados a él y que será de gran utilidad en el Capítulo 5 (véase [5, 35]).
Definición 4.3. Una n-upla F = (F1, F2, · · · , Fn) de polinomios de Laurent ρ-homogéneos es
no degenerada si (F1 = F2 = · · · = Fn = 0) no tiene soluciones en el toro complejo (C∗)n. En
otro caso, decimos que es degenerada.
Definición 4.4. Una n-upla f = (f1, f2, . . . , fn) de polinomios de Laurent arbitrarios está en
posición general, si las restricciones fC = (f1C , f2C , . . . , fnC) son no degeneradas para cada cara
compacta C del politopo convexo ∆(f) = Conv(∆(f1),∆(f2), . . . ,∆(fn)).
Observación 4.6. Fijada una lista ∆ = (∆1,∆2, · · · ,∆n) de politopos convexos en Rn, consi-
deramos todas las posibles n-uplas f = (f1, f2, . . . , fn) tales que ∆(fi) ⊂ ∆i y consideramos el
espacio de los coeficientes
V ' CN1 × CN2 × · · · × CNn .
Existe un abierto de Zariski U ⊂ V tal que todo sistema de polinomios de Laurent con coefi-
cientes en U está en posición general (véase [5]).
Sea ∆ = (∆1,∆2, . . . ,∆n) una lista de n politopos convexos ∆i ⊂ Rn. El volumen mixto
MV(∆) viene dado por la suma alternada
MV(∆) =
n∑
h=1
∑
1≤i1≤···ih≤n
(−1)n−hVn(∆i1 + ∆i2 + · · ·+ ∆ih) ∈ R≥0,
donde ∆i1 + ∆i2 + · · · + ∆ih es la suma de Minkowski y Vn(·) denota el volumen Euclídeo
n-dimensional.
Teorema 4.2 (BKK). Si f = (f1, f2, . . . , fn) es una n-upla de polinomios de Laurent en
posición general, entonces
#
{
soluciones de (f1 = f2 = · · · = fn = 0)
en el toro (C∗)n
}
= MV(∆(f)),
En el Capítulo 5 usaremos el resultado BKK para dar una clasificación de las foliaciones
Newton no degeneradas sobre el plano proyectivo visto como variedad tórica.
85
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Situación local: Gérmenes de hipersuperficies. Consideramos el espacio ambiente M0
y un germen de hipersuperficie H dado por una ecuación reducida H = (f = 0). Tomamos
coordenadas x adaptadas a E. Nótese que, en este caso OSI = OSI ,0 ' C. Dado un peso
ρ ∈ WI , sea
Pρ = (Ψ0,ρp,x)−1(Lρf) ∈ C[T ].
Decimos que H es Newton no degenerada para ρ (véase [35, 36]) si la variedad
Vρ = {t ∈ (C∗)n; Pρ(t) = 0}
es una superficie lisa reducida en el toro complejo (C∗)n, o de manera equivalente, si se tiene
que (d¯Pρ = 0) ∩ (C∗)I = ∅. Decimos que H es Newton no degenerada si lo es para todo peso
ρ ∈ WI . Denotemos F el germen de foliación definido por (df = 0). Recordando que
Ψ1,ρp,x(d¯Pρ) = D(Lρf) = Lρ(df),
tenemos que H es Newton no degenerada para ρ si y solo si el espacio foliado (M,F) es (ρ, I)-no
degenerado. Haciendo esto para todo peso, tenemos que H es Newton no degenerada si y solo
si el espacio foliado (M,F) es Newton no degenerado.
Espacios foliados para un poliedro de Newton fijo. Vamos a ver como se puede dar
una colección de ejemplos significativa de espacios foliados Newton no degenerados cuando el
espacio ambiente esM0 = ((Cn, 0), E) con E = ∪i∈IEi, donde I = {1, 2, . . . , n}.
Sabemos que se puede construir una foliación Newton no degenerada con poliedro de Newton
igual a N . En efecto, es suficiente un germen de hipersuperficie f = 0 con estas propiedades,
que sabemos se pueden encontrar dentro de un abierto de Zariski; la foliación df = 0 cumple
nuestros requisitos. Por otro lado, la condición de ser no degenerado, al margen de la condición
cerrada de integrabilidad de Frobenius, es una condición Zariski-abierta. Esto nos garantiza la
existencia de un abierto de Zariski no vacío dentro del espacio de foliaciones con poliedro N
dado, que cumplen la condición de ser Newton no degeneradas.
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Capítulo 5
Globalización de ramas aisladas
de foliaciones no degeneradas
En este capítulo damos una clasificación de las foliaciones hiperbólico-complejas Newton
no degeneradas definidas en superficies tóricas proyectivas no singulares. Como consecuencia,
probamos que las ramas invariantes aisladas están todas ellas contenidas en curvas globales. En
particular, para estas foliaciones existe al menos una curva global invariante. Estos resultados
de clasificación y prolongación global serán además de utilidad clave en el teorema de existencia
de superficie invariante del Capítulo 6.
Los resultados que se exponen aquí están íntegramente contenidos en la pre-publicación
[30] que se incorpora como anexo. Como ya hemos hecho anteriormente para el Capítulo 2,
expondremos las definiciones, enunciaremos los resultados y daremos el hilo conductor de sus
pruebas, dejando los detalles de éstas para ser consultado en el Anexo II.
5.1. Foliaciones no degeneradas en el plano proyectivo
Consideremos en primer lugar una foliación algebraica G0 en la superficie tórica afín C2 y
un generador ω adaptado a EC2 , que describimos en coordenadas como
ω = a1
dx1
x1
+ a2
dx2
x2
, con a1, a2 ∈ C[x1, x2].
Decimos que G0 está en posición general si lo está el par (a1, a2) y llamamos polígono afín ∆(G0)
de G0 al politopo convexo ∆(G0) = ∆(a1, a2) . Si denotamos por N el polígono de Newton
N = N{1,2}((C2, EC2),G0),
tenemos la relación N = Conv(∆(G0) + R2≥0). Por tanto, los lados compactos de N son todos
ellos lados del polígono afín ∆(G0). Además, se tiene que un lado L0 de ∆(G0) satisface la
condición L0 ⊂ {τ ∈ R2≥0; τ(i) = 0} para algún i ∈ {1, 2} si y solamente si L0 está contenido
en un lado no compacto de N .
Observación 5.1. En estos términos, podemos también describir la condición de ser Newton no
degenerada. Especifiquemos:
La superficie foliada ((C2, EC2),G0) es {1, 2}-no degenerada si y solamente si los pares
(a1|L0 , a2|L0) son no degenerados para todo L0 lado compacto de N .
La superficie foliada ((C2, EC2),G0) es {i}-no degenerada si y solamente si el par (a1|L0 , a2|L0)
es no degenerado para el lado L0 (o vértice) de ∆(G0) que satisface
L0 ⊂ {τ ∈ R2≥0; τ(i) = 0}.
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Las condiciones de no degeneración sobre la restricción al resto de lados del polígono afín
se leen en los estratos que se obtienen al completar la foliación a P2C. Esto lo vemos con
más detalle a continuación.
Sea ahora G una foliación en la superficie tórica P2C y tomemos las notaciones como en la
Sección 1.12. Tomemos un generador homogéneo W de G como en la Ecuación 1.10 dado por
W = A0
dX0
X0
+A1
dX1
X1
+A2
dX2
X2
,
con A0 +A1 +A2 = 0 y denotemos d = dG . Definimos el polígono homogéneo ∆h(G) de G por
∆h(G) = Conv (∆(A0) ∪∆(A1) ∪∆(A2)) ⊂ R3.
El nombre “polígono homogéneo” se debe a que ∆h(G) ⊂ ∆d, con ∆d = ∆d(1,1,1) (véase la
Ecuación 3.1). Vamos a trabajar con las i-cartas afines Gi de G. Consideremos las proyecciones
Φdi : ∆d(1,1,1) → ∆d(1,1)
σ = (σ0, σ1, σ2) 7→ (σj , σk), donde j, k 6= i.
Se tiene la relación ∆(Gi) = Φdi (∆h(G)) y a cada ∆(Gi) lo llamamos la i-carta de ∆h(G). Del
mismo modo, para cada lado L de ∆h(G), definimos la i-carta Li de L como Li = Φdi (L).
Denotemos Ni el polígono de Newton
Ni = N{j,k}((Ai, Di),Gi).
Sabemos que un lado L de ∆h(G) satisface la condición L ⊂ {σ ∈ ∆d(1,1,1); σi = 0} si y sólo
si L` está contenido en un lado no compacto de N` para ` = j, k. En otro caso, tenemos el
siguiente enunciado, que asegura que todos los lados se ven reflejados en alguna carta afín.
Lema 5.1. Dado un lado L de ∆h(G) tal que L 6⊂ {σ ∈ ∆dG(1,1,1); σi = 0} para ningún ` = 0, 1, 2,
existe una única carta afín Ai tal que Li es un lado compacto de Ni.
El objetivo en esta sección es probar el siguiente resultado para el polígono homogéneo:
Proposición 5.1. El polígono homogéneo ∆h(G) de una foliación Newton no degenerada G en
P2C es o bien un segmento o bien un solo punto.
Dado un lado L de ∆h(G), damos una descripción de las restricciones-soporte AjL:
1. Cuando L ⊂ {σ ∈ ∆d(1,1,1); σi = c} para algún i ∈ {0, 1, 2} y c ∈ Z≥0. Detallamos el
caso i = 0 y los demás se hacen de forma similar. Los AjL son polinomios homogéneos de
grado d de la forma AjL = Xc0A˜jL, con A˜jL ∈ C[X1, X2], para j = 0, 1, 2. Esto es
A˜jL = X
σj1
1 X
σj2
2
dj∏
`=1
(X2 − α`jX1), σj1 + σj2 + dj = d− c. (5.1)
2. En otro caso, salvo reordenar las variables, existe un monomio Xσ tal que AjL = XσA˜jL,
para cada j = 0, 1, 2, donde A˜jL ∈ C[U, V ] son polinomios homogéneos de grado n con
U = X d˜0 , V = X d˜−a˜1 X a˜2 , d˜n = d− |σ| y 0 < a˜ < d˜. Esto es,
A˜jL = (X d˜0 )uj (X d˜−a˜1 X a˜2 )vj
nj∏
`=1
(X d˜−a˜1 X a˜2 − α`jX d˜0 ); uj + vj + nj = n. (5.2)
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Observación 5.2. Los casos anteriores se pueden considerar de forma unificada escribiendo
U = X1, V = X2, cuando estamos en el primero de ellos.
El siguiente resultado asegura que si la restricción a un lado es no degenerada en una carta,
también lo será en las demás. Esto es:
Lema 5.2. Sea L un lado de ∆h(G). Las siguientes afirmaciones son equivalentes:
1. Existe un índice i ∈ {0, 1, 2} tal que (Gi, Li) es no degenerado.
2. Para cada índice i ∈ {0, 1, 2}, tenemos que (Gi, Li) es no degenerado.
Este Lema 5.2 junto con la Observación 5.1 no permite concluir que:
Lema 5.3. Si G es una foliación Newton no degenerada en P2C, entonces cada i-carta afín Gi
está en posición general, para i = 0, 1, 2.
La carta G0 está generada por la forma ω0 = a01dx01/x01 + a02dx02/x02. Éste último lema nos
permitirá aplicar el Teorema 4.2 para concluir que
MA(∆(a01),∆(a02)) = 0.
Como además, la restricción a cada lado de ∆(G0) es no degenerada, podemos concluir que
∆(G0) es o bien un solo punto o un segmento y, como consecuencia, también ∆h(G). Con la
escritura en las Ecuaciones 5.1 y 5.2 tenemos, salvo reordenación, tres casos para el polígono
homogéneo ∆h(G) que mostramos en la siguientes figuras:
Figura 5.1: Caso a) Un solo
vértice.
(0, d, 0)
(0, 0, d)
Figura 5.2: Caso b) Segmento
que une (0, d, 0) y (0, 0, d).
(d, 0, 0)
(0, a, d− a)
Figura 5.3: Caso c) Segmento
que une (d, 0, 0) y (0, a, d−a).
5.2. Naturaleza global de las ramas invariantes aisladas
El objetivo de esta sección es probar el siguiente resultado:
Teorema 5.1. Las ramas invariantes aisladas de foliaciones hiperbólico-complejas Newton no
degeneradas definidas en superficies tóricas proyectivas, se extienden a curvas globales.
En el Teorema 4.1 hemos visto que ser Newton no degenerado es equivalente a ser de tipo
tórico débil en el marco hiperbólico-complejo. El Teorema 5.1 se puede establecer como sigue:
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Teorema 5.1. Las ramas invariantes aisladas de foliaciones hiperbólico-complejas de tipo tórico
débil definidas en superficies tóricas proyectivas, se extienden a curvas globales.
Basta probarlo para foliaciones en el plano proyectivo gracias a las siguientes propiedades:
La geometría biracional de las superficies tóricas no singulares descrita en el Teorema 1.3.
La estabilidad por explosiones e implosiones combinatorias de la propiedad de ser Newton
no degenerado dada en el Teorema 4.3.
Las propiedades de estabilidad por explosiones e implosiones combinatorias de las ramas
invariantes aisladas vistas en la Proposición 1.5.
Tomemos una foliación G del plano proyectivo P2C y distinguimos las tres opciones a), b) y c)
para el polígono homogéneo. Escribamos D = EP2C .
a) Un generador homogéneo W de G está dado por
W = λ0dX0/X0 + λ1dX1/X1 + λ2dX2/X2,
λ0 + λ1 + λ2 = 0, λi ∈ C, i = 0, 1, 2.
Si λ0 = 0, entonces Sing(G, D) = Sing(G) = {O0} y O0 es una singularidad presimple
de tipo esquina.
Si λ0λ1λ2 6= 0,entonces Sing(G, D) = Sing(G) = {O0, O1, O2} todas las singularida-
des son presimples de tipo esquina.
Por tanto no hay ramas invariantes aisladas.
b) Un generador homogéneo W de G está dado por
W = A0(X1, X2)
dX0
X0
+A1(X1, X2)
dX1
X1
+A2(X1, X2)
dX2
X2
, donde
A0 +A1 +A2 = 0, Ai ∈ C[X1, X2] son homogéneos de grado d.
Se tiene que las únicas ramas invariantes aisladas son del tipo
(`λ, Pλ) y (`λ, O0), donde `λ = (X2 − λX1 = 0) y Pλ = [0, 1, λ], con
λ ∈ ΛG y ΛG = {λ ∈ C∗; A0(1, λ) = 0}.
Es decir, las únicas ramas invariantes aisladas están contenidas en una familia de rectas
pasando por O0 = [1, 0, 0]. Además, como estamos en el marco hiperbólico-complejo,
podemos garantizar que esta familia tiene d elementos.
c) Un generador homogéneo W de G está dado por
W = A0(U, V )
dX0
X0
+A1(U, V )
dX1
X1
+A2(U, V )
dX2
X2
, donde
A0 +A1 +A2 = 0, Ai ∈ C[U, V ] son homogéneos de grado n, con
U = X d˜0 , V = X d˜−a˜1 X a˜2 , d = d˜n, a = a˜n y n = gcd(d, a),
Se tiene que las únicas ramas invariantes aisladas son del tipo
(Cλ, O1) y (Cλ, O2), donde Cλ = (X d˜−a˜1 X a˜2 − λX d˜0 = 0) con
λ ∈ ΛG y ΛG = {λ ∈ C∗; (a˜A0 + d˜A2)(1, λ) = 0}.
Es decir, las únicas ramas invariantes aisladas están contenidas en una familia de curvas
que son localmente cúspides en los puntos O1 y O2. Además, como estamos en el marco
hiperbólico-complejo, podemos garantizar que esta familia tiene n elementos.
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En ambos casos b) y c) la prueba se hace mirando al final de la pre-reducción minimal de
singularidades, observando que las únicas ramas invariantes aisladas en esta etapa final son
gérmenes de los transformados estrictos de las curvas `λ y Cλ que nos interesan.
Figura 5.4: Predesingularización minimal en el caso b).
...
Figura 5.5: Predesingularización minimal en el caso c).
5.3. Existencia de ramas invariantes aisladas
Damos resultados locales y globales sobre la existencia de ramas invariantes aisladas en los
contextos de tipo tórico y tipo tórico débil, exhibiendo las diferencias que surgen al considerar
la propiedad más débil o la más fuerte.
Proposición 5.2. Supongamos que (S,G) es hiperbólico-compleja de tipo tórico en un punto
p perteneciente al lugar singular adaptado Sing(G, D). Si p no es presimple de tipo esquina,
entonces existe una rama invariante aislada (Γ, p) pasando por él.
Observación 5.3. Este resultado es falso si asumimos que (S,G) es solamente de tipo tórico
débil en p: por ejemplo, cuando ep(D) = 1 y la foliación está definida localmente por el campo
de vectores radial. Sin embargo, cuando trabajamos de forma global con foliaciones de tipo
tórico débil en superficies tóricas proyectivas, sí tenemos un resultado de existencia de ramas
invariantes aisladas como aseguramos en la Proposición 5.3.
Sea G una foliación de tipo tórico débil hiperbólico-compleja en el plano proyectivo P2C.
Tomamos notaciones como en la Sección 5.2 y recordamos la existencia de los tres casos a), b)
y c) para el polígono homogéneo ∆h(G). Supongamos que ∆h(G) no es un solo punto, es decir,
que estamos en el caso b) o c), consideremos λ ∈ ΛG y denotamos:
Y = `λ, P1 = Pλ y P2 = O0, si ∆h(G) está en el caso b).
Y = Cλ, P1 = O1 y P2 = O2, si ∆h(G) está en el caso c).
Tenemos que Y ∩D = {P1, P2} y los puntos P1 y P2 no son puntos presimples de tipo esquina de
Sing(G, D). Además, los gérmenes (Y, P1) e (Y, P2) son ramas irreducibles: en el caso b) rectas
y en el caso c) cúspides de tipo (d˜, d˜− a˜) y (d˜, a˜), respectivamente. Sea
pi : ((S′, D′),G′)→ ((P2C, D),G)
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una pre-reducción de singularidades combinatoria y denotemos por Y ′ el transformado estricto
de Y por pi. Tenemos que
Y ′ ∩D′ = {p′1, p′2},
donde cada p′i ∈ pi−1(Pi) es una singularidad presimple de tipo traza para i = 1, 2. Sea ξi un
germen de campo de vectores tangente a G′ en el punto p′i y con parte lineal Lξi no nilpotente.
Denotando por r(Lξi) = {αi, 1/αi} el ratio de sus autovalores, tenemos el siguiente resultado:
Lema 5.4. Se cumple que r(Lξ1) = −r(Lξ2). En particular, se concluye que hay una singula-
ridad simple entre p′1 y p′2.
Observación 5.4. Cuando G es además de tipo tórico, tenemos que p′1 y p′2 son ambas singula-
ridades simples de tipo traza y por tanto (Y, P1) e (Y, P2) son ramas invariantes aisladas.
Proposición 5.3. Sea G una foliación hiperbólico-compleja de tipo tórico débil en una super-
ficie tórica proyectiva S y supongamos que existe un punto p ∈ Sing(G, ES) que no es presimple
de tipo esquina. Podemos garantizar entonces, que existe una rama invariante aislada (Γ, q)
pasando por algún punto q ∈ Sing(G, ES).
Cuando estamos en el caso de tipo tórico, podemos decir todavía más. Este enunciado
será clave para la prueba del resultado de existencia de superficie invariante para foliaciones
torificables en (C3, 0), que presentamos en el capítulo 6 de la memoria.
Proposición 5.4. Consideremos una foliación hiperbólico-compleja de tipo tórico G en una
superficie tórica proyectiva S y una rama invariante aislada (Γ, p). Sea Y la curva algebraica
proyectiva que extiende (Γ, p). Tenemos que cualquier rama (Υ, q) ⊂ (Y, q) con q ∈ Y ∩ ES es
una rama invariante aislada.
5.4. Integrales primeras racionales y curvas invariantes
En esta sección probamos la siguiente propiedad para las foliaciones hiperbólico-complejas
de tipo tórico definidas en superficies tóricas proyectivas:
“O bien hay una cantidad finita de curvas globales invariantes diferentes del divisor,
todas ellas extendiendo ramas invariantes aisladas; o bien hay una integral primera
racional, pero no hay cabida para las ramas invariantes aisladas”.
Una rama invariante (Γ, p) de una superficie foliada (S,G) se dice propia para (S,G) cuando
cumple que p ∈ D y además (Γ, p) 6⊂ (D, p). Esta propiedad es estable por explosiones e
implosiones combinatorias. Cuando (S,G) es de tipo tórico débil, todas las ramas invariantes
aisladas son propias, puesto que cualquier singularidad está en el divisor.
Teorema 5.2. Tenemos la siguiente dicotomía para una foliación de tipo tórico G en una
superficie tórica proyectiva S:
I) Existe una integral primera racional y no hay ramas invariantes aisladas.
II) No existe integral primera racional y toda rama invariante propia que se extiende a una
curva algebraica proyectiva es una rama invariante aislada.
De nuevo, es suficiente hacer la prueba para el caso S = P2C. En efecto, tener integral primera
racional, ser un curva algebraica proyectiva, ser invariante, propia y aislada, son todo propieda-
des con un buen comportamiento bajo explosiones e implosiones combinatorias. Distinguimos
entre los casos a), b) y c) para el polígono homogéneo ∆h(G) y tomamos la notaciones como
en la Sección 5.2.
a) Sabemos que no hay ramas invariantes aisladas para G. Tenemos dos opciones:
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Los puntos O0, O1, O2 son todos esquinas simples. En este caso, las componentes del
divisor Xi = 0 son las únicas curvas globales invariantes y tenemos la situación II).
Uno de los Oi es un punto presimple pero no simples, digamos que O0. Tenemos que:
λ0 = p− q, λ1 = q, λ2 = −p, p, q ∈ Z>0.
por tanto d(Xp−q0 X
q
1X
−p
2 ) es una integral primera racional y se da la situación I).
b) En este caso, sabemos que hay ramas invariantes aisladas, es más, en vista de la Obser-
vación 5.4, tenemos que (`λ, O0) y (`λ, Pλ) son ambas ramas invariantes aisladas para
cualquier λ ∈ ΛG ; además, no hay más que éstas. Debemos ver por tanto que se da la
situación II), esto es que cualquier curva global invariante es o bien una componente del
divisor o bien una de las rectas `λ. Por reducción al absurdo suponemos que existe una
curva global Y diferente de éstas y encontramos al final de la reducción de singularidades
un punto simple por el que pasan dos ramas que no están contenidas en el divisor, lo cual
nos proporciona la contradicción deseada.
c) En este caso, de nuevo sabemos que hay ramas invariantes aisladas y cuales son y por tanto
queremos ver que la situación II) se da, probando que cualquier curva global invariante
es o bien una componente del divisor o bien una de las curvas Cλ con λ ∈ ΛG .
Escribamos CGλ = Cλ y consideremos la aplicación racional
ϕ : P2C \ [0, 0, 1]→ P2C,
dada en coordenadas por
Y0 = X d˜0 , Y1 = X d˜−a˜1 X a˜2 , Y2 = X d˜2
Esta aplicación es compatible con la acción del toro y nos permite reducirnos al Caso b).
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Capítulo 6
Existencia de superficie
invariante para foliaciones
torificables
El resultado principal de este capítulo asegura que, en el contexto hiperbólico-complejo,
toda foliación de tipo tórico en (C3, 0) tiene superficie invariante. Las foliaciones en esta familia
pueden ser dicríticas o no y de hecho la dificultad se concentra cuando aparecen componentes
dicríticas compactas del divisor excepcional tras una reducción de singularidades combinatoria.
Vemos que estas componentes están dotadas de forma natural de una estructura de superficie
tórica proyectiva y, de esta manera, usamos los resultados de prolongación global del Capítulo
5 para finalmente obtener superficies invariantes.
Los resultados que se exponen aquí están íntegramente contenidos en la pre-publicación
[31] que se incorpora como anexo. De nuevo, expondremos las definiciones, enunciaremos los
resultados y daremos el hilo conductor de sus pruebas, dejando los detalles de éstas para ser
consultado en el Anexo III.
6.1. Superficies invariantes y separatrices parciales exten-
didas
Las separatrices parciales se han introducido en el artículo [15] en vista de formalizar los
argumentos para la construcción de superficies invariantes de foliaciones no dicríticas en dimen-
sión ambiente tres dados en el artículo [11]. Extendemos el concepto al caso dicrítico y damos
propiedades que aseguran la existencia de superficies invariantes que se apoyan en ellas.
La propiedad de prolongación. Consideramos una superficie foliada (S,G) con S = (S,D).
En dimensión dos solamente hacemos explosiones centradas en puntos y por tanto todas son
admisibles automáticamente. A partir de ahora, y con intención de simplificar la exposición,
cada vez que digamos “una curva Y en S” haremos referencia a “una curva analítica cerrada
irreducible Y en S”.
Definición 6.1. Una superficie foliada (S,G) tiene la propiedad de prolongación para ramas
aisladas si para cada rama invariante aislada (Γ, p), las siguientes condiciones se siguen:
1. Hay una curva Y ⊂ S extendiendo (Γ, p), esto es, tal que (Γ, p) ⊂ (Y, p). (Nótese que Y
es única).
2. Si Y ⊂ S es la curva que extiende (Γ, p) y q ∈ Y ∩D, cada rama (Υ, q) ⊂ (Y, q) es aislada.
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Observación 6.1. La segunda condición implica que Y ∩D ⊂ Sing(G, D).
Lema 6.1. Una superficie foliada desingularizada (S,G) tiene la propiedad de prolongación
para ramas aisladas si y solamente si para cada singularidad de tipo traza p ∈ Sing(G), las
siguientes condiciones se dan para la única rama invariante (Γ, p) 6⊂ (D, p) que pasa por ella:
1. Hay una curva Y ⊂ S que extiende (Γ, p).
2. Si Y ⊂ S es la curva que extiende (Γ, p), entonces Y ∩Ddic = ∅.
El Teorema 5.1 junto con la Proposición 5.4 nos permiten concluir el siguiente enunciado:
Proposición 6.1. La propiedad de prolongación para ramas aisladas se cumple para cualquier
foliación de tipo tórico sobre una superficie ambiente tórica proyectiva no singular.
Observación 6.2. La foliación dada por el clásico ejemplo de Jouanolou
W = (X20X1 −X32 )dX0 + (X21X2 −X30 )dX1 + (X22X0 −X31 )dX2, (véase [24]),
no cumple la propiedad de prolongación para ramas aisladas. Nótese que, esta foliación de P2C
no es de tipo tórico, pues tiene siete singularidades (no simples), por tanto no se puede elegir
un divisor con cruzamientos normales tal que la desingularización sea combinatoria.
Figura 6.1: Ejemplo de Jouanolou en (C3, 0).
Separatrices parciales extendidas. Sea (M,F) un espacio foliado desingularizado en di-
mensión tres, dondeM = (M,E) y M es un germen de espacio analítico complejo alrededor de
un subconjunto analítico compacto. En vista de la Observación 1.16, el conjunto de singulari-
dades simples de tipo traza TF,E es un subespacio analítico cerrado de M , esto es, es la unión
de curvas no singulares Y ⊂ Sing(F) cumpliendo que eY (E) = eY (Einv) = 1.
Una componente conexa C de TF,E se llama separatriz parcial de (M,F). Dado un punto
q ∈ C, existe un abierto U ⊂ M que contiene q y una superficie irreducible Sq en U , tal que el
germen de Sq en cada q′ ∈ C ∩U es la única superficie invariante que pasa por q′ y es diferente
de E. Además se tiene que
Sq ∩ Einv = TF,E , localmente en U.
Cuando la separatriz parcial C no interseca al divisor dicrítico Edic, la superficie Sq se extiende
a una superficie cerrada irreducible SC ⊂ M invariante para F . De hecho, este “argumento de
Cano-Cerveau” llega más lejos y asegura que esta superficie cerrada SC ⊂ M también existe
cuando C no corta componentes dicríticas compactas del divisor E. Como consecuencia, y como
se hará notar más adelante, la dificultad del problema se concentra en el caso en que aparecen
componentes dicríticas compactas.
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Figura 6.2: Componente dicrítica
compacta en la cual no se cierra SC .
Estamos interesados en conectar separatrices parciales de (M,F) a través de curvas inva-
riantes contenidas en las componentes dicríticas de E. Para ello, consideremos el conjunto
Σ =

a) Z curva
Z ⊂ Edic b) eZ(E) = 1
tales que c) invariantes para F
d) Z ∩ Sing(F) 6= ∅

Obsérvese que Σ es un conjunto finito; en efecto, hay sólo una cantidad finita de componentes
dicríticas Ek ⊂ Edic. Además Sing(F) ∩ Ek es finito y por cada punto p ∈ Sing(F) ∩ Ek hay
como mucho una rama invariante contenida en Ek que no lo está en Einv. Denotemos UF,E el
subespacio analítico cerrado de M dado por
UF,E = TF,E ∪ (∪Z∈ΣZ).
Nótese que cada q ∈ UF,E es un punto simple de tipo traza y en particular eq(E) ≤ 2.
Definición 6.2. Una separatriz parcial extendida es una componente conexa de UF,E .
El siguiente resultado se sigue de la estructura del lugar singular descrita en la Sección 1.7:
Lema 6.2. Consideremos una separatriz parcial extendida E ⊂ UF,E . Para cada punto q ∈ E ,
existe un entorno abierto Uq ⊂M de q y una superficie irreducible Sq definida en Uq, tal que
E ∩ Uq ⊂ Sq.
Además, el germen de Sq en cada punto q′ ∈ E ∩ Uq es la única superficie invariante pasando
por q′ que no está contenida en E.
Definición 6.3. Una separatriz parcial extendida E ⊂ UF,E es completa cuando
(Sq, q) ∩ E = (E , q), para cada q ∈ E ,
donde Sq es el único germen de superficie invariante para F pasando por q no contenido en E.
Corolario 6.1. Si E ⊂ UF,E es una separatriz parcial extendida completa, existe una única
superficie cerrada irreducible SE ⊂M invariante para F , tal que SE ∩ E = E .
Dado que (M,F) es un espacio foliado desingularizado, la restricción (M,F)|Ek a una
componente dicrítica Ek de E también está desingularizada y además tenemos que
(E|Ek)inv = Einv|Ek y (E|Ek)dic = Edic|Ek .
Concluimos esta parte con el siguiente resultado:
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Proposición 6.2. Sea (M,F) un espacio foliado desingularizado y supongamos que la super-
ficie foliada (M,F)|Ek tiene la propiedad de prolongación para ramas aisladas en cada compo-
nente dicrítica Ek de E. Entonces tenemos que toda separatriz parcial extendida de (M,F) es
completa.
Figura 6.3: Propiedad de prolongación
a lo largo de una componente dicrítica.
Superficies invariantes para foliaciones torificables. El resultado central en este capítulo
es el que sigue:
Teorema 6.1. Toda foliación torificable hiperbólico-compleja en (C3, 0) tiene por lo menos
una superficie invariante.
Consideremos un germen de foliación hiperbólico-compleja F0 y un divisor con cruzamientos
normales E0 en (C3, 0) y denotemos
M0 = ((C3, 0), E0)
Supongamos que (M0,F0) es un espacio foliado de tipo tórico y fijemos una reducción de
singularidades combinatoria
σ : (M,F)→ (M0,F0).
Tenemos las siguientes afirmaciones:
Proposición 6.3. Si Einv = ∅, entonces existe una superficie cerrada S deM que es invariante
para F y cumple que S 6⊂ E.
Proposición 6.4. Si Einv 6= ∅ y E0 = E0dic, existe una separatriz parcial extendida de (M,F).
Proposición 6.5. Toda separatriz parcial extendida de (M,F) es completa.
Veamos como se deduce el Teorema 6.1 de estos enunciados:
Si E0inv 6= ∅, existe una superficie invariante para F0 contenida en E0 y hemos terminado.
Asumamos por tanto que E0 = E0dic.
• Si Einv = ∅, la Proposición 6.3 asegura la existencia de una superficie cerrada S ⊂M
invariante para F , con S 6⊂ E.
• Si Einv 6= ∅, existe una separatriz parcial extendida E en vista de la Proposición 6.4,
que es completa por la Proposición 6.5; como consecuencia del Corolario 6.1, existe
una superficie cerrada S = SE ⊂M invariante para F , con S 6⊂ E.
En ambos casos, gracias al Teorema de la imagen directa de Grauert, obtenemos una
superficie S0 = σ(S) de (C3, 0) invariante para F0, con S0 6⊂ E0.
Las Proposiciones 6.3 y 6.4 se prueban en la Sección 6.2 y la Proposición 6.5 en la Sección
6.3.
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6.2. Búsqueda de singularidades traza.
El objetivo de esta sección es probar las Proposiciones 6.3 y 6.4. Recordemos que tenemos
el espacio foliado (M0,F0) hiperbólico-complejo y de tipo tórico, donde
M0 = ((C3, 0), E0), E0 = E0dic.
Además, tenemos fijada una reducción de singularidades σ : (M,F)→ (M0,F0).
Observación 6.3. Se tienen las siguientes propiedades:
1. Si Einv = ∅, entonces e0(E0) ≤ 2. En efecto, si e0(E0) = 3, siempre encontraremos,
después de reducción de singularidades, puntos p ∈M con ep(E) = 3; dado que estos son
simples, tenemos necesariamente que Einv 6= ∅.
2. Si Einv 6= ∅, entonces e0(E0) ≥ 2. En efecto, si e0(E0) ∈ {0, 1}, la reducción de singulari-
dades σ es el morfismo identidad, puesto que por definición es combinatoria. Por tanto,
se cumple que E = E0 y Einv = ∅.
Demostración de la Proposición 6.3. Distinguimos dos casos:
Cuando σ es el morfismo identidad, la foliación F0 es regular y tiene cruzamientos nor-
males con E0. Por el Teorema de Frobenius, existe un único germen de superficie S0 en
(C3, 0) invariante para F0, con S0 6⊂ E0.
Cuando σ no es la identidad, tenemos que e0(E0) = 2 y es una composición de explo-
siones con centros de dimensión uno. Escribamos K = σ−1(0). Cada punto p ∈ K es no
singular y por tanto existe un único germen de superficie invariante para (Sp, p) 6⊂ (E, p).
Distinguimos dos situaciones:
- Si K no es subespacio analítico cerrado invariante para F , existe un punto regular
p ∈ K tal que Sp ∩K = {p}. Por tanto S = (Sp, p) define una superficie cerrada en
M , ya que M es un germen alrededor de K.
- Si K es invariante para F , tenemos que (K, p) ⊂ (Sp, p) para cada p ∈ K, como
consecuencia, el germen de superficie (Sp, p) se extiende a una superficie cerrada S
definida en M e invariante para F , con K ⊂ S. 
Demostración de la Proposición 6.4. Es suficiente probar que el conjunto de singularidades de
tipo traza TF,E es no vacío. En efecto, en este caso encontramos por lo menos una separatriz
parcial para (M,F) que está contenida de manera natural en una separatriz parcial extendida.
Dividimos la prueba en dos etapas:
1. Sea Γ0 = E01 ∩ E02 , donde E01 y E02 son dos componentes irreducibles de E0 y asumamos
que Γ0 ha sido usada como centro de explosión en σ y que por tanto
D = σ−1(Γ \ {0})
es un divisor con cruzamientos normales. Si Dinv 6= ∅, entonces TF,E 6= ∅.
2. Si e0(E0) = 3, entonces TF,E 6= ∅.
Obsérvese que la primera etapa proporciona una prueba completa cuando e0(E0) = 2, ya que
en este caso se tiene que E = D ∪ E1 ∪ E2, donde Ei es el transformado estricto de E0i por σ,
para i = 1, 2.
En ambas etapas la clave de la demostración es el uso del “teorema de Camacho-Sad refi-
nado” en [37]. 
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6.3. Prolongación de ramas aisladas en foliaciones de tipo
tórico
En esta sección demostramos la Proposición 6.5 que, en vista de la Proposición 6.2, es
consecuencia del siguiente enunciado:
Proposición 6.6. Para cada componente dicrítica Ek de E, la superficie foliada (M,F)|Ek
tiene la propiedad de prolongación para ramas aisladas.
Cuando Ek es una componente dicrítica no compacta de E, la superficie foliada (M,F)|Ek
tiene, de manera automática, la propiedad de prolongación para ramas aisladas. En otro caso,
en vista de la Proposición 6.1, la prueba se sigue de la siguiente afirmación:
Lema 6.3. Toda componente compacta Ek de E tiene estructura de superficie tórica proyectiva,
donde E|Ek es el divisor dado de manera natural por la acción del toro. Esto es (Ek, E|Ek) es
una superficie tórica proyectiva ambiente.
Figura 6.4: Divisores compactos obtenidos por explosiones combinatorias.
Una componente irreducible Ek de E es compacta si y solamente si σ(Ek) = {0}. Dado que
estamos en la situación combinatoria, tenemos permiso de explotar el origen solo si e0(E0) = 3.
Por tanto, asumiremos que E0 consta de tres componentes irreducibles. Fijamos un sistema
local de coordenadas (x1, x2, x3) en el origen de C3 cumpliendo que E0 = (x1x2x3 = 0), que
nos permite dar una inmersión de (C3, 0) en P3C como sigue:
(a1, a2, a3) ∈ C3 7→ [1, a1, a2, a3] ∈ P3C.
DenotamosH la unión de los planos coordenados de P3C que, como sabemos, define un divisor con
cruzamientos normales de forma natural. Tenemos que la sucesión de explosiones combinatoria
σ :M→M0 se levanta a una sucesión de explosiones combinatoria
σ˜ : (P˜3C, H˜)→ (P3C, H)
y cada componente compacta irreducible Ek de E es también una componente irreducible de H˜.
Además, se cumple que E|Ek = H˜|Ek y por tanto (Ek, E|Ek) es una superficie tórica ambiente.
De esta manera, se concluye la prueba del Teorema 6.1.
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Conclusiones y proyectos
Los problemas o líneas de trabajo que se presentan en este capítulo, son una continuación
natural del trabajo realizado durante el periodo doctoral y contemplado en esta memoria. Esto
es, se propone seguir con el estudio de los campos de vectores y las foliaciones de codimensión
uno a través de propiedades combinatorias en su resolución de singularidades.
Distribución de hipersuperficies invariantes y hojas. Siguiendo a R. Thom, la existencia
de hipersuperficies invariantes para una foliación de codimensión uno es muy útil para entender
la dinámica de las hojas. Además, cuando el espacio de hojas está separado de forma natural en
regiones, sería deseable tener por lo menos una hipersuperficie invariante en cada una de ellas.
En el caso bidimensional, podemos detectar regiones en el espacio de hojas separadas por
componentes dicríticas y esquinas nodales, una vez que hemos realizado una reducción de sin-
gularidades adecuada. Recordemos que una singularidad nodal es un germen de foliación dado
por d(y/xλ) = 0, donde λ es un número real positivo no racional; aquí, la hipersuperficie real
|y| = |x|λ proporciona una separación local del espacio de hojas. Esta propiedad ha sido seña-
lada por J.F. Mattei y D. Marín [26, 27] en su estudio de la topología del espacio de hojas. La
existencia de ramas invariantes en cada una de las regiones obtenidas de esta manera ha sido
probada por L. Ortiz-Bobadilla, E. Rosales y S. Voronin en [37]. Este resultado se interpreta
como una “versión refinada del Teorema de Camacho-Sad”.
En dimensión superior y en el caso hiperbólico-complejo no dicrítico, hay un manuscrito de
F. Cano, J.F. Mattei y M. Ravara-Vago, donde detectan las regiones naturales en el espacio de
hojas como el complementario en el divisor excepcional de los “bloques nodales”, donde estos
son los equivalentes en dimensión superior a las esquinas nodales. Además, ellos prueban la
existencia de hipersuperficie invariante en cada una de esas regiones.
En dimensión tres hay ejemplos de foliaciones sin superficie invariante; esto se debe a la
presencia de componentes dicríticas tras la reducción de singularidades. Sin embargo ,en el caso
hiperbólico-complejo de tipo tórico, ya sabemos que sí existen superficies invariantes. Como
hemos visto, este resultado se ha obtenido gracias a la particular estructura de la foliación
restringida a las componentes dicríticas. Podemos esperar que el comportamiento combinatorio
en estas componentes nos permita construir “separadores naturales” del espacio de hojas. Una
vez que hayamos alcanzado este objetivo, proponemos investigar la existencia de superficies
invariantes soportadas por cada una de las regiones determinadas por estos separadores.
Reducción de singularidades y superficies invariantes. En un artículo clásico de C.
Camacho, A. Lins-Neto y P. Sad (véase [8]), ellos prueban que un germen de foliación en
dimensión dos sin sillas-nodo tiene la misma reducción de singularidades que su conjunto de
ramas invariantes. Esto funciona incluso en el caso dicrítico, pero es más claro y preciso en
la situación no dicrítica, donde ellos prueban que la multiplicidad algebraica de la foliación
(más uno) y el número de Milnor son los mismos que para la unión de sus ramas invariantes.
La coincidencia de la reducción de singularidades es un poco más general, como muestran
J. F. Mattei y E. Salem en [28] en su estudio de foliaciones de “segunda especie”. Algunas
veces el término “curva generalizada” se usa para hacer referencia a gérmenes de foliaciones
bidimensionales sin sillas-nodo.
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Debido al ejemplo de Jouanolou, en dimensión superior no tiene sentido preguntarse si
una foliación de codimensión uno se desingulariza siguiendo la reducción de singularidades de
sus hipersuperficies invariantes, incluso si estamos en el caso hiperbólico-complejo. Cuando
la foliación es no dicrítica y sin sillas nodo, se sabe que toda reducción de singularidades de
las hipersuperficies invariantes induce automáticamente una reducción de singularidades de la
foliación (véase [20]). Esto justifica la terminología “curva generalizada” para denotar foliaciones
no dicríticas hiperbólico-complejas.
Nuestro trabajo acerca de las foliaciones de tipo tórico, nos hace sospechar que hay dos tipos
de situaciones: foliaciones con una cantidad infinita de superficies invariantes o aquellas que solo
tienen una cantidad finita y todas ellas determinadas por las “separatrices parciales extendidas”.
Las primeras recuerdan el caso de foliaciones dicríticas en dimensión dos; por ejemplo, la folia-
ción “libro abierto”. La segunda situación podría también ser relativa a foliaciones dicríticas,
pero pensamos que aún así, en este caso las superficies invariantes estructuran la foliación, en
el sentido de que su desingularización implicaría una desingularización de la foliación como en
el caso de hipersuperficies generalizadas. En esta dirección, pensamos que se pueden esclarecer
estos hechos.
Foliaciones de tipo tórico en variedades proyectivas tóricas. En el capítulo 5, proba-
mos la “prolongación global para ramas invariantes aisladas” para foliaciones de tipo tórico en
superficies tóricas proyectivas. Recordemos que una rama invariante de una foliación en una
superficie se dice aislada si todos sus puntos infinitamente próximos son singularidades (en el
sentido adaptado) de la foliación transformada; esto es, bajo cualquier reducción de singulari-
dades de la foliación, el transformado estricto de la rama corta un componente invariante del
divisor.
La generalización a dimensión tres de la idea de rama invariante aislada, valida para folia-
ciones de tipo tórico, puede ser un germen de superficie soportado por una separatriz parcial
extendida. En el contexto de tipo tórico, la "propiedad de prolongación global para ramas inva-
riantes aisladas” en dimensión dos, se podría generalizar a dimensión superior con la siguiente
afirmación:
“Toda separatriz parcial extendida soporta una superficie global invariante.”
Nos gustaría probar esto para foliaciones de tipo tórico en la variedad tórica P3C, dotada con el
divisor con cruzamientos normales dado por los cuatro plano coordenados, así como en espacios
ambiente obtenidos desde ésta por una sucesión combinatoria (equivariante) de explosiones. En
una segunda etapa, también para variedades tóricas proyectivas tales que la unión de las órbitas
no densas de la acción del toro es un divisor con cruzamientos normales.
De cualquier manera, sería interesante tener una buena definición de “superficie invariante
aislada” en espacios ambiente más generales.
La pregunta de Thom para dimensión superior en el contexto tórico dicrítico.
Nos preguntamos si toda foliación de codimensión uno de tipo tórico en (Cn, 0) tiene una
hipersuperficie invariante, para n ≥ 4. Tenemos dos vías para afrontar esta pregunta:
a) Explorar la posibilidad de una extensión del argumento de Cano-Mattei en. Este argu-
mento se basa en hacer una sección tridimensional con un “agujero cohomológicamente
pequeño”, en la existencia de reducción de singularidades en dimensión tres y en el concep-
to de equidesingularización genérica. La dificultad de esta aproximación sería el uso de una
sección tridimensional adecuada que respetase las propiedades de la clase de foliaciones
de tipo tórico.
b) Para el caso n = 4, sería posible aplicar la propiedaded de extensión global de dimensión
tres a componentes dicríticas compactas de una reducción de singularidades combinatoria
(véase el párrafo anterior) del mismo modo que hemos hecho para el caso n = 3.
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Campos de vectores Newton no degenerados. Las foliaciones de dimensión uno están
dadas localmente por un campo de vectores. Escribiendo el campo de vectores de manera
logarítmica como en la Ecuación 2.4, podemos describir la clase de foliaciones Newton no
degeneradas de dimensión uno en términos de sistemas de poliedros de Newton. Del mismo modo
que para la clase de foliaciones de codimensión uno, esto debería corresponder con aquellas que
tienen reducción de singularidades combinatoria. Estos campos de vectores se pueden manejar
mejor que los más generales y nos preguntamos acerca de propiedades como la equivalencia
topológica, la distribución de las cuencas de atracción, la comparación con la parte principal
(dada por la frontera del poliedro de Newton). Varias de estas propiedades han sido exploradas
por C. Alonso, M.I.T. Camacho y F. Cano sobre los números reales, para otras clases de campos
de vectores en [1, 2].
Es interesante señalar el papel de las resonancias aritméticas en las singularidades elementa-
les. Pensamos que la propiedad de no resonancia es opuesta a la existencia de integrales primeras
racionales. Por tanto, asumiríamos esa condición en nuestro estudio. Por otro lado, hay trabajos
de S. Pinheiro y H. Reis [39] que sugieren la presencia de partes “dicríticas” cuando se tienen
suficientes integrales primeras; estas propiedades están siendo estudiadas también por J. Ribón,
F. Cano, R. Rosas, M. Ravara-Vago y otros. En este espíritu, nos gustaría también describir
completamete los campos de vectores Newton no degenerados integrables.
Valoraciones divisoriales dicríticas. Las componentes dicríticas para una foliación de codi-
mensión uno son componentes irreducibles genericamente transversales del divisor excepcional,
después de una sucesión finita de explosiones con centros invariantes. Tomando el lenguaje de
la geometría algebraica, podemos decir que las componentes dicríticas son algunas valoraciones
divisoriales del cuerpo de funciones racionales. Cuando consideramos el caso de una foliación
con una integral primera racional, podemos interpretar estas valoraciones dicríticas como el
espectro de los puntos de indeterminación.
Es una cuestión general describir propiedades de este espectro dicrítico. Desearíamos hacerlo
principalmente en el caso de foliaciones Newton no degeneradas o de tipo tórico. De manera
más precisa, nos gustaría dar una idea sobre los siguientes asuntos:
En dimensión dos el grafo dual de la reducción minimal de singularidades (hasta puntos
presimples) es una cadena. Algunos de los divisores no pueden ser dicríticos de entrada
por la forma del polígono de Newton (en el caso no degenerado). Pensamos que podemos
usar esta propiedad para describir completamente la distribución de valoraciones dicríticas
para una fracción racional en dimensión dos. Sabemos por trabajos de S.S. Abhyankar
e I. Luengo, que este conocimiento tiene su importancia en el problema de la Conjetura
Jacobiana.
En dimensión superior, nos gustaría también describir las potenciales componentes dicrí-
ticas en términos del poliedro de Newton. En particular, estamos interesados en como
podemos obtener una eliminación de indeterminaciones con propiedades minimales.
La existencia de una cantidad finita de componentes dicríticas en el contexto de tipo tórico
tiene una respuesta positiva, ya que por definición disponemos de una reducción de singulari-
dades. En dimensión superior a tres, no se conoce reducción de singularidades para foliaciones
de codimensión uno generales. De todos modo, sería posible mostrar esta propiedad de fini-
tud por argumentos indirectos que pueden utilizar situaciones combinatorias. En particular, la
aproximanción a través de la uniformización local de F. Cano y M. Fernández-Duque en [13],
usa bloques combinatorios muy cercanos a la idea de objetos de tipo tórico.
Variedades polares de foliaciones de tipo tórico y clasificación analítica. Sabemos
que el tipo de equisingularidad de la polar genérica de una curva plana proporciona información
analítica de la curva y no meramente topológica. Las curvas y variedades polares (o jacobia-
nas) están definidas de manera naturales como el lugar de tangencia de un par de foliaciones.
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Tomando estas ideas, es posible controlar en ciertos casos el clásico invariantes de Zariski de
curvas planas cuspidales cuando están integradas como curvas invariantes llegando a la última
componente dicrítica de una foliación de tipo tórico (este problema está siendo desarrollado
ahora mismo por O. Gómez). Por otro lado, los trabajos de N. Corral dan un teorema de
descomposición clásico para la curva polar genérica de una foliación sin sillas-nodo.
En esta dirección, pretendemos en primer lugar describir completamente la curva polar
genérica de foliaciones de tipo tórico bidimensionales y en segundo lugar explicar como se
distibuyen las variedades polares en dimensión superior.
Alternativa local de Brunella en el contexto Newton no degenerado. M. Brunella
preguntó si para una foliación de codimensión uno en P3C, una de las siguientes propiedades
tenía lugar:
a) Hay una superficie invariante global.
b) Hay una foliación uno-dimensional por curvas algebraicas en P3C que es tangente a la de
codimensión uno dada.
Ésta es la así llamada “alternativa de Brunella”, que se conoce en algunos casos (véase [17]).
Desde el punto de vista local, una versión de esta pregunta es la siguiente: “Dado un germen
de foliación de codimensión uno en (C3, 0) sin superficie invariante, cada hoja contiene una
rama analítica en el origen”. La alternativa local de Brunella se satisface para la calse de
foliaciones hiperbólico-complejas relativamente aisladas (RICH), como se muestra en [16], pero
es un problema abierto para el caso general dicrítico.
En esta dirección se puede tratar con la alternativa local de Brunella para la clase de
foliaciones hiperbólico-complejas Newton no degeneradas. La diferencia entres se de tipo tórico
y ser Newton no degenerado es relativamente pequeña y se concentra en la diferencia entre
singularidades presimples y simples de una foliación, esto es, es una cuestión de resonancias
aritméticas. Ya conocemos la existencia de superficie invariante para el caso de tipo tórico,
lo que proporciona una respuesta positiva trivial a la alternativa para este caso. En cambio,
esto no se extiende necesariamente a la situación Newton no degenerada. Esperamos que las
propiedades combinatorias de las foliaciones Newton no degeneradas nos permites seguir las
lineas en la prueba de los casos RICH. De manera más precisa, queremos probar que cada
“bloque separador nodal” interseca por lo menos una componente dicrítica compacta de la
reducción de singularidades.
Preparación de Hironaka para sistemas de poliedros de foliaciones. El problema
de reducción de singularidades para foliaciones de codimensión uno está resuelto en dimensión
ambiente menor o iguales que tres (véase [10, 40]). En dimensión ambiente superior la existencia
de desingularización solo se conoce para el caso hiperbólico-complejo no dicrítico, eso es para
las “hipersuperficies generalizadas”, como hemos mencionado anteriormente. Incluso el caso
hiperbólico-complejo dicrítico está ampliamente abierto, así como la situación más general.
El objetivo en esta dirección de investigación es el desarrollo de herramientas útiles en el
estudio del problema de reducción de singularidades para el foliaciones de codimensión uno
generales.
El alto impacto del poliedro característico de Hironaka y las variedades de contacto ma-
ximal en algunas de las pruebas de reducción de singularidades de variedades sobre cuerpos
base de característica cero, es la razón por la que pensamos que es posible contribuir a este
problema. En efecto, el algoritmo usual intenta concentrar un “comportamiento combinatorio
máximo” por una elección adecuada de coordenadas. Como consecuencia, una primera etapa
sería desarrollar un procedimiento de preparación general con el fin de obtener coordenadas
que nos proporcionen el “mejor sistema de poliedros”. Después de desingularizar este sistema
de poliedros, obtenemos un objeto “combinatoriamente regularr”. Ahora, debemos considerar
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un nuevo sistema de coordenadas y volver a comenzar el procedimiento. Esto sugiere una forma
global de tomar en cuenta paquetes de Puiseux como en los problemas de uniformización local.
La teoría del contacto maximal proporciona una hipersuperficie de contacto maximal donde
las singularidades malas se sitúan, y esta propiedad es estable bajo explosiones sucesivas. Para
las foliaciones de codimensión uno no hay una teoría de contacto maximal con ese buen compor-
tamiento. En primer lugar, no está claro qué es el análogo a la función de Hilbert-Samuel. En
segundo lugar, cuando consideramos ciertos tipos de foliaciones, encontramos comportamientos
mixtos: por un lado hay un “contacto maximal parcial”; por otro lado, encontramos situaciones
controladas por resonancias y, en algún aspecto, por sistemas de poliedros. Estas ideas aparecen
el la prueba tridimensional dada por F. Cano en [10], pero no han sido desarrolladas para la
dimensión superior.
Foliaciones de tipo tórico con sillas-nodo. Las foliaciones de tipo tórico son, por defini-
ción, aquellas que tiene una desingularización combinatoria, sin importar para esta definición si
aparecen sillas nodo o no. Sin embargo, para obtener el “Teorema de equivalencia” del Capítulo
4 (4.1), hemos trabajado todo el tiempo en el contexot hiperbólico-complejo, es decir, bajo la
hipótesis de que no aparecen sillas-nodo. Esta hipótesis es también bastante simplificadora en
la prueba del “Teorema de Camacho-Sad refinado”.
En este aspecto, proponemos extender la mayoría de resultados obtenidos bajo la hipótesis
de ser hiperbólico-complejo, al caso más general. Por ejemplo, en dimensión dos, hay un artículo
notable de C. Camacho y R. Rosas en [6], donde ellos generalizan los resultados en [37] para el
caso en el que aparecen sillas-nodo.
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The problems or research lines that we present here are a natural continuation of the work
that I have done during my doctoral period which is presented in this document. That is, I pro-
pose to continue the study of codimension one foliations and vector fields through combinatorial
properties in their reduction of singularities.
Distribution of Invariant Hypersurfaces and Leaves. Following R. Thom, the existence
of invariant hypersurfaces for a codimension one foliation is very useful to understand the
dynamics of the leaves. Moreover, when the space of leaves is naturally separated in regions, it
would be desirable to have at least one invariant hypersurface at each one.
In the bidimensional case, we can detect regions in the space of leaves, separated by dicritical
components and nodal corners, once we have performed a suitable reduction of singularities.
We recall that a nodal singularity is a germ of foliation given by d(y/xλ) = 0, where λ is a
non-rational positive real number; here, the real hypersurface |y| = |x|λ gives a local separation
of the space of leaves. This property has been pointed out by J.F. Mattei and D. Marín [26, 27]
in their study of the topology of the space of leaves. The existence of invariant branches at each
of the regions obtained in this way, has been proved by L. Ortiz-Bobadilla, E. Rosales and S.
Voronin in [37]. This result is interpreted as a “refined version of Camacho-Sad Theorem”.
In higher dimension and in the non-dicritical complex hyperbolic case, there is a manuscript
by F. Cano, J.F. Mattei and M. Ravara-Vago where they detect the natural regions in the space
of leaves as the complementary in the exceptional divisor of the “nodal blocks”, where these
are the high-dimensional equivalent to the nodal corners. In addition, they prove the existence
of invariant hypersurface at each one of these regions.
In dimension three there are examples of foliations without invariant surface; this is due to
the presence of dicritical components after reduction of singularities. However, in the complex
hyperbolic toric type case, we already know about the existence of invariant surfaces. As we
have previously pointed out, this result has been obtained thanks to the particular structure
of the foliation restricted to the dicritical components. We can expect that the combinatorial
behavior in these components will allow us to construct “natural separators” of the space of
leaves. Once we have reached this objective, we propose to investigate the existence of invariant
surfaces supported by each of the regions determined by these separators.
Reduction of Singularities and Invariant Surfaces. In a classical paper of C. Camacho,
A. Lins-Neto and P. Sad (see [8]) they prove that a germ of foliation in dimension two without
saddle-nodes has the same reduction of singularities than its set of invariant branches. This
works even in the dicritical case, but the result is more clear and accurate in the non-dicritical
situation, where they prove that the algebraic multiplicity of the foliation (plus one) and the
Milnor number are the same ones as for the union of the invariant branches. The coincidence of
the reduction of singularities is a little bit more general, as it is shown by J. F. Mattei and E.
Salem in [28] in their study of foliations of the “second type”. Sometimes the term “generalized
curve” is used to refer to germs of bidimensional foliations without saddle-nodes.
Due to Jouanolou example, in higher dimension it does not make sense to ask if a codi-
mension one foliation is desingularized following the reduction of singularities of its invariant
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hypersurfaces, even if there are no saddle-nodes (complex hyperbolic case). When the foliation is
non-dicritical and without saddle-nodes, it is known that every reduction of singularities of the
invariant hypersurfaces automatically induces a reduction of singularities of the foliation (see
[20]). This justify the terminology “generalized hypersurface” to denote non-dicritical complex
hyperbolic foliations.
Our work about toric type foliations make us to suspect that there are two types of situa-
tions: foliations with infinitely many invariant surfaces and those having only a finite number
determined by the “extended partial separatrices”. The former ones recall closely the case of
dicritical foliations in dimension two; for instance, the “open book” foliations. The second si-
tuation may also correspond to a dicritical foliation, but we think that in this case the invariant
surfaces structure the foliation, in the sense that their desingularization will imply a desingu-
larization of the foliation as in the case of generalized hypersurfaces. In this research line, we
want to enlighten these facts.
Toric Type Foliations on Projective Toric Varieties. In our second manuscript, we
prove the “global prolongation property for isolated invariant branches” for toric type foliations
on projective toric surfaces. Let us recall that an invariant branch of a foliation on a surface
is called isolated if all its infinitely near points are singularities (in an adapted sense) of the
transformed foliation; that is, under any reduction of singularities of the foliation, the strict
transform of the branch meets an invariant component.
The generalization to dimension three of the idea of isolated invariant branch, valid for toric
type foliations, may be a germ surface supported by an extended partial separatrix. In the toric
type context the two dimensional “global prolongation property for isolated invariant branches”
could be generalized to dimension three by the following statement:
“Every extended partial separatrix supports a global invariant surface.”
We would like to prove it for toric type foliations on the toric variety P3C, endowed with the
divisor given by the four coordinate planes, as well as on ambient spaces obtained by combina-
torial (equivariant) blowing-ups of this one. In a second step, also for projective toric varieties
such that the union of non-dense orbits of the torus action is a normal crossings divisor.
Anyway, it would be interesting to have a good definition of “isolated invariant surface” in
more general ambient spaces.
Thom’s Question in Higher Dimension in the Dicritical Toric Context. We wonder
if every toric type codimension one foliation on (Cn, 0) has an invariant hypersurface, for n ≥ 4.
We have two ways to face this question:
a) To explore the possibility of an extension of Cano-Mattei argument in [14]. This argument
is based in doing a three-dimensional section with a “cohomologically small hole”, in the
existence of three-dimensional reduction of singularities and in the concept of generic
equidesingularization. The difficulty of this approach will be the use of a suitable three-
dimensional section, respecting the toric type properties.
b) For the case n = 4, it will be possible to apply the global extension property of the
dimension three to the compact dicritical components of a combinatorial reduction of
singularities (see the previous problem) in the same way that we have done for the case
of dimension three.
Newton Non-degenerate Vector Fields. The one-dimensional foliations are locally given
by a vector field. Writing the vector field in a logarithmic way, we can describe the class of
Newton non-degenerate one-dimensional foliations in terms of the Newton polyhedra system.
In the same way as for the case of codimension one foliations, this class should correspond to
foliations having a combinatorial reduction of singularities. These vector fields can be managed
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better than the general ones and we can ask about properties as the topological equivalence, the
distribution of the attraction basins, the comparison with the main part (given by the frontier
of the Newton polyhedron). Several of these properties have been explored by C. Alonso, M.I.T.
Camacho and F. Cano over the real numbers for other classes of vector fields in [1, 2].
It is interesting to point out the role of the arithmetic resonances in elementary singularities.
We think that the non-resonance property is opposite to the existence of local rational first
integrals. So, we will take this assumption in our study. On the other hand, there are works
by S. Pinheiro and H. Reis [39] that suggest the presence of “dicritical” parts when we have
enough first integrals; these properties are being also studied by J. Ribon, F. Cano, R. Rosas, M.
Ravara-Vago and others. In this spirit, we would like to describe completely integrable Newton
non-degenerate vector fields.
Dicritical Divisorial Valuations. The dicritical components for a codimension one folia-
tion are generically transversal irreducible components of the exceptional divisor after a finite
sequence of blowing-ups with invariant centers. Taking the language of Algebraic Geometry,
we can say that the dicritical components are some divisorial valuations of the field of rational
functions. When we consider the case of a foliation with a rational first integral, we can interpret
these dicritical valuations as the spectrum of indeterminacy points.
It is a general question to describe properties of this dicritical spectrum. We wish to do it
mainly in the case of toric type and/or Newton non-degenerate foliations. More precisely, we
would like to give an idea about the following questions:
In dimension two the dual graph of the minimal reduction of singularities (to presimple
points) is a chain. Some of the divisors can not be dicritical in view of the Newton polygon.
We think that we can use this property in order to completely describe the distribution
of the dicritical valuations for a rational fraction in dimension two. We know by works of
S.S. Abhyankar and I. Luengo that this knowledge is of importance in the problem of the
Jacobian Conjecture.
In higher dimension we would also like to describe the potential dicritical components in
terms of the Newton polyhedron. In particular, we are interested into describe how we
can obtain an elimination of indeterminacies with minimal properties.
The question about the existence of only finitely many dicritical components has a positive
answer in the toric type foliations since, by definition, we dispose of a reduction of singularities.
In dimension greater than three, no reduction of singularities is known for general codimension
one foliations. Anyway, it should be possible to show the finiteness property by indirect argu-
ments that could use combinatorial situations. In particular, the local uniformization approach
of F. Cano and M. Fernández-Duque in [13] uses combinatorial blocks very close to the idea of
toric type objects.
Polar Varieties of Toric Type Foliations and Analytic Classification Problems. We
know that the equisingularity type of the generic polar of a plane curve is an analytic cha-
racteristic of the curve and not merely a topological feature. Polar curves and varieties are
naturally defined as the tangency locus of a pair of foliations. Taking these ideas, it is possible
to control in certain cases the classical Zariski’s invariant of cuspidal plane curves when they
are integrated as invariant curves arriving to the last dicritical component of a foliation of toric
type (this problem is now being developed by O. Gómez). On the other hand, the works of N.
Corral give a classical decomposition theorem for the generic polar curve of a foliation without
saddle-nodes.
In this line, we intend firstly to completely describe the generic polar curves of two-dimensional
toric type foliations, and secondly to explain how are distributed the polar varieties in higher
dimension.
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Local Brunella’s Alternative in the Newton Non-degenerate Context. M. Brunella
asked if given a codimension one foliation on P3C, one of the following properties was held:
a) There is a global invariant surface.
b) There is a line foliation on P3C by algebraic curves that is tangent to the given one.
This is the so-called “Brunella’s alternative”, that is known in some cases (see [17]). From the
local point of view, a version of this question is the following: “Given a germ of codimension
one foliation on (C3, 0) without invariant surface, each leaf contains an analytic branch at
the origin”. Local Brunella’s alternative holds for the class of Relatively Isolated Complex
Hyperbolic (RICH) foliations as it is shown in [16], but it is an unsolved problem in the general
dicritical case.
Our objective in this line of work is to deal with local Brunella’s alternative for the class of
Newton non-degenerate complex hyperbolic foliations. The difference between toric type and
Newton non-degenerate is relatively small and concentrates on the difference between presimple
and simple singularities of a foliation, that is, a question of arithmetic resonances. We already
know the existence of invariant surface for the toric type case, which provides a positive trivial
answer for this case, but does not necessarily extend to the non-degenerate Newton situation.
We hope that the combinatorial properties of Newton non-degenerate foliations will allow us
to follow the lines in the proof of RICH cases. More precisely, we want to prove that each
“nodal separating block” intersects at least one compact dicritical component of the reduction
of singularities.
Hironaka’s Preparation for Polyhedra Systems of Foliations. The problem of reduc-
tion of singularities for codimension one foliations is solved in ambient dimension lower or equal
than three (see [10, 40]). In higher ambient dimension the existence of desingularization is known
for non-dicritical complex hyperbolic foliations, these are the “generalized hypersurfaces” that
we have mentioned before. Even in the case of complex hyperbolic but dicritical foliations the
problem is wide open, as well as in the general case.
The objective in this line of research is the development of useful tools in the study of the
problem of reduction of singularities for general codimension one foliations. If we are slightly
optimistic, we of course intend to solve it.
The high impact of the characteristic Hironaka polyhedron and the maximal contact varie-
ties, in some of the proofs for the reduction of singularities of varieties over characteristic zero
fields, is the reason why we think that it is possible to give a contribution to this problem.
Indeed, the usual algorithms try to concentrate a “maximum combinatorial behaviour” by a
suitable choice of coordinates. Hence, a first step is to develop a general preparation procedure
in order to obtain coordinates giving to us the “best polyhedra system”. After desingularizing
this polyhedra system, we obtain a “combinatorially regular” object. Now, we should consider
new coordinate systems and restart the procedure. This suggest a global way of taking account
Puiseux’s packages as in the local uniformization problems.
Maximal contact theory provides a maximal contact hypersurface, where the bad singulari-
ties are placed and this property is stable under further blowing-ups. In the case of codimension
one foliations, there is not a theory of maximal contact with such a good behaviour. First of
all, it is not clear what is the analogue of the Hilbert-Samuel function. Secondly, when we con-
sider certain types of foliations, we find a mixed behaviour: on the one hand there is a “partial
maximal contact”; on the other hand, we find situations controlled by resonances and, in some
sense, by polyhedra systems. These ideas appear in the three-dimensional proof due to F. Cano
in [10], but they have not been developed for higher dimension.
Toric Type foliations with saddle-nodes. Toric type foliations are, by definition, those
having a combinatorial desingularization, it does not matter if they appear or not saddle-nodes.
However, in order to obtain the “equivalence result” with Newton non-degenerate foliations,
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we have worked all the time in the complex hyperbolic context, that is, under the assumption
that there are not saddle-nodes. This hypothesis is also quite simplifier in the statement of the
“Refined Camacho-Sad’s Theorem”.
In this line of research, we propose to extend most of the results obtained under the complex
hyperbolicity assumption, to the general case. For instance, in dimension two, there is a notable
paper of C. Camacho and R. Rosas in [6], where they generalize the results in [37] in the case
where saddle-nodes appear.
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Abstract
We describe combinatorial aspects of classical resolution of singularities that are free of
characteristic and can be applied to singular foliations and vector fields as well as to functions
and varieties. In particular, we give a combinatorial version of Hironaka’s maximal contact
theory in terms of characteristic polyhedra systems and we show the global existence of
maximal contact in this context.
Keywords Polyhedra systems · Maximal contact · Reduction of singularities
Mathematics Subject Classification 14E15 · 14B05 · 32S65 · 32S45
1 Introduction
We present here a combinatorial formulation for the procedure of reduction of singularities
in terms of polyhedra systems. This combinatorial structure is free of restrictions on the char-
acteristic and provides a combinatorial support for the reduction of singularities of varieties,
foliations, vector fields and differential forms, among other possible objects.
Hironaka’s characteristic polyhedra represent the combinatorial steps in almost any pro-
cedure of reduction of singularities. This is implicit in the formulation of the polyhedra game
[12], solved by Spivakovsky [20], and in many other papers about characteristic polyhedra
[5,6,19–21].
The combinatorial features concerning the problems of reduction of singularities are
reflected in polyhedra systems without loosing the global aspects. In particular, we need
to project the problem over a “Maximal Contact Support Fabric”, that plays the role of a
maximal contact variety [1]. The proof of global existence of combinatorial maximal contact
is also a problem of the same nature as the reduction of singularities. We present here a proof
and it is solved thanks to the induction hypothesis on the dimension.
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Let us remark that in the general problem of reduction of singularities in positive charac-
teristic, maximal contact does not necessarily exist [7–9,16]. Nevertheless, when we consider
the combinatorial structure of polyhedra systems, we find a phenomenon that keeps an anal-
ogy with the idea of maximal contact (maximal contact support fabric), that works also in
the cases when the polyhedra system has been produced from functions in zero or positive
characteristic.
The polyhedra systems have evident links with toric varieties and they also provide a
combinatorial global support for the so-called Newton non-degenerate varieties [17]. In
a forthcoming paper we plan to develop these last two aspects also for codimension one
singular foliations.
2 Support fabrics for polyhedra systems
The support fabrics play the role of ambient spaces for supporting polyhedra systems. They
express the stratified structure of the space.
Let I be a non-empty finite set and denote by P(I ) the set of subsets of I . We consider
the Zariski topology on P(I ) whose closed sets are the sets K ⊂ P(I ) having the property:
If J1 ∈ K and J2 ⊃ J1 ⇒ J2 ∈ K.
A subset H ⊂ P(I ) is open if and only if for every J ∈ H we have P(J ) ⊂ H. The closure
of {J } ⊂ P(I ) is the set {J } = {J ′ ⊂ I ; J ′ ⊃ J }.
A support fabric is a pair F = (I ,H) where I is a finite set and H is an open set for the
Zariski topology on P(I ). The elements of H are called strata and I is called the index set.
The dimension dim(F) is defined by dim(F) = max{#J ; J ∈ H}, where #J denotes the
number of elements of J . Note that the strata J ∈ H where the dimension is reached are
closed points in H.
The first example is the local support fabric LI associated to the index set I , defined by
LI = (I ,P(I )). We can obtain other ones as follows:
– The restriction F |U of the support fabric F to an open set U ⊂ H. It is given by
F |U = (I ,U). Note that we always have F = LI |H.
– The reduction RedK(F) of the support fabric F to a closed subset K of H, that is K is
the intersection with H of a closed set of P(I ). We consider the smallest open set HK
that contains K. That is HK = ⋃J∈K P(J ). Then, we define RedK(F) = F |HK .
– The projection FT from a non-empty stratum T ∈ H. The set
HT = {J\T ; T ⊂ J , J ∈ H}
is open in P(I T ), where I T = I\T . We define FT = (I T ,HT ). Note that
dim(FT ) < dim(F).
Given a support fabric F = (I ,H), the relevant index set IF of F is defined by
IF = ∪J∈H J . We say that two support fabrics F1 = (I1,H1) and F2 = (I2,H2) are
equivalent if there is a bijection φ : IF1 → IF2 such that H2 = {φ(J ); J ∈ H1}. In this
case we say that φ is an equivalence between F1 and F2.
Let us define the blow-up πJ (F) of F centered in a non-empty stratum J ∈ H. Take
I ′ = I ∪ {∞} where ∞ /∈ I . Define H′ = H′s ∪ H′∞ where H′s = H\{J } and
H′∞ =
⋃
K∈{J }∩H
H′K∞; where H
′K∞ = {(K\J ) ∪ A ∪ {∞}; A  J }.
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We have that H′ is open in P(I ′) and we define πJ (F) = (I ′,H′). Note that for every
K ∈ {J } ∩ H, there is a bijection H′K∞ → P(J )\{J } given by J ′ → AJ ′ , where AJ ′ is the
unique subset of J such that
J ′ = (K\J ) ∪ AJ ′ ∪ {∞}.
Remark 1 The dimension of a support fabric F is invariant by blow-ups.
Remark 2 The relevant index sets after the blow-up πJ (F) are given by
IπJ (F) =
{IF ∪ {∞}, if #J ≥ 2;
IF\{ j} ∪ {∞}, if J = { j}.
Moreover, if there is an equivalence φ between two support fabrics F1 and F2, then for every
J ∈ H1, the blow-ups πJ (F1) and πφ(J )(F2) are also equivalent.
There is a surjective map π#J : H′ → H between the strata sets of πJ (F) and F
respectively, given by π#J (H′K∞ ) = {K }, for each K ∈ {J } ∩ H and by π#J (J ′) = J ′, if
J ′ ∈ H′s = H\{J }.
Proposition 1 The map π#J : H′ → H is continuous.
Proof Remark that for every J ′ ∈ H′, we have π#J
(
P(J ′)
)
⊂ P (π#J (J ′)
)
. unionsq
Corollary 1 Given an open set U ⊂ H, we have πJ (F |U ) = πJ (F)|U ′ , where
U ′ = (π#J )−1(U).
Example 1 Consider a pair (M, E), where M is a complex analytic variety and E is a strong
normal crossings divisor of M . That is, E is the union of a finite family {Ei }i∈I of irreducible
smooth hypersurfaces Ei , where we fix an order in the index set I and the next properties
hold:
1. Given a point p ∈ M and the subset Ip = {i ∈ I ; p ∈ Ei }, there is part of a local
coordinate system in p of the form {xi }i∈Ip in such a way that Ei = (xi = 0) locally in
p for each i ∈ Ip (such coordinate systems are called adapted to E).
2. The non-singular closed analytic set E J = ⋂ j∈J E j is connected for each J ⊂ I .
The pair FM,E = (I ,H) is a support fabric, where H = {J ⊂ I ; E J = ∅}. Note that the
dimension of FM,E is not necessarily the dimension of M . Given J ∈ H, we can perform
the usual blow-up
π : (M ′, E ′) → (M, E)
centered in E J , where E ′ is the total transform of E , that is, E ′ = π−1(E). In this situation
we have πJ (F) = FM ′,E ′ .
3 Polyhedra systems
When we perform a blow-up of the ambient space, it becomes of global nature. Polyhedra
systems provide a way of giving Newton or characteristic polyhedra in a coherent way along
global ambient spaces, represented in our case by the support fabric.
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3.1 Definitions
Given a totally ordered finite set J , we recall that RJ denotes the set of maps σ : J → R.
If J1 ⊂ J2, there is a canonical projection prJ2,J1 : RJ2 → RJ1 given by σ → σ|J1 . For a
subset A ⊂ RJ≥0, we define the positive convex hull [[A]] by
[[A]] = Convex hull
(
A + RJ≥0
)
⊂ RJ≥0.
Let d ∈ Z>0 be a positive integer. We say that a subsetΔ ⊂ RJ≥0 is a characteristic polyhedron
with denominator d if there is A ⊂ (1/d)ZJ≥0 such that Δ = [[A]].
Definition 1 A polyhedra system D over a support fabric F = (I ,H) with denominator
d , is a triple D = (F; {ΔJ }J∈H, d), where each ΔJ ⊂ RJ≥0 is a characteristic polyhedron
with denominator d , in such a way that for every J1, J2 ∈ H where J1 ⊂ J2, we have
ΔJ1 = prJ2,J1(ΔJ2). When d = 1, we say that D is a Newton polyhedra system over F . If it
is necessary, we denote by FD the support fabric of D. We define the dimension of D as the
dimension of FD .
We say that two polyhedra systems D1 and D2 are equivalent if there is an equivalence φ
between F1 and F2 such that Δ2φ(J ) = Δ1J for all J ∈ H1, where D1 = (F1, {Δ1J }J∈H1 , d)
and D2 = (F2, {Δ2J }J∈H2 , d). We also say that φ is an equivalence between D1 and D2.
Given a polyhedra system D = (F, {ΔJ }J∈H, d), there is a Newton polyhedra system
N (D) associated to D, defined by
N (D) = (F; {dΔJ }J∈H, 1).
Conversely, given another positive integer number d ′, we can obtain a new polyhedra system
D/d ′ given by D/d ′ = (F; {(1/d ′)ΔJ }J∈H, dd ′). In particular, we have N (D)/d = D.
Let us see some examples of polyhedra systems:
– Given a characteristic polyhedron Δ ⊂ RI≥0 with denominator d , we define the local
polyhedra system L(Δ, d) by
L(Δ, d) = (LI ; {ΔJ }J∈P(I ), d), where ΔJ = prI J (Δ).
– The restriction D|U of D to an open set U ⊂ H is defined by
D|U = (F |U ; {ΔJ }J∈U , d).
– The reduction RedK(D) of D to a closed set K of H is RedK(D) = D|HK .
– The fitting D˜ of D is given as follows. For a subset A ⊂ RI≥0, we consider the fitting
vector wA ∈ RI≥0 defined by wA( j) = min{σ( j); σ ∈ A} for each j ∈ I . We write
A˜ = A − wA and we define D˜ = (F; {Δ˜J }J∈H, d).
Let us consider a polyhedra system D = (F; {ΔJ }J∈H, d) and a stratum T ∈ H. We
introduce now a new polyhedra system DT , using Hironaka’s projection of D from T , that
plays an important role in Sect. 7.3.
Let FT = (I T ,HT ) be the support fabric obtained by projection of F from T . Given
J ∗ ∈ HT , let us take the stratum J = J ∗ ∪ T ∈ H and let us consider the subset MTJ ⊂ RJ
given by MTJ = {σ ∈ RJ ;
∑
j∈T σ( j) < 1}. Hironaka’s projection ∇TJ : MTJ → RJ
∗
≥0 is
defined by
∇TJ (σ ) =
1
1 − ∑ j∈T σ( j)
σ|J\T .
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for every σ ∈ MTJ . We define ΔTJ∗ by ΔTJ∗ = ∇TJ (ΔJ ∩ MTJ ) ⊂ RJ
∗
≥0. The reader can verify
that
DT =
(
FT ;
{
ΔTJ∗
}
J∗∈HT , d!d
)
, (1)
is a polyhedra system in lower dimension. It is important to remark that the denominator of
DT is d!d instead of d .
Note that ΔTJ∗ = ∅ if ΔJ = ∅ or
∑
j∈T σ( j) ≥ 1 for all σ ∈ ΔJ . Note also that in a
polyhedra system either all the polyhedra are the empty set or none of them is empty. From
now, we suppose (unless otherwise stated) that all the polyhedra Δ we are working with, are
such that Δ = ∅.
3.2 Singular locus of polyhedra systems
Let Δ ⊂ RJ≥0 be a characteristic polyhedron with J = ∅. The contact exponent δ(Δ) is
defined by
δ(Δ) = min {|σ |; σ ∈ Δ} , where |σ | =
∑
j∈J
σ( j).
When J = ∅, there is only one possible polyhedron Δ = {•} ⊂ R∅≥0. By convention, we
assume δ({•}) = −1.
Remark 3 If Δ = [[A]] with A ⊂ Z≥0 (Newton polyhedron), the contact exponent corre-
sponds to the classical idea of multiplicity.
Now, let D = (F; {ΔJ }J∈H, d) be a polyhedra system. The contact exponent δ(D) is
defined by δ(D) = max{δ(ΔJ ); J ∈ H}. The singular locus Sing(D) is the subset
Sing(D) = {J ∈ H; δ(ΔJ ) ≥ 1} ⊂ H.
We have Sing(D) is a closed set, since the contact exponent gives an upper semicontinuous
function in H. We say that D is singular if Sing(D) = ∅, otherwise it is non-singular.
3.3 Transforms of polyhedra systems under blow-ups
Let us consider the blow-up πJ (F) = (I ′ = I ∪ {∞},H′ = H′s ∪ H′∞) of a support fabric
F = (I ,H) centered in a non-empty stratum J ∈ H. Given J ′ ∈ H′∞ and K = π#J (J ′), we
define λJ ′ : RK → RJ ′ by
λJ ′(σ )( j) = σ( j), j = ∞; λJ ′(σ )(∞) = |σ|J | =
∑
j∈J
σ( j).
Let us denote by {eI ,i }i∈I the standard basis of RI , that is eI ,i (i ′) = δi,i ′ (Kronecker). If
J ⊂ I and i ∈ I we define eJ ,i ∈ RJ by eJ ,i = prI ,J (eI ,i ).
Definition 2 The total transform Λ0J (D) of a polyhedra system D = (F; {ΔJ }J∈H, d) cen-
tered in a stratum J ∈ H is the polyhedra system Λ0J (D) = (πJ (F); {Δ0J ′ }J ′∈H′ , d), where
Δ0J ′ = ΔJ ′ , J ′ ∈ H′s; Δ0J ′ = [[λJ ′(ΔK )]] , J ′ ∈ H′∞, K = π#J (J ′).
If J ∈ Sing(D), the characteristic transform ΛJ (D) of D centered in J is defined by the
polyhedra system ΛJ (D) = (πJ (F); {Δ′J ′ }J ′∈H′ , d), where Δ′J ′ = Δ0J ′ − eJ ′,∞ for each
J ′ ∈ H′.
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The characteristic transform ΛJ (D) is a polyhedra system again, because the center of the
blow-up is singular and then δ(Δ0{∞}) ≥ 1.
Let N = (F; {NJ }J∈H, 1) be a Newton polyhedra system and take an integer number
d ≥ 1. Consider the polyhedra system D = N/d and a singular stratum J ∈ Sing(D). The
d-moderated transform ΘdJ (N ) of N centered in J is defined by ΘdJ (N ) = N (ΛJ (D)).
Note that J ∈ Sing(D) if and only if δ(NJ ) ≥ d .
Remark 4 If there is an equivalence φ between two polyhedra systems D1 and D2, then for
all J ∈ Sing(D1), the characteristic transforms ΛJ (D1) and Λφ(J )(D2) are also equivalent.
4 Reduction of singularities
4.1 Statements
We say that a Newton polyhedra system N = (F; {NJ }J∈H, 1) has normal crossings if the
polyhedron NJ has a single vertex for each J ∈ H.
The property of having normal crossings is stable under blow-ups. A first objective of
reduction of singularities is to get this property.
Theorem 1 (Combinatorial Reduction to Normal Crossings) Given a Newton polyhedra sys-
tem N , there is a finite sequence of total transforms
N → N1 → N2 → · · · → Nk
such that Nk has normal crossings.
We can find proofs of this result in another contexts in [10] and [11]. Anyway, we provide a
complete proof next.
Theorem 2 (Combinatorial Reduction of Singularities) Given a polyhedra system D, there
is a finite sequence of characteristic transforms
D → D1 → D2 → · · · → Dk
such that Sing(Dk) = ∅. We call such a sequence a reduction of singularities of D.
Remark 5 Theorem 2 would be false if we had taken the condition δ(ΔJ ) > 1, instead of
δ(ΔJ ) ≥ 1, for the centers of blow-up. For instance, consider the local polyhedra system
L(Δ, 1) where Δ = [[(1, 1)]] ⊂ R{1,2}≥0 . The only possible center would be {1, 2} and the
situation is repeated in each closed strata of the characteristic transform.
Corollary 2 Let N be a Newton polyhedra system and d a positive integer number. There is
a finite sequence of d-moderated transforms
N → N1 → N2 → · · · → Nk
such that δ(Nk) < d.
Taking d = 1, the reader can see that Corollary 2 implies Theorem 1.
The objective now is to provide a proof of Theorem 2. Although this result follows from
general Hironaka’s reduction of singularities, we give a complete combinatorial proof here,
emphasizing the ideas of maximal contact developed by Hironaka, Aroca and Vicente in [1]
as well as the polyhedra control suggested by Spivakosvky in [20].
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4.2 Induction procedure
The proof of Theorem 2 runs essentially by induction on the dimension dim(FD) of D. More
precisely, let us consider the following statement.
CRS(n): If dim(FD) ≤ n, then D has a reduction of singularities.
The starting step of the induction is given by
Proposition 2 CRS(1) holds.
Proof Choose the invariant I (D) given by I (D) = ∑J∈H δ(ΔJ ). We have I (D) ≥ −1 and
after a single characteristic transform drops exactly a unit. Thus, in a certain point of the
process, we can no more perform a transform. We are done, since then the singular locus is
empty. unionsq
We distinguish three types of singular polyhedra systems D:
1. We say that D is Hironaka quasi-ordinary if each polyhedron over a singular stratum has
a single vertex, that is, ΔJ = [[{σJ }]] for all J ∈ Sing(D).
2. We say that D is special if δ(D) = 1.
3. We say that D is general if δ(D) > 1.
The study of Hironaka quasi-ordinary systems does not require the induction hypothesis
as we see in Sect. 6.
We consider special systems under the induction hypothesis CRS(n − 1). In this case we
reduce the problem to lower dimension projecting over a maximal contact support fabric.
The existence of maximal contact goes as follows:
1. We solve the local problem by considering directrix stratum properties.
2. We eliminate the possible “global incoherence” by invoking the induction hypothesis.
Details are given in Sect. 7.
Finally, for general systems, we define Spivakovsky’s invariant, that “measures” how far
is the system from the quasi-ordinary case. We control the behaviour of this invariant by
means of a special system. Details are given in Sect. 8.
5 Examples
Along this section, we take a pair (M, E), where M is a complex analytic variety and E
is a strong normal crossings divisor. We also consider the support fabric FM,E = (I ,H)
associated to (M, E), as in Example 1. Remark that there is a stratification of M with strata
SJ given by
SJ = E J \
⋃
i /∈J
Ei ,
where E J = ⋂ j∈J E j = ∅, for each J ∈ H.
The followings are examples of polyhedra systems that motivate our definitions.
123
121
B. Molina-Samper
5.1 Hypersurfaces
Let H ⊂ M be a closed hypersurface of (M,OM ) given by an invertible coherent ideal sheaf
I ⊂ OM and let us suppose that Ei ⊂ H for all i ∈ I . We say that H is combinatorially
regular for (M, E) if we have the property E J ⊂ H , for all J ∈ H.
We can attach a polyhedra system NM,E;H to H as follows. Given J ∈ H, we consider a
point p ∈ SJ and a generator F of Ip . Let us write F in local adapted coordinates at p as
F =
∑
aσ (y)xσ ; with σ ∈ ZJ≥0.
where the coefficients aσ (y) are germs of functions in p defined in an open set of SJ . We
define NJ by
NJ =
[[
{σ ∈ ZJ≥0; aσ (y) ≡ 0}
]]
.
The polyhedron NJ is independent of p, the generator F and the chosen local adapted
coordinates. The independence of the local adapted coordinates and of the generator is
straightforward. Once fixed a local coordinate system, we can move to points p′ close to
p in the same stratum and we obtain the same polyhedron in the translated coordinates.
Finally, thanks to the connectedness of the stratum, we can join two points by a compact path
and repeat finitely many times the above procedure.
This construction is compatible with the projections pJ2 J1 : RJ2 → RJ1 , then we obtain
the Newton polyhedra system NM,E;H .
The following statements are equivalent:
1. The hypersurface H is combinatorially regular for (M, E).
2. The Newton polyhedra system is non-singular, that is δ(NJ ) = 0 for all J ∈ H.
Let νJ (H) be the generic multiplicity of H along E J . Note that νJ (H) = δ(NJ ). We say
that H is combinatorially equimultiple along E J if νJ (H) = νK (H) for every K ∈ H such
that EK ⊂ E J . Now, let us consider J ∈ H such that m = δ(NJ ) is maximal. In particular,
we have H is combinatorially equimultiple along E J . We can perform the usual blow-up
π : (M ′, E ′) → (M, E) centered in E J . The Newton polyhedra system attached to the
strict transform H ′ of H is given by the m-moderated transform of NM,E;H . Then, applying
repeatedly Corollary 2 we obtain a finite sequence of blow-ups centered in combinatorially
equimultiple strata.
(M, E; H) = (M0, E0; H0) ← (M1, E1; H1) ← · · · ← (Mn, En; Hn) = (M ′, E ′; H ′)
so that H ′ is combinatorially regular for (M ′, E ′).
The polyhedra system of this example is particularly useful when we consider Newton
non-degenerate functions as in [14,17].
5.2 Codimension one singular foliations
Let us consider now a singular foliation L of codimension one over M . We know that L
is given by an integrable and invertible coherent OM -submodule of Ω1M [E], where Ω1M [E]
denotes the sheaf of meromorphic one-forms having at most simple poles along E (see [3,4]).
Given a point p ∈ SJ ⊂ M , the stalk Lp is generated by a meromorphic differential one-form
ω ∈ Ω1M [E], satisfying the Frobenius integrability condition ω ∧ dω = 0. Let us write ω in
local adapted coordinates at p as
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ω =
∑
σ∈ZJ≥0
ωσ x
σ , with ωσ =
∑
i∈J
aσ,i (y)
dxi
xi
+
∑
bσ,s(y)dys
where the coefficients aσ (y), bσ (y) are germs of functions at p, without common factor,
defined in an open set of SJ . We have that E J is contained in the adapted singular locus
Sing(L, E) of L when ω0 ≡ 0. On the other hand, we say that L is combinatorially regular
for (M, E) if E J ⊂ Sing(L, E) for every J ∈ H.
We attach a polyhedra system NM,E;L to L as follows. Given J ∈ H, take a point p ∈ SJ
and a generator ω of Lp as before. We define NJ by
NJ =
[[
{σ ∈ ZJ≥0; ωσ ≡ 0}
]]
.
The polyhedra NJ only depend on L and SJ , moreover, they are compatible with the projec-
tions pJ2 J1 . We obtain in this way the Newton polyhedra system NM,E;L.
The following statements are equivalent:
1. The foliation L is combinatorially regular for (M, E).
2. The Newton polyhedra system is non-singular, that is δ(NJ ) = 0 for all J ∈ H.
Let νJ (L) be the adapted order of L along E J (see [3]). Note that
νJ (L) = min
{
νx
(∑
xσ aσ,i (y)
)
, νx
(∑
xσ bσ,s(y)
)}
i,s
= min {|σ |; σ ∈ NJ } = δ(NJ ).
As before, we say that L is combinatorially equimultiple along E J if νJ (L) = νK (L) for
every K ∈ H such that EK ⊂ E J . Considering J ∈ H such that m = δ(NJ ) is maximal,
we perform the usual blow-up π : (M ′, E ′) → (M, E) centered in E J and the Newton
polyhedra system attached to the strict transform L′ of L is given by the m-moderated
transform Θm(NM,E;L). As in the preceding example, we obtain a finite sequence of blow-
ups centered in combinatorially equimultiple strata (M ′, E ′;L′) → (M, E;L) such that L′
is combinatorially regular for (M ′, E ′).
Remark 6 Polyhedra systems are a bridge to show that codimension one singular holomor-
phic foliations with combinatorial desingularization are characterized as the ones satisfying
Newton non-degeneracy conditions. These conditions are similar to the ones of Kouchnirenko
and Oka, in the case of functions and complete intersections. In addition, any desingulariza-
tion of the polyhedra system associated to a Newton non-degenerate foliation gives rise to a
desingularization of the foliation (in the usual geometrical sense).
We can obtain an example similar to the preceding one in the case of one-dimensional singular
foliations (see [2,15,18]) that are locally generated by vector fields of the form
χ =
∑
χσ x
σ , with χσ =
∑
i∈J
aσ,i (y)xi
∂
∂xi
+
∑
bσ,s(y)
∂
∂ ys
.
5.3 Monomial ideals
Let I be a monomial ideal of OM adapted to E . Following [11], we define I to be the data
of a finite collection of effective divisors {Ds}s∈S of the form
Ds =
∑
i∈I
nsi Ei .
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We attach a Newton polyhedra system NM,E;I to I as follows. Let σ s : I → Z≥0 be the
map given by σ s(i) = nsi . For each J ∈ H, we define NJ by
NJ = [[{σ s |J ; s ∈ S}]].
Note that NM,E;I is non-singular if and only if I is a principal ideal. Given J ∈ H, we
can perform the usual blow-up π : (M ′, E ′) → (M, E) centered in E J . The Newton
polyhedra system attached to the total transform I ′ of I is given by the total transform of
NM,E;I . Now, we apply Theorem 1 and, as in [11], we obtain a finite sequence of blow-ups
(M ′, E ′; I ′) → (M, E; I) such that I ′ is a principal ideal.
6 Hironaka quasi-ordinary polyhedra systems
In this section we prove Theorem 2 for Hironaka quasi-ordinary polyhedra systems.
Given a Hironaka quasi-ordinary system D = (F; {ΔJ }J∈H, d) and a singular stratum
J , the transform ΛJ (D) = (πJ (F); {Δ′J ′ }J ′∈H′ , d) is also Hironaka quasi-ordinary. Indeed,
for every J ′ ∈ H′∞ and K = π#J (J ′), we have ΔJ ′ = [[{σJ ′ }]], with σJ ′ = λJ ′(σK )− eJ ′,∞.
Lemma 1 The set A of decreasing sequences of natural numbers is well-ordered for the
lexicographical order.
Proof Given a decreasing sequence ϕ1 ≥ ϕ2 ≥ · · · ≥ ϕk ≥ · · · in A, we take k0 = 0 and
ki = min{ j ≥ ki−1; ϕ j ′(i) = ϕ j (i), j ′ ≥ j} < ∞, for each i ≥ 1. Let us consider the
decreasing sequence ϕ : N → N given by ϕ(n) = ϕkn (n). There is a positive number l ∈ N
such that ϕ(n) = ϕ(l), for all n ≥ l. As a consequence we have ϕ j = ϕkl , for all j ≥ kl . unionsq
Proposition 3 Every Hironaka quasi-ordinary polyhedra system has reduction of singulari-
ties.
Proof Choose a bijective map sD : {1, 2, . . . , #H} → H such that
δ(ΔsD( j)) ≥ δ(ΔsD( j+1)); j ≥ 1.
Take the decreasing sequence ϕ : N → N given by ϕ( j) = dδ(ΔsD( j)) if j ≤ #H and
ϕ( j) = 0 if j > #H. We choose ϕ as lexicographical invariant. Let us see that after an
appropriate single blow-up the invariant ϕ drops and then we are done by Lemma 1. We
select as center a singular stratum J with the minimum number of elements. Given J ′ ∈ H′∞
and K = π#J (J ′), we have
δ(Δ′J ′) = |σJ ′ | = |λJ ′(σK )| − 1 = |σK | + |σAJ ′ | − 1 < δ(ΔK )
and then we obtain ϕ′ < ϕ. unionsq
7 Special polyhedra systems
In this section we prove Theorem 2 for the case of special polyhedra systems. More precisely
we prove CRS(n) for special polyhedra systems under the induction hypothesis CRS(n −1).
123
124
Combinatorial aspects of classical resolution…
7.1 Stability of special systems
A special polyhedra system is either non-singular or special under blow-up. Precisely, we
have
Proposition 4 Let D be a special polyhedra system. Given a singular stratum J , we have
δ(ΛJ (D)) ≤ 1.
Proof Let us denote D = (F; {ΔJ }J∈H, d) and ΛJ (D) = (πJ (F); {Δ′J ′ }J ′∈H′ , d). Take
J ′ ∈ H′∞ and K = π#J (J ′). We have to see that δ(Δ′J ′) ≤ δ(ΔK ) = 1. Given σ ∈ ΔK with|σ | = 1, we have δ(Δ′J ′) ≤ |λJ ′(σ ) − eJ ′,∞| = |σ | − 1 + |σ|AJ ′ | ≤ 1. unionsq
Remark 7 Let us consider a Newton polyhedra system N and an integer d ≥ 1. A stratum
J ∈ H is d-equimultiple if the polyhedra system Red{J }∩H(N/d) is special. Proposition 4
means in this context that the multiplicity is stable under d-moderated transforms when we
perform blow-ups centered in d-equimultiple strata.
7.2 Directrix strata of polyhedra
Given a characteristic polyhedron Δ ⊂ RI≥0, with δ(Δ) = 1, the directrix stratum T (Δ) of
Δ, is defined by
T (Δ) = { j ∈ I ; ∃ σ ∈ Δ, |σ | = 1, σ ( j) = 0} ⊂ I .
See [20]. In this section we present stability results concerning the behaviour of the directrix
stratum of a polyhedron in a “horizontal” and a “vertical” way.
Let us consider a special polyhedra system D = (F; {ΔJ }J∈H, d).
Proposition 5 We have T (ΔJ2) ⊂ T (ΔJ1) ⊂ J1, for every J1, J2 ∈ Sing(D) with J1 ⊂ J2.
Proof Given σ ∈ ΔJ2 such that |σ | = 1, the restriction σ|J1 ∈ ΔJ1 also satisfies |σ|J1 | = 1
because δ(ΔJ1) = 1. Then σ( j) = 0 for all j ∈ J2\J1. Thus, we have both T (ΔJ2) ⊂ J1
and T (ΔJ2) ⊂ T (ΔJ1). unionsq
Remark 8 In the situation of Proposition 5, we can have T (ΔJ2) = T (ΔJ1). For instance, let
us consider Δ = [[(0, 0, 1), (1, 1, 0)]] ⊂ R{1,2,3}≥0 . In this case, we obtain
{3} = T (Δ) = T (Δ{2,3}) = {2, 3}.
Consider a singular stratum J ∈ Sing(D) and let us perform the characteristic transform
D′ = ΛJ (D) = (πJ (F); {Δ′J ′ }J ′∈H′ , d) of D centered in J . By Proposition 4, we know that
D′ is either non-singular or a special system.
Proposition 6 Consider a singular stratum J ′ = (K\J ) ∪ AJ ′ ∪ {∞} ∈ H′∞ where
K = π#J (J ′). We have T (ΔK ) ⊂ AJ ′ ⊂ J . Moreover, T (ΔK ) ⊂ T (Δ′J ′) ⊂ J ′.
Proof Given σ ∈ ΔK with |σ | = 1, we have δ(Δ′J ′) ≤ |λJ ′(σ ) − eJ ′,∞| = |σ|AJ ′ | ≤ 1. As
a consequence |σ|AJ ′ | = 1 or equivalently T (ΔK ) ⊂ AJ ′ . Now, given j ∈ T (ΔK ) we havej ∈ AJ ′ . As |σ ′| = 1 and σ ′( j) = σ( j) = 0, then j ∈ T (Δ′J ′). unionsq
Remark 9 In the problem of reduction of singularities in zero characteristic, there is a feature
that is similar to the property T (ΔK ) ⊂ AJ ′ . It is a classical property that Hironaka’s strict
tangent space, in zero characteristic, points out the possible new bad points after blow-ups.
Corollary 3 Given J ′ ∈ H′∞ and K = π#J (J ′), if T (ΔK ) = J then J ′ /∈ Sing(D′).
Proof If J ′ ∈ Sing(D′) by Proposition 6, we have T (ΔK ) ⊂ AJ ′ , but AJ ′  J . unionsq
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7.3 Reduction of singularities via maximal contact
In this section we obtain reduction of singularities for special polyhedra systems under the
assumption that there is maximal contact with a given stratum.
Let us consider a special polyhedra system D = (F; {ΔJ }J∈H, d) and a stratum T ∈ H.
We say that T has maximal contact with D if T ⊂ T (ΔJ ), for all J ∈ Sing(D). We say also
that FT is a maximal contact support fabric of D.
Remark 10 Let T ∈ H be a stratum that has maximal contact with D. Recall that Hironaka’s
projection of D over T is given by DT = (FT ; {ΔTJ∗ }J∗∈HT , d!d). Since we are assuming
that the polyhedra of D are non-empty, we have ΔTJ∗ = ∅ for all J ∈ HT if and only if
T ∈ Sing(D). Note that in this case ΛT (D) is non-singular as a consequence of Corollary 3.
Remark 11 For every local polyhedra system D = L(Δ, d), each non-empty stratum
T ⊂ T (Δ) = T (ΔI ) has maximal contact with D. That happens because of the hori-
zontal stability of the directrix stratum stated in Proposition 5. Indeed, for every singular
stratum J ∈ Sing(D), we have J ⊂ I and hence T (ΔI ) ⊂ T (ΔJ ).
Lemma 2 Let us consider the transform ΛJ (D) where J ∈ Sing(D). If T has maximal
contact with D, then T also has maximal contact with ΛJ (D).
Proof Recall that πJ (F) = (I ′,H′ = H′s ∪ H′∞). Note that T ⊂ J with T = J and then
T ∈ H′s . The maximal contact of T with ΛJ (D) is assured by the property of vertical stability
for the directrix stratum given in Proposition 6. unionsq
Proposition 7 Let T /∈ Sing(D) be a stratum that has maximal contact with D and let us
consider Hironaka’s projection DT of D from T . If there is a reduction of singularities for
DT , then D also has a reduction of singularities.
Recall that DT = (FT ; {ΔTJ∗ }J∗∈HT , d!d) has been introduced in Eq. (1). We prove of
the proposition in three steps.
Step 1: There is a one-to-one correspondence between Sing(D) and Sing(DT ). Let us
denote by HT the set HT = {J ∈ H; T ⊂ J }. Note that HT is an open set of H. In
fact, is the smallest one containing {T } ∩ H. There is a bijection Ψ : HT → HT given by
Ψ (J ) = J\T . Note that Sing(D) ⊂ HT . We claim that Ψ (Sing(D)) = Sing(DT ). Given
J ∈ Sing(D), we have to prove that |σ ∗| ≥ 1 for all σ ∗ ∈ ΔTJ\T . Given such a σ ∗, there is
σ ∈ ΔJ ∩ MTJ , satisfying
σ ∗ = σ |J\T
1 − |σ |T | .
Note that |σ |T | < 1, since σ ∈ MTJ . Recalling that T ⊂ J , we have
|σ ∗| = |σ|J\T | + |σ |T | − |σ |T |
1 − |σ |T | =
|σ | − |σ |T |
1 − |σ |T | . (2)
Then |σ ∗| ≥ 1 since |σ | ≥ 1. As a consequence J\T ∈ Sing(DT ). Conversely, if we take
J ∗ ∈ Sing(DT ), we have to prove that |σ | ≥ 1, for all σ ∈ ΔJ , where J = J ∗ ∪ T . Given
such a σ , we have two possibilities. If |σ|T | ≥ 1 we are done. Otherwise |σ|T | < 1 and then
σ ∈ MTJ . In this case, there is σ ∗ ∈ ΔTJ∗ given by σ ∗ = σ|J\T /(1 − |σ|T |). By Eq. (2), we
have (1 − |σ|T |)|σ ∗| = |σ | − |σ|T |. Moreover 1 − |σ|T | ≤ |σ | − |σ|T | since |σ ∗| ≥ 1. As a
consequence |σ | ≥ 1 and then J ∈ Sing(D).
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Step 2: Commutativity of Hironaka’s projections with the blow-up transforms. We are
going to show that
(ΛJ (D))T = ΛJ\T (DT ).
We verify this commutativity first for the support fabrics and second for each polyhedron.
(a) Commutativity for the support fabrics. Let us see that πJ (F)T = πJ\T (FT ). Denote
πJ (F)T =
(
(I ′)T , (H′)T
)
, πJ\T (FT ) =
(
(I T )′, (HT )′
)
.
The index sets are equal, since (I ′)T = (I ∪ {∞})\T = (I\T ) ∪ {∞} = (I T )′.
Let us see that (H′s)T = (HT )′s . Note that K ⊃ J ⇔ K\T ⊃ J\T for every K ∈ H,
because T ⊂ J . Then, for each J ′∗, we have
J ′∗ ∈ (H′s)T ⇔ J ′∗ ∪ T ∈ H′s, J ′∗ ∩ T = ∅ ⇔ J ′∗ ∈ (HT )′s .
Take K ∈ H with K ⊃ J . Let us see that (H′K∞ )T = (HT )′K\T∞ . For each J ′∗, we have
J ′∗ ∈ (H′K∞ )T ⇒ J ′ = J ′∗ ∪ T ∈ H′K∞ ⇒ T ⊂ AJ ′  J ⇒
⇒ AJ ′ \T  J\T ⇒ J ′∗ ∈ (HT )′K\T∞ .
J ′∗ ∈ (HT )′K\T∞ ⇒ AJ ′∗  J\T ⇒ A = AJ ′∗ ∪ T  J ⇒
⇒ J ′∗ ∪ T ∈ H′K∞ ⇒ J ′∗ ∈ (HT )′K\T∞ .
(b) Commutativity for the polyhedra. It is enough to prove that the following diagram com-
mutes
MTK ∩ RK≥0
f J ′
∇TK
RJ ′≥0 ∩ MTJ ′
∇TJ ′
RK\T
f J ′\T
RJ
′\T
≥0
where J ′ ∈ H′∞, K = π#J (J ′), T ⊂ J ′, T ⊂ K and f J ′(σ ) = λJ ′(σ ) − eJ ′,∞. Note
that f J ′ is well-defined because f J ′(σ )|T = σ|T for all σ ∈ RK≥0.
Given σ ∈ MTK ∩ RK≥0, we denote
σ ′ = f J ′(σ ), σ T = ∇TK (σ ), (σ T )′ = f J ′\T (σ T ), (σ ′)T = ∇TJ ′(σ ′).
We conclude that (σ T )′ = (σ ′)T from the following equalities:
(σ ′)T|J ′\(T∪{∞}) =
σ|J ′\(T∪{∞})
1 − |σ|T | = (σ
T )′|J ′\(T∪{∞};
(σ ′)T (∞) = |σ|J | − 1
1 − |σ|T | =
|σ|J\T | + |σ|T | − 1
1 − |σ|T | =
|σ|J\T |
1 − |σ|T | − 1 = (σ
T )′(∞).
Hence, D has reduction of singularities. This ends the proof of Proposition 7.
7.4 Connected components decomposition of desingularization
The problem of reduction of singularities can be solved by considering one by one each
connected component of the singular locus.
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Proposition 8 Let D be a polyhedra system and Sing(D) = ⋃ Cα the decomposition in
connected components of the singular locus. Assume that there is reduction of singularities
for each RedCα (D). Then there is reduction of singularities for D.
In order to simplify notation, we denote Dα = RedCα (D) and Fα the support fabric of Dα . Let
us consider a connected component Cα . By hypothesis, Dα has a reduction of singularities
Dα → D1α → · · · → Dkα.
This sequence induces a sequence of characteristic transforms
D → D1 → · · · → Dk,
obtained performing blow-ups in the same centers. Let Fk be the support fabric of Dk . The
polyhedra system Dk satisfies the following properties:
1. For each β = α, there is an equivalence between Dβ and RedCβ (Dk) given by IdI , where
I = IFβ = IFkβ , with F
k
β = RedCβ (Fk).
2. The decomposition of the singular locus Sing(Dk) in connected components is given by
Sing(Dk) = ⋃β =α Cβ .
Proof of Proposition 8 is concluded applying the same argument finitely many times.
7.5 Existence of maximal contact
Definition 3 Let D be a special polyhedra system and let Sing(D) = ⋃ Cα be the decompo-
sition of the singular locus in connected components. We say that D is consistent if for each
connected component Cα , there is a stratum Tα that has maximal contact with RedCα (D). By
convention, non-singular polyhedra systems are consistent.
Proposition 9 Under the induction hypothesis CRS(n − 1), every n-dimensional consistent
polyhedra system has reduction of singularities.
Proof Let D be a n-dimensional consistent polyhedra system. Let us consider the decompo-
sition of the singular locus in connected components Sing(D) = ⋃ Cα . In order to simplify
notation, we write Dα = RedCα (D). For each Cα , we have a stratum Tα that has maximal
contact with Dα . If Tα ∈ Sing(D), by Remark 10, Dα has reduction of singularities. Oth-
erwise, since Hironaka’s projection DTαα has dimension lower than n, there is reduction of
singularities for DTαα and by Proposition 7 we obtain reduction of singularities for Dα . By
Proposition 8 we conclude the proof. unionsq
Remark 12 There exist non-consistent polyhedra systems. For instance, consider the support
fabric F = (I ,H) with I = {1, 2, 3, 4},
H = P(I )\{{1, 4}, {1, 2, 4}, {1, 3, 4}, I}.
Take over it the polyhedra system D = (F; {ΔJ }J∈H, d), given by
Δ{1,2,3} =
[[
(0, 0, 1), (1/2, 1, 0)
]]
, Δ{2,3,4} =
[[
(1, 0, 0), (0, 1, 1/2)
]]
and all their projections. We have Sing(D) = {{2, 3}, {1, 2, 3}, {2, 3, 4}} is connected. We
have that T (Δ{1,2,3}) = {3} and T (Δ{2,3,4}) = {2}, then there is no stratum T with maximal
contact.
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The following statement says that every non-consistent special system of dimension n can
be transformed in a finite number of steps in a consistent one. More precisely
Proposition 10 Under the induction hypothesis CRS(n −1), for every n-dimensional special
polyhedra system D, there is a finite sequence of characteristic transforms D → D′ such
that D′ is consistent.
Proof The main idea in this proof is to reduce the problem to the case of polyhedra systems
obtained by blow-up of local systems.The existence of maximal contact in those systems is
assured by Remark 11 and by the stability results in Lemma 2.
Let us consider the set K of closed strata in H and the open set U = H\K. Recall that K
is a finite, totally disconnected closed set. We have dim(D|U ) < n, since the dimension is
reached only at closed points. Then D|U has a reduction of singularities
D|U → D1|U → · · · → Dk|U .
This sequence gives rise to a sequence of characteristic transforms
D → D1 → · · · → Dk (3)
obtained performing blow-ups in the same centers. Let us prove that Dk is consistent.
Write Dk|U = (Fk|U , {ΔkJ ′ }J ′∈Hk|U , d) and D
k = (Fk, {ΔkJ ′ }J ′∈Hk , d). By Corollary 1,
we know that Fk|U = Fk |Uk where Uk = (π#k )−1(U) and π#k : Hk → H is given by the
sequence of Eq. (3). We have Sing(Dk) ∩ Uk = ∅ since Dk|U is non-singular. Moreover, we
have Hk = Uk ∪ (π#k )−1(K). As a consequence, the singular locus Sing(Dk) is contained in
(π#k )
−1(K), that we write as
(
π#k
)−1
(K) =
⋃
J∈K
KJ , where KJ =
(
π#k
)−1
(J ).
Since K is totally disconnected, we have KJ1 ∩ KJ2 = ∅ for every J1, J2 ∈ K with J1 = J2.
We conclude that, given a connected component C of Sing(Dk), there is a unique stratum
J ∈ K such that C ⊂ KJ . On the other hand, we have T (ΔJ ) ⊂ T (ΔkJ ′) for every J ′ ∈ C,
because of the vertical stability property of the directrix stratum stated in Proposition 6.
Then the non-empty stratum T (ΔJ ) has maximal contact with RedC(Dk). unionsq
Corollary 4 Under the induction hypothesis CRS(n − 1), there is a reduction of singularities
for every n-dimensional special polyhedra system.
8 General polyhedra systems
In this section we consider the case of n-dimensional general polyhedra systems. In order to
prove it, we assume the hypothesis
CRSsp(n): n-dimensional special polyhedra systems have reduction of singularities.
Note that CRS(n − 1) implies CRSsp(n). The main idea is to transform a given general
polyhedra system into a Hironaka quasi-ordinary one, using the hypothesis CRSsp(n) and
many of the ideas in Spivakovsky’s work [20]. Then we are done in view of Proposition 3.
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8.1 Spivakovsky’s invariant
Let D = (F; {ΔJ }J∈H, d) be a polyhedra system. We recall that the fitting of D is given by
D˜ = (F; {Δ˜J }J∈H, d), where Δ˜J = ΔJ − wΔJ . We define Spivakovsky’s invariant SpiD
by
SpiD = max
{
δ(Δ˜J ); J ∈ Sing(D)
}
.
Note that SpiD = 0 if and only if D is a Hironaka quasi-ordinary polyhedra system.
We define the set S(D) by S(D) = {J ∈ Sing(D); δ(Δ˜J ) = SpiD
}
.
Lemma 3 For every J ∈ S(D), we have SpiΛJ (D) ≤ SpiD .
Proof Let us denote ΛJ (D) = (F ′; {Δ′J ′ }J ′∈H′ , d) and λ = SpiD . We write for simplicity
wK instead of wΔK . We need to prove that
δ(˜Δ′J ′) ≤ δ(Δ˜K ); J ′ ∈ H′, K = π#J (J ′).
Note that δ(Δ˜K ) = δ(ΔK ) − |wK |. If J ′ ∈ H′s we are done. If J ′ ∈ H′∞, then we have
wJ ′( j) = wK ( j) if j = ∞ and wJ ′(∞) = δ(ΔJ ) − 1. Moreover, K ∈ S(D), since K ⊃ J .
Take σ ∈ ΔK such that |σ − wK | = δ(Δ˜K ). Then
δ(˜Δ′J ′ ) ≤ |λJ ′ (σ ) − eJ ′∞ − wJ ′ | = |σ | + |σ|AJ ′ | − 1 − (|w|J ′\{∞}|) + (δ(ΔJ ) − 1)
= δ(Δ˜K ) + |wK | + |σ|AJ ′ | − |w(K\J )∪AJ ′ | − δ(Δ˜J ) − |wJ | = λ + |σ|AJ ′ | − |wAJ ′ | − λ
= |σ|AJ ′ − wAJ ′ | ≤ |σ | = δ(Δ˜K ).
unionsq
8.2 Resolution of general systems
Here we prove that Spivakovsky’s invariant decreases strictly after a “well-chosen” finite
sequence of blow-ups. We do it by means of Spivakovsky’s projection introduced below and
the hypothesis CRSsp(n).
Let D = (F; {ΔJ }J∈H, d) be a singular polyhedra system with SpiD = 0. We define
Spivakovsky’s projection Dsp by
Dsp = (F; {ΔspJ }J∈H, d2), where ΔspJ =
[[
Δ˜J /SpiD ∪ ΔJ
]]
.
We have that Dsp is a special polyhedra system and Sing(Dsp) = S(D) since
δ(Δ
sp
J ) = min
{
δ
(
Δ˜J /SpiD
)
, δ(ΔJ )
} ≤ 1.
Proposition 11 Under the hypothesis CRSsp(n), there is a finite sequence of characteristic
transforms
D = D0 → D1 → · · · → Dk
such that SpiDk < SpiD and the center J i of the characteristic transform Di → Di+1
belongs to S(Di ) for each i = 0, 1, . . . , k − 1.
Proof We consider J ∈ S(D) and denote λ = SpiD . We have two situations:
1. SpiΛJ (D) < λ. (In this case, we are done).
2. SpiΛJ (D) = λ.
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Suppose that SpiΛJ (D) = λ. Let us prove the commutativity of Spivakovsky’s projections
with the blow-up transforms. More precisely, given a stratum J ′ ∈ H′∞ and K = π#J (J ′),
we want to see that
[[
˜[[ f J ′(ΔK )]]/λ ∪ [[ f J ′(ΔK )]]
]]
= [[ f J ′
([[
Δ˜K /λ ∪ ΔK
]])]]
, (4)
where f J ′ : RK≥0 → RJ
′
≥0 is defined by f J ′(σ ) = λJ ′(σ ) − eJ ′,∞. That is, recalling the
definition of λJ ′ , f J ′(σ )( j) = σ( j) if j = ∞ and f J ′(σ )(∞) = |σ|J | − 1.
It is not difficult to see that, the proof of equality (4) is reduced to prove the equality
˜f J ′(ΔK )/λ = f J ′
(
Δ˜K /λ
)
. That is, we want to show that
(σ ′ − wJ ′)
λ
= f J ′
(
σ − wK
λ
)
, where σ ∈ ΔK , σ ′ = f J ′(σ ).
Note that we have wJ ′( j) = wK ( j) if j = ∞. Then we just need to see what happens with
j = ∞. Recall that wJ ′(∞) = δ(ΔJ ) − 1, δ(ΔJ ) = δ(Δ˜J ) + |wJ | and δ(Δ˜J ) = λ. Then
(σ ′ − wJ ′)(∞)
λ
= |σ|J | − (s + |wJ |)
λ
= |σ|J − wJ |
λ
− 1 = f J ′
(
σ − wK
λ
)
(∞).
By CRSsp(n), there is a reduction of singularities of Dsp . Then the second situation cannot
be repeated forever and we are done. unionsq
Now the proof of Theorem 2 is completed.
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Abstract
We prove that the isolated invariant branches of a weak toric type complex hyperbolic
foliation on a projective toric ambient surfaces extend to projective algebraic curves. To
do it, we pass through the characterization of the weak toric type foliations in terms
of “Newton non-degeneracy” conditions, in the classical sense of Kouchnirenko and Oka.
Finally, under the strongest hypothesis of being a toric type foliation, we find that there
is a dichotomy: Either it has rational first integral but does not have isolated invariant
branches or it has finitely many global invariant curves and all of them are extending
isolated invariant branches.
1 Introduction
The aim of this paper is to describe local-global features for the invariant curves of weak toric
type complex hyperbolic foliations on projective toric ambient surfaces. The main result we
present is stated as follows:
Theorem 5. The isolated invariant branches of a complex hyperbolic weak toric
type foliation on a projective toric surface extend to projective algebraic curves.
A foliation is of toric type when it has a combinatorial desingularization. This definition was
introduced by M.I.T. Camacho and F.Cano in [2]. Analogously, a foliation is of weak toric
type when it has a combinatorial desingularization, but just up to presimple points. We call
complex hyperbolic to the foliations without saddle-nodes after reduction of singularities (they
are also called “generalized curves”). An invariant branch is isolated if it always falls into a
non-dicritical component of the exceptional divisor after any reduction of singularities. This
concept was suggested in [3] by C. Camacho, A. Lins Neto and P. Sad.
We characterize weak toric type foliations in terms of Newton polygons and “initial forms”.
To do it, we introduce the concept of Newton non-degenerate foliation, following the classical
ideas of A.G. Kouchnirenko and M. Oka for varieties, that can be found in [8, 9]. We prove the
equivalence result below:
Theorem 3: A complex hyperbolic foliated surface is Newton non-degenerate if
and only if it is of weak toric type.
A foliated surface is the data of a foliation F on a complex surface M and a normal crossings
divisor E ⊂M . Most of the definitions and properties we present in this paper concern to the
pair (F , E) and not only to the foliation F .
Let us recall that a nonsingular projective toric surface is naturally endowed with a normal
crossings divisor given by the union of the non-dense orbits of the torus action. Moreover,
these surfaces can be obtained by blowing-ups and blowing-downs from the projective plane
P2C with the “standard” toric structure, that gives the divisor X0X1X2 = 0. Most of the
properties we are going to consider are stable under equivariant (combinatorial) blowing-ups
and blowing-downs. This allow us to prove many of the results by looking just to the projective
plane.
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In order to describe Newton non-degenerate foliations on the projective plane, we use in an
essential way the following property: “The number of roots of a Laurent polynomial system in
general position is the mixed volume of the associated polyhedra”. This result was proved by
D.N. Bernstein, A.G. Khovanskii and A.G. Kouchnirenko in [1, 7]. Applying it, we show that
the homogeneous polygon ∆h(F) of a Newton non-degenerate foliation F is a single vertex or
a segment. In this way, we describe a set of projective algebraic curves such that any isolated
invariant branch at a given point is the germ of one of these curves at the point. More precisely,
we have the following three cases for the homogeneous polygon ∆h(F):
Case a) It is a single point: there are no isolated invariant branches.
Case b) It is the segment joining the points (0, d, 0) and (0, 0, d): the isolated
invariant branches are in a finite family of lines üλ = (X2 − λX1 = 0).
Case c) It is the segment joining the points (d, 0, 0) and (0, a, d− a): the isolated
invariant branches are in a finite family of curves Cλ = (X d˜−a˜1 X a˜2 − λX d˜0 = 0).
In this way, we obtain the proof of Theorem 5.
Concerning the existence of isolated invariant branches in the weak toric type case, we see
in Lemma 12 that we effectively find at least one for each λ in the above families. In case b), we
just blow-up the common point of all the lines üλ. Each of the transformed lines cuts the new
divisor at two points pλ and qλ and we prove that the “eigenvalues ratios” of the singularities
of the foliation at these points are opposite each to the other, hence one of them is a simple
point and we find an isolated invariant branch through it. In case c), we find a similar property
after reduction of singularities of the cuspidal family Cλ = (X d˜−a˜1 X a˜2 − λX d˜0 = 0).
When we have the strongest property that the foliation is of toric type, we obtain the
following result:
Theorem 6: We have the next dichotomy for a toric type foliation on a projective
toric surface:
I) There is rational first integral and there are no isolated invariant branches.
II) There is no rational first integral and every proper invariant branch extending
to a projective algebraic curve is an isolated invariant branch.
An invariant branch is proper when it is based at a point of the divisor but is not contained in
it.
From the results of this paper, we know that there is always global invariant curve for a toric
type foliation on a projective toric surface. This does not hold for general complex hyperbolic
foliations on the projective plane. Indeed, Jouanolou’s classical example (see [6]) given by the
differential form
(X20X1 −X32 )dX0 + (X21X2 −X30 )dX1 + (X22X0 −X31 )dX2
has no algebraic invariant curves, but it has seven singularities and two isolated invariant
branches at each.
Jouanolou’s example is classically used to construct germs of codimension one foliations in
dimension three without invariant surface. In a forthcoming paper, we apply these results to
prove the existence of invariant surface for germs of toric type codimension one foliations in
dimension three.
2 Generalities on Foliated Surfaces
We introduce basic definitions and results concerning the theory of holomorphic singular folia-
tions in dimension two. All these contents can be essentially found at [4].
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2.1 Foliated surfaces
A nonsingular complex analytic surface M , is a C-ringed space M = (|M |,OM ) in local C-
algebras of functions, covered by open subsets isomorphic to open subsets of (C2,OC2). Denote
by Ω1M the sheaf of germs of holomorphic one-forms on M . A codimension one holomorphic
singular foliation F on M (for short, a foliation on M) is an invertible subsheaf F ⊂ Ω1M ,
locally generated at each point p ∈ |M | by a holomorphic one-form ω ∈ Ω1M,p, that we write in
local coordinates as
ω = f1dx1 + f2dx2,
where f1, f2 ∈ OM,p have no common factors. The singular locus Sing(F) is the closed analytic
subset of M locally defined by f1 = f2 = 0. It is a set of isolated points.
A normal crossings divisor E ofM is the union of a finite family {Ei}i∈I of connected closed
nonsingular holomorphic curves such that, for each point p ∈ |M | we have E ⊂ (x1x2 = 0),
where (x1, x2) is a local coordinate system. Note that the Ei are the irreducible components of
E. We denote by ep(E) the number of irreducible components of E through p ∈ |M |, we have
that ep(E) ∈ {0, 1, 2}. We say that E is a strong normal crossings divisor if either Ei ∩ Ej is
empty or it is a single point, for every i, j.
Given a point p ∈ |M |, a curve branch (Γ, p) is defined by an equation f = 0, where
f ∈ OM,p is irreducible. We say that (Γ, p) is an invariant branch of F if ω ∧ df = fα, where
α is a germ of holomorphic 2-form and ω is a generator of F at p. We know that there is an
only invariant branch (Γ, p) through p, when p Ó∈ Sing(F).
Consider an irreducible curve Y of M and a point p ∈ Y . If (Γ, p) ⊂ (Y, p) is an invariant
branch, then every branch (Υ, q) ⊂ (Y, q) is also invariant, for each q ∈ Y . In this case, we
say that Y is an invariant curve of F . The non-invariant irreducible components of E are also
called dicritical components. We write the index set as I = Iinv ∪ Idic, where Iinv corresponds
to the invariant components and Idic corresponds to the dicritical ones. We also denote
Einv = ∪i∈IinvEi; Edic = ∪i∈IdicEi.
We say that F and E have normal crossings at p /∈ Sing(F) if E∪Γ is a local normal crossings
divisor, where (Γ, p) is the only invariant branch of F through p. The adapted singular locus
Sing(F , E) is defined by
Sing(F , E) = Sing(F) ∪ {p /∈ Sing(F); F and E have no normal crossings at p}.
We have that Sing(F , E) is a set of isolated points and Sing(F , E) ⊃ Sing(F).
Remark 1. If |M | is a compact set or a germ around a compact set, then Sing(F , E) is finite.
We say that a coordinate system (x1, x2) at p ∈ |M | is adapted to E if ep(E) = 0, E =
(x1 = 0) or E = (x1x2 = 0). Let Ω1M (logE) be the sheaf of germs of logarithmic one-forms
along E. A codimension one singular E-foliation L on M (for short, an E-foliation on M) is
an invertible subsheaf L ⊂ Ω1M (logE), locally generated at each point p ∈ |M | by a logarithmic
one-form η ∈ Ω1M,p(logE), that we write in adapted local coordinates as
η =
e∑
i=1
ai
dxi
xi
+
2∑
i=e+1
aidxi; e = ep(E),
where the coefficients ai have no common factors. We define the adapted multiplicity νp(F , E)
to be the minimum νp(a1, a2) of the orders νp(a1) and νp(a2) at p of the coefficients.
Denote by Fol(M,E) the set of E-foliations on M and by Fol(M) the set of foliations.
Observe that Fol(M, ∅) = Fol(M). There is a bijection between Fol(M) and Fol(M,E) given
by F Ô→ LF , determined by the relation ω = xε11 · · ·xεee η, where the exponents εi are defined
by
εi =
{
1 if xi = 0 is invariant.
0 if xi = 0 is dicritical.
A local generator η of LF is also called a local generator of F adapted to E.
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Definition 1. An ambient surface is a pairM = (M,E), where M is a nonsingular complex
analytic surface M and E is a strong normal crossings divisor. A foliated surface (M,F) is the
data of an ambient surface and a foliation F on M .
Given an open subset U ⊂ |M | such that E ∩ U has only finitely many irreducible com-
ponents, the restriction M|U is a well-defined ambient surface. In this case, the restriction
(M,F)|U is also a foliated surface. Given a point p ∈ |M |, we define the germ (M,F)p of
(M,F) at p in the natural way.
2.2 Presimple and simple points under blowing-ups
Let us consider a foliated surface (M,F) and a point p ∈ |M |. A germ ξ of holomorphic vector
field is tangent to F if ω(ξ) = 0, where ω is a local generator of F (the sheaf of tangent germs
of vector fields also defines the foliation). Notice that ξ(p) = 0 when p ∈ Sing(F) and, in this
case, we have a well-defined linear part Lξ.
Definition 2. We say that p is a presimple point for (M,F) if p /∈ Sing(F , E) or we have that
p ∈ Sing(F), ep(E) ≥ 1, ep(Edic) = 0 and there is a germ ξ of vector field tangent to F such
that Lξ is non-nilpotent. We say that p is simple if it is presimple and the eigenvalues of Lξ
have not positive rational ratio, when p ∈ Sing(F). A saddle-node is a simple singularity where
the linear part of every tangent germ of vector field has a zero eigenvalue.
We distinguish two types of presimple points: trace and corner type points. More precisely:
1. If p /∈ Sing(F), we say that it is of trace type if ep(Einv) = 0 and that it is of corner type
if ep(Einv) = 1.
2. If p ∈ Sing(F), we say that it is of trace type if ep(E) = 1 and that it is of corner type if
ep(E) = 2.
Remark 2. Given a presimple singularity, there are no dicritical components through it. If p is
a simple nonsingular point, we have that ep(Edic) ∈ {0, 1}. Hence, a point p with ep(Edic) = 2
cannot be a presimple point.
Definition 3. A foliated surface (M,F) is desingularized (respectively, pre-desingularized) if
it has only simple points (respectively, presimple points).
Remark 3. If (M,F) is pre-desingularized, then Sing(F , E) = Sing(F).
Consider the blowing-up pi : M ′ → M centered at a point p ∈ |M |. We obtain a new foliated
surface (M′,F ′), whereM′ = (M ′, E′), with E′ = pi−1(E ∪ {p}) and F ′ is the transform of F
by pi. We write for short pi : (M′,F ′)→ (M,F).
We summarize now the main properties of the behaviour of simple and presimple points
under blowing-up (for more details, see [4].) Let us assume that the center p of pi is a presimple
point for (M,F). We have that all q ∈ D are presimple points for (M′,F ′), where D = pi−1(p)
is the exceptional divisor. More specifically:
1. If p /∈ Sing(F), thenD is invariant and there is only one point p′ ∈ Sing(F ′)∩D. Moreover
p′ is a simple singularity (it represents the tangent at p of the only invariant branch of F
at p).
2. If p is a simple singularity for (M,F), then D is invariant and there are exactly two points
p′1, p
′
2 ∈ Sing(F ′)∩D. Moreover p′1 and p′2 are simple singularities for (M′,F ′). We have
also that p′1, p′2 are corners if p is a corner and that there is a corner and a trace between
{p′1, p′2} if p is a trace.
3. If p is a presimple but not simple singularity for (M,F), we take a germ of vector field ξ
with Lξ non-nilpotent. We have three possibilities:
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(a) The linear part Lξ is the identity up to a factor. In this case D is dicritical and
Sing(F ′) ∩D = ∅.
(b) The linear part Lξ is not diagonalizable. The exceptional divisor D is invariant and
there is only one point p′ in Sing(F ′) ∩D. Moreover p′ is a saddle-node corner type
singularity. This situation only holds if p is of trace type.
(c) The linear part Lξ has two different eigenvalues λ, µ with λ/µ ∈ Q>1. In this
situation D is invariant and there are exactly two points p′, q′ ∈ Sing(F ′) ∩D. One
of them is a simple singularity and the other one is presimple with eigenvalues equal
to λ − µ, µ. Moreover, if p is of corner type, then p′, q′ are both corners; if p is of
trace type, we obtain a corner and a trace between {p′, q′}.
2.3 Reduction of singularities
We say that a morphism pi : (M′,F ′) → (M,F) is a reduction (respectively, a pre-reduction)
of singularities of (M,F) if pi is a finite composition pi = pi1 ◦ pi2 ◦ · · · ◦ piN , where each
pii : (Mi,F i)→ (Mi−1,F i−1),
is a blowing-up centered at pi−1 ∈ |Mi−1|, for i = 1, 2, . . . , N and (M′,F ′) = (MN ,FN ) is a
desingularized (respectively, pre-desingularized) foliated surface. The reduction of singularities
pi is called minimal if, for any other reduction of singularities p¯i : (M′′,F ′′)→ (M,F), there is
a unique factorization p¯i = pi ◦ f , where
f : (M′′,F ′′)→ (M′,F ′)
is the composition of a finite sequence of blowing-ups (up to isomorphism). Note that pi is
minimal if and only if all the centers pi are non-simple points. In the same way, we define and
characterize minimal pre-reduction of singularities.
Remark 4. Following the above definitions, there is no reduction of singularities for foliated
surfaces with infinitely many non-simple points.
The following result is consequence of Seidenberg’s Theorem [10] and the statements in [4].
Theorem 1. Let (M,F) a foliated surface. We have that:
1. There is a reduction of singularities of (M,F) if and only if the set of non-simple points
is finite. In this case, there is a minimal reduction of singularities.
2. There is a pre-reduction of singularities of (M,F) if and only if the set of non-presimple
points is finite. In this case, there is a minimal pre-reduction of singularities.
Remark 5. Assume that (M,F) has reduction of singularities and let pi and σ be, respectively,
the minimal reduction and pre-reduction of singularities. If
pi : (M′,F ′)→ (M,F), σ : (M∗,F∗)→ (M,F),
then there is a unique factorization pi = σ◦f , where f : (M′,F ′)→ (M∗,F∗) is the composition
of a finite sequence of blowing-ups centered at presimple but non-simple points.
We are interested in foliated surfaces without saddle-nodes after reduction of singularities.
In other contexts they correspond to the so-called “generalized curves” (see [3]).
A foliated surface (M,F) is complex hyperbolic (for short, CH) if there is a reduction of
singularities pi : (M′,F ′) → (M,F) without saddle-nodes in (M′,F ′). Note the following
properties:
1. If (M,F) is CH, for any reduction of singularities p¯i : (M′′,F ′′) → (M,F) there are no
saddle-nodes in (M′′,F ′′).
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2. Being CH depends just on the foliation F . That is, if ((M,E),F) is CH, then any other
((M,D),F) is also CH. In particular, it makes sense to say that a point p ∈ |M | is CH
for F when the germ Fp is CH, independently of the chosen divisor.
3. A simple singularity is CH if and only if it is not a saddle-node. The presimple but not
simple singularities that are not CH are those presented in 3b) of Subsection 2.2.
Lemma 1. A point p of a CH-foliated surface (M,F) is presimple if and only if νp(F , E) = 0.
Proof. If e = ep(E) = 0, then p is presimple if and only if p is nonsingular, and we are done.
If e = 1, take a local generator η = a1dx1/x1 + a2dx2 of F adapted to E. We distinguish two
cases:
1a) Dicritical case, that is E = (x1 = 0) is dicritical. This is equivalent to say that a1 = x1a˜1,
in particular, we have νp(a1) > 0. A local generator of F is given by ω = a˜1dx1 + a2dx2.
In this case, the point p is presimple if and only if it is nonsingular and F , E have normal
crossings at p. That happens if and only if νp(a2) = 0.
1b) Invariant case. A local generator of F is given by ω = a1dx1 + x1a2dx2. The point p is
nonsingular with normal crossings if and only if νp(a1) = 0. The point p is a presimple
singularity if and only if p is a saddle-node (not allowed, because we are in the CH-
situation) or νp(a2) = 0.
If e = 2, consider a local generator η = a1dx1/x1 + a2dx2/x2 of F adapted to E, where
E = (x1x2 = 0) locally at p. There are three possibilities:
2a) ep(Edic) = 2. We know that p is not presimple. On the other hand, we have that xi
divides ai for i = 1, 2, hence νp(a1, a2) > 0.
2b) ep(Edic) = 1. Suppose that (x1 = 0) is invariant and that (x2 = 0) is dicritical. We have
that a2 = x2a˜2 and that ω = a1dx1 + x1a˜2dx2 is a local generator of F . The point p
is presimple if and only if it is a nonsingular point and F , E have normal crossings at p.
This happens if and only if νp(a1) = 0. We end by noting that νp(a1) = 0 if and only if
νp(a1, a2) = 0, since νp(a2) > 0.
2c) ep(Edic) = 0. We have that ω = x2a1dx1 + x1a2dx2 is a local generator of F and hence p
is a singular point. The linear part of a germ of vector field tangent to F is diagonal with
eigenvalues λi = ai(0), for i = 1, 2. As a consequence, the point p is presimple if and only
if νp(a1, a2) = 0. 
2.4 Combinatorial blowing-ups
The concept of toric type foliated surface has been introduced in [2].
Let (M,F) be a foliated surface and let us consider the blowing-up pi : (M′,F ′)→ (M,F)
centered at a point p ∈ |M |. We say that pi is a combinatorial blowing-up if ep(E) = 2.
The composition of a finite sequence of blowing-ups is combinatorial if each blowing-up is
combinatorial.
Definition 4. A foliated surface (M,F) is of toric type if it admits a combinatorial reduction
of singularities. Analogously, we say that (M,F) is of weak toric type if it has a combinatorial
pre-reduction of singularities.
The foliated surface (M,F) is called of toric type at a point p ∈ |M | if the germ (M,F)p
is of toric type. Analogously, it is called of weak toric type at p if the germ (M,F)p is of weak
toric type.
Remark 6. Given a point p with ep(E) ≤ 1, we have that (M,F) is of toric type (respectively
of weak toric type) at p if and only if p is a simple (respectively presimple) point for (M,F).
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Recall that the divisor E has finitely many irreducible components. Thus, there are only
finitely many points with ep(E) = 2. As a consequence, the foliated surface (M,F) is of toric
type if and only if the property holds at every point p ∈ |M |. We have the same comment for
the weak toric type property.
Remark 7. If p is a corner type presimple singularity of (M,F), we have that (M,F) is of toric
type at p, in view of the behaviour of presimple singularities described in Subsection 2.2. Even
more, all the singularities appearing after the minimal reduction of singularities of the germ
(M,F)p are corner type simple points.
2.5 Isolated invariant branches
The concept of isolated invariant branch is useful for choosing finitely many representative
invariant branches, in case dicritical components arise after reduction of singularities. We give
the precise definition below.
Definition 5. Consider an invariant branch (Γ, p) of a foliated surface (M,F). We say that
(Γ, p) is isolated for (M,F) if the following properties hold:
• (Γ, p) Ó⊂ (E, p).
• For every composition pi : (M′,F ′) → (M,F) of a finite sequence of blowing-ups, we
have that p′ ∈ Sing(F ′, E′), where (Γ′, p′) is the strict transform of (Γ, p) by pi.
Remark 8. Note that p ∈ Sing(F , E), just by taking pi the identity. Besides, it is enough to
consider blowing-ups centered at the infinitely near points of (Γ, p).
The property of being isolated is stable under blowing-ups. In the following statement we
show that it is also stable by combinatorial blowing-downs.
Proposition 1. Let us consider a combinatorial blowing-up pi : (M′,F ′) → (M,F) between
foliated surfaces. If (Γ′, p′) is an isolated invariant branch for (M′,F ′), we have that (Γ, p) is
an isolated invariant branch for (M,F), where (Γ, p) is the image of (Γ′, p′) by pi.
Proof. Suppose that p is the center of the blowing-up, otherwise we are done. If (Γ′, p′) is
isolated, in particular (Γ′, p′) Ó⊂ (E′, p′) and then also (Γ, p) Ó⊂ (E, p). If p ∈ Sing(F , E), we are
done. Assume that p /∈ Sing(F , E). Since p is a regular point, we get that (Γ, p) is the only
invariant branch through p. Moreover, we have that ep(E) = 2 and that F , E have normal
crossings at p. Then (Γ, p) is contained in E and this is a contradiction. 
The following assertions give a description of the isolated invariant branches at presimple
points.
Lemma 2. Consider a foliated surface (M,F) and pi : (M′,F ′) → (M,F) a reduction of
singularities. Let (Γ, p) be an isolated branch of (M,F) and let (Γ′, p′) be the strict transform
of (Γ, p) by pi. We have that p′ is a trace type simple singularity.
Proof. By definition, we know that p′ ∈ Sing(F ′, E′) and (Γ′, p′) Ó⊂ (E′, p′). Moreover, we have
Sing(F ′, E′) = Sing(F ′),
because (M′,F ′) is desingularized. If p′ is of corner type, the only invariant branches through
it are contained in E′. Then p′ is a trace type simple singularity. 
Lemma 3. Let p ∈ Sing(F) be a presimple singularity of a foliated surface (M,F). If p is of
corner type, there are no isolated invariant branches through it. If p is of trace type, there is
at most one isolated invariant branch through it; when it exists, it is nonsingular, transversal
to the divisor and any other nonsingular invariant branch is tangent to the divisor.
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Proof. Assume first that p is of corner type and let us find a contradiction with the existence
of an isolated invariant branch (Γ, p). By Remark 7, we know that the minimal reduction of
singularities of the germ (M,F)p produces only singularities that are of corner type. In view
of Lemma 2, the strict transform of (Γ, p) passes through a trace type simple singularity and
this is not possible.
Assume now that p is a trace type presimple singularity. Recall that ep(E) = ep(Einv) = 1.
Suppose that there is an isolated branch (Γ, p). Consider the blowing-up pi : (M′,F ′)→ (M,F)
centered at p. Let (Γ′, p′) be the strict transform of (Γ, p). We know that p′ ∈ Sing(F ′, E′) =
Sing(F ′). Since (Γ′, p′) is an isolated invariant branch, we obtain that p′ is not a corner type
point, hence it is a trace type presimple singularity of (M′,F ′). In particular, we have that
ep′(E′) = ep′(E′inv) = 1. Note also that E′ = pi−1(p), locally at p′.
The above arguments show that (Γ, p) is nonsingular and transversal to E. Indeed, this is
a direct consequence of the fact that the infinitely near points of (Γ, p) are never over the strict
transform of the precedent exceptional divisor.
Let us prove that any other nonsingular invariant branch is tangent to E. Equivalently, if
(Γ1, p) is a nonsingular invariant branch transversal to E, let us show that (Γ1, p) = (Γ, p).
Denote by (Γ′1, p′1) to the strict transform of (Γ1, p) by pi. It is enough to prove that p′1 = p′; in
this case, the situation repeats at p′, we conclude that (Γ1, p) and (Γ, p) have the same infinitely
near points and thus they coincide. Since (Γ1, p) is transversal to E, we have that p′1 does not
belong to the strict transform of E. Moreover, p′1 ∈ Sing(F ′), because both (Γ′1, p′1) and pi−1(p)
define invariant branches of F ′ at p′1. Then, the only trace type singularity of (M′,F ′) in
pi−1(p) is p′1; this means that p′1 = p′.
It remains to show that (Γ, p) is the only isolated invariant branch. We know that any
isolated invariant branch must be nonsingular and transversal to E, then it is necessarily (Γ, p).

Corollary 1. Let (Γ, p) be a smooth invariant branch transversal to E through a trace type
presimple singularity. If there is an isolated branch for (M,F) through p, it is necessarily (Γ, p).
Remark 9. If p is a trace type non saddle-node simple singularity, there is exactly one isolated
invariant branch through p. When it is a saddle-node, it is possible to have a formal non-
convergent invariant branch, that is also isolated (in the formal sense).
Remark 10. Consider a foliated surface (M,F) and a point p ∈ Sing(F , E). If there are only
finitely many invariant branches through p (equivalently, there are no dicritical components
created after reduction of singularities over p), then each invariant branch (Γ, p) Ó⊂ (E, p) is
isolated.
3 Pairs of Laurent Polynomials in General Position
Here we recall a result about the number of solution of a Laurent polynomials system looking at
the mixed area of the convex polytopes associated to it (see [1, 8]). In Section 5, we apply this
result to our study of Newton non-degenerate foliations in projective toric ambient surfaces.
A convex polytope ∆ ⊂ R2 is the convex hull of a finite set of points of R2. We denote the
area of ∆ by Ar(∆) ∈ R≥0. The mixed area MA(∆1,∆2) of two convex polytopes ∆1,∆2 ⊂ R2
is given by MA(∆1,∆2) = Ar(∆1 + ∆2) − Ar(∆1) − Ar(∆2), where ∆1 + ∆2 denotes the
Minkowski sum.
Remark 11. The mixed area of two convex polytopes is zero if and only if either one of them is
a single point or they are parallel segments.
The ring of Laurent polynomials C[u1, u2, u−11 , u−12 ] gives the regular functions of the com-
plex torus (C∗)2 = (C \ {0})2. The convex polytope ∆(f) of a Laurent polynomial f is defined
by
∆(f) = convex hull
(
{(i, j) ∈ Z2; fij Ó= 0}
)
, f =
∑
(i,j)
fiju
i
1u
j
2.
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The support-restriction fC of f to a subset C ⊂ Z2 is fC =
∑
(i,j)∈C fiju
i
1u
j
2.
We call weight vectors to the elements of the set W = {(p, q) ∈ Z × Z>0; pZ + qZ =
Z} ∪ {(1, 0)}. Note that, there is a bijection W → Q ∪ {∞}, given by (p, q) Ô→ −p/q (assuming
−1/0 =∞). We say that a Laurent polynomial F Ó= 0 is quasi-homogeneous with weight vector
(p, q) if there is an r ∈ Z such that F (tpu1, tqu2) = trF (u1, u2). The integer r is called the
quasi-homogeneous degree of F . In this case, there is a decomposition
F = cuτ11 u
τ2
2
∏N
j=1
(up2 − αjuq1); (τ1, τ2) ∈ Z2, c, αj ∈ C∗, j = 1, 2, . . . N.
Conversely, such a decomposition provides a quasi-homogeneous Laurent polynomial. Moreover,
we can see that F is quasi-homogeneous with weight vector (p, q) and degree r if and only if
∆(F ) is a segment contained in the line of equation pi+qj = r. In particular, a single monomial
is quasi-homogeneous for any weight vector.
The following definitions can be found in [1, 8].
Definition 6. A pair (F1, F2) of quasi-homogeneous Laurent polynomials with weight vector
(p, q) is non-degenerate if α1j Ó= α2k for every j, k, where
Fi = ciuτi11 u
τi2
2
∏Ni
j=1
(up2 − αijuq1), i = 1, 2.
Otherwise, we say that (F1, F2) is degenerate.
Definition 7. A pair of arbitrary Laurent polynomials (f1, f2) is in general position, if the
pairs (f1L, f2L) are non-degenerate for every side L of ∆(f1, f2) = convex hull(∆(f1) ∪∆(f2)).
Remark 12. Consider two Laurent polynomials F (u1, u2), G(u1, u2) and three monomials ua =
ua11 u
a2
2 , ub = u
b1
1 u
b2
2 , uc = u
c1
1 u
c2
2 , where a, b, c ∈ Z2 and a1b2 − a2b1 ∈ {−1, 1}. We have the
following properties:
1. The Laurent polynomial F is quasi-homogeneous if and only if ucF is quasi-homogeneous.
Moreover, both have the same weight vector.
2. The Laurent polynomial F (u1, u2) is quasi-homogeneous with weight vector (p, q) if and
only F (ua, ub) is quasi-homogeneous with weight vector (up to sign) (pb2−qa2, qa1−pb1).
3. The pair (F (u1, u2), G(u1, u2)) is non-degenerate if and only if the pair (ucF (ua, ub), ucG(ua, ub))
is non-degenerate.
Remark 13. If the pair (F1, F2) is non-degenerate and both F1, F2 have the same quasi-
homogeneous degree, then (F1 + F2, F2) is also non-degenerate.
Remark 14. Note that (f1L, f2L) is degenerate if f1L = 0 or f2L = 0.
Theorem 2. (See [1, 8]) Let (f1, f1) be a pair of Laurent polynomials in general position.
The number of solutions in (C∗)2 of the system f1 = f2 = 0 is equal to the mixed area
MA(∆(f1),∆(f2)).
4 Weak Toric Type Foliated Surfaces
In this section we give an algebraic characterization in terms of “weighted initial forms” of
the weak toric type complex hyperbolic foliated surfaces. More precisely, we introduce the
concept of Newton non-degenerate foliated surface, following the classical ideas for curves and
functions (see [9]) and we proof that they are exactly the weak toric type foliated surfaces in
the CH-context.
143
4.1 Newton non-degenerate foliated surfaces
The Newton polygon N(f ;x1, x2) of a formal power series f =
∑
fijx
i
1x
j
2 ∈ C[[x1, x2]] is defined
by
N(f ;x1, x2) = convex hull(Supp(f) + R2≥0),
where Supp(f) = {(i, j) ∈ Z2; fij Ó= 0}. The topological boundary of N(f ;x1, x2) is a union
of two non-compact sides and finitely many compact sides (consisting of more than one point)
with negative rational slopes. The endpoints of the sides are called vertices.
Let us consider an ambient surfaceM = (M,E) and a point p ∈ |M | with ep(E) = 2. Take
a logarithmic one-form η ∈ Ω1M,p(logE), that we write in adapted local coordinates (x1, x2) as
η = a1dx1/x1 + a2dx2/x2; a1, a2 ∈ OM,p = C{x1, x2} ⊂ C[[x1, x2]].
The Newton polygon Np(η;x1, x2) is the convex hull of N(a1;x1, x2) ∪N(a2;x1, x2).
Remark 15. In order to get uniqueness in the definition of the Newton polygon of a foliated
surface, we consider total orderings ≺ in the set of irreducible components of the divisor.
Now, we consider a foliated surface (M,F), a total ordering ≺ in the set of irreducible
components of E and a point p ∈ |M | with ep(E) = 2.
Lemma 4. Take local coordinates (x1, x2), (x′1, x′2) adapted to E, such that (x2 = 0) ≺ (x1 = 0)
and (x′2 = 0) ≺ (x′1 = 0). We have that
N = Np(η;x1, x2) = Np(η′;x′1, x′2),
where η = a1dx1/x1 + a2dx2/x2, η′ = a′1dx′1/x′1 + a′2dx′2/x′2 are local generators of F adapted
to E. Moreover, given a compact side L of N , it holds that (a1L, a2L) is non-degenerate if and
only if (a′1L, a′2L) is non-degenerate.
Proof. Just note that there are units u, u1, u2 ∈ OM,p, such that η′ = uη and x′i = uixi, for
i = 1, 2. 
In view of Lemma 4 we define the Newton polygon N≺p (M,F) by
N≺p (M,F) = Np(η;x1, x2).
Remark 16. The point p is presimple if and only if N≺p (M,F) = R2≥0.
The foliated surface (M,F) is non-degenerate at p with respect to the order ≺ and a compact
side L of N≺p (M,F) if the pair (a1L, a2L) is non-degenerate. For short, we say that (F , L) is
non-degenerate.
Remark 17. Consider two different orderings ≺, ≺′ in the set of irreducible components of E.
Denote by E1 and E2 the irreducible components of E through p, such that E2 ≺ E1. We have
two possibilities at p depending on the order ≺′ between E1 and E2:
• E2 ≺′ E1. We have N≺′p (M,F) = N≺p (M,F).
• E1 ≺′ E2. We have N≺′p (M,F) = σ(N≺p (M,F)), where σ is the symmetry (u, v) Ô→
(v, u). Moreover, given a compact side L of N≺p (M,F), we have that (F , L) is non-
degenerate, with respect to ≺, if and only if (F , σ(L)) is non-degenerate, with respect to
≺′.
Definition 8. A foliated surface (M,F) is Newton non-degenerate at p ∈ |M | if the point p
is presimple, or ep(E) = 2 and (F , L) is non-degenerate for each compact side L of N≺p (M,F)
(this definition does not depend on the chosen ordering ≺, in view of Remark 17). We say that
(M,F) is Newton non-degenerate if the property holds at each point.
144
4.2 Non-degenerate foliations and combinatorial blowing-ups
We present here several results about the stability of being Newton non-degenerate under
combinatorial blowing-ups and blowing-downs.
Let us consider a CH-foliated surface (M,F), a total ordering ≺ in the set of irreducible
components of E and a point p ∈ |M | with ep(E) = 2. Denote by E1, E2 the irreducible
components of E through p, such that E2 ≺ E1.
Let (x1, x2) be a local coordinate system such that Ei = (xi = 0), for i = 1, 2. Consider a
local generator η = a1dx1/x1 +a2dx2/x2 of F adapted to E at p. Denote by d ≥ 0 the adapted
order, that is d = νp(F , E) = νp(a1, a2). We write
ai = Ai + a˜i ∈ C{x1, x2}, νp(a˜i) > d, i = 1, 2,
where the Ai are homogeneous polynomials of degree d. Note that (A1, A2) Ó= (0, 0).
Let us perform the blowing-up pi : (M′,F ′) → (M,F) centered at p. Note that pi is a
combinatorial blowing-up, since ep(E) = 2. We consider the ordering ≺′ in the set of irreducible
components of E′ obtained by adding the exceptional divisor D = pi−1(p) with the property
E′2 ≺′ D ≺′ E′1, where E′i denote the strict transforms of Ei, for i = 1, 2. Denote
{q0} = D ∩ E′2, {q∞} = D ∩ E′1 and T = D \ {q0, q∞}.
Remark 18. We can consider affine coordinates (x′1, x′2) on the chart of the blowing-up with
origin in q0, given by x1 = x′1, x2 = x′1x′2. In this chart E′2 = (x′2 = 0) and D = (x′1 = 0).
Analogously, we can consider affine coordinates (x′′1 , x′′2) on the chart of the blowing-up with
origin in q∞, given by x1 = x′′1x′′2 , x2 = x′′2 . Here D = (x′′2 = 0) and E′1 = (x′′1 = 0). These
choices of coordinates are compatible with the ordering ≺′ in the set of irreducible components
of E′.
Remark 19. The following properties are well known (see [4]):
1. Assume that the blowing-up pi is dicritical. That is, the exceptional divisor D is dicritical,
what happens if and only if A1 +A2 = 0. In this case T ∩Sing(F ′, E′) is given by A1 = 0
and all the points in this set are non-presimple points.
2. Suppose that the blowing-up pi is non-dicritical. In this case Sing(F ′, E′)∩D = Sing(F ′)∩
D and T ∩ Sing(F ′) is given by the tangent cone A1 +A2 = 0.
Lemma 5. If holds that T ∩ Sing(F ′, E′) Ó= ∅ if and only if N≺p (M,F) has a compact side of
slope −1.
Proof. It follows by Remark 19, looking separately the dicritical and non-dicritical cases. 
Lemma 6. If pi is non-dicritical, then the non-presimple points q ∈ T are given by A1 +A2 =
A2 = 0.
Proof. Consider coordinates (x′1, x′2) like in Remark 18. A generator η′ of F ′ adapted to E′ is
given by
η′ =
(
(A1 +A2)(1, x′2) + x′1
(a˜1 + a˜2)(x′1, x′1x′2)
(x′1)d+1
)
dx′1
x′1
+
(
A2(1, x′2) + x′1
a˜2(x′1, x′1x′2)
(x′1)d+1
)
dx′2
x′2
,
The non-presimple points q ∈ T are given by x′1 = 0, x′2 = λ ∈ C∗, with (A1 + A2)(1, λ) =
A2(1, λ) = 0, in view of Lemma 1. 
Corollary 2. The pair (A1, A2) is non-degenerate if and only if each point q ∈ T is presimple.
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Proof. Suppose that N≺p (M,F) does not have a compact side with slope −1. This is equivalent
to say that A1 and A2 are the same monomial up to constant and hence (A1, A2) is a non-
degenerate pair. On the other hand, in view of Lemma 5, all the points q ∈ T are presimple.
Suppose now that N≺p (M,F) has a compact side with slope −1. Assume first that all the
points q ∈ T are presimple. The blowing-up pi is non-dicritical by Remark 19, then Lemma 6
implies that (A1 + A2, A2) is non-degenerate and by Remark 13, this is equivalent to say that
(A1, A2) is non-degenerate. Conversely, if (A1, A2) is non-degenerate, then A1 Ó= −A2 and the
blowing-up is non-dicritical. Moreover (A1 + A2, A2) is non-degenerate, as a consequence, all
the points q ∈ T are presimple. 
We introduce the notation N = N≺p (M,F), N0 = N≺
′
q0 (M′,F ′), N∞ = N≺
′
q∞(M′,F ′).
Let S+p be the set of compact sides of N with slope greater than −1 and let Sq0 be the set
of compact sides of N0. There is a bijection between S+p and Sq0 given by L ∈ S+p Ô→ L′ ∈ Sq0 ,
where L′ is the side of slope m′ = m/(1 + m) < 0, being m ∈ Q>−1 the slope of L. In the
same way, denote by S−p the set of compact sides of N with slope lower than −1 and by Sq∞
the set of compact sides of N∞. There is a bijection L ∈ S−p Ô→ L′ ∈ Sq∞ where L′ has slope
m′ = m + 1 < 0, being m ∈ Q<−1 the slope of L. Given a compact side L of N with slope
different than −1, that is L ∈ S+p ∪ S−p , we say that L′ is the transform of L.
Lemma 7. Consider a compact side L ∈ S+p ∪ S−p and let L′ be transform of L. It holds that
(F , L) is non-degenerate if and only if (F ′, L′) is non-degenerate.
Proof. Suppose that L ∈ S+p , the proof is analogous when L ∈ S−p . Consider coordinates
(x′1, x′2) like in Remark 18. A local generator η′ of F ′ adapted to E′ at q0 is given by η′ =
a′1dx
′
1/x
′
1 + a′2dx′2/x′2, where a′1 = (a1 + a2)(x′1, x′1x′2)/(x′1)d and a′2 = a2(x′1, x′1x′2)/(x′1)d. We
also have that
a′1L′ = (a1L + a2L)(x′1, x′1x′2)/(x′1)d, a′2L′ = a2L(x′1, x′1x′2)/(x′1)d.
Then (a′1L′ , a′2L′) is non-degenerate if and only if (a1L + a2L, a2L) is non-degenerate, in view of
Remark 12. This is equivalent to have (a1L, a2L) non-degenerate, by Remark 13. 
Corollary 3. The following properties hold:
• (F , L) is non-degenerate for every L ∈ S+p if and only if (M′,F ′) is Newton non-degenerate
at q0.
• (F , L) is non-degenerate for every L ∈ S−p if and only if (M′,F ′) is Newton non-degenerate
at q∞.
Proof. Direct consequence of Lemma 7. 
Proposition 2. Consider a CH-foliated surface (M,F). Let pi : (M′,F ′) → (M,F) be a
combinatorial blowing-up centered at a point p ∈ |M |. We have that (M,F) is Newton non-
degenerate at p if and only if (M′,F ′) is Newton non-degenerate at each point q ∈ pi−1(p).
Proof. If N = N≺p (M,F) has no compact side with slope −1, we are done by Corollary 3
and Lemma 5. Assume now that N has a compact side L0 with slope −1. By Corollary 3,
it is enough to prove that (F , L0) is non-degenerate if and only if (M′,F ′) is Newton non-
degenerate at every q ∈ T , equivalently if and only if each q ∈ T is a presimple point. Let η′
be as in the proof of Lemma 6. Noting that (F , L0) is non-degenerate if and only if (A1, A2) is
non-degenerate, we are done in view of Corollary 2. 
Corollary 4. Consider a CH-foliated surface (M,F). Let pi : (M′,F ′) → (M,F) be a finite
composition of combinatorial blowing-ups. We have that (M,F) is Newton non-degenerate at a
given point p ∈ |M | if and only if (M′,F ′) is Newton non-degenerate at each point q ∈ pi−1(p).
146
4.3 Equivalence statement
This subsection is devoted to prove the following result:
Theorem 3. A CH-foliated surface is Newton non-degenerate if and only if it is of weak toric
type.
Let (M,F) be a foliated surface. Let us do the proof at each point p ∈ |M |.
1. ep(E) ≤ 1. We have, by definition, that (M,F) is Newton non-degenerate at p if and
only if p is a presimple point. That happens if and only if (M,F) is of weak toric type
at p, by Remark 6.
2. ep(E) = 2. Assume that (M,F) is of weak toric type at p. This means that there is a
finite composition of combinatorial blowing-ups pi : (M′,F ′) → (M,F) such that each
q ∈ pi−1(p) is a presimple point. We have that (M′,F ′) is Newton non-degenerate for
each q ∈ pi−1(p), by definition. By Corollary 4, we obtain that (M,F) is Newton non-
degenerate at p. In the opposite way, assume that (M,F) is Newton non-degenerate at p.
Let us perform the combinatorial blowing-up pi : (M′,F ′) → (M,F) with center p. We
have that (M′,F ′) is Newton non-degenerate for each q ∈ pi−1(p) by the stability property
stated in Proposition 2. As a consequence, the only non-presimple points q ∈ pi−1(p)
satisfy eq(E′) = 2. The situation repeats, since (M′,F ′) is again Newton non-degenerate
at these points. This allow us to conclude that the minimal pre-reduction of singularities
of (M,F)p is combinatorial and thus (M,F) is of weak toric type at p.
5 Non-degenerate Foliations on Projective Toric Surfaces
In this section we recall the definition of projective toric surfaces and some results about their
birational geometry. We consider particularly Newton non-degenerate CH foliated surfaces
defined on the complex projective plane P2C and we prove that the area of their homogeneous
polygons is zero.
5.1 Birational geometry of toric ambient surfaces
The contents on this subsection can be essentially found at [5].
A toric surface is an irreducible complex surface S containing a two-dimensional complex
torus T Ä (C∗)2 as a Zariski open subset, such that the action of T on itself extends to an
algebraic action on S. The natural blowing-ups in the category of toric surfaces are the ones
compatible with the torus action (equivariant). This happens if and only if the center of the
blowing-up is an orbit.
The union of the non-dense orbits of the torus action in a nonsingular toric surface S is a
strong normal crossings divisor ES . We say that the pair (S,ES) is a toric ambient surface.
The points p ∈ |S| with ep(ES) = 2 are exactly the closed orbits of the torus action. As
a consequence, in the category of toric surfaces, the equivariant blowing-ups are exactly the
combinatorial ones.
Remark 20. In view of the fact that a nonsingular toric surface S gives in a natural way a toric
ambient surface (S,ES), we use the expression foliation F on S to make reference also to the
foliated surface ((S,ES),F).
Example 1. The first example of nonsingular projective toric surface is the projective plane
P2C. The torus action is given in homogeneous coordinates [X0, X1, X2] by
((t1, t2), [x0, x1, x2]) Ô→ [x0, t1x1, t2x2].
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The associated divisor is given by the three coordinate lines X0X1X2 = 0. The standard affine
example of nonsingular toric surface is C2. The torus action is given in coordinates (x1, x2) by
((t1, t2), (α1, α2)) Ô→ (t1α1, t2α2).
The associated divisor is given by the coordinate lines x1x2 = 0. When we refer to P2C or C2 as
toric surfaces, we implicitly assume the above actions and coordinates.
The following result concerns the birational geometry of projective toric surfaces.
Theorem 4 (See [5]). Given two nonsingular projective toric surfaces S and S′, there is a
nonsingular projective toric surface S′′ and two finite sequences of equivariant blowing-ups
pi : S′′ → S, pi′ : S′′ → S′.
Corollary 5. A given nonsingular projective toric surface S is obtained from the toric surface
P2C by a finite sequence P2C → S of combinatorial blowing-ups and blowing-downs.
Proof. Take S′ = P2C in Theorem 4. 
5.2 Newton non-degenerate foliations on P2C
The aim of this subsection is to prove the following statement:
Proposition 3. The homogeneous polygon ∆h(F) of a CH-Newton non-degenerate foliation
F on P2C is a segment or a single point.
5.2.1 Foliations on the projective plane
Before doing the proof of the result, we recall basic definitions of foliations on the projective
plane (see [4]) and we introduce the notion of homogeneous polygon ∆h(F) of a foliation F on
the toric surface P2C.
A foliation F on P2C is given by a logarithmic homogeneous differential form
W = A0dX0/X0 +A1dX1/X1 +A2dX2/X2, Ai ∈ C[X0, X1, X2], i = 0, 1, 2,
where the coefficients Ai are homogeneous polynomials of the same degree dF , without common
factor and such that A0 + A1 + A2 = 0. We say that W is a homogeneous generator of F . If
W ′ is another homogeneous generator of F , then W ′ = kW with k ∈ C∗ and conversely.
Remark 21. The number dF does not coincide with the so-called degree of the foliation. For
instance, if the divisor X0X1X2 = 0 has no dicritical components, the foliation is given by the
holomorphic form
X0X1X2W = X1X2A0dX0 +X0X2A1dX1 +X0X1A2dX2,
without common factors in the coefficients. Hence, the foliation degree is equal to dF + 1. In
a general way, the foliation degree is equal to dF + 1 − Ô, where Ô is the number of dicritical
components of X0X1X2 = 0.
Definition 9. The homogeneous polygon ∆h(F) of a foliation F on PC2 is given by
∆h(F) = convex hull (∆(A0) ∪∆(A1) ∪∆(A2)) ⊂ R3,
where W = A0dX0/X0 +A1dX1/X1 +A2dX2/X2 is a homogeneous generator of F .
Remark 22. Although ∆h(F) is contained in R3, the name “homogeneous polygon” is due to
the fact that ∆h(F) ⊂ dFΣ03, where Σ03 = {(σ0, σ1, σ2) ∈ R3≥0; σ0 + σ1 + σ2 = 1}. Note also
that ∆h(F)∩(σi = 0) Ó= ∅ for every i = 0, 1, 2, since the coefficients A0, A1, A2 have no common
factors.
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We are interested in describing a foliation F of P2C in terms of affine charts. We read
the complex projective plane P2C in affine charts Ai = (Xi Ó= 0) ⊂ P2C, for i = 0, 1, 2. We
identify each Ai with the affine toric variety C2 through the coordinates (xij , xik) given by
xij = Xj/Xi, xik = Xk/Xi, for j, k Ó= i. We denote by Oi to the origin of Ai. Note that
O0 = [1, 0, 0], O1 = [0, 1, 0], O2 = [0, 0, 1]. We also denote by Di the divisor EAi = (xijxik = 0).
We call affine i-chart Fi of F to the restriction Fi = F|Ai . A generator of Fi adapted to
the divisor Di is given by ηi = aijdxij/xij + aikdxik/xik, for {i, j, k} = {0, 1, 2}, where aiü =
Aü(X0/Xi, X1/Xi, X2/Xi) ∈ C[xij , xik], for ü ∈ {j, k}.
Definition 10. An algebraic foliation G on the affine toric surface C2 is in general position if
the pair (a1, a2) is in general position, where η = a1dx1/x1 + a2dx2/x2, with a1, a2 ∈ C[x1, x2]
is a generator of G adapted to the divisor EC2 = (x1x2 = 0). The affine polygon ∆(G) of G is
defined by ∆(G) = ∆(a1, a2).
In particular, we have the affine polygons ∆(Fi) associated to the affine i-charts of F . The
relationship between ∆h(F) and ∆(Fi) is given by ∆(Fi) = Φdi (∆h(F)), where d = dF and Φdi
is the projection
Φdi : dΣ03 → dΣ2 = {(σ1, σ2) ∈ R2≥0; σ1 + σ2 ≤ d}
defined by σ = (σ0, σ1, σ2) Ô→ (σj , σk), with j, k Ó= i. We call to ∆(Fi) the i-chart of ∆h(F).
Given a side L of ∆h(F), the side Li = Φdi (L) of ∆(Fi) is called the i-chart of L.
Let us describe now the relationship between the homogeneous polygon ∆h(G) and the
Newton polygons Ni = N≺iOi ((Ai, Di),Fi), where the ordering ≺i is given by the natural order of
the indices, that is (xij = 0) ≺ (xik = 0) if and only if j > k. Note that Ni = convex hull(∆(Fi)+
R2≥0), then the compact sides of the Newton polygon Ni are some of the sides of the affine
polygon ∆(Fi). Let L be a side of ∆h(F). We have that L ⊂ {σ ∈ dFΣ03; σi = 0} if and only
if Lü is contained in a non-compact side of Nü for ü = j, k. Otherwise, we have the following
statement:
Lemma 8. Given a side L of ∆h(F) such that L Ó⊂ {σ ∈ dFΣ03; σü = 0} for any ü = 0, 1, 2,
there is a unique affine chart Ai such that Li is a compact side of Ni.
Proof. Consider the triangle given by Γ0L = {α(d, 0, 0) + (1 − α)σ; 0 ≤ α ≤ 1, σ ∈ L}. In
the same way, define Γ1L and Γ2L. We have that ΓiL ∩∆h(F) = L and Ar(ΓiL) Ó= 0 if and only
if Li is a compact side of Ni. On the other hand, there is a unique ü ∈ {0, 1, 2} such that
ΓüL ∩∆h(F) = L and Ar(ΓüL) Ó= 0, because of the convexity of ∆h(F). 
5.2.2 Proof of Proposition 3
Let F be a foliation of the projective plane P2C and letW = A0dX0/X0+A1dX1/X1+A2dX2/X2
be a homogeneous generator of F . Denote d = dF .
Let us consider a side L of the homogeneous polygon ∆h(F). We give a description of the
support-restrictions AjL of Aj to L as follows.
1. When L ⊂ {σ ∈ dFΣ03; σi = k} for some i ∈ {0, 1, 2} and k ∈ Z≥0. We detail the case
i = 0, the other ones are done in a similar way. The AjL are homogeneous polynomials
of degree d of the form AjL = Xk0 A˜jL, with A˜jL ∈ C[X1, X2], for j = 0, 1, 2. That is
A˜jL = X
σj1
1 X
σj2
2
∏dj
ü=1
(X2 − αüjX1), σj1 + σj2 + dj = d− k.
2. Otherwise, up to reordering of the variables, there is a monomial Xσ such that for each
j = 0, 1, 2, we have AjL = XσA˜jL, where the A˜jL ∈ C[U, V ] are homogeneous polynomials
of degree n with U = X d˜0 , V = X d˜−a˜1 X a˜2 , d˜n = d− |σ| and 0 < a˜ < d˜. That is,
A˜jL = (X d˜0 )uj (X d˜−a˜1 X a˜2 )vj
∏nj
ü=1
(X d˜−a˜1 X a˜2 − αüjX d˜0 ); uj + vj + nj = n.
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Remark 23. The cases above can be considered in a unified way by writing U = X1, V = X2
when we are in the first one.
Lemma 9. Let L be a side of ∆h(F) and let Li be the i-chart of L. The following assertions
are equivalent:
1. There is an index i ∈ {0, 1, 2} such that (F i, Li) is non-degenerate.
2. For any index i ∈ {0, 1, 2}, we have that (F i, Li) is non-degenerate.
Proof. Take notations as in Remark 23. Consider {i, j, k} = {0, 1, 2} and suppose that (aijLi , aikLi)
is degenerate, that is, they have a non-monomial common factor. Since
aiüLj = AüL(X0/Xi, X1/Xi, X2/Xi), ü = j, k,
the factor comes from a common factor V − αU of AjL, AkL. As a consequence V − αU
also divides AiL, since A0L + A1L + A2L = 0. Then (ajiLj , a
j
kLj
) and (akiLk , a
k
jLk
) are also
degenerate. 
We say that (F , L) is non-degenerate when the equivalent conditions of Lemma 9 hold.
Lemma 10. If F is a CH Newton non-degenerate foliation on P2C, then each affine i-chart Fi
is in general position, for i = 0, 1, 2.
Proof. In view of Lemma 9, it is enough to prove that given a side L of ∆h(F), there is an
index i ∈ {0, 1, 2} such that (Fi, Li) is non-degenerate. Let us do it.
If L ⊂ {σ ∈ dΣ03; σ1 = 0}, then L0 ⊂ {(τ1, τ2) ∈ Σ2; τ1 = 0} and a01L0 , a02L0 are polynomials
in the single variable x02. Moreover, we can write
a01 = a01L0 + x
0
1a˜
0
1, a
0
2 = a02L0 + x
0
1a˜
0
2.
If (a01L0 , a
0
2L0) is degenerate, then there is λ ∈ C∗ with a01L0(λ) = a02L0(λ) = 0. This implies
that the point [1, 0, λ] ∈ A0 is non-presimple for F . This is impossible, since F is of weak
toric type, by Theorem 3. Then (F0, L0) is non-degenerate. We reason in a similar way when
L ⊂ {σ ∈ dΣ03; σü = 0}, for ü = 0, 2.
Otherwise, by Lemma 8, there is a unique i ∈ {0, 1, 2} such that that Li is a compact side
of N≺iOi ((Ai, EAi),Fi). Then, by definition, we have that (Fi, Li) is non-degenerate. 
Proof of Proposition 3. Let us work in the 0-chart F0. In view of Lemma 10, we have that
F0 is in general position. As a consequence, given a side L0 of ∆(F0) = ∆(a01, a02), we have that
(F0, L0) is non-degenerate and ∆(a01) ∩ L0 Ó= ∅, ∆(a02) ∩ L0 Ó= ∅, by Remark 14. The fact of
being F Newton non-degenerate also implies that (a01 = a02 = 0)∩(C∗)2 = ∅. Applying Theorem
2 we conclude that MA(∆(a01),∆(a02)) = 0. Now, by Remark 11, we have two options, up to
reordering, for ∆(a01) and ∆(a02):
1. The affine polygon ∆(a01) is a single point σ. In this case σ belongs to each side of ∆(F0).
This implies that ∆(F0) is a single point or a segment.
2. The affine polygons ∆(a01) and ∆(a02) are parallel segments L1 = ∆(a01), L2 = ∆(a02).
Recall that ∆(F0) is the convex hull of L1 ∪L2. If L1 ∩L2 Ó= ∅, then ∆(F0) is a segment.
If L1 ∩ L2 = ∅, then ∆(F0) has four sides where L1 and L2 are two of them. This
contradicts the fact that L1 = ∆(a01) intersects L2.
Thus, we have that ∆(F0) is a segment or a single point and the same happens with ∆h(F). 
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6 Isolated Invariant Curves
The main goal of this section is to prove that the isolated invariant branches of Newton non-
degenerate foliations on projective toric ambient surfaces have a global nature. We also give
local and global results about the existence of isolated invariant branches in the weak toric type
and in the toric type contexts.
6.1 Global nature of isolated invariant branches
The objective of this subsection is to prove the following result:
Theorem 5. The isolated invariant branches of a CH-Newton non-degenerate foliation on a
projective toric surface extend to projective algebraic curves.
Since being Newton non-degenerate is equivalent to being of weak toric type in the complex
hyperbolic frame, the previous result can be stated as follows:
“The isolated invariant branches of a CH-weak toric type foliation on a projective
toric surface extend to projective algebraic curves”.
Let F be a CH-Newton non-degenerate foliation on a projective toric surface S. In view of
Theorem 4, there is a finite sequence of combinatorial blowing-ups and blowing-downs P2C → S.
The transform F ′ of the foliation F by this sequence is a Newton non-degenerate foliation on
P2C, by the stability property stated in Proposition 2. If we prove that all the isolated invariant
branches of F ′ extend to projective algebraic curves, we have proved also that the property holds
for F , because of the stability property of the isolated invariant branches stated in Proposition
1.
As a consequence, it is enough to prove the result when F is defined on P2C. Recall that we
have, up to reordering, three cases for the homogeneous polygon ∆h(F):
a) It is a single point.
b) It is the segment joining the points (0, d, 0) and (0, 0, d), with d > 0.
c) It is the segment joining the points (d, 0, 0) and (0, a, d− a), with 0 < a < d.
Case a). There are no isolated invariant branches. Let us see it. A homogeneous generator
W is given by
W = λ0dX0/X0 + λ1dX1/X1 + λ2dX2/X2, λ0 + λ1 + λ2 = 0, λi ∈ C, i = 0, 1, 2.
If λ0 = 0, we have Sing(F , E) = Sing(F) = {O0} and O0 is a corner presimple singularity
without isolated invariant branches through it.
If λ0λ1λ2 Ó= 0, we have Sing(F , E) = Sing(F) = {O0, O1, O2}. All the singularities are
presimple corners, so there are no isolated invariant branches through them.
Case b). The only isolated invariant branches are contained in a finite family of lines through
O0. Let us prove it. A homogeneous generator W of F is given by
W = A0(X1, X2)dX0/X0 +A1(X1, X2)dX1/X1 +A2(X1, X2)dX2/X2, A0 +A1 +A2 = 0,
where the Ai are homogeneous of degree d. Let us consider the set PΛF = {[0, 1, λ] ∈ P2C; λ ∈
ΛF}, where ΛF = {λ ∈ C∗; A0(1, λ) = 0}. Note that:
1. X0 = 0 is invariant.
2. PΛF ∪ {O0} ⊂ Sing(F , E) ⊂ PΛF ∪ {O0, O1, O2}.
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3. Sing(F , E) \ Sing(F) ⊂ {O0}.
The point Oi ∈ Sing(F) if and only if Xj = 0 is invariant, for {i, j} = {1, 2}. In this case,
it is a corner type presimple point and there are no isolated invariant branches through it.
A point Pλ ∈ PΛF is a trace type presimple singularity. The germ of the line üλ = (X2 −
λX1 = 0) at Pλ is an invariant branch. By Lemma 3, there are no isolated branches through
Pλ different from (üλ, Pλ).
The point O0 is non-presimple and it belongs to the lines üλ = (X2 − λX1 = 0). Let us
prove that the isolated invariant branches at O0 are among the germs (üλ, O0), with λ ∈ ΛF .
Let us work in the affine 0-chart. A generator η0 of F0 is given by
η0 = A1(x01, x02)dx01/x01 +A2(x01, x02)dx02/x02.
The blowing-up at O0 is determined, in the first chart, by the equations x01 = u, x02 = uv.
Denote by p0 the point u = v = 0. A local generator at p0 of the transform F ′ of F is
(A1 + A2)(1, v)du/u + A2(1, v)dv/v. Note that {λ ∈ C∗; (A1 + A2)(1, λ) = 0} = ΛF , since
A1 + A2 = −A0. The points p′λ = (u = 0, v = λ), with λ ∈ ΛF are trace type presimple
singularities, since F is of weak toric type. The strict transform of the branches (üλ, O0) with
λ ∈ Λ are the invariant branches (ü′λ, p′λ), where ü′λ = (y2−λ = 0). On the other hand, we have
that p0 is a corner type presimple point, because of Remark 16. Analogously, the origin of the
second chart p∞ is also a corner type presimple point. Hence, after blowing-up, the isolated
invariant branches are among (ü′λ, p′λ) with λ ∈ ΛF . By the stability property established
in Proposition 1, there are no isolated invariant branches at O0 different from (üλ, O0) with
λ ∈ ΛF .
Case c). Let us prove that the only isolated invariant branches are contained in a finite family
of curves of the type X d˜−a˜1 X a˜2 − λX d˜0 = 0. Note that, they are locally cusps at the points O1
and O2. A homogeneous generator of F is given by
W = A0dX0/X0 +A1dX1/X1 +A2dX2/X2, A0 +A1 +A2 = 0,
where the Ai belong to C[U, V ], with U = X d˜0 , V = X d˜−a˜1 X a˜2 , d = d˜n, a = a˜n and n = gcd(d, a).
Note that:
1. X1 = 0, X2 = 0 are not dicritical simultaneously.
2. {O1, O2} ⊂ Sing(F , E) ⊂ {O0, O1, O2}.
3. Sing(F , E) \ Sing(F) ⊂ {O1, O2}.
The point O0 ∈ Sing(F) if and only if X1 = 0, X2 = 0 are both invariant. In this case, it is a
corner type presimple singularity and there are no isolated invariant branches through it.
Let us consider the subset of C∗ given by ΛF = {λ ∈ C∗; (a˜A0 + d˜A2)(1, λ) = 0} and the
closed curves Cλ = (X d˜−a˜1 X a˜2 − λX d˜0 = 0) with λ ∈ ΛF . Note that O1, O2 belong to Cλ and
(Cλ, O1), (Cλ, O2) are invariant branches. Let us prove that the isolated invariant branches for
F are among these ones. We do the proof at O1 and a similar argument works at O2. To do
it, let us work in the affine 1-chart. The point O1 is a non-presimple point and a generator of
F1 adapted to D1 is given by
η1 = A0(x10, 1, x12)dx10/x10 +A2(x10, 1, x12)dx12/x12.
Observe that A0(x10, 1, x12) and A2(x10, 1, x12) are quasi-homogeneous polynomials with weight
vector (a˜, d˜). Equivalently, the Newton polygon N≺1O1 ((A1, D1),F1) has exactly one compact
side, whose slope is −a˜/d˜. In order to prove the result, we consider the composition
((A˜1, D˜1), F˜1) pi→ ((A′1, D′1),F ′1) σ→ ((A1, D1),F1)
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of the finite sequence of combinatorial blowing-ups that provides the minimal reduction of
singularities of the cusp (x12)a˜−(x10)d˜ = 0, where pi is the last blowing-up. Note that eq(E′) = 2,
where q is the center of pi. The morphism σ is given in affine coordinates (u, v) centered at q
by x10 = uαvβ ; x12 = uγvδ, where α, β, γ, δ is the only solution of the diophantine system
α+ β = a˜; γ + δ = d˜, αδ − βγ = 1, α, β, γ, δ ∈ Z≥0.
A local generator η′1 of F ′1 adapted to D′1 at q is given by
uγavβdη′1 = A0(uαvβ , 1, uγvδ)(αdu/u+ βdv/v) +A2(uαvβ , 1, uγvδ)(γdu/u+ δdv/v).
We make the following remarks:
1. The Newton polygon N≺′q ((A′1, D′1),F ′1) has exactly one compact side, which has slope
−1.
2. For each s ∈ Sing(F ′1, D′1) we have es(D′1) = 2. This follows from Remark 19 and
the behaviour by blowing-up of the compact sides of the Newton polygon explained in
Subsection 4.2.
3. Each s ∈ Sing(F ′1, D′1) \ {q} is a corner type presimple singularity, in view of Remark 16.
4. The strict transform of the algebraic curve Cλ is the line üλ = (v − λu = 0).
By Lemma 3, the strict transform of all the isolated invariant branches through O1 passes
through q. The, the problem is reduced to show that there are no isolated invariant branches
at q different from (üλ, q) with λ ∈ ΛF . This is done by similar computations to the ones in
case b).
Remark 24. The set ΛF is not empty. In fact, when ∆h(F) is in case b) it has d elements and
when ∆h(F) is in case c) it has n elements. Let us prove the result for case b), the other case
is done in a similar way, working after pre-reduction of singularities. We need to prove that A0
has not multiple factors and also that X1, X2 do not divide A0. Let X2 − λX1 be a multiple
factor of A0. A local generator of F adapted to EP2C at Pλ is given by
y2A¯0(1, y + λ)dx10/x10 +A2(1, y + λ)dy, A2(1, λ) Ó= 0, A0 = (X2 − λX1)2A¯0
This means that Pλ is a saddle-node. This is impossible because F is CH. Suppose now that
A0 = X1A¯0. A local generator of F adapted to EP2C at O1 is given by
x12A¯0(1, x12)dx10/x10 +A2(1, x12)dx12/x12, A2(1, 0) Ó= 0.
We conclude that O1 is a saddle-node, that can not hold. Analogously X2 does not divide A0.
6.2 Existence of isolated invariant branches
We present a local result of existence of isolated invariant branches for toric type foliated
surfaces. To do it, we use the following result of stability:
Lemma 11. Let us consider a CH foliated surface (M,F), a point p ∈ Sing(F , E) and a
combinatorial blowing-up pi : (M′,F ′) → (M,F). We have that p is a presimple corner type
point if and only if each point p′ ∈ pi−1(p) ∩ Sing(F ′, E′) is presimple of corner type point.
Proof. It is enough to do the proof when p is the center of blowing-up.
In Subsection 2.2, we have proved that each point p′ ∈ pi−1(p) ∩ Sing(F ′, E′) = pi−1(p) ∩
Sing(F ′) is a presimple singularity of corner type when p is a corner type presimple point.
Now, we have to prove that p is a corner type presimple point assuming that each p′ ∈ pi−1(p)∩
Sing(F ′, E′) is a presimple of corner type. We distinguish two cases:
153
The blowing-up is non-dicritical. Given p′ ∈ pi−1(p), we have that
νp′(F ′) = µp′(F ′) =
{
0 if ep′(E′inv) = 1
1 if ep′(E′inv) = 2 (recall that F ′ is CH),
where νp′(F ′) denotes the algebraic multiplicity of F ′ at p′ and µp′(F ′) denotes the Milnor
number of F ′ at p′ (see [4]). Consider the Noether type formula (see [3])
µp(F)− νp(F)2 = Sp − (νp(F) + 1) ≥ 0, Sp =
∑
p′∈pi−1(p) µp
′(F ′).
Thus, we have 1 ≤ Sp ≤ 2. If Sp = 1, then νp(F) = 0 and ep(Einv) = 1; this means that p
is a regular point and F , E have normal crossings at p. If Sp = 2, then νp(F) ∈ {0, 1} and
ep(Einv) = 2; thus, necessarily νp(F) = 1. Observe that we have νp(F , E) = νp(F) + 1 −
ep(Einv) = 1 + 1− 2 = 0, then p is a corner type presimple singularity for (M,F).
The blowing-up is dicritical. We necessarily have Sing(F ′, E′) = ∅, this means that p is
singular, ep(Einv) = 2 and there is a germ of vector field tangent to F whose linear part is the
identity up to a factor (radial case). Then, p is a presimple corner type singularity. 
Proposition 4. Assume that (M,F) is of toric type at a point p ∈ Sing(F , E). If p is not a
presimple point of corner type, there is an isolated invariant branch (Γ, p) through it.
Proof. If ep(E) = 1, then p is necessarily a trace type simple singularity. Then, there is an only
isolated invariant branch through p, by Remark 9. If ep(E) = 2, we consider the composition
pi : (M′,F ′)→ (M,F) of a finite sequence of combinatorial blowing-ups inducing a reduction of
singularities over p. As a result of Lemma 11, there is a trace type simple singularity p′ ∈ pi−1(p)
and an isolated invariant branch (Γ′, p′) through p′. Then (Γ, p) is an isolated invariant branch
for (M,F), where (Γ, p) is the image of (Γ′, p′). 
This proposition does not hold when (M,F) is just of weak toric type at p: for instance,
when ep(E) = 1 and the foliation is locally defined by the radial vector field. Nevertheless,
when we work in a global way with weak toric type foliations on toric projective surfaces, we
give a result of existence of isolated invariant branches, that we state in Proposition 5.
Let F be a CH weak toric type foliation on P2C. We take notations as in Subsection 6.1,
recalling, in particular the existence of the cases a), b) and c) for the homogeneous polygon
∆h(F).
Assume that ∆h(F) is not a single point. Consider λ ∈ ΛF and denote
Y = üλ, P1 = Pλ and P2 = O0, if ∆h(F) is in case b).
Y = Cλ, P1 = O1 and P2 = O2, if ∆h(F) is in case c).
We have that Y ∩E = {P1, P2} and P1, P2 are not presimple corner type points of Sing(F , E).
Moreover, the germs (Y, P1) and (Y, P2) are irreducible branches: in case b) they are lines and
in case c) they are cusps of types (d˜, d˜− a˜) and (d˜, a˜), respectively. Let
pi : ((M ′, E′),F ′)→ ((P2C, EP2C),F)
be a combinatorial pre-reduction of singularities and denote by Y ′ the strict transform of Y
by pi. We have that Y ′ ∩ E′ = {p′1, p′2}, where each p′i ∈ pi−1(Pi) is a trace type presimple
singularity, for i = 1, 2. Let ξi be a germ of vector field at p′i tangent to F ′ with non-nilpotent
linear part Lξi and denote by r(Lξi) = {αi, 1/αi} the ratio of its eigenvalues.
Lemma 12. We have r(Lξ1) = −r(Lξ2). In particular, there is a simple singularity between
p′1 and p′2.
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Proof. In case b), the eigenvalues of Lξ1 are A¯0(1, λ) and −A2(1, λ), where A0 = (x2−λX1)A¯0.
The eigenvalues of Lξ2 are −A¯0(1, λ) and −A2(1, λ), since A1 +A2 = −A0.
In case c), consider the sequence of combinatorial blowing-ups that provides the minimal
reduction of singularities of the cusp (Y, P1). It is given in affine coordinates (u1, v1) centered
at p′1 by x10 = ua˜1(v1 + λ)β and x12 = ud˜1(v1 + λ)δ. A local generator of the strict transform of F
adapted to the divisor (u1 = 0) is given by
(a˜A0 + d˜A2)(1, v1 + λ)
du1
u1
+ (βA0 + δA2)(1, v1 + λ)
v1 + λ
dv1,
and the eigenvalues of Lξ1 are
µ1 = − (βA0 + δA2)(1, λ)
λ
, ρ1 =
a˜A0 + d˜A2
X d˜−a˜1 X
a˜
2 − λX d˜0
(1, λ).
The sequence of combinatorial blowing-ups obtained following the infinitely near points of the
cusp (Y, P2) is given in affine coordinates (u2, v2) centered at p′2 by x20 = ud˜−a˜2 (v2+1/λ)δ−β , x21 =
ud˜2(v2 + 1/λ)δ. A local generator of the strict transform of F adapted to the divisor (u2 = 0) is
given by
((d˜− a˜)A0 + d˜A1)(v2 + 1/λ, 1)du2
u2
+ ((δ − β)A0 + δA1)(v2 + 1/λ, 1)
v2 + 1/λ
dv2,
and the eigenvalues of Lξ2 are
µ2 = − ((δ − β)A0 + δA1)(1/λ, 1)1
λ
ρ2 =
(d˜− a˜)A0 + d˜A1
− 1λX d˜−a˜1 X a˜2 +X d˜0
(1/λ, 1).
We have the relations µ1 = −λn−2µ2 and ρ1 = λn−2ρ2, since A1 = −(A0 + A2). Hence
r(Lξ1) = −r(Lξ2) 
Remark 25. When F is of toric type, p′1 and p′2 are both trace type simple singularities. Hence
(Y, P1) and (Y, P2) are isolated invariant branches.
Proposition 5. Let F be a weak toric type foliation on a projective toric surface S. Assume
that there is a point p ∈ Sing(F , E) which is not presimple of corner type. Then, there is an
isolated invariant branch (Γ, q) passing through some q ∈ Sing(F , ES).
Proof. It is enough to do the proof when S = P2C, because of Lemma 11 and the stability
of the isolated invariant branches by combinatorial blowing-ups and blowing-downs stated in
Proposition 1. When the homogeneous polygon ∆h(F) has a single vertex, all the points in
Sing(F , EP2C) are presimple of corner type. As a consequence ∆h(F) is not a single vertex
and it is in case b) or in case c). By Lemma 12, there is a trace type simple singularity q′
after performing a pre-reduction of singularities that we denote by pi. The (only) invariant
branch (Y ′, q′) through q′ provides an isolated invariant branch (Y, q) through q = pi(q′) ∈
Sing(F , EP2C). 
When we are in the toric type case, we can say even more:
Proposition 6. Let us consider a toric type foliation F on a projective toric surface S and
an isolated invariant branch (Γ, p). Let Y be a projective algebraic curve extending (Γ, p). We
have that any branch (Υ, q) ⊂ (Y, q) with q ∈ Y ∩ E is an isolated invariant branch.
Proof. Follows essentially from Theorem 5 and Remark 25. 
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7 Rational First Integrals and Global Invariant Curves
In this section we prove the following property for toric type foliations on projective toric
surfaces: Either there are finitely many global invariant curves different from the divisor, all of
them extending isolated invariant branches, or there are infinite many global invariant curves
(there is rational first integral), but there is no place for isolated invariant branches.
We say that an invariant branch (Γ, p) of a foliated surface (M,F) is proper for (M,F)
when p ∈ E and (Γ, p) Ó⊂ (E, p). This property is stable by combinatorial blowing-ups and
blowing-downs. When (M,F) is of weak toric type, all the isolated invariant branches are
proper, since every singularity belongs to the divisor.
Theorem 6. We have the following dichotomy for a toric type foliation F on a projective toric
surface S:
I) There is rational first integral and there are no isolated invariant branches.
II) There is no rational first integral and every proper invariant branch extending to a pro-
jective algebraic curve is an isolated invariant branch.
It is enough to prove the dichotomy for the case S = P2C. Indeed, having rational first
integral, being a projective algebraic curve, being invariant, proper and isolated are properties
that have a good behaviour under blowing-ups and blowing-downs.
Remark 26. Every global invariant curve Y extends a proper branch. To see it, just note that
we have Y ∩ (Xi = 0) Ó= ∅, when S = P2C.
Remark 27. If F has rational first integral Φ, there are infinitely many invariant curves for F .
To see it, observe that λF − µG = 0 are isolated invariant curve for each [λ, µ] ∈ P1C, when
S = P2C and Φ = F/G.
Assume S = P2C. We distinguish between the cases a), b) and c) for the homogeneous
polygon ∆h(F) and we take notations as in Subsection 6.1.
Case a). There are no isolated invariant branches for F . We have two options:
• The points O0, O1, O2 are all simple corners. The components of the divisor Xi = 0 are
invariant, for i = 0, 1, 2. Assume that there is a global invariant curve Y different from
this ones. We have that Y cuts X0 = 0 at singular points. They are necessarily O1 or
O2, what contradicts the fact that O1 and O2 are simple singularities. As a consequence,
such a Y can not exist. In particular, there is no rational first integral for F and we are
in situation II).
• One of the Oi is presimple but non-simple, say O0. We have that
λ0 = m− n, λ1 = n, λ2 = −m, n,m ∈ Z>0.
Then d(Xm−n0 Xn1 X−m2 ) is a rational first integral and we are in situation I).
Case b). Let us see that situation II) holds. By Remark 25, we have that (üλ, O0), (üλ, Pλ)
are isolated invariant branches for every λ ∈ ΛF and they are the only ones. Then, it just
remains to prove that a global invariant curve is either a component of the divisor or a line üλ
with λ ∈ ΛF .
Let Y be a global irreducible invariant curve of degree r different from üλ0 for some λ0 ∈ ΛF .
The curve Y intersects üλ0 in r singular points (counted with multiplicity). They are necessarily
O0 or Pλ0 and in fact, just O0, since Pλ0 is a simple singularity. If Y is a line, it cuts transversally
üλ0 at O0 and it intersects X0 = 0 in a single singularity. As a consequence it is X1 = 0, X2 = 0
or a line üλ with λ ∈ ΛF \ {λ0}. Otherwise, if r > 1, we have that Y and üλ0 have the same
tangent at O0. When we perform the blowing-up, we obtain three invariant branches passing
through p′λ0 : the exceptional divisor, ü
′
λ0
and the strict transform Y ′ of Y . This contradicts
the fact that p′λ0 is a simple singularity.
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Case c). Let us prove that situation II) holds. Like in case b), the problem is reduced to
show that a global invariant curve is either a component of the divisor or one of the curves
CFλ = Cλ with λ ∈ ΛF .
We take the rational map ϕ : P2C \ [0, 0, 1]→ P2C given in coordinates by
Y0 = X d˜0 , Y1 = X d˜−a˜1 X a˜2 , Y2 = X d˜2 .
This map is compatible with the torus action. A homogeneous generator W of F is given by
W = A0(Y0, Y1)dX0/X0 +A1(Y0, Y1)dX1/X1 +A2(Y0, Y1)dX2/X2,
where the coefficients Ai are homogeneous polynomials of degree n and A0 +A1 +A2 = 0. We
have that F is the pull-back by ϕ of a the toric type foliation G of P2C generated by
Ω = (d˜− a˜)A0dY0/Y0 + d˜A1dY1/Y1 + (−a˜A1 + (d˜− a˜)A2)dY2/Y2.
The homogeneous polygon ∆h(G) is in case b). Moreover, we have
Λ = ΛG = {λ ∈ C∗; (−a˜A1 + (d˜− a˜)A2)(1, λ) = 0} = {λ ∈ C∗; (a˜A0 + d˜A2)(1, λ) = 0} = ΛF .
As a consequence, there is a biunivocal relation between CFλ and üGλ . More precisely
ϕ(CFλ ) = üGλ , ϕ−1(üGλ) = CFλ .
Let Y Ó⊂ (X0X1X2 = 0) be a global curve invariant for F . We have that ϕ(Y ) Ó⊂ (Y0Y1Y2 = 0)
and it is a global curve invariant for G. By the study of case b), there is a λ ∈ Λ such that
ϕ(Y ) = üGλ and hence Y = CFλ .
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Invariant Surfaces for Toric Type Foliations in Dimension
Three
Beatriz Molina-Samper
Abstract
In this paper we show that every toric type foliation on (C3, 0), without saddle-nodes,
has invariant surface. The difficulty concentrates at the compact dicritical components of
the exceptional divisor of the (combinatorial) reduction of singularities. These components
are naturally endowed with a structure of projective toric surface. This allows us to enlarge
the concept of partial separatrix in a consistent way and, finally, to detect the existence of
invariant surface. The result of Ortiz-Rosales-Voronin, about the distribution of invariant
curves in dimension two, is a key argument in our proof.
1 Introduction
The problem of existence of invariant hypersurfaces for a holomorphic codimension one
foliation is a leitmotif in the theory of holomorphic singular foliations, coming from an
initial question of René Thom. The main result in this paper is a contribution to this
problem, that we state as follows:
“Every torifiable complex hyperbolic foliation on (C3, 0) has an invariant sur-
face”.
A foliation is torifiable (of toric type) when it admits a combinatorial reduction of sin-
gularities, with respect to some coordinate system. The expression “complex hyperbolic”
means that we can not extract saddle-nodes from the foliation. Let us remark that this
type of foliations may be dicritical, in the sense that there are some generically transversal
irreducible components of the exceptional divisor after reduction of singularities.
The existence of invariant hypersurface has a positive answer in the non-dicritical sit-
uation. The prove is due to Camacho-Sad in the bidimensional case [2], to Cano-Cerveau
in the three-dimensional case [6] and to Cano-Mattei in general ambient dimension [8]. In
contrast to what it happens in dimension two, there are dicritical examples of codimen-
sion one foliations in dimension three without invariant surface; the first family of such
examples was given by Jouanolou [13].
In order to prove the existence of invariant surface for a dicritical foliation on (C3, 0), it
is essential to have “good properties” for the restriction of the foliation to compact dicritical
components after reduction of singularities. In the context of toric type foliations, we see
that the compact components of the exceptional divisor are projective toric surfaces, in
the sense of Toric Geometry, endowed in a natural way of a normal crossings divisor,
compatible with the ambient divisor. In a previous work [15], we have proved that a toric
type foliation G on a projective toric surface S, with the associated divisor DS , satisfies
that:
“Every isolated invariant branch (Γ, p) extends to a global curve Y ⊂ S; more-
over, all the branches of Y at the points of Y ∩DS are isolated.”
In a general way, if we have this “prolongation property for isolated invariant branches”,
we can extend the argument of Cano-Cerveau in [6] to prove the existence of invariant
surface, provided we have at least one non-corner type (trace type) simple singular point,
after reduction of singularities. The details of this argument may be found in Subsection
3.2.
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Now, it would be enough to find a trace type singular point after reduction of singu-
larities, in the toric type context. Such a point appears if and only if there is at least
one invariant component in the exceptional divisor, as we show in Section 4. In the proof
of this result, we invoke a refined version of Camacho-Sad’s theorem proved by Ortiz-
Rosales-Voronin in [16]. The remaining case corresponds to toric type foliations admitting
reduction of singularities without invariant components. In this situation only blowing-ups
centered in curves are allowed, in an étale way over an initial one, and the existence of
invariant surface follows straightforward.
2 Generalities on Foliated Spaces
We introduce basic definitions and results concerning the theory of holomorphic singular
foliations. These contents can be essentially found at [5].
2.1 Foliations
Let us recall that a nonsingular complex analytic space M of dimension n is a C-ringed
spaceM = (|M |,OM ) in local C-algebras of functions, covered by open subsets isomorphic
to open subsets of (Cn,OCn). Let Ω1M be the sheaf of germs of holomorphic one-forms
on M . A codimension one holomorphic singular foliation F on M (for short, a foliation
on M) is an integrable and invertible coherent OM -submodule F ⊂ Ω1M , such that the
quotient Ω1M/F is a torsion-free OM -module. The foliation F is locally generated at each
point p ∈M by a holomorphic one-form ω ∈ Ω1M,p satisfying ω ∧ dω = 0, that we write in
local coordinates as
ω = f1dx1 + f2dx2 + · · ·+ fndxn, fi ∈ OM,p
where the coefficients fi have no common factors. The order νp(F) of F at p is defined by
νp(F) = νp(f1, f2, . . . , fn) = min{νp(fi); i = 1, 2, . . . , n},
where νp(fi) is the order at p of the coefficient fi. The singular locus Sing(F) is the closed
analytic subset of M locally defined by
Sing(F) = (f1 = f2 = · · · = fn = 0).
Note that p ∈ Sing(F) if and only if νp(F) > 0. Since the coefficients of ω have no common
factors, the codimension of Sing(F) in M is at least two.
Denote by ΘM the sheaf of germs of holomorphic vector fields on M . Given a point
p ∈ M , a germ ξ ∈ ΘM,p is called tangent to F at p when ω(ξ) = 0, where ω is a local
generator of F . The dimensional type τp(F) of F at p is given by
τp(F) = n− k ≥ 1,
where k is the dimension of the C-vector space spanned by the vectors ξ(p), with ξ a
tangent germ of vector field. As a result of the rectification theorem of vector fields, there
are local coordinates x = (x1, x2, . . . , xn) such that F is locally generated by a one-form
ω of the type
ω =
∑τ
i=1
fi(x1, x2, . . . xτ )dxτ , τ = τp(F). (1)
Such a coordinate system is called minimal. The foliation is locally an analytic cylinder
over a codimension one foliation on a space of dimension τ . Note that τ = 1 if and only if
p Ó∈ Sing(F).
Let us consider a holomorphic morphism φ : N → M , where N is a nonsingular
connected complex analytic space. The morphism φ is called invariant for F when φ∗ω
is identically zero for the local generators ω of F . Otherwise, we say that φ is generically
transversal to F ; in this case, there is an induced foliation φ−1F on N , locally defined by
the pull-backs φ∗ω, after dividing by the common factors of the coefficients.
A closed analytic subspace Y ⊂M is called invariant for F at p ∈ Y if each morphism
φ : (C, 0)→ (M,p) factoring through (Y, p) is invariant. We say that Y is invariant for F
when the property holds at each point p ∈ Y . Being invariant at a point is an open and
closed property on Y . Hence, an irreducible subspace Y invariant at a point is invariant.
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Remark 2.1. Every subspace Y ⊂ Sing(F) is invariant for F .
Recall that a hypersurface H of M is locally given at p ∈ H by a reduced equation
f = 0, where f ∈ OM,p. An analytic subspace Y ⊂ M of dimension k is a complete
intersection if it is given by intersection of n− k hypersurfaces Hi ⊂ M . We know that a
complete intersection Y is invariant for F at a point p ∈ Y if and only if there is a local
generator ω of F such that ω ∧ df1 ∧ df2 ∧ · · · ∧ dfk|Y = 0, where fi = 0 are reduced local
equations of Hi, for i = 1, 2, . . . , n− k.
Remark 2.2. Frobenius’ theorem implies that there is a unique germ of invariant hypers-
uface of F through each nonsingular point.
Let us recall the classical definitions of presimple and simple singularities in the bidi-
mensional case studied by Seidenberg in [17] (for more details, see [7]). Let G be a foliation
on (C2, 0) generated by a holomorphic one-form ω = f1dx1 + f2dx2 and let us assume that
the origin 0 ∈ Sing(G). Consider the tangent vector field
ξ = f2∂/∂x1 − f1∂/∂x2.
and denote by Lξ its linear part. The origin is a presimple singularity for G if (λ, µ) Ó= (0, 0),
where λ and µ are the eigenvalues of Lξ. We say that it is a simple singularity for G if we
also have λ/µ /∈ Q>0. A simple singularity such that λµ = 0 is called a saddle-node. In
section 2.3, we precise and extend these notions to arbitrary dimension.
Next definitions can be found in [9]:
Definition 2.1. A foliation F is complex hyperbolic at p ∈ M if there is no generically
transversal morphism φ : (C2, 0) → (M,p) with 0 being a saddle-node for φ−1F . The
foliation F is complex hyperbolic (for short, CH ) if the property holds at each p ∈M .
Definition 2.2. A foliation F is dicritical at p ∈M when there is a generically transversal
morphism φ : (C2, 0) → (M,p), such that φ−1F = (dx = 0) and φ(y = 0) is invariant for
F . The foliation F is non-dicritical if it is not dicritical at each p ∈M .
Remark 2.3. Note that y = 0 is a curve, hence φ(y = 0) is either the point p or a germ at
p of analytic curve. Moreover, we can prove that φ(y = 0) ⊂ Sing(F).
2.2 Foliated Spaces
Let M be an n-dimensional nonsingular complex analytic space and let {Ei}i∈I be a
finite family of connected nonsingular hypersurfaces. The union E = ∪i∈IEi is called a
normal crossings divisor of M if for each point p ∈ M , there is a local coordinate system
x = (x1, x2, . . . , xn) such that
E ⊂ (x1x2 · · ·xn = 0).
Such coordinate systems are called adapted to E.
The non-invariant irreducible components of E are also called dicritical components.
We write the index set as I = Iinv∪Idic, where Iinv corresponds to the invariant components
and Idic corresponds to the dicritical ones. We also denote Einv = ∪i∈IinvEi and Edic =
∪i∈IdicEi. Given an irreducible analytic subspace Y ⊂M , we denote by eY (E) the number
of irreducible components of E containing Y .
Remark 2.4. Note that ep(Einv) ≤ τp(F) and ep(Einv) ≤ νp(F) + 1, for every p ∈M .
Let F be a foliation onM . We say that F and E have normal crossings at p ∈M when
p /∈ Sing(F) and E ∪H is a local normal crossings divisor, where (H, p) is the only germ
of invariant hypersurface through p. The adapted singular locus Sing(F , E) is defined by
Sing(F , E) = {p ∈M ; F and E have not normal crossings at p}.
Remark 2.5. We have that Sing(F) ⊂ Sing(F , E). The equality does not hold necessarily:
for instance, take the foliation on (C2, 0) given by d(x+ y2) = 0 and consider E = (x = 0).
Note that 0 ∈ Sing(F , E) \ Sing(F), since (x = 0) ∪ (x+ y2 = 0) is not a normal crossings
divisor.
Proposition 2.1. The adapted singular locus Sing(F , E) ⊂M is a closed analytic subset
of codimension at least two.
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Proof. We work locally at a point p ∈ M . If ep(Edic) = 0, we have Sing(F , E) = Sing(F)
and we are done. In a general way, we consider local coordinates such that Edic =
∪j∈Adic(xj = 0), where Adic ⊂ {1, 2, . . . , n}. Let ω = f1dx1 + f2dx2 + · · · + fndxn be
a local generator of F . Define the closed analytic subsets
ZJ = (xj = 0; j ∈ J) ∩ (fj = 0; j ∈ {1, 2, . . . , n} \ J), J ⊂ Adic.
It is easy to check that Sing(F , E) = ∪JZJ , locally at p.
Note that Z∅ = Sing(F), hence codim(Z∅) ≥ 2. We also have codim(ZJ) ≥ 2 when
#J ≥ 2. Then, it is enough to show that Z{j} has codimension at least two, for every
j ∈ Adic. Let us assume that there is j ∈ Adic such that Z{j} = (xj = 0). Then we have
fk = xj f˜k, f˜k ∈ OM,p, k ∈ {1, 2, . . . , n} \ {j}
and hence (xj = 0) is invariant. This is a contradiction. 
We are interested in considering not only a foliation F but a pair (F , E), where E ⊂M
is a normal crossings divisor. In order to do this, it is useful to introduce the logarithmic
concept of E-foliation.
Let us consider the sheaf of germs of logarithmic one-forms along E, which is denoted
by Ω1M (logE). An E-foliation L on M is an integrable and invertible coherent OM -
submodule L ⊂ Ω1M (logE), such that the quotient Ω1M (logE)/L is torsion-free. The E-
foliation L is locally generated at each point p ∈M by an integrable logarithmic one-form
η ∈ Ω1M,p(logE), that we write in local coordinates adapted to E as
η =
∑
j∈A
aj
dxj
xj
+
∑
j∈B
ajdxj , E = ∪j∈A(xj = 0); A ∪B = {1, 2, . . . , n}, (2)
where the coefficients aj ∈ OM,p have no common factors. The order νp(L, E) of L at
p is νp(L, E) = νp(a1, a2, . . . , an). Let Fol(M,E) and Fol(M) be respectively the sets of
E-foliations and foliations on M . There is a bijection
Fol(M) = Fol(M, ∅)→ Fol(M,E), F Ô→ LF ,
defined in terms of local generators at p ∈ M by the relation ω = (∏
j∈Ainvxj)η, where
Einv = ∪j∈Ainv(xj = 0) is the invariant part of E with respect to the foliation F . A local
generator η of LF is also called a local generator of F adapted to E. We define the order
νp(F , E) of F adapted to E by the equality
νp(F , E) = νp(LF , E).
Observe that νp(F) = νp(F , E) + ep(Einv)− 1.
Remark 2.6. An irreducible component xj = 0 of E is a dicritical component if and only
if there is a˜j ∈ OM,p such that aj = xj a˜j .
Definition 2.3. An ambient space M = (M,E) is a pair consisting of a nonsingular
complex analytic spaceM and a normal crossings divisor E ⊂M . A foliated space (M,F)
is the data of an ambient space and a foliation F on M . A foliated space is complex
hyperbolic when the corresponding foliation is complex hyperbolic.
Remark 2.7. We consider also ambient spaces where M is a germ of nonsingular complex
analytic space around a compact analytic subset K. We can transfer to this case all the
definitions of this text, just by taking a small enough open set around K.
Remark 2.8. The name “foliated space” is inspired in the terminology “foliated manifold”
introduced by A. Belotto (see [1]).
2.3 Presimple Points
We slightly modify the definitions of simple and presimple singularities given for dimension
two in Subsection 2.1, taking into account not only the foliation, but also the normal
crossings divisor. We also extend the definitions to higher dimension.
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Let us consider a foliated space (M,F) and a point p ∈M . Let
η =
∑
j∈A
ajdxj/xj +
∑
j∈B
ajdxj
be a local generator of F adapted to E as in Equation 2. Write Einv = ∪j∈Ainv(xj = 0)
and Edic = ∪j∈Adic(xj = 0), where we have A = Ainv ∪Adic.
Definition 2.4 (See [5, 11]). The point p is presimple for (M,F) if either νp(F , E) = 0
or there is (j, k) ∈ A×B such that ∂aj/∂xk(p) Ó= 0.
Proposition 2.2. If p is presimple for (M,F), then ep(Einv) ≤ τp(F) ≤ ep(Einv) + 1.
Sketch of the proof. (For more details, see [5, Lemma 5] and [11]). Recall that aj = xj a˜j for
every j ∈ Adic, hence νp(aj) > 0 and ∂aj/∂xk(p) = 0 for every k ∈ B. When νp(F , E) = 0,
we distinguish two cases:
• There is a j ∈ Ainv such that aj is a unit. The germs of vector fields
ξk = ∂/∂xk − (ak/aj)xj∂/∂xj , k ∈ B; ξü = ∂/∂xü − (a˜ü/aj)xj∂/∂xj , ü ∈ Adic,
are tangent to F at p. The dimensional type is τp(F) = ep(Einv), since there are no
more independent trivializing vector fields.
• For every ü ∈ A, we have νp(aü) > 0 and there is a j ∈ B such that aj is a unit. The
germs of vector fields
ξk = ∂/∂xk − (ak/aj)∂/∂xj , k ∈ B \ {j}; ξü = ∂/∂xü − (a˜ü/aj)∂/∂xj , ü ∈ Adic,
are tangent to F at p. The dimensional type is τp(F) = ep(Einv) + 1.
When νp(F , E) > 0 but ∂aj/∂xk(p) Ó= 0 for some j ∈ A, k ∈ B, trivializing vector fields
may be obtained thanks to the integrability condition. We obtain also that τp(F) =
ep(Einv) + 1. 
Definition 2.5. Let p ∈ M be a presimple point for (M,F). We say that p is of corner
type when τp(F) = ep(Einv) and we say that p is of trace type when τp(F) = ep(Einv) + 1.
Remark 2.9. In view of proof of Proposition 2.2, the point p is presimple of corner type if
and only if νp(aj) = 0 for some j ∈ Ainv.
Proposition 2.3. Let us suppose that F is a complex hyperbolic foliation at p. We have
that p is a presimple point for (M,F) if and only if νp(F , E) = 0. Moreover, if ep(Einv) ≥ 1,
we have that p is presimple of corner type for (M,F) if and only if νp(aj) = 0, for every
j ∈ Ainv.
Proof. Let us prove the first assertion. Assume that νp(F , E) > 0 and there is (j, k) ∈ A×B
such that ∂aj/∂xk(p) Ó= 0. We obtain that ω¯ = 0 gives a saddle-node, where
ω¯ = ω|(xi=0; i/∈{j,k}) = a¯jdxj + xj a¯kdxk, a¯ü = aü|(xi=0; i/∈{j,k}).
Let us prove the second statement. By Remark 2.9, the point p is presimple of corner type
if and only if there is j ∈ Ainv such that νp(aj) = 0. If there is an ü ∈ Ainv with νp(aü) > 0,
we have a saddle-node given by the restriction ω|(xi=0; i/∈{j,ü}). 
2.4 Residual Vectors and Simple Points
Let us consider a foliated space (M,F) and a point p ∈M . Denote τ = τp(F) the dimen-
sional type. We know that there is a minimal local coordinate system x = (x1, x2, . . . , xn)
and a local generator ω of F with
ω(∂/∂xj) = 0, ∂/∂xj(ω(∂/∂xü)) = 0, for j > τ and ü ≤ τ.
That is, we can write ω as in Equation 1. We say that x is a minimal coordinate system
adapted to E when Einv = ∪ej=1(xj = 0) and Edic ⊂ ∪nj=τ+1(xj = 0). Note that e ≤ τ .
The generator of F adapted to E defined by η = (1/∏e
j=1 xj)ω can be written as
η =
∑e
j=1
aj(x1, x2, . . . , xτ )
dxj
xj
+
∑τ
j=e+1
aj(x1, x2, . . . , xτ )dxj (3)
The above expression of the vector fields ξk and ξü in the proof of Proposition 2.2 allows
to prove the following statement:
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Proposition 2.4. There is a minimal coordinate system adapted to E at a given presimple
point p ∈M .
Assume that p is a presimple point for (M,F). Recall that e ≤ τ ≤ e + 1 and take a
minimal coordinate system x and an adapted generator η as in Equation 3. The residual
vector λη,x ∈ Cτ is defined by
λη,x =
{
(λ1, λ2, . . . , λτ ) with λi = ai(p) if τ = e
(λ1, λ2, . . . , λτ−1, µ) with λi = ∂ai∂xτ (p), µ = aτ (p) if τ = e+ 1.
Remark 2.10. Since p is presimple point, we have that λη,x Ó= 0.
Lemma 2.1. Let p be a presimple point for (M,F). Consider minimal coordinate systems
x and x′ adapted to E, such that (xj = 0) = (x′j = 0) for every j ∈ {1, 2, . . . , e}. Given
η and η′ generators of F adapted to E as in Equation 3, there is a constant c ∈ C∗ such
that λη,x = cλη′,x′ .
Proof. We have that there are units u, uj ∈ OM,p with ∂/∂xk(u) = ∂/∂xk(uj) = 0 for
k > τ , such that η′ = uη and x′j = ujxj , for every j ∈ {1, 2, . . . , e}. Moreover, when
τ = e + 1, we have x′τ = αxτ + φ(x1, x2, . . . , xτ−1) + xτψ(x1, x2, . . . , xτ ), where α ∈ C∗
and φ(p) = ψ(p) = 0. If x = x′, we have that λη′,x = cλη,x, with c = u(p). Assume now
that η = η′ and let us write
η =
∑τ−1
i=1
aidxi/xi + xετaτdxτ/xτ =
∑τ−1
i=1
a′idx
′
i/x
′
i + x′ετ a′τdx′τ/x′τ , ε = τ − e.
If (x′1, x′2, . . . , x′τ ) = (x1, x2, . . . , xτ ), we are done. Suppose that there is j ∈ {1, 2, . . . , e}
such that uj Ó= 1 and x′i = xi for every i Ó= j. We have that
a′j = aj(1 + xjhj), a′i = ai + xihiaj , i ∈ {1, 2, . . . , τ} \ {j},
where duj/uj =
∑τ
i=1 xihidxi/xi. As a consequence λη,x = λη,x′ . In case τ = e + 1 and
x′i = xi for every i ∈ {1, 2, . . . , e}, we obtain
a′i = ai − cxiaτ (∂φ/∂xi + xτ∂ψ/∂xi), a′τ = caτ (1− ψ − xτ∂ψ/∂xτ ),
with c = 1/α. Hence λη,x = cλη,x′ . 
Lemma 2.2. If F is a complex hyperbolic foliation at a point p presimple for (M,F),
then the residual vector λη,x belongs to (C∗)τ .
Proof. If p is of corner type, in view of Proposition 2.3 we are done. Assume that p is a
presimple point of trace type. By Proposition 2.3 and Remark 2.9, we have that µ Ó= 0.
Then, if λj = 0 for some j ∈ {1, 2, . . . , e}, the restriction
ω|(xi=0; i/∈{j,τ}) = a¯jdxj + xj a¯τdxτ , a¯ü = aü|(xi=0; i/∈{j,τ}).
would give a saddle-node. 
Given s ∈ Z>0, let us consider a vector β = (β1, β2, . . . βs) ∈ Cs. A resonance r for
β is an s-tuple of non-negative integers r = (r1, r2, . . . rs) ∈ Zs≥0 such that r1β1 + r2β2 +
· · ·+ rsβs = 0. We say that β is non-resonant if it does not have resonances different from
r = 0.
Remark 2.11. In this work we consider just non-negative resonances. Observe that Martinet-
Ramis resonances in [14] allow negative entries in r.
Let us give a definition of simple point in the complex hyperbolic frame. This definition
coincides with the general one introduced in [5, 6].
Definition 2.6. Assume that F is a complex hyperbolic foliation at p. We say that p is
a simple point for (M,F) if it is presimple and the residual vectors λη,x are non-resonant
(this property does not depend on the particular choice of x and η).
Remark 2.12. Being simple is an open property onM . That is, if p is a simple point, there
is a small enough open set U ⊂M containing p such that each q ∈ U is a simple point.
Definition 2.7. A foliated space (M,F) is desingularized if each p ∈M is a simple point.
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Remark 2.13. We have that Sing(F , E) = Sing(F) when (M,F) is desingularized.
Remark 2.14. Let p be a simple point for (M,F), where F is a complex hyperbolic foliation
at p. If p is of corner type, the only invariant hypersurfaces for F through it are contained
in E. If p is of trace type, there is exactly one germ of invariant hypersurface (H, p) not
contained in E (for the general case, see [6]). The singular locus, locally at p, is given by
Sing(F) =
⋃
1≤i<j≤τ
Ei ∩ Ej , i, j ∈ Iinv,
taking Eτ = H when p is of trace type. Denote by TF,E the set of trace type simple
singularities for (M,F). If p is of corner type, we have that TF,E = ∅, locally at p. When
p is a trace type simple singularity, we have
TF,E = (E1 ∩H) ∪ (E2 ∩H) ∪ · · · ∪ (Eτ−1 ∩H).
2.5 Reduction of Singularities and Toric Type Foliated Spaces
The concept of toric type foliated space was introduced in [4, 15] for the bidimensional
case. Here we generalize it to higher dimension.
Let us consider an ambient space M = (M,E) and a connected nonsingular analytic
subspace Y ⊂ M . We say that Y and E have normal crossings if for each point p ∈
M there is a local coordinate system x = (x1, x2, . . . , xn) adapted to E and a subset
B ⊂ {1, 2, . . . , n} such that Y = ∩i∈B(xi = 0), locally at p. In this case, the blowing-up
pi : M ′ →M centered at Y gives a new normal crossings divisor E′ = pi−1(E ∪ Y ) and we
get a new ambient spaceM′ = (M ′, E′). Given a foliation F on M , we say that Y is an
admissible center for (M,F) if, in addition, the subspace Y is invariant for F . We write,
for short
pi : (M′,F ′)→ (M,F),
where F ′ is the transform of F by pi. We also say that pi is an admissible blowing-up of
foliated spaces. The blowing-up pi is called dicritical if the exceptional divisor pi−1(Y ) is a
dicritical component of E′.
Remark 2.15. Note that given an admissible blowing-up pi : (M′,F ′) → (M,F), the
following properties hold:
1. The blowing-up pi is dicritical only if F is dicritical.
2. If the foliation F is non-dicritical, then F ′ is non-dicritical
3. If the foliation F is complex hyperbolic, then F ′ is also complex hyperbolic.
Let σ : (M′,F ′)→ (M,F) be a morphism obtained, up to isomorphism, by composi-
tion of a finite family of admissible blowing-ups. That is,
σ : (M′,F ′) = (Mr,Fr) pir−→ (Mr−1,Fr−1) pir−1−→ · · · pi1−→ (M0,F0) = (M,F),
where each pii is an admissible blowing-up of foliated spaces. If (M′,F ′) is desingularized,
we say that σ is a reduction of singularities of (M,F).
Remark 2.16. In general, the existence of reduction of singularities of a foliated space
(M,F) is only known when dimM ≤ 3 (see [5, 17]). Nevertheless, it always exists if
M = ((Cn, 0), ∅) and F is a complex hyperbolic non-dicritical foliation. Indeed, it is given
by a reduction of singularities of the invariant hypersurfaces of F (see [3, 12]). For this
reason, these foliations are also called “generalized hypersurfaces”. For n ≥ 4, the existence
of reduction of singularities is an open problem, even in the dicritical complex hyperbolic
case.
An admissible blowing-up pi : (M′,F ′) → (M,F) centered at Y ⊂ M is called combi-
natorial when Y is a connected component of an EJ = ∩j∈JEj , with J ⊂ I.
Definition 2.8. A foliated space (M,F) is of toric type if it has a combinatorial reduction
of singularities. A foliation F on a complex analytic space M is called torifiable if there
is a normal crossings divisor E on M such that the foliated space ((M,E),F) is of toric
type.
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Remark 2.17. A complex hyperbolic foliated space (M,F), where M = ((Cn, 0), E) and
the origin is a presimple corner is of toric type (see [11]). Moreover, if the origin is not
simple, the foliation F is dicritical. In the two-dimensional being of toric type is very close
to be Newton non-degenerate (see [15]).
3 Invariant Surfaces and Extended Partial Separa-
trices
Partial separatrices have been introduced in [9] to formalize the arguments in [6] for the
construction of invariant surfaces of non-dicritical foliations in ambient dimension three.
We extend this concept to the dicritical case and we give properties that assure the existence
of invariant surfaces supported by them.
3.1 The Prolongation Property
Along this subsection we consider a foliated surface (S,G), where S = (S,D) and S is a
surface. In dimension two we only blow-up with center at points, hence every blowing-up
is automatically admissible.
Let (Γ, p) Ó⊂ (D, p) be an invariant branch of G. We say that (Γ, p) is isolated for
(S,G) when for each composition σ : (S ′,G′)→ (S,G) of a finite sequence of blowing-ups,
the point p′ belongs to the adapted singular locus Sing(G′, D′), where (Γ′, p′) is the strict
transform of (Γ, p) by σ. Note that p ∈ Sing(G, D) when (Γ, p) is an isolated invariant
branch, just by taking σ to be the identity. Besides, in order to verify if (Γ, p) is isolated
or not, it is enough to consider blowing-ups centered at the infinitely near points of (Γ, p).
From now on, in order to simplify the exposition, each time we say “a curve Y in S”,
we make reference to a “closed irreducible analytic curve Y in S”.
Definition 3.1. A foliated surface (S,G) has the prolongation property for isolated branches
if for every isolated invariant branch (Γ, p) the next conditions hold:
1. There is a curve Y ⊂ S extending (Γ, p), that is, such that (Γ, p) ⊂ (Y, p). (Note that
Y is unique).
2. If Y ⊂ S is the curve extending (Γ, p) and q ∈ Y ∩D, each branch (Υ, q) ⊂ (Y, q) is
isolated.
Remark 3.1. The second condition implies that Y ∩D ⊂ Sing(G, D).
Lemma 3.1. A desingularized foliated surface (S,G) has the prolongation property for
isolated branches if and only if for each trace type singularity p ∈ Sing(G), the following
conditions hold for the only invariant branch (Γ, p) Ó⊂ (D, p) through it:
1. There is a curve Y ⊂ S extending (Γ, p).
2. If Y ⊂ S is the curve extending (Γ, p), then Y ∩Ddic = ∅.
Proof. Since (S,G) is desingularized, we have that an invariant branch (Γ, p) Ó⊂ (D, p) is
isolated if and only if p is a trace type simple singularity. Assume that there is a curve
Y ⊂ S extending (Γ, p). Observe that (Y, q) Ó⊂ (D, q) is analytically irreducible for every
q ∈ Y , because there is at most one invariant branch different from the divisor at q. As
a consequence, it is enough to see that given q ∈ Y ∩D, we have that (Y, q) is isolated if
and only eq(Ddic) = 0.
If (Y, q) is isolated, then q is a simple singularity; hence eq(Ddic) ≤ 2 − τq(G) = 0.
Conversely, when eq(Ddic) = 0, we have that (Y, q) and (D, q) are two invariant branches;
then q is a simple singularity and (Y, q) is an isolated invariant branch. 
Recall that a toric surface is an irreducible complex surface S containing a two-
dimensional complex torus T Ä (C∗)2 as a Zariski open subset, such that the action
of T on itself extends to an algebraic action on S (see, for instance [10]). The union of
the non-dense orbits of the torus action on S is a normal crossings divisor DS . Hence S
gives in a natural way a toric ambient surface (S,DS). In the work [15], we have provided
a proof of the following statement:
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Proposition 3.1. The prolongation property for isolated branches holds for every toric
type foliated surface ((S,DS),G) over a nonsingular projective toric ambient surface.
3.2 Extended Partial Separatrices
We consider a desingularized foliated space (M,F) in dimension three, whereM = (M,E)
and M is a germ of complex analytic set around a compact analytic subset. By Remark
2.14, the set of trace type simple singularities TF,E is a closed analytic subspace of M : it
is a union of nonsingular curves Y with eY (E) = eY (Einv) = 1. A connected component C
of TF,E is called a partial separatrix. Given q ∈ C, there is an open set U ⊂M containing
q and an irreducible surface Sq on U , such that the germ of Sq at each q′ ∈ C ∩ U is the
only invariant surface through q′ different from E. Moreover Sq ∩Einv = TF,E in U . When
C ∩Edic = ∅, the surface Sq extends to an irreducible closed surface SC ⊂M invariant for
F .
We are interested in connecting partial separatrices of (M,F) through invariant curves
contained in the dicritical components of E. Denote by Σ the set whose elements are the
curves Z ⊂ Edic with eZ(E) = 1, invariant for F and satisfying Z ∩ Sing(F) Ó= ∅. Note
that Σ is a finite set. Indeed, there are finitely many dicritical components Ek ⊂ Edic.
Moreover Sing(F)∩Ek is finite and there is at most one invariant branch contained in Ek
but not in Einv through each p ∈ Sing(F) ∩ Ek. Let us denote UF,E the closed analytic
subspace of M given by
UF,E = TF,E ∪ (∪Z∈ΣZ).
Note that every q ∈ UF,E is a trace type simple point, in particular eq(E) ≤ 2.
Definition 3.2. The extended partial separatrices are the connected components of UF,E .
Lemma 3.2. Let us consider an extended partial separatrix E ⊂ UF,E . For each point
q ∈ E , there is an open set Uq ⊂ M containing q and an irreducible surface Sq defined
in Uq, such that E ∩ Uq ⊂ Sq. Moreover, the germ of Sq at each q′ ∈ E ∩ Uq is the only
invariant surface through q′ not contained in E.
Proof. It follows from the local structure of the singular locus, described in Subsection 2.3,
and from the fact that there is a unique invariant surface through a regular point. 
Definition 3.3. An extended partial separatrix E ⊂ UF,E is complete when (Sq, q)∩E =
(E , q) for every q ∈ E , where Sq is the only germ of surface invariant for F through q that
is not contained in E.
Corollary 3.1. If E ⊂ UF,E is a complete extended partial separatrix, there is a unique
irreducible closed surface SE ⊂M invariant for F , such that SE ∩ E = E .
Proof. It follows from Lemma 3.2 and Definition 3.3 in a similar way as Cano-Cerveau’s
argument in [6] (see also [9]). 
Let Ek be a dicritical component of E. We know that the foliation F induces by
restriction a foliation F|Ek on Ek. We define the restriction M|Ek of the ambient space
M to Ek by
M|Ek = (Ek, E|Ek ), E|Ek = E \ Ek ∩ Ek.
We obtain in this way a foliated surface (M,F)|Ek given by (M,F)|Ek = (M|Ek ,F|Ek ).
Since (M,F) is desingularized, the restriction (M,F)|Ek is also desingularized. Moreover,
we have that (E|Ek )inv = Einv|Ek and (E|Ek )dic = Edic|Ek .
Proposition 3.2. Let (M,F) be a desingularized foliated space. Assume that the foliated
surface (M,F)|Ek has the prolongation property for isolated branches, for each dicritical
component Ek of E. Then every extended partial separatrix is complete.
Proof. Let us consider an extended partial separatrix E . Note that 1 ≤ eq(E) ≤ 2 for every
point q ∈ E . When eq(E) = 1, there is a unique curve Y ⊂ E containing q. The intersection
of (Sq, q) and E is a branch trough q containing the germ (Y, q); as a consequence, we have
that (Sq, q) ∩ E = (Y, q) = (E , q). Let us assume now E = E1 ∪ E2, locally at q. We
distinguish three cases:
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• Einv = E1 ∪E2. There is a partial separatrix C ⊂ E , such that (C, q) = (E , q). Then,
we conclude by the study of the partial separatrices in [6] and [9].
• Einv = E1. There is a curve Y ⊂ E1 with q ∈ Y such that (Y, q) = (TF,E , q). The
foliated surface (M,F)|E2 is desingularized and q ∈ Sing(F|E2) is of trace type. The
unique branch (Γ, q) Ó⊂ (E|E2 , q) invariant for F|E2 extends to a curve Z ⊂ E2, by
the prolongation property for isolated branches. Note that Z ∈ Σ, hence Z ⊂ E . We
conclude that (Sq, q) ∩ E = (Y ∪ Z, q) = (E , q).
• Einv = ∅. In this case Edic = E1 ∪ E2. Let us see that this situation does not hold.
Note that q is a regular point. There is a curve Z ∈ Σ with q ∈ Z. We can assume
Z ⊂ E1. By definition of Σ, there is p ∈ Sing(F) ∩ Z. Note that ep(Einv) = 1
and (Z, p) is the unique invariant branch for F|E1 not contained in E|E1 . In view
of Lemma 3.1, we have that Z ∩ (E|E1)dic = ∅. We find a contradiction, since
q ∈ E2|E1 = E|E1 = (E|E1)dic. 
3.3 Invariant Surfaces for Torifiable Foliations
The main result in this paper is the following:
Theorem 3.1. Every torifiable complex hyperbolic foliation on (C3, 0) has an invariant
surface.
We present now the structure of the proof of Theorem 3.1. Let us consider a germ of
complex hyperbolic foliation F0 and a strong normal crossings divisor E0 on (C3, 0). Denote
M0 = ((C3, 0), E0) and assume that (M0,F0) is of toric type. Let us fix a combinatorial
reduction of singularities
σ : (M,F)→ (M0,F0).
The proof of Theorem 3.1 follows from the next statements:
Proposition 3.3. If Einv = ∅, there is a closed surface S of M , invariant for F , with
S Ó⊂ E.
Proposition 3.4. If Einv Ó= ∅ and E0 = E0dic, there is an extended partial separatrix of
(M,F).
Proposition 3.5. Every extended partial separatrix of (M,F) is complete.
Let us see how we deduce Theorem 3.1 from these propositions. If E0inv Ó= ∅, there
is an invariant surface for F0 contained in E0 and we are done. Hence, we can assume
E0 = E0dic. If Einv = ∅, Proposition 3.3 assures the existence of a closed surface S ⊂ M
invariant for F , with S Ó⊂ E. If Einv Ó= ∅, there is an extended partial separatrix E by
Proposition 3.4, that is complete by Proposition 3.5; as a consequence of Corollary 3.1,
there is a closed surface S = SE ⊂ M invariant for F , with S Ó⊂ E. In both cases, by
Grauert’s Proper Mapping Theorem, we obtain a surface S0 = σ(S) of (C3, 0) invariant
for F0, with S0 Ó⊂ E0.
Proposition 3.3 and Proposition 3.4 are proved in Section 4 and Proposition 3.5 is
proved in Section 5. For the proof of Proposition 3.4, we use the next version of the
“refined Camacho-Sad’s Theorem” in [16]:
Proposition 3.6. Let us consider a complex hyperbolic foliated surface (S0,G0), where
the ambient surface is S0 = ((C2, 0), D0) and let σ : (S,G)→ (S0,G0) be the composition
of a finite sequence of blowing-ups. Assume that there is a connected component K of Dinv
with the property that every point p ∈ K is simple for (S,G). Then, we have TS,G ∩K Ó= ∅.
Proof. After completing the reduction of singularities of (S,G), we apply similar arguments
to the ones in the proof of [16]. 
4 The Hunt of Trace Singularities
The aim of this section is to prove Proposition 3.3 and Proposition 3.4. Recall that we
have a complex hyperbolic foliation F0 such that the foliated space (M0,F0) is of toric
type, whereM0 = ((C3, 0), E0), with E0 = E0dic. Moreover, we have a fixed combinatorial
reduction of singularities σ : (M,F)→ (M0,F0).
170
Remark 4.1. If Einv = ∅, then e0(E0) ≤ 2. Indeed, if e0(E0) = 3, we always find points
p ∈ M with ep(E) = 3; since p is a simple point, we have Einv Ó= ∅. If Einv Ó= ∅, then
e0(E0) ≥ 2. Indeed, if e0(E0) ∈ {0, 1} we have that σ is the identity morphism, since it is
combinatorial. Hence, we have that E = E0 and Einv = ∅.
Proof of Proposition 3.3. If σ is the identity morphism, the foliation F0 is regular and it
has normal crossings with E0. By the Frobenius theorem, there is a unique germ of surface
S0 in (C3, 0) invariant for F0, with S0 Ó⊂ E0 and we are done. When σ is not the identity
morphism, we have that e0(E0) = 2, in view of Remark 4.1, and it is a composition of
blowing-ups with one-dimensional combinatorial centers. Note that K = σ−1(0) is a finite
union of curves and M is a germ around it. Since every point p ∈ K is simple, we have
that
0 = ep(Einv) ≤ τp(F) ≤ ep(Einv) + 1 = 1.
As a consequence τp(F) = 1 and hence p Ó∈ Sing(F). Moreover F and E have normal
crossings at p. Then, there is a unique germ of invariant surface (Sp, p), with (Sp, p) Ó⊂
(E, p). We distinguish two situations:
- If K is not a closed analytic subspace invariant for F , there is a regular point p ∈ K
such that Sp ∩K = {p}. Hence S = (Sp, p) defines a closed surface in M , since M is
a germ around K.
- If K is invariant for F , we have that (K, p) ⊂ (Sp, p) for every p ∈ K, as a con-
sequence, the germ of surface (Sp, p) extends to a closed surface S defined in M
invariant for F , with K ⊂ S. The argument is similar to the one in the proof of
Corollary 3.1. 
Proof of Proposition 3.4. It is enough to prove that the set of trace type singularities TF,E
is not empty. Indeed, in this case we find at least one partial separatrix for (M,F) that is
naturally contained in an extended partial separatrix. We divide the proof in two steps:
1. Let Γ0 = E01 ∩ E02 , where E01 and E02 are two irreducible components of E0. Let
us assume that Γ0 has been used as a center of blowing-up in σ and hence D =
σ−1(Γ \ {0}) is a normal crossings divisor. If Dinv Ó= ∅, then TF,E Ó= ∅.
2. If e0(E0) = 3, then TF,E Ó= ∅.
Note that Step 1 gives the complete proof when e0(E0) = 2, since in this case we have
E = D ∪ E1 ∪ E2, where Ei is the strict transform of E0i by σ, for i = 1, 2.
Step 1 : Let us write D = ∪ni=1Di, D0 = E1 and Dn+1 = E2, in such a way that
Di∩Di+1 Ó= ∅, for every i ∈ {0, 1, . . . , n}. Assume TF,E = ∅ and let us find a contradiction.
We consider a local coordinate system (x1, x2, y) at the origin of C3 with E0 = (x1x2 =
0) and satisfying that (y = 0) is not invariant for F0 (this is always possible). In this
situation, there is ε > 0 such that ∆0c = (y = c) is generically transversal to F0 through
the point pc = (0, 0, c), for every 0 < |c| < ε. Consider the foliated surface
(M0,F0)|∆0c = ((∆
0
c , E
0|∆0c ),F0|∆0c ), E
0|∆0c = E
0 ∩∆0c .
Let ∆c be the strict transform of ∆0c by σ. Note that (M,F)|∆c is a foliated surface
obtained from (M0,F0)|∆0c by a sequence of blowing-ups induced by σ. Recalling that
Dinv Ó= ∅ and that D0, Dn+1 are dicritical components, there are indices j, k ∈ {1, 2, . . . , n}
with j ≤ k such that Di is invariant for every j ≤ i ≤ k and Dj−1, Dk+1 are dicritical
components. We write Yc,i = Di ∩∆c, for every i ∈ {0, 1, . . . , n+ 1}. The fiber σ−1(pc) is
given by
σ−1(pc) = D ∩∆c = ∪ni=1Yc,i.
Observe that Yc,i is an invariant component of E|∆c , for every j ≤ i ≤ k. Since TF,E = ∅,
we have that each p ∈ Yc,i, with j ≤ i ≤ k, is a simple point of corner type for (M,F) and
as a consequence, also for (M,F)|∆c . In particular
pc,j−1 = Yc,j−1 ∩ Yc,j , pc,k = Yc,k ∩ Yc,k+1,
are regular points for (M,F)|∆c . We conclude that Yc,j−1 and Yc,k+1 are dicritical com-
ponents of E|∆c . In this way, we find a contradiction with Proposition 3.6.
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Step 2 : We write E0 = E01 ∪ E02 ∪ E03 and Γ0i = E0j ∩ E0k, with {i, j, k} = {1, 2, 3}.
Denote
D2 = σ−1(Γ02 \ {0}), D3 = σ−1(Γ03 \ {0}).
We have that E = E1 ∪ E2 ∪ E3 ∪D2 ∪D3 ∪ E˜, where E˜ = σ−1(Γ1) and Ei is the strict
transform of E0i by σ, for i = 1, 2, 3. The restriction (M,F)|E1 is a desingularized foliated
surface, obtained from (M0,F0)|E01 by a sequence of blowing-ups induced by σ. Note that
E|E1 = (E˜ ∩ E1) ∪ Γ2 ∪ Γ3,
where Γj = Dj ∩ E1 for j = 2, 3. An irreducible component of E|E1 is invariant for F|E1
if and only if it is the intersection of E1 with an invariant component of E, since (M,F)
is desingularized and E1 is a dicritical component of E. In particular, if the branch Γ3 is
invariant, we have that Γ03 has been used as a center of blowing-up, hence D3 is a normal
crossings divisor; moreover, we obtain that D3inv Ó= ∅. In this case, we conclude by Step 1.
We argue in the same way when Γ2 is invariant.
Let us suppose now that Γ2 and Γ3 are not invariant for F|E1 . There are points p ∈ E1,
with ep(E|E1) = 2. Since (M,F)|E1 is a desingularized foliated surface, we conclude that
(E|E1)inv = E˜inv ∩ E1 Ó= ∅.
By Proposition 3.6, there is a point p ∈ E˜inv ∩ E1 that is a singularity of trace type for
(M,F)|E1 . We have that p is also a singularity of trace type for (M,F) and we are
done. 
5 Prolongation Property in Toric Type Foliated
Surfaces
In this section we prove Proposition 3.5. Recall that the ambient space isM0 = ((C3, 0), E),
the foliation F0 is complex hyperbolic and the foliated space (M0,F0) is of toric type.
Moreover, we have a fixed combinatorial reduction of singularities σ : (M,F)→ (M0,F0).
In view of Proposition 3.2, we have that Proposition 3.5 comes from the following
statement
Proposition 5.1. For each dicritical component Ek of E, the foliated surface (M,F)|Ek
has the prolongation property for isolated branches.
The foliated surface (M,F)|Ek has automatically the prolongation property for isolated
branches, when Ek is a non-compact dicritical component of E. Otherwise, in view of
Proposition 3.1, the proof of Proposition 5.1 follows from the next statement:
Lemma 5.1. Every compact component Ek of E has a structure of toric surface, where
E|Ek is the natural divisor given by the torus action. That is (Ek, E|Ek ) is a toric ambient
surface.
Proof. An irreducible component Ek of E is compact if and only if σ(Ek) = {0}. Since we
are in a combinatorial situation, we are allowed to blow-up the origin only if e0(E0) = 3.
Hence, let us assume e0(E0) = 3. We fix local coordinates (x1, x2, x3) at the origin of C3
such that E0 = (x1x2x3 = 0). This allows us to give an immersion of (C3, 0) ⊂ P3C by
(a1, a2, a3) Ô→ [1, a1, a2, a3].
Let H = H0 ∪ H1 ∪ H2 ∪ H3 be the union of the coordinate planes of P3C, in such a way
that Hi∩ (C3, 0) = (xi = 0), for i = 1, 2, 3. The projective space P3C has a structure of toric
variety that provides in a natural way a toric ambient variety (P3C, H); that is, the orbits
are the strata defined by H. In this situation, the combinatorial sequence of blowing-ups
σ :M→M0 lifts to a combinatorial (equivariant) sequence of blowing-ups
σ˜ : (P˜3C, H˜)→ (P3C, H).
Each compact irreducible component Ek of E is also an irreducible component of H˜.
Moreover, we have that E|Ek = H˜|Ek . Hence (Ek, E|Ek ) is a toric ambient surface. 
The proof of Theorem 3.1 is ended.
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