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Initial assertions 
•  What	  EPSCoR	  states	  typically	  have	  in	  abundance:	  
–  Excellent	  faculty	  
–  Interested	  and	  energe>c	  students	  
•  What	  EPSCoR	  states	  some>mes	  have	  too	  li@le	  of:	  
–  Support	  staﬀ	  
–  Lab	  equipment	  
–  Cyberinfrastructure	  resources	  
–  Release	  >me	  for	  faculty	  to	  do	  curriculum	  development	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What is cyberinfrastructure, anyway? 
•  “Cyberinfrastructure	  consists	  of	  compu>ng	  
systems,	  data	  storage	  systems,	  advanced	  
instruments	  and	  data	  repositories,	  
visualiza>on	  environments,	  and	  people,	  all	  
linked	  by	  high	  speed	  networks	  to	  make	  
possible	  scholarly	  innova>on	  and	  discoveries	  
not	  otherwise	  possible.”	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The best friend of researchers, research 
educators, and students interested in 
research in EPSCoR states is… 
•  ….	  The	  gap	  between	  the	  US	  and	  interna>onal	  
research	  communi>es’	  ability	  to	  produce	  
research-­‐quality	  data	  and	  ability	  to	  analyze	  
these	  data	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Just a few examples 
•  NCBI	  
•  Zooniverse	  
•  VAO	  
•  Many,	  many	  
na>onal	  
databases	  of	  DNA	  
and	  RNA	  
sequences,	  
weather	  data,	  etc.	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XSEDE (xsede.org) is a national source 
of cyberinfrastructure resources 
•  Allocated	  
– Cycles	  
– Data	  storage	  	  
– Support	  
– Get	  help	  the	  ﬁrst	  >me	  you	  apply	  -­‐	  help@xsede.org	  
and/or	  your	  local	  campus	  champion	  
•  Available	  to	  all	  (without	  alloca>ons)	  	  
– Globus	  Transfer	  
– Training	  &	  curriculum	  materials	  
– Campus	  Bridging	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What is Jetstream?!
•  NSF’s first cloud for science and engineering research across all areas of 
activity supported by the NSF!
•  Jetstream will be a user-friendly cloud environment designed to give 
researchers and research students access to interactive computing and 
data analysis resources “on demand.” !
•  It will provide a user-selectable library of virtual machines that users can 
select from to do their research. !
•  Software creators and researchers will also be able to create their own 
customized virtual machines -or-  their own “private computing system” 
within Jetstream. !
•  It will enable countless discoveries across disciplines such as biology, 
atmospheric science, economics, network science, observational 
astronomy, and social sciences.!
•  Two especially important biology platforms will be supported - iPlant and 
Galaxy. !
What does the name mean? And it is it really a 
cloud?!
•  Name !
–  In the atmosphere the Jetstream lies at the border of two 
different air masses!
–  The Jetstream system stands at the border of the existing NSF-
funded XD program and advanced cyberinfrastructure 
resources and users who have not previously used such NSF 
funded infrastructure before. !
•  Yep, it’s really a cloud, or at least a cloud environment (one 
could quibble over the definition of cloud vis-à-vis 
expansibility). Software layers:!
–  Atmosphere interface!
–  KVM!
–  OpenStack!
–  CentOS Linux!

Science Domains and Users!
•  Biology!
•  Earth Science/Polar Science!
•  Field Station Research!
•  Geographical Information Systems!
•  Network Science!
•  Observational Astronomy!
•  Social Sciences!
•  Jetstream	  will	  be	  par>cularly	  focused	  on	  researchers	  working	  in	  the	  “long	  tail”	  
of	  science	  with	  born	  digital	  data	  
•  Enabling	  analysis	  of	  ﬁeld-­‐collected	  empirical	  data	  on	  the	  impact	  and	  eﬀects	  of	  
global	  climate	  change	  will	  be	  one	  of	  the	  speciﬁc	  foci	  of	  Jetstream	  
•  Whatever you do!
21st century workforce development!
•  Jetstream will include virtual Linux desktops and applications 
specifically aimed to enable research and research education at 
small colleges and universities including HBCUs (Historically Black 
Colleges and Universities), MSIs (Minority Serving Institutions), 
Tribal colleges, and higher ed institutions in EPSCoR States!
•  Jetstream will also support deployment of user-friendly Science 
Gateways!
Jetstream System Diagram!
Jetstream Collaborators 
•  University	  of	  Chicago	  -­‐	  Globus	  
•  Arizona	  University	  –	  iPlant	  
•  Johns	  Hopkins	  University	  and	  Penn	  State	  University	  
•  Cornell	  University	  –Ms.	  	  Susan	  Mehringer,	  Lead.	  Cornell®	  Virtual	  Workshops	  about	  
Jetstream	  and	  applica>ons	  running	  on	  jetstream.	  	  
•  University	  of	  Arkansas	  at	  Pine	  Bluﬀ	  –	  Dr.	  Jesse	  Walker,	  lead.	  cybersecurity	  educa>on,,	  
Minority	  Serving	  Educa>on	  outreach	  
•  University	  of	  Hawaii	  –	  Dr.	  Gwen	  Jacobs,	  lead.	  	  EPSCoR	  early	  adopter/user.	  Jacobs	  will	  
chair	  Science	  Advisory	  Board	  
•  Na>onal	  Snow	  and	  Ice	  Data	  Center	  (NSIDC)	  –	  Dr.	  Ron	  Weaver,	  lead.	  Data	  retrieval	  from	  
NSIDC,	  applica>on	  integra>on	  with	  ice	  sheet	  analysis	  applica>ons	  
•  University	  of	  North	  Carolina,	  Odum	  Center	  –Dr.	  Thomas	  Carsey	  ,	  lead.	  Data	  retrieval	  
from	  Dataverse	  Network	  
•  Na>onal	  Center	  for	  Genome	  Analysis	  at	  Indiana	  University	  –	  providing	  genome	  analysis	  
sodware.	  Includes	  TACC,	  PSC,	  and	  SDSC	  as	  partners	  
EPSCoR states can thrive in the big data 
era by linking    
•  Your	  local	  talent	  
•  Publically	  available,	  research	  quality	  data	  
•  Na>onal	  CI	  resources	  
•  To	  create	  new,	  meaningful,	  and	  important	  
discoveries	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Your thoughts and questions? 
•  Now	  or…	  
•  send	  follow	  up	  ques>ons	  to	  stewart@iu.edu	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