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Abstract 
Singh, A., A numerical method for singularly perturbed systems of linear two-point boundary-value problems 
using partial decoupling, Journal of Computational and Applied Mathematics 40 (1992) 55-62. 
In this paper, a numerical method is proposed to solve singularly perturbed systems of linear two-point 
boundary-value problems. First, a partial decoupling transformation is applied to obtain an essentially 
independent subsystem for the slow component. Then, different difference schemes are applied to solve the 
slow and the remaining fast components. The schemes are second-order accurate. Test examples are included 
to demonstrate the efficiency of the method. 
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1. Problem formulation 
We consider two-point boundary-value problems (TPBVPs) of the tvpe 
i =A,,(t)x +A,,(t)y +f&), (l.la) 
Ej ‘A&)X +&(f)Y +_f&)9 (l.lb) 
for 0 < t < 1 with linear boundary conditions 
L@(O), x(l)9 Y(O), Y(l)) = 0, (12) . 
where x and y are m- and n-dimensional real vector functions of the independent variable l, 
respectively, fl and fi are given real vector functions of dimensions m and yt, respectively, 
~ii( t), i, j = 1, 2, are real matrix functions of appropriate dimensions, E is a small positive 
(0 < E -=z 1) parameter, and “a” denotes d/dt. Such problems arise frequently in optimal 
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control [lo]. We assume that the functions Ai,, fl, f2 and L are such that there exists a unique 
bounded solution to the system (1.11, (1.2). 
These problems are well studied through the application of asymptotic analysis (see, e.g., 
[4,8-lo]). The solution comprises two parts (states), one varying slowly and the other rapidly 
with respect to the independent variable t. In optimal control, these are referred to as the 
“slow” and “fast” states. Since E is close to 0, one is tempted to take E = 0 in (1.1) to find an 
approximate problem, expecting that the reduced solution (i.e., the solution of the reduced 
problem obtained by taking c = 0 in (1.1)) approximates the original solution. But typically it 
happens that the original solution does not converge to the reduced solution uniformly, at least 
at the two end points t = 0 and t = 1. This nonuniform nature of the solution at the end points 
is known as the boundary layer phenomenon. When this nonuniformity occurs at an interior 
point, we call it an interior layer phenomenon. 
Due to this nonuniform behaviour and the slow-fast nature of the solution, the usual TPBVP 
techniques do not solve these problems accurately. Instead of adopting the known approach [7] 
of first applying an appropriate difference scheme and then decoupling the difference equa- 
tions, we will first decouple (1.1) partially [12] and then apply second-order accurate difference 
schemes. We now briefly describe this partial decoupling and the difference schemes. 
2. Preliminaries 
Let 16 1 denote the supremum norm, when 6 is a vector, 1 F 1 denote the vector-induced 
supremum norm when F is a matrix, and 11 G 11 = sup, E1O_ll I G(r) 1, when G(t) is a vector or a 
matrix function. For our purpose, it is sufficient to consider the following result from [12]. 
Theorem 2.1. Assume that the matrix functions Aij( t), i, j = 1, 2, are continuo@y dqTerentiable 
and that there arc positiue constants bijz cij, ~3, ~4 such that II Aij(t) II < bij, II A,,(t) II < cij, and 
any eigerwalue h( t J of Azz( t 1 satisfies the conditional stability property 
Re A(t) < -c3 or Re A(t) >c4. (2 1) . 
Then. there exists an e0 > 0 and continuously diflerentiable matrix functions M,(t) and M,(t) 
such that for 0 < E < q,, the transfomtation 
(2 2) . 
transforms the system (1.1) to: 
. 
2= (A 11 - ~f,,)z + (f, -M,f2)9 
~j =A2,z + (EA,,M +A,,)y +f2. 
Moreover, the new slow uariable z and the transformations M0 and M, are given by 
z=x-My, 
M, =A,,Azz’, 
M, = ((A,, - M,A,, jMo YI&,)A,~. 
(2.3a) 
(2.3b) 
(2.4a) 
(2.4b) 
(2.4~) 
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The slow state z can be obtained from (2.3a) using m linearly independent appropriate 
boundary conditions from (1.2), if available as such, by any usual TPBVP technique. An 
appropriate difference scheme for the remaining fast subsystem y in (2.3b) is discussed in the 
following. 
Consider the n-dimensional fast system 
&=B(t)u+g(t), O<t<l, (2 5) . 
with n linearly independent boundary conditions given. Let h, be a grid defined on [0, 11, 
h=max,h,, t,=Cf:,‘h,, t,=O, t,=l,k=O, l,..., N. Let the numerical solution on the grid 
be denoted by vk = v( tk), and similarly, B, = B( t, 1, g, = g( t, 1, uk = u(t,), ek = uk - vk and 
e = mmk 1 ek I. Let 1 denote the identity matrix of appropriate order. The following result 
holds. 
Theorem 2.2. Assume that B(t) and g( t 1 are twice continuously differentiable; [i Bit) ii, ii B- ‘(t ) II 
and II g(t) II are bounded and eigenvalues h(t) of B(t) satisfy (2.1). Further assume that . 
min h, > max 
k II&I ’ 
Then, Euler’s forward implicit scheme 
E 
hA_ l’k+l t - L’k) = Bk+lvk+l +gk+l, 
as well as Euler’s backward explicit scheme 
(2 6) . 
(2 7) . 
(2 8) . 
solve (2.5 j with bounded vk and error e = 0(h2) if h II B(t) 11 >> 1; otherwise = O(h). 
Remark 2.3. The proof of Theorem 2.2 is omitted; however, it might be obtained by using the 
results of [6, Lemma 6.11. A precondition for the grid to make any standard method accurate is 
h < E. Since this will cause unmanagable round-off errors, one is justified to assume that the 
minimum of the grid lengths be greater than some number of O(E) as in (2.6). However, in 
course of the proof to Theorem 2.2 one only needs a weaker assumption than (2.6), namely, 
Note that by monitoring (2.9) rather than (2.6), unnecessary grid points can be avoided. 
12 9) . 
Remark 2.4. For the schemes required to be only first-order accurate, the differentiablity 
condition imposed on B(t) and g(t) can be relaxed. It is sufficient to assume that B(t) and 
g(t) are continuously differentiable. 
It is well known [2] that forward (backward) integration is stable when the eigenvalues of the 
system matrix B(t) are all negative (positive). This entails that in order to apply the schemes in 
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Theorem 2.2, the system matrix B(t) must be block-diagonalized, i.e., we require the system 
(2.5) to be transformed to the form: 
-‘u 
E d(;t ) =(D-EN-Inj)(N-‘u)+N-If, (2.10) 
where D(t) = W1(t!!#(t)N(t) = diag(D,, Dt) with Re A(D,(t)) < 0 and Rs h!D,(t)) > 0. The 
existence and uniqueness of such a transformation N(t) can be found in [3] and a numerical 
realisation of N(t) can be effected by the QR-algorithm. 
Remark 2.5. It is to remark that stability of the schemes remains unaltered for (2:10), since the 
conditional stability of B( t 1 implies that of D(t) and in turn, that of (D - EN- ‘N) [5, Chapter 
51; the same also holds for the system matrix A,, in (1.1) and for the matrix E&&+A~~ in 
i2.3b). 
If the block structure of the system matrix does not remain unaltered throughout the interval 
[O, 11, then one must find out the subintervals [bi, bi+ I], i = 0, 1,. . . , K - 1, on which the block 
structure dqes not alter. The block-diagonalization must be done only on these s&iDtervals 
separately and thus gives rise to different equations of the form (2.10) on each of the 
subintervals. Then, the grid wilt necessarily contain these points bi along with the grid points 
obtained via monitoring the condition (2.6) or (2.9). 
3. The algorithm 
Consider the system (1.1). 
(i) Compute the transformation M(t) =M&t) + d&(t) with M, =&Agl, 44, = ((A,, - 
MoAu)MO - &,>A~1 and transform (1.1) to the system (2.3). 
(ii) Consider the fast state (2.3b). Determine the partition points (also called the stretching 
points) b,, b,, . . . ,6,_ 1 and compute the block-diagonalizing transformations N,, N,, . . . , NK_ 1 
on the (stretching) subintervals Cbi, bi+ J by using the QR-algorithm (see also [6]). 
(iii) On each of the subintervals [bi, bi+ J, transform (2.3b) to 
&i = QiY,i + F,i, (3.la) 
EPZ~ = D,i Yzi + Fzi 7 (3.lb) 
where CYz, J’$>’ = Ni-‘Y, (Fz, FzJT = Ni-‘(A,it + fz), Dj = diag(Dli, D,i) = ~i-‘((A,, 
+EA,,N)N~ - EMi) with Re A(D,,) < 0 and Re h(D,i) > 0. 
(iv) Find the grid points on each of the stretching subintervals by monitoring the conditions 
(see (2.9) and Theorem 2.2) 
2E hij 
r <jL);‘cti,j+Jl< - and hij I Di(ti,j+l) I > 1, 
I/ 
E 
where ti,j + I is the (j + l)-th grid point in the ith subinterval. 
(v) Discretize the transformed systems (2.3a) and (3.1) by 
E 
( hii wi.j+ I - wij) = diH,jWij + (I - Ai)Hi,j+ IWi,j+ 1+ AiGij + (I- Ai)Gi,j+ 17 (3 2) l 
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where the subscript i refers to the ith subinterval [I+, bi+ ,I, the subscript i refers to the 
functional evaluation at the jth point in the concerned subinterval, w is the numerical 
approximation of (zT, yz, Y:~>‘, H = diag( A, 1 -A&421, Dli, D,i), and Ai = diag(ai,), with 
[ 
$, if 1=1,2 ,..., m, 
Si/ = 0, if l=mi-l,m+2 ,..., m+n,, 
1, if l=m+n,+l, m+Ylif2 ,..., m-l-n. 
(vi) Transform the boundary conditions (1.2) to 
and adjoin it with the discretization in (v-3 to obtain a solution. 
Remark 3.1. The equations in (iii) are obtained by L ding an analogous equation to (2.10) 
where in place of B(t) in (2.5) one uses the system matrix EA,,M +AZ2 in (2.3b). Note that by 
this transformation, the resulting system is block-diagonalized. 
Remark 3.2. The choice of Si1 in (v) tells that we apply Euler’s implicit and explicit schemes for 
the fast substates y,i and y2i, respectively. For the slow state z we apply the trapezoidal rule 
due to its advantages demonstrated in [6, Section 51. 
4. Examples 
We present here two test examples to illustrate the proposed numerical method. In the first 
example, the solution has boundary layers at the end points t = - 1 and t = 1, and in the 
second, the solution exhibits an interior layer at t = 0. Both examples are from [9]. 
Example 4.1. Consider the second-order linear equation 
EC-22ti=o, -l<t<l, 
x(-l)= -1, x(i) = 2: 
The solution (on - 1 < t < 1) is 
x(t) = 2 + 
exP((t* - 1)/E) 
t 
Table 1 
Choice of stretching points 
(4 1) . 
(4 2) . 
+ o(1). 
Stretching points E =;f 10-2 E = 1o-4 E = lo-” 
b, b2 6, b2 b, 62 
Example 4.1 - - 0.98 0.976 - 0.992 0.998 0.9993 0.999 
Example 4.2 - OS-I5 0.05 - 0.003 0.004 - 0.0018 0.0008 
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Table 2 
Summary of results 
E Stretching 
subintervals 
IO -2 NG 
MAD 
MID 
1o-J NG 
MAD 
MID 
IO-’ NG 
MID 
Example 4.1 Example 4.2 
i-1. b,l b,, &I ‘b,, 11 i- 1, b,l ib,, b,l tb2, 11 
8 16 12 12 20 8 
14. 1o-c 20. lo-” 2wo-” 24.10-’ 88.10-’ 28.1(: 
o- lo- ’ 4*10-+ 0. lo- ’ 0*10-’ 1.10-t‘ (j.1()- 1 
16 16 16 16 16 12 
25. 1o-5 35. lo-” 8. 1o-4 22. lo-” 7.1o-5 4. 1o-4 
o- lo- ’ 2.10+ 0. lo- ’ 1. 1o-7 Ho-” 0. lo- ’ 
16 24 16 16 20 12 
33. 1o-6 19. 1o-6 9.104 2. lo-” 22. lo-” 1.10-j 
o- lo- ’ 1-1o-7 o- lo- ’ o-lo-’ o- lo- ’ O*lO-’ 
The algorithm is applied on the equivalent system _ 
. 
x= Y, ej = 2ty. (4 3) . 
In Table 1 the choices of stretching points b,, b, are given. The resulting subintervals are 
called str<t&ing stlbinterrals. Summary of the results of applying the algorithm is presented in 
Table 2 for various values of E. 
ExampIe 4.2. Consider the second-order linear equation 
E~++tc-2x=o, -1 <t <l, 
with the same boundary conditions (4.2). 
The solution is 
(4 4) . 
1 
c - 2 - (1 + c)t, -l<t<O, 
o(E”qT t =o, 
x(t) = 
(2+c)t + (1 +c) 
exp( - t‘/e) 
(&2q ’ Oa< l, 
where c = o( 1). 
We write (4.4) in system form: 
. 
X= YT Ej=2x--2tyi 
and apply the algorithm in Section 3. 
(4 5) . 
In Table 1 the stretching points are given for both the examples with various values of E. In 
Table 2 the maximum (MAD) and the minimum (MID) of the absolute values of differences 
between the original and the numerical solution are given. (NG = Number of grid divisions 
used in the corresponding stretching subinterval.) 
To give an idea how the solutions look like, the numerical solutions of Examples 4.1,4.2 with 
e = lo-” are shown in Figs. 1 and 2, respectively. 
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Fig. 1. Numerical solution to Example 4.1, E = 10m4. 
5. Conclusions 
When E decreases to zero, the solution approaches the reduced solution except in the 
so-called difficult regions (boundary layers, interior layers, etc.). But the computation of the 
numerical solution becomes difficult when E decreases to zero due to the increasing stiffness. 
However, it can easily be observed from Table 2 that the numerical solution becomes close to 
the originai solution as E decreases to zero. This suggests the robustness of the numerical 
method. 
It is of special interest to study the applicability of the present method to nonlinear 
singularly perturbed TPBVPs. For this purpose, instead of adopting the usual approach of 
applying the difference schemes before linearization, it is recommended to first approximate 
the nonlinear problem with a sequence of linear TPBVPs of the form (1.1) as discussed in [ 111 
and then use the present method, so that the present error estimates carry over to the 
nonlinear case. 
Fig. 2. Numerical solution to Example 4.2, E = 10e4. 
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