We define a time dependent empirical process based on n independent fractional Brownian motions and establish strong approximations to it by Gaussian processes. They lead to strong approximations and functional laws of the iterated logarithm for the quantile or inverse of this empirical process. They are obtained via time dependent Bahadur-Kiefer representations.
Introduction
Swanson [23] using classical weak convergence theory proved that an appropriately scaled median of n independent Brownian motions converges weakly to a mean zero Gaussian process. More recently Kuelbs and Zinn [15, 16] have obtained central limit theorems for a time dependent quantile process based on n independent copies of a wide variety of random processes, which may be zero or perturbed to be not zero with probability 1 (w.p. 1) at zero. These include certain self-similar processes of which fractional Brownian motion is a special case. Their approach is based on an extension of a result of Vervaat [27] on the weak convergence of inverse processes in combination with results from their deep study with Kurtz [14] of central limit theorems for time dependent empirical processes. We shall define a time dependent empirical process based on n independent fractional Brownian motions and derive strong approximations to it by Gaussian processes. We follow the basic methodology outlined in Berthet and Mason [3] to obtain our approximations to this process. Surprisingly, they are in force on sequences of intervals for which weak convergence cannot hold in the limit. They lead to strong approximations and functional laws of the iterated logarithm for the quantile or inverse of these empirical processes and are obtained via time dependent Bahadur-Kiefer representations. Our results show the kind of strong limit theorems that are possible when one turns to the detailed analysis of time dependent empirical and quantile processes based on processes which have a fine local random structure, such as fractional Brownian motion.
Swanson (2007) result
Our work is motivated by the following result of Swanson [23] .
Let B
(1/2) j j≥1
be a sequence of i.i.d. standard Brownian motions and for each n ≥ 1 and t ≥ 0 let M n (t) denote the median of B
(1/2) 1 (t) , . . . , B
(1/2) n (t). Swanson [23] using classical weak convergence theory proved that √ nM n (t) converges weakly to a continuous centered Gaussian process X on [0, ∞) with covariance function defined for t 1 , t 2 ∈ [0, ∞) by
One of the aims of this paper is to place this result within the framework of what has been long known about the usual empirical and quantile processes.
Some classical quantile process lore
To put our study into a broader context, we recall here some classical quantile process lore. Let X 1 , X 2 , . . . , be i.i.d. F . For α ∈ (0, 1) define the inverse or quantile function Q (α) = inf {x : F (x) ≥ α} and the empirical quantile function Q n (α) = inf {x : F n (x) ≥ α}, where
is the empirical distribution function based on X 1 , . . . , X n . We define the empirical process v n (x) := √ n {F n (x) − F (x)} , x ∈ R and the quantile process u n (t) := √ n {Q n (t) − Q (t)} , t ∈ (0, 1) .
For a real-valued function Υ defined on a set S we shall use the notation f (x) = F ′ (x) > 0 and sup x∈(0,1)
We have (Kiefer [11] ) the Bahadur-Kiefer representation lim sup n→∞ n 1/4 v n (Q) + f (Q) u n (0,1)
4
√ log log n √ log n = 1
The function f (Q) is called the density quantile function. Deheuvels and Mason [6] developed a general approach to such theorems.
Next using a strong approximation result of Komlós, Major and Tusnády (KMT) [12] one has on the same probability space an i.i.d. Deheuvels [5] has shown that this rate of strong approximation rate cannot be improved.
We shall develop analogs of these classical results for time dependent empirical and quantile processes based on independent copies of fractional Brownian motion. This will put the Swanson result into a larger context. We shall begin in the next section by extending the Swanson setup to fractional Brownian motion and describe our analogs to the classical KMT strong approximation (1.3) for the resulting time dependent empirical process. In Section 3 we discuss our analogs to Bahadur-Kiefer and strong approximations (1.2) and (1.4) for the quantile processes that are defined via our time dependent empirical processes. The proofs are detailed in Sections 4 and 5. In an appendix some facts needed for the proofs are gathered together. For any t ∈ [0, ∞) and x ∈ R let F (t, x) = P B (H) (t) ≤ x . Note that
where Φ (x) = P {Z ≤ x} , with Z being a standard normal random variable. For any for n ≥ 1 define the time dependent empirical distribution function
Applying Theorem 5 in [14] (also see Remark 8) one can show that the time dependent empirical process indexed by (t, x) ∈ T (γ),
converges weakly to a uniformly continuous centered Gaussian process G (t, x) indexed by (t, x) ∈ T (γ), whose trajectories are bounded, having covariance function
Applying Proposition 1 on page 26 of Lifshits [21] we can assume that G (t, x) is separable. More generally G (t, x) denotes a centered Gaussian process on T (0) := [0, T ] × R with covariance (2.2) such that its trajectories are uniformly continuous on T (γ) for any 0 < γ ≤ 1 < T < ∞. We shall also be using the following empirical process indexed by function notation. Let X, X 1 , X 2 , . . . , be i.i.d. random variables from a probability space (Ω, A, P ) to a measure space (S, S). Consider an empirical process indexed by a class G of bounded measurable real valued functions on (S, S) defined by
ϕ (X i ) and P (ϕ) = Eϕ (X) .
Keeping this notation in mind, let C [0, T ] be the class of continuous functions g on [0, T ] endowed with the topology of uniform convergence and where
Here we permit γ = 0. We see that for h t,x ∈ F (γ,T ) ,
We shall be using the notation α n (h t,x ) and v n (t, x) interchangeably. Let G (γ,T ) denote the mean 0 Gaussian process indexed by F (γ,T ) , having covariance function defined for h s,
Our main coupling and strong approximation results for α n
In the results that follow ν 0 = 2 + 2 H and
Proposition 1 As long as 1 ≥ γ = γ n > 0 satisfies for some 
where τ 2 = 3(2 + H)/(10H + 8) + 1/2 and ν 0 is defined in (2.3) . Moreover, in particular, when
where
Proposition 1 is quite unexpected in light of the results in Section 8.1 in [14] . They point out that the empirical process v n (t, x) indexed by [0, T ] × R does not converge weakly to a uniformly continuous centered Gaussian process indexed by (t, x) ∈ [0, T ] × R whose trajectories are bounded. However, Proposition 1 implies that on a suitable probability space
for any sequence of positive constants γ n converging to zero at the rate (2.4). Note that the Gaussian process G n (t, x) = G (γn,T ) (h t,x ) is uniformly continuous on [γ n , T ] × R with bounded trajectories for each n.
For g ∈ G (κ), with some abuse of notation, we shall write
Also, in analogy with (1.1), we set 
where τ 2 is as in Proposition 1 and
Using the results in Subsection 4.4 one can show that the Gaussian process t κ G (0,T ) (h t,x ) = t κ G (t, x) , (t, x) ∈ [0, T ] × R, is almost surely uniformly continuous with bounded trajectories. Therefore Proposition 2 implies that the weighted empirical process
Applying Proposition 1 just as in the proof of Theorem 1 in [3] we obtain the following strong approximation. (Note their "Cρ (α, γ)" should be "ρ (α, γ)".)
Theorem 1 As long as 1 ≥ γ = γ n > 0 is constant, under the assumptions and notation of Proposition 1 for all 1/ (2τ 1 (0)) < α < 1/τ 1 (0) and ξ > 1 there exist a ρ (α, ξ) > 0, a sequence of
. . , and a sequence of independent copies G (1)
(γ,T ) , . . ., of G (γ,T ) sitting on the same probability space such that
Next by applying Proposition 2 as in the proof of Theorem 1 in [3] we also obtain the following strong approximation, where we use notation analogous to (2.6).
Theorem 2 Under the assumptions and notation of Proposition 2 for any
2 , . . . , and a sequence of independent copies G (1)
(0,T ) , . . . , of G (0,T ) sitting on the same probability space such that
8)
Applications to LIL
Theorem 1 obviously implies that for any fixed choice of 0 < γ ≤ 1 < T there exist on the same probability space a sequence of i. 
Applying Corollary 2.2 of Arcones [1] we get the following compact law of the iterated logarithm
is, w.p. 1, relatively compact in ℓ ∞ F (γ,T ) (the space of bounded functions Υ on F (γ,T ) equipped with supremum norm Υ F (γ,T ) = sup ϕ∈F (γ,T ) |Υ (ϕ)|) and its limit set is the unit ball of the reproducing kernel Hilbert space determined by the covariance function
By (2.9) the same is true for
This result can also be inferred from the law of the compact LIL for the empirical process as stated in Theorem 9 on p. 609 of Ledoux and Talagrand [19] . In particular we get that lim sup
In the same way, on the probability space of Theorem 2, for all 0 < κ < ∞,
= o n log log n , a.s., from which we get that
is, w.p. 1, relatively compact in ℓ ∞ (G (κ)) and its limit set is the unit ball of the reproducing kernel Hilbert space determined by the covariance function
This implies that lim sup
where 
Notice that by (2.1), for each fixed t > 0, F (t, x) has density
Further, for each t ∈ (0, ∞) and α ∈ (0, 1), τ α (t) is uniquely defined by
Time dependent Bahadur-Kiefer representations
We shall prove the following uniform time dependent Bahadur-Kiefer representations for the quantile process u n (t, α). We shall see that one easily infers from them LIL and strong approximations for such processes.
Theorem 3 Whenever 0 < γ = γ n ≤ 1 satisfies (2.4) for some [6] .
Notice when 0 < γ ≤ 1 is fixed, we immediately get from (2.10) , the compact LIL for v n that
its limit set is the unit ball of the reproducing kernel Hilbert space determined by the covariance function defined for
Also we get when 0 < γ ≤ 1 is fixed the following strong approximation, namely on the probability space of Theorem 1,
τα(t) . This follows from Theorems 1 and 3 by noting that
τ (α) < 1/4.
Corollary 1 For any
0 < ρ < 1/2, δ > 0 such that µ := H 4H 0 − δ > 0, and T > 1, we have, sup (t,α)∈[0,T ]×[ρ,1−ρ] t H v n (t, τ α (t)) + exp − z 2 α 2 √ 2π u n (t, α) = O n −µ (log log n) 1/2 , a.s. (3.2) Remark 3 Let ℓ ∞ ([0, T ] × [ρ, 1 − ρ]) denote the class of bounded functions on [0, T ]×[ρ, 1 − ρ].
Observe that (3.2) combined with the compact LIL pointed out in (2.11), immediately imply that
and its limit set is the unit ball the reproducing kernel Hilbert space determined by the covariance function defined for
We also get the following strong approximation, namely on the probability space of Theorems 2 with κ = H,
τα(t) . This follows from (2.8), noting that τ ′ (α) > 0, combined with (3.2).

Remark 4 Let ℓ ∞ ([0, T ]) denote the class of bounded functions on [0, T ].
Applying the compact LIL pointed out in the previous remark with H = 1/2, to the median process considered by Swanson [23] 
, and its limit set is the unit ball of the reproducing kernel Hilbert space determined by the covariance function defined for
In particular we get
Moreover, since a mean zero Gaussian process X (t) , t ≥ 0, with covariance function (3.4) is equal in distribution to √ 2πtG (t, 0), t ≥ 0, we see from (3.3) that there exist a sequence
) and a sequence of processes X (1) , X (2) , . . ., i.i.d. X sitting on the same probability space such that, a.s.
Of course, this implies the Swanson result that
√ nM n converges weakly on [0, T ] to the process X.
Proofs of Propositions 1 and 2
Before we can prove Propositions 1 and 2 we must first derive a needed bracketing bound on a useful class of functions.
A useful class of functions
As above, let B (H) (s) , s ≥ 0, denote fractional Brownian motion with Hurst index 0 < H < 1.
Note that for all (s, x) , (t, y) ∈ T (γ), 
where a ∨ b = max{a, b}, and for any K ≥ 1 denote the class of real-valued functions on [0, T ],
One readily checks that
The following class of functions C [0, T ] → R will play an essential role in our proof:
It is shown in the Appendix that these classes are pointwise measurable, which allows us to take supremums over these classes without the need to worry about measurability problems.
Bracketing
We shall use the notion of bracketing. Let G be a class of measurable real-valued functions defined on a measure space (S, S). A way to measure the size of a class G is to use L 2 (P )-brackets. Let l and v be measurable real-valued functions on (S, S) such that l ≤ v and d P (l, v) < u, u > 0, where
and ξ is a random variable taking values in S defined on a probability space (Ω, A, P ). The pair of functions l, v form an u-bracket
be the minimum number of u-brackets needed to cover G.
A useful bracketing bound
Our next aim is to bound the bracketing number
, where P is the measure induced on the Borel sets of
We shall prove the following entropy bound:
Entropy Bound I For some constant C T (depending on T and H), for u ∈ (0, 1/e) , γ ∈ (0, 1/e) and K ≥ e,
Consider the upper and lower functions:
First we show that these functions define a covering. Select any t i−1 < t ≤ t i (in the case i = 1 we allow t 0 = t) and x j−1 < x ≤ x j , for i = 1, . . . , k, j = −m + 1, . . . , m. Since for any
, and for x m < x < ∞ and any
So that for −m + 1 ≤ j ≤ m we have
Inequality (4.5) is also valid for j = −m and j = m + 1, namely
3) and (4.4) we have
which when combined with the standard normal tail bound holding for z > 0,
From this we see that for u ∈ (0, e −1 ), the choice x m ≥ 4T H log u −1 ensures that
Thus to construct our u-covering, it suffices to appropriately partition the intervals
we get for K ≥ e, u ∈ (0, 1/e) and γ ∈ (0, 1/e), giving
Thus for K ≥ e, u ∈ (0, 1/e) and γ ∈ (0, 1/e)
This, in turn, says that
Let ⌈x⌉ denote here and elsewhere the smallest integer greater than or equal to x. Putting
the previous computations show that for the choice
which by (4.6) and (4.9) is
We also see that y m = x m = 4T H log u −1 ≥ 2T H , and by (4.6) for 0
Thus (4.3) and (4.4) hold. Hence this choice of t i and x j corresponds to a u-covering of F(K, γ). So we have proved the following entropy bound:
For some constant C T (depending on T and H), for u ∈ (0, e −1 ), γ ∈ (0, e −1 ) and
, which is (4.2).
It will often be convenient to use the following weaker entropy bound, which follows easily from (4.2) and (4.7).
Entropy Bound II For some constant C ′ T (depending on T and
and
t,y (g) , respectively, and satisfying
We find that independently of ε
Proof of Proposition 1
For any c > 0, n > e and 0 < γ ≤ 1 < T denote the class of real-valued functions on [0, T ],
Define the class of functions
To simplify our previous notation we shall write here
Notice that for each (t,
(γn,T ) denote the Gaussian process indexed by F n , having covariance function defined for h
We shall first establish the following auxiliary result.
Proposition 3
As long as 1 ≥ γ = γ n > 0 satisfies (2.4) , for every ϑ > 1 there exists a η (ϑ) > 0 such that for each integer n large enough one can construct on the same probability space random vectors
where τ 2 is given in Proposition 1 and ν 0 is defined as in (2.3) . Moreover, in particular, when γ n = n −η , with 0 < η <
and τ 1 as in Proposition 1, 
, where
The choice
permits us to select such f k ∈ F n . Set
Note that using the previous notation (4.11) and (4.12), F n (ε) = F c log n, γ n , ε and G n (ε) = G c log n, γ n , ε . 19) and
Given ε > 0, δ > 0, t > 0 and n ≥ 1 large enough, one can follow the procedure given in Section 5.1 in [3] (with M = 1 there) to construct a probability space (Ω, A, P ) on which sit B (γn,T ) indexed by F n such that for suitable positive constants C 1 , C 2 , A, A 1 and A 5 with A 5 ≤ 1/2, independent of ε > 0, δ > 0, t > 0 and n ≥ 1,
See, in particular, inequality (5.6) in their paper. Crucial to this construction is a Gaussian coupling inequality pointed out by Einmahl and Mason [9] . Refer to the Appendix a statement of this inequality. (In quoting [3] , we have tried to keep to their notation. Also note that instead of (N (ε)) 2 , they used the suboptimal (N (ε)) 5/2 in their term that corresponds to the first exponent in (4.20) .) Recall the notation F (K, γ), G (K, γ, ε) and (4.18). We find that for any 0 < ε, u < e −1 , with K = M n = √ c log n, (4.2) gives the bound, with ν 0 and H 0 as in (2.3), for some c 1 ≥ 1,
and the weaker entropy bound (4.10) combined with (4.13) implies that for some c 2 > 0 and any u ∈ (0, 1), γ ∈ (0, 1),
We shall make frequent use of the following elementary inequality. For any x ≥ 1 and any ε ≤ 1 we have
Setting σ = ε in (6.2) and (6.3) below we get using (4.22) and (4.23) that for some c 3 > 0, J (ε, G n (ε)) ≤ c 3 ε log log n εγ and for some b 0 > 0
Therefore inequality (6.5) gives us
which as long as 1 > ε = ε n > 0 and 1 ≥ γ = γ n > 0 satisfy 24) implies that for all large enough n for a suitable
Whereas, we get via the Gaussian moment bound (6.6) and inequality (4.23) that for all 0 < ε n < 1/e and appropriate A ′ 2 and
Hence, as long (4.24) is satisfied, for some D > 0 we have for all large enough n
In addition, by (4.21) we have the bound
, and also (4.10) gives for some c 4 > 0
Therefore, in view of (4.26) and (4.20) , it is natural to define for suitably large positive γ ′ 1 and γ ′ 2 , δ = γ ′ 1 ε n log log n ε n γ n and t = γ ′ 2 ε n log log n ε n γ n .
We now have by (4.20), as long as (4.24) holds, that for all large enough n there is a probability space depending on γ ′ 1 , γ ′ 2 , γ n and ε n on which α n and G (n) (γn,T ) sit such that
log n ε n γ n .
Choose ε n such that √ nε
Then 1 2 + (1 + 2ν 0 ) log ε n log n + 2H 0 log γ n log n = 3 2 + 3 H log log n log n , which by (2.4) gives
An easy computation shows that the exponent of the first term satisfies with a positive constant
∼ χ log n and ε n log log n ε n γ n ∼ ζ (log n)
We readily obtain from these last bounds that for every ϑ > 1 there exist D > 0, γ ′ 1 > 0 and γ ′ 2 > 0 such that for all n ≥ 1 large enough, α n and G (n) (γn,T ) can be defined on the same probability space so that
which in the special case when γ n = n −η , with 0 < η <
It is clear now that there exists a η(ϑ) > 0 such that (4.16) and (4.17) hold. This completes the proof of Proposition 3.
Our next goal is to construct the needed version G (n) (γn,T ) of the Gaussian process G (γn,T ) as required in Proposition 1. Set for a fixed n for any m ≥ e
Let H (γn,T ) be the mean zero Gaussian process indexed by F ∞,n such that for h
Notice that for e < k ≤ m ≤ ∞,
which by (4.27) is
This last bound, in turn, by the Landau-Shepp inequality (6.10) below is
Thus for any ω > 1 there exists a c > 0 such that
Next notice that by (4.22) for some constant c 5 ≥ 1,
where we use (4.10) with K = c log (m + 1). Write
Combining (4.29) and (4.30) with the Gaussian moment inequality (6.7) we have
which by using (2.4) and (4.23) is for some c 6 > 0 is for all m > e, ≤ c 6 m −ω log m + log n. (4.31)
For each n > e let G (n) (γn,T ) denote the restriction of H (γn,T ) to F n = F (n) (γn,T ) and G (γn,T ) the restriction of H (γn,T ) to F (γn,T ) . Consider the Gaussian process Z (n) indexed by T (γ n ) defined by
Note that by (6.9), below, w.p. 1, B (H) restricted to [0, T ] is in ∪ m≥n C m for any n > e. Therefore we see by using the bounds (4.28) and (4.31) that for any ω > 1 there exists a c > 0 such that for some B > 0 for all n > e E Z (n)
We also have by using the Landau-Shepp inequality (6.10) that for a sufficiently large c > 0
Hence by Borell's inequality (6.8), for all z > 0,
, which on account of (4.32) and (4.33) gives for all θ > 1
Returning to the proof of Proposition 1, Lemma A1 of Berkes and Philipp [2] permits us to enlarge the probability space on which inequality (4.16) holds to include a version H (γn,T ) of the Gaussian process H (γn,T ) so that G (n) (γn,T ) is the restriction of H (γn,T ) to F n and G (γn,T ) is the restriction of H (γn,T ) to F (γn,T ) .
Define for (t, x) ∈ T (γ n ) ,
Further let
Notice that
. Let δ n (ω) = Bn −ω+1 log n + 2n −ω/2 θ log n.
Recalling that P B (H) / ∈ C n ≤ n −ω , we get by (4.16) and (4.34)
Noting that the ω in the above inequalities converges to infinity as c → ∞, we see that for every λ > 1, for sufficiently large c > 0 (that is large ω > 0), ϑ > 0, θ > 0 and all large n
and for any choice of ϑ > 0, θ > 0 and large enough c > 0 (large ω > 0), for all large n η(ϑ) n −1/2 γ
Thus there is a ρ (λ) > 0, and c > 0, ϑ > 0 and θ > 0 such that for all large enough n,
and (4.36) holds, which by (4.35) implies that
that is, for all such large n there exists a suitable probability space such that (2.5) holds. This completes the proof of Proposition 1.
Proof of Proposition 2
Put γ n = n −η , with η = (4H 0 + κ(2 + 4ν 0 )) −1 . Applying Proposition 1, for every λ ′ > λ > 1 there exists a ρ(λ ′ ) > 0 such that for each integer n large enough one can construct on the same probability space random vectors B 
Using Lemma A1 of Berkes and Philipp [2] , we can enlarge the probability on which (4.37) holds to include a Gaussian process G (0,T ) indexed by F (0,T ) , so that G (0,T ) and G (n) (γn,T ) agree on F (γn,T ) . Further we have, using inequality (6.11) below with δ = κ, that for a suitable
Next by using inequality (6.14) below with δ = κ we get that for a suitable
Recall the notation (2.6). Combining inequalities (4.37), (4.38) and (4.39), and noting that τ 2 > 1/2, we get for all large enough n
It is clear now that the optimal choice for η satisfies τ 1 (η) = κη, which solution is the chosen value. Thus by choosing λ ′ so that 3n
, we conclude that (2.7) holds.
5 Proof of Theorem 3 and Corollary 1
Proof of Theorem 3
Before we can prove Theorem 3 we must first gather together some facts about τ n α (t).
Proposition 4 With probability 1 for any choice of 0 < ρ < 1/2 uniformly in t > 0, n ≥ 1 and 
Proof If such a subset exists then the paths of the independent fractional Brownian motions in R k with 2k = m,
would have non-empty intersection except at 0, which, since k > 2/H, contradicts the following special case of Theorem 3.2 in Xiao [29] :
Theorem Let X 1 (t), t ≥ 0, and X 2 (t), t ≥ 0, be two independent fractional Brownian motions in
We apply this result with X 1 and X 2 as in (5.1).
Returning to the proof of Proposition 4, choose n ≥ 2 ⌈2/H⌉ + 2 and for any fixed t > 0 let B n (t) . We see that for any α ∈ (0, 1),
(⌈αn⌉) (t) . Since by the above lemma, w.p. 1, for all t > 0
we see that α ≤ ⌈αn⌉ /n ≤ F n (t, τ n α (t)) ≤ (⌈αn⌉ + m − 1) /n ≤ α + m/n. Thus w.p. 1 for any choice of 0 < ρ < 1/2 uniformly in t > 0, n ≥ 2 ⌈2/H⌉ + 2 and 0 < ρ ≤ α ≤ 1 − ρ 0 ≤ F n (t, τ n α (t)) − α ≤ m/n. Note that this bound is trivially true for 1 ≤ n < 2 ⌈2/H⌉ + 2.
Proposition 5
For any H > δ > 0 and ρ ∈ (0, 1/2) there is a D ρ > 0 (depending only on ρ and T ) and an n 0 = n 0 (δ) such that, w.p. 1, for all n > n 0 , uniformly in (α, t) ∈ [ρ, 1−ρ]×(a n (δ), T ],
with a n = a n (δ) = C log log n n
where C depends only on ρ.
Proof By Proposition 4, w.p. 1,
We see by (2.12) that for any H > δ > 0, there is an n 0 , such that w.p. 1, for all n > n 0
where, as in (2.13), σ 2 δ (T ) = T 2δ /4 ≤ T 2 /4. Thus by (5.3) and noting that F (t, τ α (t)) = α we have for all large enough n
Notice that whenever t H x − τ α (t) > t H /8, for some t > 0 and α ∈ [ρ, 1 − ρ] ,
Similarly, whenever τ α (t) − t H x > t H /8 for some t > 0 and α ∈ [ρ, 1 − ρ]
We have shown that whenever |t H x − τ α (t) | > t H /8, for some t > 0, and α ∈ [ρ, 1 − ρ], then
Thus (5.4) implies that w.p. 1 for all large n whenever t > a n and
The choice of a n in (5.2), with C = (2T /d 1 ) 1/δ assures that (5.5) holds. We get for t > a n
where ξ ∈ [z ρ − 1/8, z 1−ρ + 1/8], ϕ is the standard normal density and
Therefore by (5.4), w.p. 1, for all large n, for t > a n and α ∈ [ρ, 1 − ρ]
so the statement is proved, with
For future reference we point out here that for any a n (δ) as in (5.2) and 1 ≥ γ n > 0 satisfying (2.4) for some
Thus for all n sufficiently large a n (δ) < γ n .
Note that v n (t, τ n α (t)) − √ n {α − F (t, τ n α (t))} = √ n (F n (t, τ n α (t)) − α) =: ∆ n (t, α) , for which by Proposition 4 we have |∆ n (t, α)| ≤ m/ √ n, uniformly in t > 0, 0 < ρ ≤ α ≤ 1 − ρ and
, which by a Taylor expansion applied to F (t, τ n α (t)) − α,
where θ n α (t) is between τ α (t) and τ n α (t) and
Observe that by (5.7) with [a, b] as given in (5.6), w.p. 1, for all large n
Further by (5.7), we can apply Proposition 5 to get, w.p. 1,
n log log n n .
Therefore, w.p. 1,
Our next goal is to control the size of
Recall the notation (4.19), (4.12) and (4.18) . Notice that as long as ε = ε n and γ = γ n satisfy √ nε n / log n → ∞ (5.9) and log log n ε n γ n / log n → ς > 0, as n → ∞, (5.10)
we have (4.24), and thus (4.25). Using (5.10) again this gives for all large enough n
Therefore by Talagrand's inequality applied with M = 1, we have for suitable finite constants
Recall that γ n satisfies (2.4). Note that ε n satisfies (5.9), and ε n → 0. Further, we have log log n εnγn
which says that (5.10) holds. Also
Hence,
which, with t = ε n dn log n/D 2 for some d > 0, is ≤ 2 exp (−d log n) + exp − dD 2 ε n n log n .
By choosing d > 0 large enough, (5.10) combined with the Borel-Cantelli lemma gives that, w.p. 1,
this says that, w.p. 1, with c 8 = c 2 7 and c 7 as in (5.11),
Next note that
We get by arguing exactly as above that for any ω > 2 there exists a c > 0 in (4.14) such that P B (H) / ∈ C n ≤ n −ω , which implies
Thus we readily see by using the Borel-Cantelli lemma that, w.p. 1,
(5.12)
Applying Proposition 5, keeping (5.7) in mind, and by choosing c 7 > 0 large enough in the definition of ε n , we see that, w.p. 1, for all large n
n , which says that, w.p. 1, for all large enough n uniformly in (α, t)
Thus by (5.12), w.p. 1, for large enough c > 0 and c 7 > 0,
On account of (5.8) this finishes the proof of Theorem 3.
Proof of Corollary 1
Let γ n = n −β , where
By Theorem 3 for any 0 < δ < H
which by a simple Borel-Cantelli argument based on inequality (6.14) is equal to
Finally, by Proposition 5, for any 0
Noting that (H − δ)β = µ we see that the statement is proved for t ≥ a n . Now we handle the t < a n case. Put ∆ n (a n ) := sup {|u n (t, α)| : 0 ≤ t ≤ a n , 0 < ρ ≤ α ≤ 1 − ρ} .
Observe that for all 0 ≤ t ≤ a n and 0 < ρ ≤ α ≤ 1 − ρ,
where for 1 ≤ i ≤ n, M i (a n ) = sup B H i (a n s) : 0 ≤ s ≤ 1 . Notice that B H (a n s) , 0 ≤ s ≤ 1, is equal in distribution to a H n B H (s) , 0 ≤ s ≤ 1. Further, for some c > 0 and d > 0
Coupling inequality. Let Y 1 , . . . , Y n be independent mean zero random vectors in R N , N ≥ 1, such that for some B > 0,
If (Ω, T , P ) is rich enough then for each δ > 0, one can define independent normally distributed mean zero random vectors Z 1 , . . . , Z n with Z i and Y i having the same variance/covariance matrix for i = 1, . . . , n, such that for universal constants C 1 > 0 and C 2 > 0, 
Pointwise measurable class
Definition. A class G of measurable real-valued functions defined on a measure space (S, S) is pointwise measurable if there exists a countable subclass G ∞ of G such that we can find for any function f ∈ G a sequence of functions {f m } in G ∞ for which lim m→∞ f m (x) = f (x) for all x ∈ S. For more about pointwise measurability see van der Vaart and Wellner [26] and Kosorok [13] . We shall show here that the classes of functions F (K, γ), K ≥ 1, of the form (4.1) are pointwise measurable. Let Q denote the set of rational number. For any K ≥ 1 consider the countable class of functions C [0, T ] → R,
Clearly for each (t, x) ∈ T (γ) = [γ, T ]×R we can choose sequences s m and t m ∈ [γ, T ]∩Q∪ {γ, T } such that t m ց t and s m ր t. Also we can select a sequence y m ∈ Q ց x. We see that
Whereas if g (t) > x then for some δ > 0, g (t) > x + δ and all large enough m,
This says that eventually g (t m ) − Kf H (|t m − s m |) > y m and thus
Hence F (K, γ) is pointwise measurable with countable subclass F ∞ .
Inequalities for empirical processes
In this subsection G is a pointwise measurable class of measurable real-valued functions defined on a measure space (S, S). For any 0 < σ < ∞, set
Lemma 19.34 in van der Vaart [25] gives the following moment bound. (Note the needed " +1" in the definition of J(σ, G) and a (σ, G).)
Moment inequality. Let ξ, ξ 1 , . . . , ξ n be i.i.d. and assume that G has a measurable envelope function G and E g 2 (ξ) < σ 2 for every g ∈ G.
We have, for a universal constant
Let ǫ be a Rademacher variable, i.e. P {ǫ = 1} = P {ǫ = −1} = 1/2, and consider independent Rademacher variables ǫ 1 , . . . , ǫ n independent of ξ 1 , . . . , ξ n . From a special case of a well-known symmetrization lemma, we have for any class of functions G in L 1 (P )
Thus we readily get from (6.4) with A 0 = 3A ′ 0 and noting that the integrand of J (σ, G) is greater than or equal to 1,
We shall be using the moment bound (6.5) in conjunction with the following exponential inequality due to Talagrand [24] . This maximal version is pointed out by Einmahl and Mason [10] . 
where σ 2 G = sup g∈G Var(g(X)).
Inequalities for Gaussian processes
Let Z be a separable mean zero Gaussian process on a probability space (Ω, A, P ) indexed by a set T, equipped with the intrinsic semi-metric ρ defined by
For each ε > 0 let N (ε, T, ρ) denote the minimal number of ρ-balls of radius ε needed to cover T. Write Z T = sup t∈T |Z t | and σ 2 T (Z) = sup t∈T E Z 2 t . According to Dudley [7] , the entropy condition [0, 1] log N (ε, T, ρ) dε < ∞ ensures the existence of a separable, bounded, ρ-uniformly continuous modification of Z.
Gaussian moment inequality. For some universal constant A 4 > 0 and all σ > 0 we have
log N (ε, T, ρ) dε (6.6) and with D denoting the diameter of T for any t 0 ∈ T,
We shall be applying these inequalities to the Gaussian process Z = G defined in the Introduction, so that T = F and ρ = ρ P , where
and noting that ρ P ≤ d P we can replace ρ P by d P in inequalities (6.6) and (6.7). The following large deviation probability estimate for Z T is due to Borell [4] . (Also see Proposition A.2.1 in [26] .) Let M (X) denote the a median of Z T , i.e. P { Z T ≥ M (X)} ≥ 1/2 and P { Z T ≤ M (X)} ≥ 1/2. We shall assume that M (X) is finite. Borell's inequality. For all z > 0,
. (6.8)
Application of Landau-Shepp Theorem
By the Lévy modulus of continuity theorem for fractional Brownian motion B (H) with Hurst index 0 < H < 1 (see Corollary 1.1 of Wang [28] ), we have for any 0 < T < ∞, w.p. 1,
Therefore we can apply the Landau and Shepp [17] theorem (also see Sato [22] and Proposition A.2.3 in [26] ) to infer that for appropriate constants C > 0 and D > 0, for all t > 0, Proof Define for any integer k,
Theorem 5 in [14] implies that, w.p. 1, for each integer k, sup {|G (t, x)| : (t, x) ∈ T k } < ∞. This implies that, w.p. 1, sup t δ |G (t, x)| : (t, x) ∈ 0, 2 −K × R < ∞.
Also sup Var t δ G (t, x) : (t, x) ∈ 0, 2 −K × R ≤ 2 −2δK .
Applying Borell's inequality (6.8) with Z (t, x) = t δ G (t, x), T = 0, 2 −K × R, E ( Z T ) ≤ 2 −δK µ (δ) and σ 2 T (Z) ≤ 2 −2δK , we get for all z > 0 and integers K P sup (t,x)∈[0,2 −K ]×R t δ |G (t, x)| > 2 −δK µ (δ) + z ≤ 2 exp − z 2 2 2δK 2 .
Choose any 0 < γ ≤ 1 and integer K such that 2 −K ≥ γ > 2 −K−1 . We see that
Hence [0, γ] × R ⊂ 0, 2 −K × R. Therefore
6.6 Inequality 2 Note, in particular, Inequality 2 implies that for all λ > 1 there is a d > 1 such that P sup | √ nt δ α n (h t,x ) | : (t, x) ∈ [0, γ] × R ≥ dγ δ n log n < n −λ . (6.14)
Proof For any k ≥ 1 and g ∈ C [0, T ], let
and for any k ≥ 1, t ∈ [0, T ], x ∈ R and g ∈ C [0, T ] set h t,x,k (g) = h t,x (g k ) = 1 {g k (t) ≤ x} . .
Furthermore, noting that F √ c log n, e −1 ⊃ F √ c log n, 1 = F n,0 with T = 2, we get from (4.10) that for some c ′ ≥ 1, E ′ (log (2/s) + log log n) ds and a (1, F n,0 ) ≥ 1 E ′ (log 2 + log log n) .
Hence by (6.5), with σ = 1, for some E ′ 0 for all large n E sup In fact as before we get for any ω > 0 that for large enough c > 0
Thus by (6.16) and (6.17) for large enough c > 0 for some E 0 > 0
) : (t, x) ∈ T 0 ≤ E 0 n log log n. (6.18)
Next, for all δ > 0
is by (6.15) and (6.18)
) ≤ E (δ) 2 −Kδ n log log n, (6.19) where E (δ) = E 0 / 1 − 2 −δ . Let G (δ, K) = t δ h t,x : (t, x) ∈ 0, 2 −K × R .
From (6.19) we get
) : g ∈ G (δ, K) ≤ E (δ) 2 −Kδ n log log n. Inequality (6.13) follows from inequality (6.21). Choose any 0 < γ ≤ 1 and integer K such that 2 −K ≥ γ > 2 −K−1 . We see that
Hence t δ h x,t : (t, x) ∈ [0, γ] × R ⊂ G (δ, K). Thus 
