We study a reduced Poisson-Nernst-Planck (PNP) system for a charged spherical solute immersed in a solvent with multiple ionic or molecular species that are electrostatically neutralized in the far field. Some of these species are assumed to be in equilibrium. The concentrations of such species are described by the Boltzmann distributions that are further linearized. Others are assumed to be reactive, meaning that their concentrations vanish when in contact with the charged solute. We present both semi-analytical solutions and numerical iterative solutions to the underlying reduced PNP system, and calculate the reaction rate for the reactive species. We give a rigorous analysis on the convergence of our simple iteration algorithm. Our numerical results show the strong dependence of the reaction rates of the reactive species on the magnitude of its far field concentration as well as on the ionic strength of all the chemical species. We also find non-monotonicity of electrostatic potential in certain parameter regimes. The results for the reactive system and those for the non-reactive system are compared to show the significant differences between the two cases. Our approach provides a means of solving a PNP system which in general does not have a closed-form solution even with a special geometrical symmetry. Our findings can also be used to test other numerical methods in large-scale computational modeling of electro-diffusion in biological systems.
Introduction
Concentrations of ionic and molecular species are key quantities in the description of biomolecular processes at nanometer to submicron scales. For instance, the concentration of ligands (substrates), receptors (enzymes), and ions regulate almost all biomolecular and cellular activities. Variations in such concentrations often result from molecular diffusion, reaction, and production or depletion. As the random motion arising from thermal fluctuations, molecular diffusion causes the spread of localized signals for intracellular and intercellular communications. Chemical reaction and enzymatic regulation are also associated with the diffusion, production, and depletion of molecular species. This way, molecular diffusion and enzyme reaction form a coupled system which is often associated with signal transduction, gene expression, and metabolism networking.
Biomolecular diffusion is often driven by an electric field. In such electro-diffusion, the electrostatics can strongly affect the diffusion which in turn affects the rate of association between molecules such as the binding of a ligand to a receptor; cf. e.g., [19, 22] . The electric field in a charged biomolecular system is determined not only by target macromolecules but also by the concentrations of all the charged species, including diffusive ions and small charged molecules.
Mean-field approximations of diffusive molecules or ions are often given by the system of Poisson-Nernst-Planck (PNP) equations. Such a system describes properly the coupling of electrostatics and diffusion of charged chemical species. The PNP system is a combination relates the electrostatic potential ψ and the charge density ρ that consists of both fixed and mobile charges, the latter being a linear combination of all the concentrations c i . Here ε is the product of the dielectric coefficient and the vaccuum permittivity ε 0 . (More details of these equations are given in the next section.) In case of no chemical reaction, the steady-state Nernst-Planck equations lead to the Boltzmann distributions of concentrations in terms of the electrostatic potential [16] . The Poisson equation then becomes the Poisson-Boltzmann equation [3, 5, 7, 9, 12, 13, 21] . For reactive chemical species, the non-equilibrium charge distributions deviate from the Boltzmann distribution, and the Poisson equation is needed to determine the electrostatic field. In this case, the PNP system can then be used to calculate the reaction rate. Such calculations are important, as recent studies have shown that substrate concentrations affect the reaction rates, a fact that is ignored in the usual Debye-Hückel limiting law [15, 16] .
The PNP system can be hardly solved analytically, even for the steady-state system with a very simple geometry. The main difficulty arises from the nonlinear coupling of the electrostatic potential and concentrations of chemical species. Numerical methods for PNP systems have been developed for simple one-dimensional settings and complex threedimensional models, and have been combined with the Brownian dynamics simulations; cf. [1, 2, 4, 6, 8, 10, 11, 14, 17, 20] .
In this work, we consider a reduced PNP system for diffusion of ionic or molecular species in a solution in an electric field induced by charged molecules. The modification from the full PNP system is made by assuming that the concentration of each non-reactive molecular species is given by the Boltzmann distribution. Such distributions are linearized, mimicking the Debye-Hückel approximation. The concentration fields to be determined are those of reactive species. We focus on a spherical, uniformly charged solute particle in a solvent with multiple molecular or ionic species, and only consider the steady-state of the system. We first derive semi-analytical solutions of the underlying, reduced PNP system. We then present a simple iteration method for numerically solving the system using our semi-analytical solution formula. The convergence of our numerical method is proved. We further calculate numerically the equilibrium concentrations, electrostatic potential, and the reaction rates of reactive species. We finally compare our result with that of the case of no reactive species. Our work provides a means of solving a PNP system which in general does not have a closed-form solution even with a special geometrical symmetry. Our findings can also be used to test other numerical methods in large-scale computational modeling of electro-diffusion in biological systems.
In Section 2, we describe our reduced PNP system. In Section 3, we derive the semianalytical solution formula and present our numerical scheme for obtaining the solution. In Section 4, we use our formula and scheme to calculate the electrostatic potential, the molecular or ionic concentrations, and the reaction rates of reactive species. In Section 5, we compare our results with the case that all the chemical species are non-reactive. Finally, in Section 6, we draw conclusions. In Appendix A, we give details of our derivation of our semi-analytical solution formulas; in Appendix B, we prove the convergence of our numerical scheme.
Model description
We first describe our reduced Poisson-Nernst-Planck (PNP) system for a general case in which some charged solutes are immersed in a solvent. There are multiple, diffusive ionic or molecular species in the solvent. Some of them are reactive and some are not. We then describe our reduced PNP system for a uniformly charged spherical solute in a solvent with multiple ionic or molecular species.
The general case
Let Ω denote the entire region of an underlying solvation system. Let Ω m and Ω s denote the solute region and solvent region, respectively. Let also Γ denote the interface that separates Ω s and Ω m , cf. Figure 2. 1. We shall use the interface Γ as the dielectric boundary. Let ε m and ε s denote the dielectric constant of the solute region Ω m and that of the solvent region Ω s , respectively. We define
The entire region of a solvation system Ω is divided into the solute region Ω m and the solvent region Ω s by the dielectric boundary Γ.
We assume that the solutes are charged with a fixed charge density ρ f = ρ f (x) distributed over the solute region Ω m . We also assume that there are M ionic or molecular species in the solvent. We denote by c i (x) the local concentration of the ith such chemical species at a spatial point x in the solvent region Ω s . The mobile local charge density in the solvent region is given by
for any x ∈ Ω s , where q j = z j e with z j the valence of jth species and e the elementary charge. We recall for any region D in the space that the characteristic function
With the characteristic functions χ Ωm and χ Ωs , the total charge density ρ = ρ(x) of the entire system region is then given by
The full Poisson-Nernst-Planck (PNP) system that models the diffusive ionic or molecular species consists of the following equations:
together with some initial and boundary conditions. Here, ψ is the electrostatic potential. All the concentrations c 1 , . . . , c M and the potential ψ can depend on time t. The parameters
We shall only consider steady-state solutions to this PNP system. Therefore, we set the time-derivative terms to zero and assume that all the concentrations and the electrostatic potential are independent on time.
We assume that the boundary conditions for the entire system are given by
in the case that Ω = R 3 is the entire space, and by
in the case that Ω is not the entire space but rather has a nonempty boundary ∂Ω, where c ∞ 1 , . . . , c ∞ M are given positive numbers that represent the bulk concentrations. We assume that the first m species (1 ≤ m < M ) are reactive and the others are nonreactive. These are defined through the boundary conditions for the concentrations on the interface Γ as follows:
where ∂/∂n denotes the normal derivative with the unit normal n pointing from the solute region Ω m to the solvent region Ω s , cf. 
Consequently, the diffusion equation and the no-flux boundary condition are given respectively by
which are exactly (2.1) and (2.4), respectively. For the non-reactive species (m < i ≤ M ), the steady-state diffusion equations, the boundary conditions, and the corresponding no-flux boundary conditions on Γ in fact lead to the Boltzmann distributions c i (x) = c ∞ i e −βq i ψ(x) for any x ∈ Ω s and all i = m + 1, . . . , M. This means that c m+1 , . . . , c M are all in equilibrium. Therefore, the only concentrations that are unknown variables are those of reactive species c 1 , . . . , c m . Our steady-state PNP system becomes
We now assume the electrostatic neutrality in the far field of the solvent:
With this assumption, we obtain the small potential approximation
where
This can be viewed as a parameter of partial ionic strength. The Poisson equation (2.5) for the electrostatic potential ψ can now be approximated by
To summarize, our reduced PNP system is
The case of a spherical solute
We assume now that the solute region Ω m is a sphere centered at the origin with radius a, cf. Figure 2 .2, Thus, the solute region, the solvent region, and the solute-solvent interface are given respectively by
We assume that the fixed charge density is a constant: ρ f (x) = Q in Ω m . We also assume as before that only the first m species are reactive and the others are not. From (2.7)-(2.11), we have 
(2.14)
We observe that Eq. (2.15) for the potential ψ is equivalent to the following equations and jump conditions [13] 
where the jump u across Γ for any function u is defined by u = u| Ωs − u| Ωm on Γ.
3 Semi-analytical and numerical solutions
In this section, we solve semi-analytically and numerically the boundary-value problem (2.12)-(2.16).
Semi-analytical solutions
Our system (2.12)-(2.16) is radially symmetric. Hence all the concentrations c 1 , . . . , c M and the potential ψ are functions of r = |x|. With a series of calculations presented in Appendix A, we obtain the following semi-analytical solution 
and the integration constants arê
Notice that all these integration constants depend on the functiond =d(r) which in turn depends on all the unknown functions c 1 = c 1 (r), . . . , c m = c m (r). In (3.1), ψ(r) is given as a functional of c 1 (r), . . . , c m (r) throughd(r) that is defined in (3.3). In (3.2), c 1 (r), . . . , c m (r) are presented through the potential ψ(r).
Numerical solutions
We use the semi-analytical solution formulas (3.1)-(3.6) to find numerical solutions of c 1 , . . . , c m and ψ. To do so, we first construct initial concentrations (c (i = 1, . . . , m) to compute ψ (1) . Next, we use (3.2) with ψ replaced by ψ (1) to compute c
m . We repeat this process until an error tolerance is reached. In practice, we choose a finite interval to replace [a, ∞).
Algorithm.
Step 1. Choose a number A ≫ a and discretize the interval [a, A] with a uniform grid size ∆r. Choose an error tolerance δ > 0. Construct an initial guess:
Set n = 0.
Step 2. Calculate ψ (n) = ψ (n) (r) (a ≤ r ≤ A), using (3.1) (the part r > a) with c
replacing c i (1 ≤ i ≤ m) and A replacing ∞, respectively.
Step 3. Calculate c
replacing ψ, and A replacing ∞, respectively.
Step 4. If
then stop. Otherwise set n := n + 1 and go to Step 2.
In all of our numerical calculations, we choose our parameters the same as or close to those in [16] , mimicing some real systems. Our main parameters are:
where the temperature T = 300 K. Our tests indicate that the value A we choose is large enough so that the underlying problem on the infinite interval (a, ∞) is well approximated by that on the finite interval (a, A). Other parameters are Q, q 1 , c ∞ 1 , and κ. They will be specified later. As in [16] , we introduce the parameter
Notice that the summation is taken over all the species, rather than those of non-reactive ones as in the definition of κ (cf. (2.6)). Clearly, when other parameters are given, the parameters I and κ determine each other. The units for the electrostatic potential ψ is kcal/mol e with e being the elementary charge. We have performed a convergence test on our numerical algorithm. In this test, we choose our parameters as in (3.7) and Q = 3/(4π) eÅ −3 , q 1 = −e, q 2 = e, q 3 = −e, c ∞ 1 = 50 mM, I = 100 mM.
In Table 3 .1, we show the L ∞ error and order of convergence of our numerical scheme. The L ∞ error is defined to be the ratio of the discrete maximum norm of the difference of our numerical solution and that of a reference solution which is obtained using the same numerical method but with a very fine mesh. The order of convergence is defined to be log 2 (e L ∞ (∆r)/e L ∞ (∆r/2)), where e(∆r) and e(∆r/2) are the L ∞ error corresponding to the step size ∆r and that to ∆r/2, respectively. In Figure 3 .2, we show the log-log plot of the error for both the concentration c 1 and the electrostatic potential ψ. From these, we find that our numerical algorithm converges with a the order of convergence close to 1 for both of the concentration c 1 and the potential ψ.
We now give a convergence analysis for the general case. For convenience, let us denote c = (c 1 , . . . , c m ) and write the solutions (3.1) and (3.2), in the interval (a, ∞), in the following operator forms, respectively: This means that P [c] is the function of r > a given by (3.1) (the part for r > a), and T i [ψ] is the function of r > a given by (3.2). With these notations, our algorithm is then as follows:
10)
The following lemma shows that P and T 1 , . . . , T m define continuous operators from respective spaces; its proof is given in Appendix B:
To state and prove our main convergence result, we need the following:
(1) There exist exactly two distinct fixed points of f in R, both being positive.
Clearly, g ′ (x) has a unique zero x m = −(1/b) ln(âb) > 0, and g(x) attains its minimum at x m with the minimum value g(x m ) = (1 + ln(âb))/b < 0, sinceâb < e −1 . Note that g(0) =â > 0 and g(x) → +∞ as x → +∞. Thus the continuous function g(x) has at least one zero in (0, x m ) and another zero in (x m , +∞). These are in fact the only zeros, since g ′′ (x) > 0 for all x ∈ R. These two zeros of g(x) are the two fixed points of f (x), both positive.
(
We defineâ
Let x * = x * (â,b) > 0 be the smaller fixed point of f (x) =âeb x as defined in Lemma 3.2.
m to the solution of (3.1) and (3.2), respectively.
The proof of this main convergence result is given in Appendix B. Here we make some remarks.
(1) In our numerical calculations that are reported in the next section, we use parameters that are compatible with those used in [16] . For such parameters, the condition of convergence is much simplified.
(2) Our convergence condition is only sufficient. Our extensive numerical tests suggest that our iteration algorithm converges if
If our condition of convergence is not satisfied, then our algorithm may not converge. For instance, using the parameters (3.7) and
we find that the sequence {c
1 } produced by our algorithm does not converge.
Numerical results of concentrations, potential, and reaction rates
We now report our results of numerical calculations. We use the parameters in (3.7) and c ∞ 1 = 50 mM, q 1 = −e, q 2 = e, q 3 = −e, I = 100 mM.
Several different values of the constant charge density Q are chosen for our calculations. We now keep the same set of parameters except changing Q so that its magnitude is very small. The non-monotonicity of potential can be seen from our semi-analytic solution formula (3.1) for the case of M = 3 (three ionic or molecular species) and m = 1 (one reactive species). If Q and q 1 have the same sign, then there exists a range of Q values such that the potential is non-monotonic. In fact, let us assume for example that q 1 < 0 and Q < 0. By (3.1) and (3.6) we have for all r ≥ a. If this is so, then we have from (4.2) that ψ(a) > 0 if Q > 0 is small enough.
Concentrations and potential
On the other hand, we have from (3.1) and the continuity condition (2.19) that ψ ′ (a+) > 0. This means that the potential increases near a+. But ψ(+∞) = 0 by (2.16). Therefore, the potential is not monotonic.
Reaction rates
We define the reaction rate for the ith (1 ≤ i ≤ m) reactive species to be R i = c
By (3.2) and a straightforward calculation, we have
We fix again the parameters as in (3.7) and (4.1), and set Q = 3/(4π) eÅ 
Comparison with the case of no reaction
We now consider the case that all the chemical species are non-reactive, and compare the related results with those presented in the previous section on reactive species. Non-reactive diffusive species are characterized by the non-reactive boundary condition. In this case, the concentration of each of the species satisfies the Boltzmann distribution. Therefore, the system reduces to partial differential equation for the electrostatic potential only, together with some side conditions. To make our comparison more reasonable, we linearize the concentrations c i (r) = c 
where κ is defined in (2.6). These should be compared with (2.17)-(2.19).
As before, we obtain exactly the same formula (3.1) with constantsĈ 1 ,Ĉ 2 , K 2 given by (3.4)-(3.6) but the quantityd(r) should be replaced bŷ
This and (3.1) can be used to numerically compute the potential. We test the example in Section 4 with the parameters given in (3.7) and (4.1) Figure 5 .1 shows our numerical results for Q = −3/(4π) eÅ −3 . We find that for both of the reactive and non-reactive systems the potential ψ(r) is similar and also the concentration c 1 (r) is similar. Here for the non-reactive case the concentration c 1 (r) is defined by the Boltzmann distribution. Finally in Figure 5 .3 we plot our results for Q = 0.0025 eÅ −3 . We see the non-monotonic behavior of the potential for the reactive system, as predicted before, but the monotonic behavior of the non-reactive system. 
Conclusions and discussions
We have studied a reduced PNP system for a spherical, uniformly charged solute immersed in a solvent. We have obtained a semi-analytical solution formula which is in the form of a system of integral equations. Our simple iteration scheme based on this formulation is shown to be convergent.
The widely used PNP system, even in its reduced form, is hard to solve analytically or numerically. Our work, though focused on the spherical geometry, has provided some solution method to such a system. Our analytical and numerical results can be used to test other methods for large-scale calculations. Our convergence analysis can also be possibly generalized to systems with a more complicated geometry.
We have numerically calculated equilibrium concentrations, electrostatic potential, and the reaction rate. Our numerical results agree with those reported in [16] . Moreover, we have discovered a new property: when the charge Q is very small in magnitude, the potential ψ can be non-monotonic. We have offered some explanation for this using our semi-analytical solution formula. We also confirmed numerically that such non-monotonicity does not exist in the case for non-reactive chemical species.
We emphasize that our detailed studies on a special case can be used to investigate other physical properties of charged solvation systems. These include the effect of substrate concentrations to reaction that is ignored in the usual Debye-Hückel limiting law [15, 16] , the effect of solvent excluded volume in a charged solvation system [12] , and ionic distributions around charged solutes that has been studied by transformed Poisson-Boltzmann relations [18] . Our approach can be also used to study the dynamical PNP system [16] . 
Appendix A
We present in this appendix details of the derivation of the semi-analytical solution formulas (3.1)-(3.6) to the system (2.12)-(2.16). We recall the following formulas for a smooth, radially symmetric function u = u(r) with r = |x| > 0 and x ∈ R 3 :
where r denotes the position vector at a point x ∈ R 3 with |x| = r. Using (A.1), we obtain from (2.17) that
This leads to
where K 1 and K 2 are two constants. Since the spherical solute has a uniform (constant) charge density, the potential ψ should be continuous inside the spherical solute region. Thus ψ(0) < ∞ and hence K 1 = 0. Therefore,
By our notationd(r) (cf. (3.3) ) and (A.1), Eq. (2.18) becomes
It is easy to verify that the corresponding homogeneous equation (i.e., the equation with −d(r) replaced by 0) has two linearly independent solutions e κr /r and e −κr /r. Therefore, using the method of variation of parameters, we obtain a particular solution to the inhomogeneous equation (A. 
Solving these two equations forĈ 2 and K 2 , we obtain (3.5) and (3.6). Now we solve the boundary-value problem of diffusion equation (2.12)-(2.14). Fix i with 1 ≤ i ≤ m. By (A.2), Eq. (2.12) becomes
we have by (A.7) and (A.3) that h ′ i (r)+2h i (r)/r = 0. Solving this linear first-order ordinary differential equation, we obtain h i (r) = K 3 r −2 , with K 3 a constant. Therefore, this and (A.8) lead to
This is also a linear first-order ordinary differential equation for c i = c i (r), and can be solved. The result is 
Appendix B
In this appendix, we prove Lemma 3.1 and Proposition 3. 
, we observe that P is in fact an affine operator. Therefore, similar calculations lead to
where µ > 0 is a constant independent of c andĉ. Hence P is continuous.
We have by our definition (3.9) and (3.2) that
Clearly,
To prove the continuity of
, we need only to prove that each part of T i is continuous. Let φ, ψ ∈ L ∞ (a, ∞). It follows from the Mean-Value Theorem that e −βq i φ(r) − e −βq i ψ(r) ≤ β|q i |e
Similarly,
The upper limit r can be replaced by ∞ in these integrals. All these together imply that
where µ ′ > 0 is a constant independent of φ and ψ. Therefore, each
To prove Proposition 3.1, we first prove a lemma. Recall thatâ andb are given in (3.11) and (3.12), resplectvely. Recall also that
Proof. By induction, it suffices to show that, for any c ∈ ( 
Combining all these and using (3.3), we obtain |ψ(r)| ≤ |Q|a
Now the solution formula (3.2) and the definition of T :
This and (B.4) lead to . This is a function of r > a. Notice that P : (L ∞ (a, ∞)) m → L ∞ (a, ∞) is an affine mapping. Denote by χ E (r) the characteristic function of a set E, i.e., χ E (r) = 1 if r ∈ E and χ E (r) = 0 if r ∈ E. We then obtain from all (3.1), (3. Therefore, combining (B.5), (B.6), (B.8), and (B.10), we conclude that θ j ≤ÂeB x * (â,b) < 1, whereÂ andB are given by (3.13) and (3.14), respectively.
