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Abstract
A Banach space operator T is polaroid and satisfies Weyl’s theorem if and only if T is Kato type at points
λ ∈ iso σ(T ) and has SVEP at points λ not in the Weyl spectrum of T . For such operators T , f (T ) satisfies
Weyl’s theorem for every non-constant function f analytic on a neighborhood of σ(T ) if and only if f (T ∗)
satisfies Weyl’s theorem.
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1. Introduction
A Banach space operator T , T ∈ B(X), is said to be polaroid [10] if
iso σ(T ) ⊂ π(T ),
where iso σ(T ) is the set of isolated points of the spectrum of T and π(T ) is the set of poles (no
restriction on rank) of the resolvent of T . Let α(T ) = dim(T −1(0)) and β(T ) = dim(X/T (X))
denote the deficiency values, and let asc (T ) (dsc (T )) denote the ascent (respectively, descent) of
T . Let (X) denote the semi-group of operators T ∈ B(X) which are Fredholm (i.e., operators
T for which T (X) is closed and both the deficiency indices are finite), and let ind (T ) = α(T ) −
β(T ) denote the index of T . The operator T is Weyl if it is Fredholm and has
index 0, and T Browder if it is Fredholm of finite ascent and descent. Let C denote the set of
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complex numbers. The Browder spectrum σb(T ) and the Weyl spectrum σw(T ) of T are the sets
σb(T ) = {λ ∈ C : T − λ is not Browder} and σw(T ) = {λ ∈ C : T − λ is not Weyl}. (Here, and
in the sequel, (T − λ) = (T − λI).) In keeping with current usage, we say that T satisfies Weyl’s
theorem (Browder’s theorem) if σ(T )\σw(T ) = π00(T ) = {λ ∈ iso σ(T ) : 0 < α(T − λ) < ∞}
(respectively, σ(T )\σw(T ) = π0(T ) = the set of Riesz points of T ). The following implications
hold [14]: Weyl’s theorem for T ⇒ Browder’s theorem for T ⇐⇒ Browder’s theorem for T ∗.
The polaroid condition is neither necessary nor sufficient for an operator to satisfy Weyl’s
theorem (even, Browder’s theorem). Thus, if T = R ⊕ L, where R and L ∈ p(N) are the right
shift and the left shift (respectively), then σ(T ) is the closed unit disc D, σw(T ) is the boundary
of D and iso σ(T ) = ∅. Since L does not have the single-valued extension property (in short,
SVEP) at 0, T does not have SVEP at 0 [1, Theorem 2.9]. Evidently, 0 /∈ σw(T ), T is (vacuously)
polaroid, and T does not satisfy Browder’s theorem. (Recall from [9, Lemma 2.18] that a nec-
essary and sufficient conditon for T to satisfy Browder’s theorem is that T has SVEP at points
λ /∈ σw(T ).) Again, if T is an injective quasinilpotent operator, then σ(T ) = σw(T ) = {0} and
π0(T ) = π00(T ) = ∅: T satisfies Weyl’s theorem, but T is not polaroid. A sufficient condition
for a polaroid operator T to satisfy Weyl’s theorem is that either asc (T − λ) or dsc (T − λ) is
finite: for in such a case λ ∈ σ(T )\σw(T ) ⇒ T − λ ∈ (X) with ind (T − λ) = 0 implies (in
the presence of the finite ascent/finite descent property) that λ ∈ π00(T ), and if λ ∈ π00(T ) then
the polaroid property implies that λ /∈ σw(T ) [10]. Polaroid operators satisfying Weyl’s theorem
have been considered by Cao [4], who has shown that a polaroid operator T satisfies Weyl’s
theorem if and only if σ(T ) = acc σw(T ) ∪ π(T ), where accS denotes the points of accumulation
of the set S and π(T ) is the closure of π(T ). The property σ(T ) = acc σw(T ) ∪ π(T ) is a not
a very convenient tool for use in applications. We prove in this note the equivalence of this
condition to a combination of a single-valued property and a Kato type property for T at certain
distinguished parts of σ(T ). (Recall from [1, Chapter 3] that this combination has proved very
useful in studying Browder–Weyl theorem type results.) The class of polaroid Banach space
operators T which satisfy Weyl’s theorem is very large. It includes the class of operators T
which are: (i) either generalised scalar or subscalar or multipliers of commutataive semi-simple
Banach algebras (in particular, convolution operators on the group algebra L1(G) for some
locally compact abelian group G) [1,17]; (ii) hyponormal or p-hyponormal or w-hyponormal
or M-hyponormal Hilbert space operators (see [11] for definition of these classes of operators);
(iii) paranormal (in particular, totally paranormal) Banach space operators (see [9] and [1, p.
116,117]); and (iv) the generalized derivation δAB ∈ B(B(H)), δAB(X) = AX − XB, and the
elementary operator AB ∈ B(B(H)), AB(X) = AXB − X, for certain choices of the Hilbert
space operators A and B (see [7]). We consider some applications of our results to these classes
of operators.
An operator T ∈ B(X) has the single-valued extension property at λ0 ∈ C, SVEP at λ0, if for
every open discDλ0 centered at λ0 the only analytic function f : Dλ0 → X which satisfies
(T − λ)f (λ) = 0 for all λ ∈ Dλ0
is the function f ≡ 0. Trivially, every operator T has SVEP at points of the resolvent ρ(T ) =
C\σ(T ); also T has SVEP at λ ∈ iso σ(T ). We say that T has SVEP if it has SVEP at every
λ ∈ C.
The quasinilpotent part H0(T − λ) and the analytic core K(T − λ) of (T − λ) are defined by
H0(T − λ) =
{
x ∈ X : lim
n−→∞‖(T − λ)
nx‖ 1n = 0
}
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and
K(T − λ) = {x ∈ X : there exists a sequence {xn} ⊂ X and δ > 0 for which
x = x0, (T − λ)(xn+1) = xn and ‖xn‖  δn‖x‖ for all n = 1, 2, . . .}.
We note that H0(T − λ) and K(T − λ) are (generally) non-closed hyperinvariant subspaces
of (T − λ) such that (T − λ)−q(0) ⊆ H0(T − λ) for all q = 0, 1, 2, . . . and (T − λ)K(T −
λ) = K(T − λ) [18]. The operator T ∈ B(X) is said to be semi-regular if T (X) is closed and
T −1(0) ⊂ T ∞(X) = ∩n∈NT n(X); T admits a generalized Kato decomposition, GKD for short, if
there exists a pair of T -invariant closed subspaces (M,N) such thatX = M ⊕ N , the restriction
T |M is quasinilpotent and T |N is semi-regular. An operator T ∈ B(X) has a GKD at every
λ ∈ iso σ(T ), namely X = H0(T − λ) ⊕ K(T − λ). We say that T is of Kato type at a point
λ if (T − λ)|M is nilpotent in the GKD for (T − λ). If T − λ is Kato type, then K(T − λ) =
(T − λ)∞(X) [2]. Fredholm (also, semi-Fredholm) operators are Kato type [16, Theorem 4]. (For
more information on semi-Fredholm operators, semi-regular operators and Kato type operators,
see [1,17,18].)
2. Results
We start with the following observation. Let T ∈ P denote T is polaroid.
Proposition 2.1. If T ∈ P satisfies Weyl’s theorem, then (also) T ∗ ∈ P and satisfies Weyl’s the-
orem.
Proof. Evidently, T ∗ ∈ P. Observe that σ(T )\σw(T ) = π00(T ) = π0(T ) ⇒ σ(T ∗)\σw(T ∗)
= π0(T ∗) ⊆ π00(T ∗). If λ ∈ π00(T ∗), then λ ∈ iso σ(T ∗) ⇒ λ ∈ π0(T ∗)(= π0(T )) ⇒
σ(T ∗)\σw(T ∗) = π00(T ∗). 
The following theorem relates [4, Theorem 2.1] to Kato type and SVEP at certain parts of the
spectrum.
Theorem 2.2. The following conditions are equivalent for operators T ∈ B(X).
(i) T ∈ P satisfies Weyl’s theorem.
(ii) T ∈ P has SVEP at points λ /∈ σw(T ).
(iii) T has SVEP at points λ /∈ σw(T ) and is Kato type at points λ ∈ iso σ(T ).
(iv) T or T ∗ satisfies Weyl’s theorem and dsc (T − λ) < ∞ at points λ ∈ iso σ(T ).
(v) T satisfies Browder’s theorem and dsc (T − λ) < ∞ at points λ ∈ iso σ(T ).
(vi) σ(T ) = acc σw(T ) ∪ π(T ).
Proof. (i) ⇐⇒ (ii). Recall that T satisfies Browder’s theorem if and only if T has SVEP at points
λ /∈ σw(T ) [9, Lemma 2.18]. Since Weyl’s theorem implies Browder’s theorem, (i) ⇒ (ii). Con-
versely, ifT has SVEP at pointsλ /∈ σw(T ), thenσ(T )\σw(T ) = π0(T ) ⊆ π00(T ). Ifλ ∈ π00(T ),
then the polaroid property implies that λ ∈ π0(T ) ⇒ T satisfies Weyl’s theorem.
(i) ⇒ (vi). Evidently,λ ∈ σ(T )\acc σw(T ) ⇒ λ ∈ iso σw(T )orλ ∈ π0(T ) ⊆ π(T ). Ifλ ∈
iso σw(T ), then either λ ∈ iso σ(T ) ⇒ λ ∈ π(T ) or every 	-neighborhood of λ contains a point
µ ∈ σ(T )\σw(T ) = π0(T ) ⇒ λ ∈ π(T ).
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(vi) ⇒ (iii). If λ ∈ σ(T )\σw(T ), then λ ∈ π(T ) ⇒ λ ∈ π(T ) or λ ∈ acc π(T ). If λ ∈
π(T ), then T has SVEP at λ, and we are done. If, instead, λ ∈ acc π(T ), then for every 	-neighbor-
hood U	 of λ there is a µ ∈ π(T ). The point µ being isolated in σ(T ), the 	-neighborhood V	 of µ
containsλ and points ν /∈ σ(T ). This, by the punctured neighborhood theorem [17, p. 286], implies
α(T − µ) = 0 ⇒ T has SVEP at λ. Finally, if λ ∈ iso σ(T ), then (vi) ⇒ λ ∈ π(T ) ⇒ T is
Kato type at λ.
(iii) ⇒ (iv). Obviously, T satisfies Browder’s theorem ⇒ σ(T )\σw(T ) = π0(T ) ⊆
π00(T ). Take a λ ∈ π00(T ); then T is Kato type at λ ∈ iso σ(T ) ⇒ asc (T − λ) = dsc
(T − λ) < ∞ [2, Theorems 2.6 and 2.9] ⇒ λ ∈ π0(T ) ⇒ T satisfies Weyl’s theorem and
dsc (T − λ) < ∞. The same argument gives the result for the case in which T ∗ satisfies Weyl’s
theorem, since σ(T ∗) = σ(T ), σw(T ∗) = σw(T ), π0(T ∗) = π0(T ), T − λ Kato type implies
T ∗ − λI ∗ Kato type, and asc (T ∗ − λI ∗) = dsc (T − λ).
(iv) ⇒ (v). Straightforward, since T or T ∗ satisfies Weyl’s theorem implies T satisfies Brow-
der’s theorem.
(v) ⇒ (ii). Take a λ ∈ iso σ(T ) such that dsc (T − λ) < ∞. Evidently, T has SVEP at λ. If
asc (T − λ) is infinite, then there exists a neighborhood of λ consisting entirely of points µ in
the point spectrum σp(T ) of T [21, Theorem V.10.5]. Hence asc (T − λ) < ∞, which implies
that asc (T − λ) = dsc (T − λ) < ∞ ⇒ λ is a pole of the resolvent of T ⇒ T ∈ P. Since T
satisfies Browder’s theorem implies T has SVEP at points λ /∈ σw(T ), the proof is complete. 
Remark 2.3. The hypothesis T satisfies Browder’s theorem in Theorem 2.2(v) may be replaced
by either of the following equivalent conditions:
(a) T (or T ∗) has SVEP at points λ /∈ σw(T ).
(b) The mapping λ −→ (T − λ)−1(0) is discontinuous at points λ /∈ σw(T ) in the gap metric.
(c) The mapping λ −→ γ (T − λ) is discontinuous at points λ /∈ σw(T ).
(d) The mapping λ −→ (T − λ)X is discontinuous at points λ /∈ σw(T ).
(We refer the interested reader to [17, p. 203] for the definition of the minimum modulus function
γ (.) and to [1, p. 17] for the definition of the gap metric.) A proof of the equivalence of the
conditions (b), (c) and (d) follows from [1, Theorem 1.38]: we prove (a) ⇐⇒ (b). If T has SVEP
at pointsλ /∈ σw(T ), then (T satisfies Browder’s theorem, and so)λ ∈ π0(T ) ⇒ (b). Conversely,
assume that (b) holds but T does not have SVEP at points λ /∈ σw(T ). Then λ ∈ acc σp(T ) [2,
Theorem 2.5]. We prove that this is a contradiction, i.e., we prove that there exists an 	-neighbor-
hood of λ such that no point of this neighborhood is in σp(T ). By the punctured neighborhood
theorem [17], for some 	 > 0, there exists a neighborhood U	 of λ such that T − µ ∈ (X)
for every µ ∈ U	 , 0  α(T − µ) is constant on U	\{λ}, ind (T − µ) = ind (T − λ) = 0, and
(because of our discontinuity hypothesis) α(T − µ) < α(T − λ). Suppose that 0 < α(T − µ).
Since µ ∈ σ(T )\σw(T ), there is a ν ∈ U	\{λ,µ} such that α(T − ν) < α(T − µ). This, how-
ever, contradicts the fact that α(T − µ) is constant for µ ∈ U	\{λ}. Hence α(T − µ) = 0, which
implies that λ ∈ iso σ(T ) ⇒ T has SVEP at λ.
Let (T ) = {λ : T − λ is Fredholm} denote the Fredholm set of T . We say that T has stable
index if either ind (T − λ)  0 or ind (T − λ)  0 for all λ ∈ (T ). LetH(T ) denote the class of
non-constant functions f which are analytic on a neighborhood of σ(T ). The following theorem
gives a necessary and sufficient condition for f (T ) and f (T ∗), f ∈H(T ), to satisfy Weyl’s
theorem, given that T ∈ P satisfies Weyl’s theorem.
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Theorem 2.4. If T ∈ P satisfies Weyl’s theorem, then the following conditions are equivalent.
(i) f (T ) satisfies Weyl’s theorem for each f ∈H(T ).
(ii) f (T ∗) satisfies Weyl’s theorem for each f ∈H(T ).
(iii) T has stable index.
(iv) T has SVEP at points λ ∈ (T ) such that ind (T − λ) /= 0.
(v) T ∗ has SVEP at points λ ∈ (T ) such that ind (T − λ) /= 0.
(vi) f (acc σw(T )) ⊆ acc σw(f (T )) for each f ∈H(T ).
Proof. The equivalence (i) ⇐⇒ (vi) is proved in [4, Theorem 2.7]; for (i) ⇐⇒ (iii) see [20,
Theorem 1].
(ii) ⇐⇒ (iii). Recall that λ ∈ (T ) ⇐⇒ λ ∈ (T ∗), and then ind (T ∗ − λI ∗) = −ind (T −
λ). Hence T has stable index if and only if T ∗ has stable index. Since T ∗ ∈ P if and only if T ∈ P
(which implies that the isolated points of σ(T ∗) are eigenvalues of T ∗ if and only if the isolated
points of σ(T ) = σ(T ∗) are eigenvalues of T ), and since T ∗ satisfies Weyl’s theorem if and only
if T satisfies Weyl’s theorem (see Proposition 2.1), the equivalence of (ii) and (iii) follows from
[20, Theorem 1].
(iv) ⇒ (iii). Evidently, T has SVEP at points λ /∈ σw(T ); hence T has SVEP at points
λ ∈ (T ). But then, for λ ∈ (T ), asc (T − λ) < ∞ [1, Theorem 3.16] ⇒ ind (T − λ)  0
(see [15, Proposition 38.5] or [1, Corollary 3.19]). Hence T has stable index.
(i) ⇒ (iv). Suppose that (i) holds, but (iv) does not. Then there exist µ1 and µ2 ∈ (T )
such that ind (T − µ1) = k > 0 and ind (T − µ2) = −m < 0 for some natural numbers k and
m. Choose f (µ) = (µ − µ1)m(µ − µ2)k . Then ind (f (T )) = km − mk = 0 and 0 /∈ σw(f (T )).
Since µ1 ∈ σw(T ), 0 = f (µ1) ∈ f (σw(T )) = σw(f (T )), which is a contradiction.
(v) ⇐⇒ (iii). Argue as above to prove (v) ⇒ (iii) ⇐⇒ (ii) ⇒ (v). 
Applications. Recall from [14] that T + K satisfies Browder’s theorem whenever T satisfies
Browder’s theorem andK is a compact or a quasinilpotent operator commuting withT . Recall also
from [3] that if F is a finite rank operator commuting with T and λ ∈ π(T ), then λ ∈ π(T + F).
Applying these observations to Theorem 2.2(v), we have:
Corollary 2.5 [4, Theorem 2.8]. If T ∈ P satisfies Weyl’s theorem, then T + F ∈ P and T + F
satisfies Weyl’s theorem for every finite rank operator F commuting with T .
An important class of operators satisfying hypothesis (i) of Theorem 2.2 is the classH(p) of
operators T ∈ B(X) satisfying
H0(T − λ) = (T − λ)−p(0)
for some integer p  1 and all λ ∈ C (see [19] and [1, p. 172]). Along with many other classes
of operators, operators T which are either generalized scalar or subscalar or multipliers of com-
mutative semi-simple Banach algebras (in particular, convolution operators on the group algebra
L1(G) for some locally compact abelian group G) are in H(p) [1,17]. Evidently, operators
T ∈H(p) have finite ascent, hence stable index. Thus, for operators T ∈H(p), f (T ) and
f (T ∗) satisfy Weyl’s theorem for every f ∈H(T ). More is true.The finite ascent property of
T ∈H(p) implies T has SVEP ⇒ f (T ) has SVEP [1, Theorem 2.40] ⇒ f (T ∗) satisfies
a-Weyl’s theorem for every f ∈H(T ) [1, Theorem 3.108]. (We refer the interested reader to the
monograph [1, Chapter 3] for information on a-Weyl’s theorem.)
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An operator T is said to be algebraically (respectively, analytically) of (some) classC of opera-
tors if there exists a non-constant polynomial p(.) (respectively, an f ∈H(T )) such
that p(T ) ∈ C (respectively, f (T ) ∈ C). Trivially, algebraically-C ⇒ analytically-C. Let
H0(T ) denote the set of analytic functions defined in an open neighborhood U of σ(T )
which are not identically constant on any component ofU. Then, [19, Theorem 3.4] (or, [1, Theo-
rem 3.102]), T ∈H(p) ⇐⇒ T is analyticallyH(p) ⇐⇒ f (T ) ∈H(p) for some f ∈H0(T ).
Thus:
Corollary 2.6. If T is an analytically H(p) operator, then f (T ) and f (T ∗) satisfy Weyl’s
theorem for every f ∈H(T ). Additionally, f (T ∗) satisfies a-Weyl’s theorem for every f ∈
H(T ).
Since hyponormal, M-hyponormal, w-hyponormal and totally *-paranormal Hilbert space,
and totally paranormal Banach space, operators are inH(p), Corollary 2.6 subsumes a number
of extant results, including [4, Theorem 3.3], [5, Theorem 10], [6, Theorem 2.4], [12, Corollary
2.7 and Theorem 10] and [13, Theorem 2.7].
Another interesting class of Banach space operators satisfying Theorem 2.2(ii) is the class
of CHN operators. Recall from [9] that a Banach space operator T is hereditarily normaloid,
T ∈HN, if every part of T (i.e., every restriction of T to an invariant subspace) is normaloid;
T ∈HN is totally hereditarily normaloid, T ∈THN, if every invertible part of T is also
normaloid, and T is completely hereditarily normaloid, T ∈ CHN, if either T ∈THN or
T − λI ∈HN for every complex number λ. Hyponormal, p-hyponormal, w-hyponormal and
totally *-paranormal Hilbert space operators are in CHN. (H(p) ∩ CHN /= ∅) An important
class of operators in CHN, but not inH(p), is that of paranormal operators (i.e., operators T
such that ‖(T − λ)x‖2  ‖(T − λ)2x‖ for all unit vectors x ∈ X [15, p. 229]). CHN operators
T are polaroid and have SVEP at points λ ∈ (T ) [9, Proposition 2.1 and Corollary 2.10]. Hence:
Corollary 2.7. For operators T ∈ CHN, f (T ) and f (T ∗) satisfy Weyl’s theorem for every
f ∈H(T ).
Proof. Apply Theorem 2.2(ii) and Theorem 2.4(iii). 
AlgebraicallyTHN operators have been considered in [8].
Corollary 2.8. If f (T ) ∈ CHN for some function f ∈H0(T ), then f (T ) and f (T ∗) satisfy
Weyl’s theorem for every f ∈H(T ).
Proof. We prove that T is polaroid and has SVEP at points λ ∈ (T ): this would then imply, by
Theorems 2.2(ii) and 2.4(iv), the result. If λ ∈ iso σ(T ), then X = H0(T − λ) ⊕ K(T − λ) and
T = T1 ⊕ T2 = T |H0(T−λ) ⊕ T |K(T−λ), where σ(T1) = {λ} and T2 is semi-regular [18]. Clearly,
f (T1) ∈ CHN and σ(f (T1)) = {f (λ)}. Let 0 = f (T ) − f (λ) = C(T1 − λ)m∏ni=1(T1 −
λi)g(T1) for some natural number m, scalars C, λi (1  i  n) and analytic function g(.). Then
T1 − λi , 1  i  n, and g(T1) are invertible; hence
(T1 − λ)m = 0 ⇒ H0(T − λ) = (T1 − λ)−m(0) = (T − λ)−m(0)
⇒ (T − λ)mX = 0 ⊕ (T − λ)mK(T − λ) = K(T − λ)
⇒ X = (T − λ)−m(0) ⊕ (T − λ)mX ⇒ T
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is polaroid. Appealing to [9, Corollary 2.10], it is seen that f (T ) has SVEP at points λ ∈ (f (T )).
Since f ∈ H0(T ), [1, Theorem 2.40] implies that T has SVEP at all points µ such that f (µ) = λ.
The spectral mapping theorem holds for the Fredholm spectrum σe(T ) = {λ : λ /∈ (T )}: hence
T has SVEP at points µ ∈ (T ) (⇒ T has stable index), and the proof is complete. 
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