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We consider the nonlinear Klein-Gordon equation u,, + a( -A + y) u, + 
(-A + m’) u + I (uIP~ ’ u = 0 over a domain .Q in Iw’. In 121, Aviles and Sandefur 
established global existence of strong solutions when u > 0 for p > 3. For each u > 0 
let uy be such a solution. In this paper we show that if Q is a bounded domain with 
smooth boundary then there exists a sequence a4 and a global weak solution u of 
the undamped equation (where E = 0) such that lim,, -0 ZP = tl in L2(Q) uniformly 
on any finite interval [0, T] with T>O. We also show that if u is a strong local 
solution with a =O, then for smooth enough initial data there exists an interval 
[0, T] such that lim,,, u’ = u uniformly in a much stronger norm. We conclude by 
noting a connection between these two results and by discussing the difftculty of 
extending the first result to the case Q = Iw’. We also note (in section 2) a natural 
extension of Theorem 1.1 to bounded domains in R”, n > 3. ( 1987 Academic Press, 
Inc. 
1. INTRODUCTION 
In [a], Aviles and Sandefur considered the strongly damped nonlinear 
Klein-Gordon equation 
u,,(x, t) + a( - A + y) u,(x, t) + (-A + m’) u(x, t) + i lu(x, t)PP ’ ( u(x, t) = 0 
(1.1) 
where x E lR3 or a bounded domain Q in R3 with smooth boundary. Here x, 
y, m, and 1 are constants with CI, I >O and y, m 20. In the case of a 
bounded domain Q, A = C:=, ~*/(~x,)~ is equipped with zero Dirichlet 
boundary conditions. For arbitrary initial data u(O), u,(O) E D(A), Aviles 
and Sandefur established existence and uniqueness of global strong 
solutions of (1.1) for all integer p >/ 1. This contrasts sharply with the 
undamped case tl = 0, where such a result is only known for p d 3; global 
existence results for p > 3 are only known for weak solutions or for small 
initial data. A convenient summary of the undamped case can be found 
in [3]. 
In this paper we examine the following question posed by Aviles and 
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Sandefur: let p > 3 be an integer and for each M >O let U’ be the strong 
global solution of (1.1) described above. Let u be a global weak solution 
with c( = 0. Does lim, _ 0 U’ exist in some strong sense? What is the relation 
between u” and v? 
In Section 2 below we study this question in the bounded domain case, 
proving the following result: 
THEOREM 1.1. Consider ( 1.1) .for p > 3 and x E l2, a bounded domain with 
smooth boundary. Let A be equipped with zero Dirichlet boundary conditions. 
Given arbitrary initial data u(O), u,(O) E D(A), for each c1> 0 let u’ be the 
strong global solution of (1.1) constructed in [2]. Then there exists a 
sequence c(~ of positive real numbers such that ak -+ 0 as k -+ a and a global 
weak solution v of (1.1) such that lim,, _ 0 udk = v in C( [0, T]; L2(Q)) for all 
T> 0. 
In Section 3 we show that for smooth enough common initial data, there 
exists a local time interval [0, T] such that the U* converge uniformly on 
[0, T] in a strong norm to the local strong solution u of (1.1) with CI =O. 
This holds for all p 3 1, in particular for p > 3. If p = 3 (where the solution 
u is global) we state a similar result holding for any finite interval [0, T]. 
In the concluding Section 4, we discuss the connection between the 
results of Section 2 and Section 3, which is that the strong solution u and 
the weak solution u must coincide on [0, T] where u is as in Theorem 1.1 
and u, [0, T] are as in the preceeding paragraph. We also discuss the dif- 
ficulties involved in extending Theorem 1.1 to the case where the domain is 
all of lR3. 
Meanwhile, it seems clear from the Sobolev embedding theorems that 
Theorem 1 .l can be extended to higher dimensions. We state such an 
extension at the end of Section 2. 
II. PROOF OF THEOREM 1.1 
In our first lemma we construct the function u which will be a candidate 
for our weak solution. 
LEMMA 2.1. Let (elk};=, be a sequence of positive real numbers such that 
c(~ --t 0 as k -+ co. Then there exists a subsequence (also denoted { c(~ )) and a 
,function v such that lim,, _ 0 uXk = v in C([O, T]; L’(Q)) for all T>O . 
Proof: We use a standard energy argument. For each c1> 0 set 
IzP(x, t)lP+ l dx 1 (2.1) 
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where B2 = -A + m2. Then, as noted in [2], we have that 
(2.2) 
which can be seen by multiplying both sides of (1.1) by U, and integrating 
over Q. Consequently E”(t) < E”(0) = E, so that, in particular, 
IIu:ll:+ /IB4:d%. (2.3) 
Hence 11~; I/ 2 is uniformly bounded on each interval [0, T] for T> 0. Since 
the embedding W$2(Q) + L’(Q) is compact, we can now conclude by the 
Arzela-Ascoli theorem that there exists a subsequence of (a, }F=, (also 
denoted {SIP )) and a function u E C( [0, T]; L2(Q)) such that 
lim Ilu”“(t)-u(t)~12=0 (2.4) II * 0 
uniformly on [0, T]. By a standard diagonal sequence argument, we can 
choose { ak } such that (2.4) holds for any T > 0. 
We note that the above proof resembles arguments found in the original 
construction of weak solutions to (1.1) with a = 0, as outlined in [3] (the 
construction in [3] is itself based on a paper by Strauss ([4])). Further 
similarities appear in the proof of the next result. 
LEMMA 2.2. Let {ak } be the subsequence chosen above. Then for each 
T>O 
Proof. By (2.4) it follows that uak + v in L2(s2 x [IO, T]) so we can 
choose a subsequence (also denoted by P) such that zP-+u pointwise, 
a.e., in 52 x [O, T], hence 
pointwise, a.e., in Qx[O, T]. Now I. IxlP < Cj, + A jxlPcl for all x E R, where 
Cj. is a constant depending only on ,I (and p), hence by (2.1) and (2.2) 
?‘:j,lv IzP(x, t)l”dxdt< TC, If21 +joT,,A (urk(x, t)lp+’ dxdr 
< TC’, If2 + T(p + 1) 2Eo (2.7) 
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where 152) is the measure of Q. Thus by Fatou’s lemma 1 IuJP- ‘v E 
L’(Q x [0, T]). Meanwhile the boundedness of Q x [IO, r] together with 
(2.6) imply by Egorov’s theorem that 1 Iu~~~P-‘zP + A lujPP ‘u uniformly 
except on a set of arbitrarily small measure 6 in D x [0, T]. Thus to 
demonstrate (2.5) it s&ices to show that given E > 0 we can choose 6 so 
that if McDx [0, T] and IA41 <6 then 
JT 1” (zP(x, t)lP dx df < E. M 
(2.8) 
Since 1 IxJP 7 +cc if and only if Ix/ 1 +co we can choose a constant K 
such that 
A JxIP 3 K implies 1x1 3 4T(p + 1) E,,/E. (2.9) 
Choose 6 > 0 such that 6K< s/2, then for any Mc Q x [0, r] such that 
IM( < 6 write A4 = A4; u A4; where 
M; = {(x, t) E A4 111 P(x, r)lP 3 K} (2.10) 
and K[ is the complement of M; in M. Then for all x E R we have 
jj i (zP(x, t)l" dx dt = jj /i IzP"(x, t)l" dx dt + jj 1" ILP"(x, t)l" dx dt 
M 4 ML 
E 
‘47-E&1+ 1) 11 
IzP(x, t) )A/ zP(x, t)l” dx dr + K6 
M; 
5+2Eo)+J2=~. (2.11) 
0 
Note that while the decomposition of M may depend on ak, (2.11) 
established (2.8) for all elk, hence (2.5) follows. 
The next result was basically shown in [2]; we sketch the proof in the 
appendix which follows Section 3. 
LEMMA 2.3. For each cc>0 and u’ as above, each of the terms UT, UT*, 
Au’, ,I lzPlp-’ u’, and Au: is in C( [0, + co); L’(Q)). 
In our last lemma we show that zP satisfies a certain integro-differential 
equation. Let B= (-A + m2)‘j2 and consider the Hilbert space 
CONVERGENCE PROPERTIES 247 
H = D(B)@ L’(Q). As in [3] it is straightforward to check that the 
operator 
(2.12) 
is self-adjoint on H with domain D(A)=D(B*)@D(B). Since 
~U:E C( [0, + co); L’(Q)), the same holds for Bu: (also see Appendix), 
hence d”(t)= (u”(t), u:(t)) is in C([O, +oo); D(A)). Thus we can rewrite 
(1.1) as 
where 
d:(t) = --iA& + F,(t) + F,(t) (2.13) 
F,(t)=(0,1~u”~p~‘U~),F2(t)=(0, -a(-Ll+y)u;). (2.14 
Formula (2.13) suggests that a variation-of-constants formula can be 
derived for 4”. This is our next result. Here ePiA’ is the unitary group 
generated by A. 
LEMMA 2.4. Let 4” he as above, then 
9”(r)=c~“‘~,(0)+S’e~i(r-‘)R F,(s)ds+~~e-i’r~s)41;Z(s)ds. (2.15) 
0 
Proof. Let $(t) = eiA’&t), then both t/~(t) and d”(t) are in 
C’( [0, + co; H)) n C( [0, + a); D(A)). In particular $,(t) and 4;(t) both 
exist for all t > 0. Now 4;(t) = -iAe-IA’$(t) + ePiA’ $‘(t); combining this 
with (2.13) and the definition of $ we see that 
t)‘(t) = eiA’(F,(t) + F2(t)). 
By Lemma 2.3 the right-hand side of (2.13) is integrable, hence 
(2.16) 
elAS(F,(s) + F2(s)) ds (2.17) 
for some constant vector 8~ H. Applying ePiA’ to both sides of (2.14) and 
verifying that 0 =4”(O) (by setting t = 0) we obtain (2.15). We now com- 
plete the proof of the main theorem. 
Proof of Theorem 1.1. Just as in [3] we have that 
-iAf 
cos( ZB) BP’ sin(tB) 
e = 
- B sin( tB) cos( tB) > 
(2.18) 
248 JOEL D. AVRIN 
so that from (2.15) the first component zP of 4” satisfies 
u”(t)=c~s(Bt)f+B~‘sin(Bt)g 
s 
I 
+ B -’ sin[B(t -s)][-2 Iz.P(s)J~ ‘U’(S)] ds 
0 
+j;B-’ sin[B(t-s)](-cr(-d+y)u:(s))ds (2.19) 
where .f and g are the initial data. Let UJ E 15’; (Q), then 
(u’(t), w)=(cos(Bt)S, w)+(B-’ sin(Bt)g, uj) 
+ 
5 
d (-2 ~u~(s)~~~‘u”(s), Bm ’ sin[B(t-s)] w)ds 
+j’(-ar)(u:(s),(-d+7)B~‘sin[B(Z-s)l~)ds. (2.20) 
0 
Now [(u:(s), (-A+y)B-’ sin[B(t-s)] ul)I d Ilu:(s)llz /I(-d+y)B -’ 
sin[B(t-s)] w(Iz d (21%~)‘~~ K where K= (I(-A+y)wl12. Thus the last 
term on the right-hand side of (2.20) is bounded in absolute value by 
aT(2Eo)“‘K. Hence if we replace c1 by c(~ and let elk + 0 in (2.20) we have 
by the above remarks and Lemma 2.2 that 
(u(t), w) = (cos(Bt)f, w) + (Be’ sin(Bt) g, uj) 
+ s ,: (-I /o(s)lPP’ u(s), BP’ sin[B(t-s)] w) ds (2.21) 
with A(u(s))” E L’(Qx[O, T]). We can now differentiate both sides of (2.21) 
twice with respect o t just as in [3] to obtain that 
$ (u(t), w) + (u(l), B2w) = (-A 141)lP ’ u(t), w) 
(u(O), w) = (f, w) 
(2.22) 
for all w E C?(Q) on [0, r]. As this holds for all T3 0, we conclude that u 
is a global weak solution of (1.1) with dc = 0. 
We now discuss how Theorem 1.1 can be extended to bounded domains 
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in IR” for arbitrary n. First, we note from the Sobolev Embedding 
Theorems that (A.3) holds for any p < +cc if n < 4. For n > 5 we need 
pQ2n/(n-4). 
Next, we need to estimate the inner products in (AS). For u~D(d) we 
have 
where l/r + l/s = 1. Meanwhile, 
I(F(u), du)l d llF’(~)llz II dull* =PA ll44~‘,) Il4l2. (2.24) 
In order to bound IIVu II*.,, llz4,,- 2),., and [lull 2(PP i) by constant multiples 
of lINl2, we need p< +cc if n<4 and p<(2n-4)/(n-4) if p>/5, 
according to the embedding theorems. With these modifications the rest of 
the arguments in the appendix hold. 
To summarize, Theorem 1.1 is extendable to arbitrary dimensions if the 
following dimension-dependent restrictions are placed on p: 
P< +=, n d 4; (2.25) 
p<(2n-4)/(n-4), n > 5. (2.26) 
III. LOCAL CONVERGENCE TO A STRONG SOLUTION 
Given M> 0 we establish, in the second portion of the appendix, that 
there is an interval of existence [0, T] for (1.1) such that for any a > 0 we 
have l\d~“(t)l\~ d Ildu”(O)ll, + M for all TV [IO, T]. 
Note that T is independent of a. Let [O, T] be an interval of existence 
for ( 1.1) with CI = 0. The existence of a strong solution u for c( = 0 is guaran- 
teed by the analysis on page 23 of [3] as long as the initial data 
u(0) = u”(0) = f and u,(O) = UT(O) = g are smooth enough. 
In fact we will assume that (f, g ) E D(P) @ D(B4) where B = 
(--d+rn)“‘. This will insure not only the existence of u but that 
(u, u,) E C( [0, T’]; D(B5)@D(B4)); see [3, Sect. 3, Chap. 11, for details. 
Replace T by min{ T, T ) and set U0 + M = K, . Select K, and K, such that 
IlB*~ll:+ IP~,I/:dWd* (3.1) 
and 
lld*~r II2 G IIB4u, II2 G K, (3.2) 
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for all 0 < t < T. We also have 
IlA4l2 d K, 
throughout [0, T] for all CI > 0. 
Subtract (1.1) with c1= 0 from (1.1) with c( > 0, then we have 
(3.3) 
WY, + ( -A + m’) w’ = -a( -A + y) u; + F(u) - F(u”) (3.4) 
where w’ = 14% -U and F(z) = 1 jzlPP ‘z. Multiplying both sides of (3.4) by 
-A$, integrating over Q, and noting that (-Au;, -Au,) = (u;, A2u,) we 
have that 
-+~l)(t)=(F(u)--F(ur), --A$) 
-a[(-Au;, -Aw:)+y(u:, -Aw:)] 
= (W’t-(u) - F(u’)), VW;) -aCllAu:ll: + Y IIW II:1 
f a((~:, A24 + Y(u:, --Au,)) (3.5) 
where E(w”) = I/VW; 11: + /lAw”(l~ + m2 liVw”il:. In the last equality, the 
second term is strictly negative. Meanwhile if f; g, and hence U, are real- 
valued (the complex case is similar) 
W(u) - eu7) 
=F(u)(V(u- uZ)) + (F(u) -F’(u*))~vuz (3.6) 
so since by the Sobolev embedding theorems ([ 11) I(u// m and IlVuij, are 
dominated by JlAuJl,, there exists a constant C,, depending continuously 
and nondecreasingly on l/dull2 and IlAu’112 such that 
IlV(F(u) - F(u”))ll: G C, IlA(u” - u)ll:. (3.7) 
Note that (3.7) is basically established in [3, Sect. 3, Chap. 11. 
From (3.1) (3.2), (3.5), the above remarks, and (2.3) we now have that 
$; E(w”)(t) G; CC, IlAw”ll: + llWll:l 
+a(2~,)“2(llA2u,//2+y IIV~,ll,) 
<; (C, + 1) E(w”)(t) + LX(~&)“~(K, + yK,). (3.8) 
Now, in light of (3.1), (3.3), and the nondecreasing nature of C,, we can 
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find a constant Cz such that C, + 1~ C2 for all t in 
Replacing C, + 1 by C, in (3.8), integrating both 
noting that E(w”)(O) = 0 we have 
[0, T] and for all a > 0. 
sides from 0 to t, and 
4E(w”)(t) d u(~E,$‘~(K~ + K2) T 
+ j; $C, E( w’)(s) ds (3.9) 
so by Gronwall’s inequality 
E(w”)(t) < 2aK, exp(+C, T) 
where K, = (2E0)li2( K3 + K2) T. 
(3.10) 
Since K,, C2, and T are independent of IX, we have thus proven, by 
(3.10) the following result: 
THEOREM 3.1. Let u’, u, and T be as above. Then 
lim [ilV(u:-u,)lii+ lId(u”-u)/l:+m2 liV(u”--u)ll:]=O (3.11) 
210 
uniformly on [0, T]. 
Hence on a local common interval of existence [0, T] we have for all 
p > 1 (in particular for p > 3) that the damped solutions U’ converge in a 
strong norm to u if the initial data is smooth enough. We will say more 
about the significance of this result in the concluding section which follows. 
If p = 3, we have a global strong solution u of (1.1) with c1= 0. By an 
analysis similar to but simpler than that developed above, we can obtain 
the following result, which we state without proof. 
THEOREM 3.2. Let p = 3 and let u’, u be strong global solutions of (1.1) 
with a > 0 and a= 0, respectively, for any common initial data 
(~,~)ED(B~)@D(B). Then 
lim [llu:-u,l\:+ IlV(u’-u)l\ +m2 llua-z411~] =0 (3.12) 
210 
uniformly on any interval [0, T] with T E (0, + a). 
IV. REMARKS 
The problem with extending Theorem 1.1 to the case Q = Iw3 lies in 
extracting a convergent subsequence uzk. The way this problem is handled 
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in the undamped case a=0 (as described in [3]) is to assume that the 
initial data is compactly supported and then use the finite propagation 
speed of the approximate regularized solutions u”. This allows the 
application of the usual Sobolev compact embedding theory for bounded 
domains. But here the approximating solutions U’ do nor have finite 
propagation speed. One can see this by taking the Fourier Transform of 
both sides of (1.1) with CI >O in the homogeneous case j* E 0, and then 
applying the Paley-Wiener Theory, or by noting that the first derivative u; 
solves the nonhomogeneous parabolic equation 
w,+tl(-A+y)w=G(t) (4.1) 
where G(t)= -[(-A+m*u”+I~ lu5(Ipm ‘~“1. Thus further analysis is 
required to make a compactness argument possible. 
We conclude by noting the following connection between Theorems 3.1 
and 1.1. Since in a bounded domain -A as above is a strictly positive self- 
adjoint operaor, we have that llAfl/z d ominates (1 f 11 z whenever f E D(A), in 
particular limZl, J(uX--uIJz=O ‘f I u’, u are as in Theorem 3.1. Thus if u is as 
in Theorem 1.1, we have that u = u on the interval [0, r] described in 
Theorem 3.1. Hence for smooth enough initial data the strong local 
solution u continues as a global weak solution even if its maximal interval 
of strong existence is finite. If u fails to be a strong global solution, it 
therefore is precisely because its higher derivatives blow up in finite time. 
APPENDIX 
Here we review some of the existence theory of [2] and apply it to 
Lemma 2.2. Let 
A, = closure(otA + (- l)“(a*A* + A)‘/*), k = 1, 2. (A.11 
Then, as noted in [2], A, and A2 generate analytic semigroups T, and T2 
and commute with A; the corresponding integral equation for (1.1) is 
u”(t)= T,(t)f+ j’ T,(t-z) Tz(t)(g- A,f)dr 0 I f + s?: T,(t- z) T,(t -s) F(u”(s)) d7 ds (A.21 0 .\ 
where F(u”) = 1 IucLIp-‘u” andf= u”(O), g = u;(O). Aviles and Sandefur first 
establish local existence and uniqueness of a solution ua to (A.2) where 
U’ E C( [0, T); D(A)) for some T > 0. Then, obtaining an a priori bound on 
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((~zP((~ (which depends on tl), they show that U’ E C([O, -I- co); D(d)). With 
f, gE D(d) they show that the global solution uoL of (1.2) is in fact a global 
strong solution of (1.1). 
Now since for each U, u E D(d) 
lI~(~)-~(~)ll,bcll~(~-~)ll2 (A.3) 
where C depends on IldullZ and Ildvl12 (see [2] or [33), it follows that 
F(u”) E C( [0, T); L2(sZ)). Hence the right-hand side of (A.2) is indeed dif- 
ferentiable and 
u;(t) = (u,), +)-I T,( t - s) F(u”(s)) ds 
0 
+A2 1 T,(t - e) j-’ T,(r - s) F(zP(s)) ds dz (A.4) 
0 0 
where uo(t)= T,(t)f+fI, r,(t-r) T,(T)(~-A,f)dr (see [2] for the dis- 
cussion of strong solutions in Section 3). As noted in 121, A, is a bounded 
operator by the operational calculus, so, since the integrands on the right- 
hand side of (A.4) are continuous, the continuity and differentiability of U; 
follows. Meanwhile for real-valued u (the complex case is similar) dF(u) = 
(F”(u))(Vu. VU) + F’(u) du so that 
A(F(u) - F(u)) = (F”(u) - F”(U))(VU~VU) 
+F”(u)(Vu~VU-VU~VU)+F’(u)(A(U-u)) 
+ Au(F’(u) - F’(u)) (A.9 
whenever u, u E D(d). By the Sobolev embedding theorems IJuII i. and IjVull, 
are dominated by lldull 2 in dimension 3, hence by (AS) it follows that 
dF(u) is in C( [0, r]; L2(Q)) whenever u E C( [0, T]; D(d)) (this was also 
basically demonstrated in [3]). Thus if we apply d to both sides of (A.4), it 
follows that du: E C( [0, + co); L’(Q)). A similar but simpler argument 
shows that (- A)“*u; E C( [0, + co); L*(Q)), hence the same for VU;. 
To summarize, each of the terms Au’, u;, Vu:, Au;, and F(u’) are in 
C( [0, + cc ); L’(Q)). The same holds for ~7, as it is a linear combination 
of such terms. This establishes Lemma 2.2 and also verifies that 
(u’, u:) E D( B2) @ D(B), the domain of A. 
We now modify the existence theory of [2] to obtain an estimate on ua 
needed in Section 3. Given T> 0, M > 0, and f~ D(A) let 
E= {u(~)EC([O, Tl; D(A))lp(u, h)6M} (A.6) 
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where h E T,(t)fand 
P(% w) = SUP llv(t)- W(f)l/* + lI4N~) - w(t))ll* (A.7) 
O<fGT 
for each v, w E C( [0, T]; D(d)). Then (E, p) is a complete metric space. We 
want to choose T so that the map S: E -+ C( [0, T]; D(A)) given by 
W)(t) = T,(f)f+ j’ T,(t - 7) TAT)k- Ad) dt 
0 
+l’J’T,(t-7) T,(t-.s)F(v(s))dzds 
0 s 
(A.81 
is a contraction on E. 
From the definition of A I and A z we can see by spectral analysis that T, 
and Tz are contraction semigroups on L*(Q) (the real parts of the eigen- 
values of A, and A2 are negative), moreover for v E D(d) we have 
II426 lI~,42~2 ll4l2. 
Let C, and C, be such that 
lI4r 6 c, Ikf~ll*; IIW4 d c2 ll4l2 
(A.9) 
(A.lO) 
whenever v E D(A). Then from the line preceding (A5) we have that 
lIAF(o)ll,d IF”(~)ll, lIV~~V42 
+ IIF’(~)ll, lIA42 
<p(p- I)(C,My2 IIw:+p(C,~Y~‘~ 
<p(p- 1)(C,M)P~2(C2M)2+~(C,M)P~1M=K, (A.ll) 
whenever (1 Au )I 2 Q M. Hence for v E E 
IlA((sv)(t) - T,(f)f)ll, 
d s ; Ilg--A,flI,dt+t(t-s)K, 
d TCIlgll2+2 llNIl2+ TK,I. (A.12) 
It is clear from (A.12) that T can now be chosen so that T> 0 while 
S: E -+ E (the argument for II - T,(t)fl12 is easier and will be omit- 
ted). Moreover, the choice of T only depends on p, C, , C,, M, Ij gl12, and 
l/4f112, but not on CI. We now see that by applying (AS) to a similar 
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argument we can also select T> 0 (smaller, if necessary) so that S is a 
contraction on E. The latter choice of T will only depend on p, C1, Cz, and 
M, again not on CL. This verifies the remarks made at the beginning of 
Section 3. 
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