Annual Gross Domestic Product (GDP) for Nigeria using observed annual time-series data for the period 1981-2012 was studied. Five different econometric disaggregation techniques, namely the Denton, Denton-Cholette, Chow-Lin-maxlog, Fernandez, and Litterman-maxlog, are used for quarterisation. We made use of quarterly Export and Import as the indicator variables while disaggregating annual into quarterly data. The time series properties of estimated quarterly series were examined using various methods for measuring the accuracy of prediction such as, Theil's Inequality Coefficient, Root Mean Squared Error (RMSE), Absolute Mean Difference (MAD), and Correlation Coefficients. Results obtained showed that export and import are not good indicators for predicting GDP for Nigeria is concerned for the period covered. Denton method proved to be the worst using Mean Absolute Difference (MAD) and Theil's Inequality Coefficient. However, RSME% and Pearson's correlation coefficient gave robust values for Litterman-maxlog, thereby making it the best method of temporal disaggregation of Nigeria GDP.
Introduction
A traditional problem faces economic researchers is the interpolation or distribution of economic time series observed at low frequency into compatible higher frequency data. Interpolation refers to estimation of missing observations of stock variables, a distribution (or temporal disaggregation) problem occurs for flow aggregates and time averages of stock variables. Temporal disaggregation is the process of deriving high frequency data from low frequency data, and is closely related to benchmarking and interpolation.
Temporal disaggregation has been extensively studied by previous econometric and statistical literature and many different solutions have been proposed (Di Fonzo (1994) , (2002), Quilis (2004) ). Broadly speaking, two alternative approaches have been followed: methods which do not involve the use of related series but rely upon purely mathematical criteria or time series models to derive a smooth path for the unobserved series; methods which make use of the information obtained from related indicators observed at the desired higher frequency.
All disaggregation methods ensure that the sum, the average, the first or the last value of the resulting high frequency series is consistent with the low frequency series. They can deal with situations where the high frequency is an integer multiple of the low frequency (e.g. years to quarters, weeks to days), but not with irregular frequencies (e.g. weeks to months). Temporal disaggregation methods are widely used in official statistics. For example, in France, Italy and other European countries, quarterly figures of Gross Domestic Product (GDP) are computed using disaggregation methods. Outside of R, there are several software packages to perform temporal disaggregation: Ecotrim by Barcellan et al. (2003) ; a Matlab extension by Quilis (2012) ; and a RATS extension by Doan (2008) .
Temporal disaggregation is used to disaggregate or interpolate a low frequency to a higher frequency time series, while the sum, the average, the first or the last value of the resulting high-frequency series is consistent with the low frequency series. Disaggregation can be performed with or without the help of one or more indicator series. It can deal with all situations where the high frequency is an integer multiple of the low frequency (e.g. weeks to days), but not with irregular frequencies (e.g. weeks to months). The selection of a temporal disaggregation model is similar to the selection of a linear regression model. Despite the number of empirical studies conducted to evaluate the merits of various methods of temporal disaggregation, there is no consensus that one method is consistently superior in all situations. Rather, a www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 5, No. 1; 2015 37 common conclusion is that the choice of method depends on the desired application. However, few empirical results have attempted to establish the conditions under which some of these methods may have an advantage over competing models. Most empirical studies have focused on applying these methods to relatively well-behaved series; for example, constructing quarterly estimates of GDP (Abeysinghe and Lee, 1998; Di Fonzo and Marini, 2005a; Trabelsi and Hedhili, 2005) manufacturing (Brown, 2012), or retail and wholesale trade data (Brown, 2012; Dagum and Cholette, 2006; Di Fonzo and Marini, 2005b ) from observed annual levels.
Denton Process
The first method used for interpolation is the proportional Denton procedure. This method also computes the interpolation of a time series observed at low frequency by using a related high-frequency indicator time series. The Denton process imposes the condition that the sum of the interpolated series within each year equals the annual sum of the underlying series for that particular year. The Denton process may be useful in cases where the higher frequency indicators do not considerably associated with the low-frequency time series of the interest (Denton, 1971) . Specifically, this method minimizes the distance between the two time series as much as possible using quadratic minimization framework.
The Denton process (1970, 1971 ) is stated as follows:
Let G be an integer, and assume that our concern is G per year intra-annual time periods (in our case quarters). Let T be a number of years and the time series of interest spans over T years, consisting n = G × T observations. The original figures are given in column-vector form as follows:
Further, assume that a column-vector of T annual sums is available from another data source, which is represented by
Denton (1970, 1971) proposed a method in order to make adjustment in the preliminary vector t to derive a new column
The Denton method satisfies the two conditions: (i) minimization of the distortion of the primary series (ii) equalization of the sum of the G observations of the derived series in a specific year to the given annual sum for that year. A penalty function given by  , ,b p  and select the  so as to minimize the penalty function given the following constraint
Chow-Lin Method
This procedure is known as the best linear unbiased estimator (BLUE) approach, which was developed by Chow and Lin (1971, 1976) . According to Chow-Lin Method a regression model relates the unknown disaggregated series and a set of known high frequency indicators. Suppose that annual series of N years are available which is to be disaggregated into quarterly series, which is related to the k indicator (related) series and then relationship between the disaggregated series (to be estimated) and indicators series is
where y is (n×1) vector (n = 4N) of the quarterly series to be estimated, X is the matrix (n×k) of the k indicator variables which are observed quarterly, β is a (k×1) vector of coefficients, and e is the (n×1) vector of stochastic disturbances with mean,   0
, where V is a (n x n) matrix.
It has to be mentioned that the disaggregated model at the high frequency level (here quarterly) is subject to the usual aggregation constraints
Substituting (5) The regression coefficients β then can be calculated by using the Generalized Least Squares (GLS) estimator as
The estimated sub-period of the quarterly time series data is derived as Fernandez (1981) proposed the usual regression model of Chow-Lin; and estimates ˆ and ŷ but assuming that the disturbances (residuals) in the disaggregated model follow a random walk process as:
Fernandez Random Walk Process
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Litterman Random Walk Markov Process
The other variant of Chow-Lin is the random walk Markov model derived by Litterman (1983 and also Di Fonzo, 1987) as
 
Estimating the Autoregressive Parameter
There are several ways to estimate the autoregressive parameter r in the Chow-Lin and Litterman methods. An iterative procedure has been proposed by Chow and Lin (1971) . It infers the parameter from the observed autocorrelation of the low frequency residuals, u. In a different approach, Bournay and Laroque (1979) suggest the maximization of the likelihood of the GLS-regression: 
 
The maximum likelihood estimator of the autoregressive parameter,  , is a consistent estimator of the true value, thus it has been chosen as the working estimator. However, in some cases,  turns out to be negative even if the true  is positive.
A final approach is the minimization of the weighted residual sum of squares (RSS), as it has been suggested by Barbone et al. (1981) :
Contrary to the maximum likelihood approach, 
Data and Methods
The data used for this research obtained from the Central Bank of Nigeria (CBN) is on Gross Domestic Product (GDP), the original series were in annual which was disaggregated into quarterly series in this work using five methods Denton, Denton-Cholette, Chow-lin-maxlog, Fernandez, and Litterman-maxlog methods.
All analyses were carried out using R version 3.1.3 (R Development Core Team, 2015) www.ccsenet.org/ijsp Where NA means "not applicable" since Denton and Denton-Cholette do not use regression.
Metrics for Measuring the Accuracy of Prediction
We begin by examining the performance of each method based on statistics that measure the accuracy of each method with respect to the levels of the original series. Theil's (1961) inequality coefficient, U , which is a measure of accuracy used in forecasting (Leuthold, 1975) used by Trabelsi and Hedhili (2005) , is given by equation where p n is the predicted value and an is the actual value in quarter n. The U statistic takes on a value between 0 and 1, where U = 0 indicates that the method used is a perfect predictor of the actual series (Leuthold, 1975; Trabelsi and Hedhili, 2005) . Consistent with Trabelsi and Hedhili (2005) , we also calculate the mean of the absolute differences between actual, a, and predicted values, p.
Abeysinghe and Lee (1998) employed a different criterion, the Root Mean Squared Error as a percent of the mean (RMSE%) of the observed series, in which a lower value implies a more accurate prediction. The Root Mean Square Error (also called the root mean square deviation, RMSD) is a frequently used measure of the difference between values predicted by a model and the values actually observed from the environment that is being modelled. These individual differences are also called residuals, and the RMSE serves to aggregate them into a single measure of predictive power.
The RMSE of a model prediction with respect to the estimated variable X model is defined as the square root of the mean squared error: fig. 1 above, it can be seen that all other four methods of disaggregation are similar in shape with the real GDP annual series (frame 1) expect Denton (frame 2) having departures at the beginning of the series. Comparing the true values with the disaggregated using the five methods, it is discovered that it is only the Denton method that is having a slight change at the beginning of the series. Using the data in the appendix and the plotted graph in fig. 3 , it can be summarized that Litterman method is much closer to the original series of GDP while the other methods seem to be away from it.
Conclusion and Recommendation
In this paper, we disaggregated annual Gross Domestic Product (GDP) of Nigeria to quarterly series using Denton, Denton-Cholette, Chow-Lin, Fernandez, and Litterman methods. Further test was carried out to verify the possibility of using a related indicator series (export) to make forecast of GDP, but the result obtained showed that export is not a good indicator for predicting GDP as far as Nigeria is concerned for the period covered. Later, comparison is made among the quarterly GDP series obtained by these methods (Appendix). It was found out that Denton method is the worst using the metrics such as Mean Absolute Difference (MAD) and Theil's Inequality coefficient. However, RSME% and Pearson's correlation coefficient gave robust values for Litterman, thereby making it the best method of temporal disaggregation of Nigeria GDP. It can be recommended that Litterman method of temporal disaggregation could be used by users in need of higher frequency data, such as the GDP, import, export and so on. Future researchers who wish to do comparison of methods should explore the Cubic Spline Interpolation method. 
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