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Abstract: In the paper, we establish Gro¨bner-Shirshov bases for semirings and commu-
tative semirings. As applications, we obtain Gro¨bner-Shirshov bases and A. Blass’s (1995)
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1 Introduction
Gro¨bner bases and Gro¨bner-Shirshov bases were invented independently by A.I. Shirshov
for ideals of free (commutative, anti-commutative) non-associative algebras [37, 39], free
Lie algebras [38, 39] and implicitly free associative algebras [38, 39] (see also [2, 5]), by
H. Hironaka [30] for ideals of the power series algebras (both formal and convergent), and
by B. Buchberger [20] for ideals of the polynomial algebras.
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Gro¨bner bases and Gro¨bner-Shirshov bases theories have been proved to be very useful
in different branches of mathematics, including commutative algebra and combinatorial
algebra, see, for example, the books [1, 19, 21, 22, 27, 28], the papers [2, 4, 5], and the
surveys [6, 14, 16, 17, 18].
Up to now, different versions of Composition-Diamond lemma are known for the follow-
ing classes of algebras apart those mentioned above: (color) Lie super-algebras [32, 33, 34],
Lie p-algebras [33], associative conformal algebras [15], modules [26, 31] (see also [24]),
right-symmetric algebras [11], dialgebras [9], associative algebras with multiple operators
[13], Rota-Baxter algebras [10], and so on.
It is well known Shirshov’s result [36, 39] that every finitely or countably generated
Lie algebra over a field k can be embedded into a two-generated Lie algebra over k.
Actually, from the technical point of view, it was a beginning of the Gro¨bner-Shirshov
bases theory for Lie algebras (and associative algebras as well). Another proof of the
result using explicitly Gro¨bner-Shirshov bases theory is refereed to L.A. Bokut, Yuqun
Chen and Qiuhui Mo [12].
A.A. Mikhalev and A.A. Zolotykh [35] prove the Composition-Diamond lemma for a
tensor product of a free algebra and a polynomial algebra, i.e. they establish Gro¨bner-
Shirshov bases theory for associative algebras over a commutative algebra. L.A. Bokut,
Yuqun Chen and Yongshan Chen [7] prove the Composition-Diamond lemma for a tensor
product of two free algebras. Yuqun Chen, Jing Li and Mingjun Zeng [25] prove the
Composition-Diamond lemma for a tensor product of a non-associative algebra and a
polynomial algebra.
L.A. Bokut, Yuqun Chen and Yongshan Chen [8] establish the Composition-Diamond
lemma for Lie algebras over a polynomial algebra, i.e. for “double free” Lie algebras. It
provides a Gro¨bner-Shirshov bases theory for Lie algebras over a commutative algebra.
Yuqun Chen and Yongshan Chen [23] establish the Composition-Diamond lemma for
matabelian Lie algebras.
In this paper, we establish Gro¨bner-Shirshov bases for semirings and commutative
semirings. We show that for a given monomial ordering on the free (commutative) semir-
ing, each ideal of the free (commutative) semiring algebra has the unique reduced Gro¨bner-
Shirshov basis.
In 2004, M. Fiore and T. Leinster [29] find a strongly normalizing reduction system
and a normal form of the semiring N[x]/(x = 1 + x + x2) where N is the set of natural
numbers which is regarded as a semiring and (x = 1 + x + x2) ((x = 1 + x2)) is the
congruence on the semiring N[x] generated by x = 1 + x + x2 (x = 1 + x2). In 1995,
A. Blass [3] finds a normal form of the semiring N[x]/(x = 1 + x2). Now, we use the
Composition-Diamond lemma for commutative semirings to find Gro¨bner-Shirshov bases
and Fiore-Leinster’s and Blass’s normal forms for the above semirings respectively. Also
we show that each congruence of the semiring N is generated by one element and that the
commutative semiring N[x] is not Noetherian.
2 Free semiring
Let A be an Ω-system, Ω =
⋃
∞
n=1Ωn where Ωn is the set of n-ary operations, for example,
ary (δ) = n if δ ∈ Ωn. We will call A an Ω-groupoid and each ω would be called a product.
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Let k be a field and kA the groupoid algebra over k, i.e. the k-linear space with a k-basis
A and linear multiple products ω ∈ Ω that are extended by linearity from A to kA. Such
kA is called an Ω-algebra. If ρ is a congruence relation on A generated by pairs (ai, bi),
i ∈ I, then, as Ω-algebras,
k(A/ρ) ∼= kA/Id(ai − bi, i ∈ I),
where Id(S) is the Ω-ideal of kA generated by S. It means that any “monomial” linear
basis of kA/Id(ai− bi, i ∈ I), i.e. a basis that consists of elements of A, is a set of normal
forms for A.
Now let (A, ◦, ·, θ, 1) be a semiring, i.e. (A, ◦, θ) is a commutative monoid, (A, ·, 1) is a
monoid, θ · a = a · θ = θ for any a ∈ A, and · is distributive relative to ◦ from left and
right.
Some people call “rig” instead of “semiring”.
The class of semirings is a variety. So a free semiring Rig〈X〉 generated by a set X is
defined as usual as for any variety of universal systems. Let (X∗, ·, 1) be the free monoid
generated by X . If one fixes some linear ordering < on X∗, then any element of Rig〈X〉
has a unique form w = u1 ◦ u2 ◦ · · · ◦ un, where ui ∈ X
∗, u1 ≤ u2 ≤ . . . ≤ un, n ≥ 0 and
w = θ if n = 0.
For any u1, u2, . . . , un ∈ X
∗ we have u1 ◦ u2 ◦ · · · ◦ un ∈ Rig〈X〉 and u1 ◦ u2 ◦ · · · ◦ un =
ui1 ◦ ui2 ◦ · · · ◦ uin where {u1, u2, . . . , un} = {ui1, ui2, . . . , uin} and ui1 ≤ ui2 ≤ . . . ≤ uin.
Rig〈X〉 = (X∗, ·, ◦) is a Ω-groupoid, where Ω = {·, ◦}. From now on, we assume that
Ω = {·, ◦}.
Let k be a field. We call the groupoid algebra kRig〈X〉 a semiring algebra. Any element
in Rig〈X〉 is called a monomial and any element in kRig〈X〉 is called a polynomial.
For any u1 ◦ u2 ◦ · · · ◦ un ∈ Rig〈X〉, ui ∈ X
∗, we denote |u|◦ = n.
For any u ◦ u ◦ u ◦ · · · ◦ u where |u ◦ u ◦ u ◦ · · · ◦ u|◦ = n, u ∈ X
∗, we will denote it by
u◦n.
For any u = w1 ◦w2 ◦ · · · ◦ wm ◦ um+1 ◦ · · · ◦ un, v = w1 ◦w2 ◦ · · · ◦ wm ◦ vm+1 ◦ · · · ◦ vt,
where wl, ui, vj ∈ X
∗, such that
ui 6= vj for any i = m+ 1, . . . , n, j = m+ 1, . . . , t,
we denote
lcm◦(u, v) = w1 ◦ w2 ◦ · · · ◦ wm ◦ um+1 ◦ · · · ◦ un ◦ vm+1 ◦ · · · ◦ vt
the least common multiple of u and v in Rig〈X〉 with respect to ◦.
Throughout this paper, we denote N the set of natural numbers, Rig〈X|S〉 the semiring
with generators X and relations S.
We want to create Gro¨bner-Shirshov bases theory for Rig〈X〉. As for semigroups or
groups, it is enough to create Gro¨bner-Shirshov bases theory for the algebra kRig〈X〉.
Let us remind that θ and 0 are different elements of kRig〈X〉 since θ ∈ Rig〈X〉 and
0 /∈ Rig〈X〉.
3
3 Composition-Diamond lemma for semirings
Let ⋆ /∈ X . By a ⋆-monomial we mean a monomial in Rig〈X∪⋆〉 with only one occurrence
of ⋆. Let u be a ⋆-monomial and s ∈ kRig〈X〉. Then we call
u|s = u|⋆7→s
an s-monomial. For example, if
u = x1x2 ◦ x2 ⋆ x3 ∈ Rig〈X ∪ ⋆〉
then
u|s = u|⋆7→s = x1x2 ◦ x2sx3.
Let > be any monomial ordering on Rig〈X〉, i.e. > is a well ordering such that for any
v, w ∈ Rig〈X〉 and u a ⋆-monomial,
w > v ⇒ u|w > u|v.
For every polynomial f ∈ kRig〈X〉, f has the leading monomial f¯ . If the coefficient of
f¯ is 1, then we call f to be monic.
For any set S ⊆ kRig〈X〉, we say S monic if any s ∈ S is monic.
Definition 3.1 Let > be a monomial ordering on Rig〈X〉. Let f, g be two monic poly-
nomials in kRig〈X〉.
(I) If there exist a, b ∈ X∗, such that |lcm◦(f¯a, bg¯)|◦ < |f¯a|◦+|bg¯|◦ then we call (f, g)w =
fa ◦ u − bg ◦ v the intersection composition of f and g with respect to w where
w = lcm◦(f¯a, bg¯) = f¯a ◦ u = bg ◦ v.
(II) If there exist a, b ∈ X∗, such that |lcm◦(f¯ , ag¯b)|◦ < |f¯ |◦+|ag¯b|◦ then we call (f, g)w =
f ◦ u − agb ◦ v the inclusion composition of f and g with respect to w where w =
lcm◦(f¯ , ag¯b) = f¯ ◦ u = agb ◦ v.
In the above definition, w is called the ambiguity of the composition. Clearly,
(f, g)w ∈ Id(f, g) and (f, g)w < w,
where Id(f, g) is the ideal of kRig〈X〉 generated by f, g.
Remark: We regard kRig〈X〉 as an Ω-algebra. In the Definition 3.1, the ideal Id(f, g)
means Ω-ideal. In this paper, the ideal of kRig〈X〉 will be Ω-ideal.
Let f, g be polynomials and g monic with f¯ = agb ◦ u for some a, b ∈ X∗, u ∈ Rig〈X〉.
Then the transformation
f → f − αagb ◦ u
is called the elimination of the leading term (ELT) of f by g, where α is the coefficient of
the leading term of f .
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Definition 3.2 Suppose that w is a monomial, S a set of monic polynomials in kRig〈X〉
and h a polynomial. Then h is trivial modulo (S, w), denoted by h ≡ 0 mod(S, w), if
h =
∑
i
αiaisibi◦ui, where each αi ∈ k, ai, bi ∈ X
∗, ui ∈ Rig〈X〉, si ∈ S and aisibi◦ui < w.
The set S is called a Gro¨bner-Shirshov basis in kRig〈X〉 if any composition in S is
trivial modulo S and corresponding to w.
A set S is called a minimal Gro¨bner-Shirshov basis in kRig〈X〉 if S is a Gro¨bner-
Shirshov basis in kRig〈X〉 and for any f, g ∈ S with f 6= g, 6 ∃ a, b ∈ X∗, u ∈ Rig〈X〉, s.t., f =
agb ◦ u.
Denote
Irr(S) = {w ∈ Rig〈X〉 | w 6= asb ◦ u for any a, b ∈ X∗, u ∈ Rig〈X〉, s ∈ S}.
A Gro¨bner-Shirshov basis S in kRig〈X〉 is reduced if for any s ∈ S, supp(s) ⊆ Irr(S−
{s}), where supp(s) = {u1, u2, . . . , un} if s =
∑n
i=1 αiui, 0 6= αi ∈ k, ui ∈ Rig〈X〉.
If the set S is a Gro¨bner-Shirshov basis in kRig〈X〉, then we call also S is a Gro¨bner-
Shirshov basis for the ideal Id(S) or the algebra kRig〈X|S〉 := kRig〈X〉/Id(S).
Let I be an ideal of kRig〈X〉. Then there exists uniquely the reduced Gro¨bner-Shirshov
basis S for I, see Theorem 3.5.
If a subset S of kRig〈X〉 is not a Gro¨bner-Shirshov basis for Id(S) then one can add
to S a nontrivial composition (f, g)w of f, g ∈ S and continue this process repeatedly
(actually using the transfinite induction) in order to obtain a set Scomp of generators of
Id(S) such that Scomp is a Gro¨bner-Shirshov basis in kRig〈X〉. Such a process is called
Shirshov algorithm.
Suppose that S = {ui − vi | i ∈ I} where for any i, ui, vi ∈ Rig〈X〉. In this case we
call ui− vi a semiring relation. It is clear that if S is a set of semiring relations then so is
Scomp. In order to find a normal form of the semiring Rig〈X|S〉 = Rig〈X〉/ρ(S), where
ρ(S) is the congruence of Rig〈X〉 generated by the set {(ui, vi)|i ∈ I}, it is enough to find
a monomial k-basis of the semiring algebra kRig〈X|S〉.
Lemma 3.3 Let S be a Gro¨bner-Shirshov basis in kRig〈X〉 and s1, s2 ∈ S. If w =
as1b ◦ u = cs2d ◦ v for some a, b, c, d ∈ X
∗, u, v ∈ Rig〈X〉, then
as1b ◦ u ≡ cs2d ◦ v mod(S, w).
Proof: There are two cases to consider.
(I) lcm◦(as1b, cs2d) = as1b ◦ cs2d which means there exists u1 ∈ Rig〈X〉 such that
u = u1 ◦ cs2d, v = as1b ◦ u1.
Then
as1b ◦ u− cs2d ◦ v
= as1b ◦ u1 ◦ cs2d− cs2d ◦ as1b ◦ u1
= as1b ◦ cs2d ◦ u1 − as1b ◦ cs2d ◦ u1 + as1b ◦ cs2d ◦ u1 − as1b ◦ cs2d ◦ u1
= −as1b ◦ c(s2 − s2)d ◦ u1 + a(s1 − s1)b ◦ cs2d ◦ u1.
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Since s2 − s2 < s2 and s1 − s1 < s1, we have
as1b ◦ c(s2 − s2)d ◦ u1 < as1b ◦ cs2d ◦ u1 = w
and
a(s1 − s1)b ◦ cs2d ◦ u1 < as1b ◦ cs2d ◦ u1 = w.
It follows that
as1b ◦ u ≡ cs2d ◦ v mod(S, w).
(II) |lcm◦(as1b, cs2d)|◦ < |as1b|◦ + |cs2d|◦, i.e. s1 = u1 ◦ u2 ◦ · · · ◦ um ◦ um+1 ◦ · · · ◦ un,
s2 = v1 ◦ v2 ◦ · · · ◦ vm ◦ vm+1 ◦ · · · ◦ vt such that
au1b = cv1d, au2b = cv2d, . . . , aumb = cvmd
and
auib 6= cvjd for any i = m+ 1, . . . , n, j = m+ 1, . . . , t,
where ui, vj ∈ X
∗. In this case, there exists u′ ∈ Rig〈X〉 such that
u = cvm+1d ◦ cvm+2d ◦ · · · ◦ cvtd ◦ u
′, v = aum+1b ◦ aum+2b ◦ · · · ◦ aunb ◦ u
′.
There are four subcases to consider.
1) u1b1 = c1v1 for some b1, c1 ∈ X
∗. In this subcase, c = ac1, b = b1d. Then
as1b ◦ u− cs2d ◦ v
= as1b1d ◦ ac1vm+1d ◦ ac1vm+2d ◦ · · · ◦ ac1vtd ◦ u
′
−ac1s2d ◦ aum+1b1d ◦ aum+2b1d ◦ · · · ◦ aunb1d ◦ u
′
= a(s1b1 ◦ c1vm+1 ◦ c1vm+2 ◦ · · · ◦ c1vt − c1s2 ◦ um+1b1 ◦ um+2b1 ◦ · · · ◦ unb1)d ◦ u
′
= a((s1, s2)w′)d ◦ u
′
where w′ = s1b1 ◦ c1vm+1 ◦ c1vm+2 ◦ · · · ◦ c1vt = c1s2 ◦ um+1b1 ◦ um+2b1 ◦ · · · ◦ unb1.
Since S is a Gro¨bner-Shirshov basis in kRig〈X〉, we have
(s1, s2)w′ ≡ 0 mod(S, w
′).
Then
as1b ◦ u− cs2d ◦ v
= a((s1, s2)w′)d ◦ u
′
≡ 0 mod(S, aw′d ◦ u′)
≡ 0 mod(S, w).
2) a1u1 = v1d1 for some a1, d1 ∈ X
∗. This subcase is similar to subcase 1). We omit
the proof.
6
3) u1 = c1v1d1 for some c1, d1 ∈ X
∗. Then c = ac1, d = d1b and
as1b ◦ u− cs2d ◦ v
= as1b ◦ ac1vm+1d1b ◦ ac1vm+2d1b ◦ · · · ◦ ac1vtd1b ◦ u
′
−ac1s2d1b ◦ aum+1b ◦ aum+2b ◦ · · · ◦ aunb ◦ u
′
= a(s1 ◦ c1vm+1d1 ◦ c1vm+2d1 ◦ · · · ◦ c1vtd1 − c1s2d1 ◦ um+1 ◦ um+2 ◦ · · · ◦ un)b ◦ u
′
= a((s1, s2)w′)b ◦ u
′
where w′ = s1 ◦ c1vm+1d1 ◦ c1vm+2d1 ◦ · · · ◦ c1vtd1 = c1s2d1 ◦ um+1 ◦ um+2 ◦ · · · ◦ un.
Since S is a Gro¨bner-Shirshov basis in kRig〈X〉, we have
(s1, s2)w′ ≡ 0 mod(S, w
′).
Similar to the subcase 1), we have
as1b ◦ u− cs2d ◦ v ≡ 0 mod(S, w).
4) a1u1b1 = v1 for some a1, b1 ∈ X
∗. This subcase is similar to the subcase 3). We omit
the proof.
The lemma is proved. 
Theorem 3.4 (Composition-Diamond lemma for semirings) Let S be a set of monic
polynomials in kRig〈X〉, > a monomial ordering on Rig〈X〉 and Id(S) the Ω-ideal of
kRig〈X〉 generated by S. Then the following statements are equivalent.
(1) S is a Gro¨bner-Shirshov basis in kRig〈X〉.
(2) f ∈ Id(S)⇒ f¯ = asb ◦ u for some a, b ∈ X∗, u ∈ Rig〈X〉 and s ∈ S.
(2
′
) f ∈ Id(S) ⇒ f = α1a1s1b1 ◦ u1 + α2a2s2b2 ◦ u2 + . . . + αnansnbn ◦ un, where
a1s1b1 ◦ u1 > a2s2b2 ◦ u2 > . . . > ansnbn ◦ un, 0 6= αi ∈ k, ai, bi ∈ X
∗, ui ∈ Rig〈X〉,
si ∈ S.
(3) Irr(S) = {w ∈ Rig〈X〉 | w 6= asb ◦ u for any a, b ∈ X∗, u ∈ Rig〈X〉, s ∈ S} is a
k-basis of kRig〈X|S〉 = kRig〈X〉/Id(S).
Proof: (1)=⇒ (2) Let 0 6= f ∈ Id(S). Then
f =
n∑
i=1
αiaisibi ◦ ui
where each αi ∈ k, ai, bi ∈ X
∗, ui ∈ Rig〈X〉, si ∈ S.
Let wi = aisibi ◦ ui and we arrange this leading terms in non-increasing ordering by
w1 = w2 = . . . = wm > wm+1 ≥ . . . ≥ wn.
Now we prove the result by induction on m.
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If m = 1, then f¯ = a1s1b1 ◦ u1.
Now we assume that m ≥ 2. Then
a1s1b1 ◦ u1 = w1 = w2 = a2s2b2 ◦ u2.
Since S is a Gro¨bner-Shirshov basis in kRig〈X〉, by Lemma 3.3, we have
a2s2b2 ◦ u2 − a1s1b1 ◦ u1 =
∑
βjcjsjdj ◦ vj
where each βj ∈ k, cj, dj ∈ X
∗, vj ∈ Rig〈X〉, sj ∈ S, and cjsjdj ◦ vj < w1. Therefore,
since
α1a1s1b1 ◦ u1 + α2a2s2b2 ◦ u2 = (α1 + α2)a1s1b1 ◦ u1 + α2(a2s2b2 ◦ u2 − a1s1b1 ◦ u1),
we have
f = (α1 + α2)a1s1b1 ◦ u1 + α2
∑
βjcjsjdj ◦ vj +
n∑
i=3
αiaisibi ◦ ui.
If either m > 2 or α1 + α2 6= 0, then the result follows from the induction on m. If
m = 2 and α1 + α2 = 0, then the result follows from the induction on w1.
(2)⇔ (2′) is clear.
(2)=⇒ (3) For any f ∈ kRig〈X〉, by the ELTs, we can obtain that f + Id(S) can be
expressed as a linear combination of elements of Irr(S). Now suppose α1u1+α2u2+ . . .+
αnun = 0 in kRig〈X|S〉 with ui ∈ Irr(S), u1 > u2 > . . . > un and each αi 6= 0. Then, in
kRig〈X〉,
g = α1u1 + α2u2 + . . .+ αnun ∈ Id(S).
By (2), we have u1 = g¯ /∈ Irr(S), a contradiction. So Irr(S) is k-linearly independent.
This shows that Irr(S) is a k-basis of kRig〈X|S〉.
(3)=⇒(2) Let 0 6= f ∈ Id(S). Suppose that f¯ ∈ Irr(S). Then
f + Id(S) = α(f¯ + Id(S)) +
∑
αi(ui + Id(S)),
where α, αi ∈ k, ui ∈ Irr(S) and f¯ > ui. Therefore, f + Id(S) 6= 0, a contradiction. So
f¯ = asb ◦ u for some a, b ∈ X∗, u ∈ Rig〈X〉, s ∈ S.
(2)=⇒(1) By the definition of the composition, we have (f, g)w ∈ Id(S). If (f, g)w 6= 0,
then by (2), (f, g)w = a1s1b1 ◦ u1 for some a1, b1 ∈ X
∗, u1 ∈ Rig〈X〉, s1 ∈ S. Let
h = (f, g)w − α1a1s1b1 ◦ u1,
where α1 is the coefficient of (f, g)w. Then h¯ < (f, g)w and h ∈ Id(S). By induction, we
can get the result. 
Suppose that > is a monomial ordering on Rig〈X〉 and I an ideal of kRig〈X〉. Then
there exists a Gro¨bner-Shirshov basis S ⊂ kRig〈X〉 for the ideal I = Id(S), for example,
we may take S = I. By Theorem 3.4, we may assume that the leading terms of the
elements of S are different with each other. For any g ∈ S, denote
∆g = {f ∈ S|f 6= g and f = ag¯b ◦ u for some a, b ∈ X
∗, u ∈ Rig〈X〉}
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and S1 = S − ∪g∈S∆g.
For any f ∈ Id(S) we show that there exists an s1 ∈ S1 such that f = as1b ◦
u for some a, b ∈ X∗, u ∈ Rig〈X〉.
In fact, by Theorem 3.4, f = a′h¯b′ ◦ u′ for some a′, b′ ∈ X∗, u′ ∈ Rig〈X〉 and h ∈ S.
Suppose that h ∈ S − S1. Then we have h ∈ ∪g∈S∆g, say, h ∈ ∆g, i.e. h 6= g and h =
ag¯b ◦ u for some a, b ∈ X∗, u ∈ Rig〈X〉. We claim that h¯ > g¯. Otherwise, h¯ < g¯. It
follows that h¯ = ag¯b ◦ u > ah¯b ◦ u and so we have an infinite descending chain
h¯ > ah¯b ◦ u > a2h¯b2 ◦ aub ◦ u > a3h¯b3 ◦ a2ub2 ◦ aub ◦ u > . . .
which contradicts that > is well ordered.
Suppose that g 6∈ S1. Then by the above proof, there exists a g1 ∈ S such that
g ∈ ∆g1 and g > g1. Since > is well ordered, there must exist an s1 ∈ S1 such that
f = a1s1b1 ◦ u1 for some a1, b1 ∈ X
∗, u1 ∈ Rig〈X〉.
Let f1 = f − α1a1s1b1 ◦ u1, where α1 is the coefficient of the leading term of f . Then
f1 ∈ Id(S) and f > f1.
By induction on f , we know that f ∈ Id(S1) and hence I = Id(S1). Moreover, by
Theorem 3.4, S1 is clearly a minimal Gro¨bner-Shirshov basis for the ideal Id(S).
Assume that S is a minimal Gro¨bner-Shirshov basis for the ideal I.
For any s ∈ S, we have s = s′ + s′′, where supp(s′) ⊆ Irr(S − {s}), s′′ ∈ Id(S − {s}).
Since S is a minimal Gro¨bner-Shirshov basis, we have s = s′ for any s ∈ S.
Then S2 = {s
′|s ∈ S} is the reduced Gro¨bner-Shirshov basis for the ideal I. In fact,
it is clear that S2 ⊆ Id(S) = I. For any f ∈ Id(S), by Theorem 3.4, f = a1s1b1 ◦ u1 =
a1s′1b1 ◦ u1 for some a1, b1 ∈ X
∗, u1 ∈ Rig〈X〉.
Suppose that S, R are two reduced Gro¨bner-Shirshov bases for the ideal I. For any
s ∈ S, by Theorem 3.4,
s = arb ◦ u, r = cs1d ◦ v
for some a, b, c, d ∈ X∗, u, v ∈ Rig〈X〉 and hence s = acs1db◦avb◦u. Since s¯ ∈ supp(s) ⊆
Irr(S − {s}), we have s = s1. It follows that a = b = c = d = 1 and u = v = θ and so
s = r.
If s 6= r then 0 6= s − r ∈ I = Id(S) = Id(R). By Theorem 3.4, s− r = a1r1b1 ◦ u1 =
c1s2d1 ◦ v1 for some a1, b1, c1, d1 ∈ X
∗, u1, v1 ∈ Rig〈X〉 with r1, s2 < s = r. This means
that s2 ∈ S − {s} and r1 ∈ R − {r}. Noting that s− r ∈ supp(s) ∪ supp(r), we have
either s− r ∈ supp(s) or s− r ∈ supp(r). If s− r ∈ supp(s) then s− r ∈ Irr(S − {s})
which contradicts s− r = c1s2d1 ◦ v1; if s− r ∈ supp(r) then s− r ∈ Irr(R− {r}) which
contradicts s− r = a1r1b1 ◦u1. This shows that s = r and then S ⊆ R. Similarly, R ⊆ S.
Therefore, we have proved the following theorem.
Theorem 3.5 Let I be an ideal of kRig〈X〉 and > a monomial ordering on Rig〈X〉.
Then there exists uniquely the reduced Gro¨bner-Shirshov basis S for I.
4 Composition-Diamond lemma for commutative semir-
ings
In this section, we will give Gro¨bner-Shirshov bases theory for commutative semirings
which is almost the same as the case of semirings. The compositions of commutative
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semiring are simpler.
A semiring (A, ◦, ·, θ, 1) is commutative if (A, ·, 1) is a commutative monoid. The class
of commutative semirings is a variety. A free commutative semiring Rig[X ] generated by
a set X is defined as usual. Let ([X ], ·, 1) be the free commutative monoid generated by
X . If one fixes some linear ordering < on the set [X ], then any element of Rig[X ] has an
unique form θ, or w = u1 ◦ u2 ◦ · · · ◦ un, where ui ∈ [X ], u1 ≤ u2 ≤ . . . ≤ un, n ≥ 1.
For any u, v ∈ [X ], we denote lcm·(u, v) the least common multiple of u and v in [X ].
Then there exist uniquely a, b ∈ [X ] such that lcm·(u, v) = au = bv.
Definition 4.1 Let < be a monomial ordering on Rig[X ]. Let f, g be two monic polyno-
mials in kRig[X ] and f = u1 ◦ u2 ◦ · · · ◦ un, g = v1 ◦ v2 ◦ · · · ◦ vm where each ui, vj ∈ [X ].
For any pair (a, b) ∈ {(aij, bij) | 1 ≤ i ≤ n, 1 ≤ j ≤ m} where aij , bij ∈ [X ] such that
lcm·(ui, vj) = aijui = bijvj, we call (f, g)w = af ◦ u − bg ◦ v the composition of f and g
with respect to w where w = lcm◦(af, bg) = af ◦ u = bg¯ ◦ v.
Definition 4.2 Suppose that w is a monomial in Rig[X ], S a set of monic polynomials in
kRig[X ] and h a polynomial. Then h is trivial modulo (S, w), denoted by h ≡ 0 mod(S, w),
if h =
∑
i
αiaisi ◦ ui, where each αi ∈ k, ai ∈ [X ], ui ∈ Rig[X ], si ∈ S and aisi ◦ ui < w.
The set S is called a Gro¨bner-Shirshov basis in kRig[X ] if any composition in S is
trivial modulo S and corresponding to w.
Remark For any given monic polynomials f, g ∈ kRig[X ], there are finitely many com-
positions (f, g)w. Therefore we may use computer to realize Shirshov’s algorithm to find
a Gro¨bner-Shirshov basis Scomp for a finite set S in kRig[X ]. However, the reduced
Gro¨bner-Shirshov basis of Id(S) is generally infinite even if both S and X are finite, see
Example 5.9.
The following theorems can be similarly proved to Theorems 3.4 and 3.5 respectively.
We omit the detail.
Theorem 4.3 (Composition-Diamond lemma for commutative semirings) Let S be a
set of monic polynomials in kRig[X ] and > a monomial ordering on Rig[X ]. Then the
following statements are equivalent.
(1) S is a Gro¨bner-Shirshov basis in kRig[X ].
(2) f ∈ Id(S)⇒ f¯ = as ◦ u for some a ∈ [X ], u ∈ Rig[X ] and s ∈ S.
(2
′
) f ∈ Id(S) ⇒ f = α1a1s1 ◦ u1 + α2a2s2 ◦ u2 + . . . + αnansn ◦ un, where a1s1 ◦ u1 >
a2s2 ◦ u2 > . . . > ansn ◦ un, αi ∈ k, ai ∈ [X ], ui ∈ Rig[X ], si ∈ S.
(3) Irr(S) = {w ∈ Rig[X ] | w 6= as ◦ u for any a ∈ [X ], u ∈ Rig[X ], s ∈ S} is a k-basis
of kRig[X|S] = kRig[X ]/Id(S).
Theorem 4.4 Let I be an ideal of kRig[X ] and > a monomial ordering on Rig[X ]. Then
there exists uniquely the reduced Gro¨bner-Shirshov basis S for I.
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5 Applications
In 2004, M. Fiore and T. Leinster [29] find a strongly normalizing reduction system and
a normal form of the semiring N[x]/(x = 1 + x+ x2). Actually N[x]/(x = 1 + x + x2) =
Rig[x|x = 1 ◦ x ◦ x2]. Now, we use the Composition-Diamond lemma for commutative
semirings, i.e. Theorem 4.3, to find a Gro¨bner-Shirshov basis and a normal form of this
semiring.
We define a monomial ordering on Rig[x] first. We order [x] by degree ordering ≺:
xn ≺ xm ⇔ n ≺ m.
For any u ∈ Rig[x], u can be uniquely expressed as u = u1 ◦ u2 ◦ · · · ◦ un, where
u1, u2, . . . , un ∈ [x], and u1  u2  . . .  un. Denote
wt(u) = (un, un−1, . . . , u1).
We order Rig[x] as follows: for any u, v ∈ Rig[x], if one of the sequences is not a prefix
of other, then
u < v ⇐⇒ wt(u) < wt(v) lexicographically;
if the sequence of u is a prefix of the sequence of v, then u < v.
Then, it is clear that < on Rig[x] is a monomial ordering.
Theorem 5.1 Let the ordering on Rig[x] be as above. Then kRig[x|x = 1 ◦ x ◦ x2] =
kRig[x|S] and S is a Gro¨bner-Shirshov basis in kRig[x], where S consists of the following
relations
1. x4 = 1 ◦ 1 ◦ x2,
2. x ◦ x3 = 1 ◦ x2,
3. 1 ◦ x2 ◦ xn = xn (1 ≤ n ≤ 3).
Proof: We denote i ∧ j the composition of the type i and type j.
Let us check all the possible compositions.
For 1 ∧ 1, there is no composition.
For 1 ∧ 2, the ambiguities w of all possible compositions are: 1) x4 ◦ x6 2) x2 ◦ x4
For 1 ∧ 3, the ambiguities w of all possible compositions are:
3) x4 ◦ x6 ◦ xn+4 4) x2 ◦ x4 ◦ xn+2 5) x4−n ◦ x6−n ◦ x4
where 1 ≤ n ≤ 3.
For 2 ∧ 2, the ambiguity w of all possible composition is: 6) x ◦ x3 ◦ x5
For 2 ∧ 3, the ambiguities w of all possible compositions are:
7) x ◦ x3 ◦ x5 ◦ xn+3 8) x ◦ x3 ◦ x5−n ◦ x3−n 9) x4 ◦ x2 ◦ 1 ◦ xn
10) xn+2 ◦ xn ◦ 1 ◦ x2 11) x ◦ x3 ◦ xn+1
where 1 ≤ n ≤ 3.
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For 3 ∧ 3, the ambiguities w of all possible compositions are:
12) 1 ◦ x2 ◦ xn ◦ xn+2 ◦ xn+m 13) x ◦ x3 ◦ x2 ◦ 1 ◦ xm 14) 1 ◦ x2 ◦ xp ◦ xp−2 ◦ xp+m−2
15) 1 ◦ x2 ◦ xt ◦ x2+t−n ◦ xt−n 16) 1 ◦ xn ◦ x2 ◦ x4 ◦ xm+2 17) 1 ◦ x ◦ x2 ◦ x3
18) x4 ◦ x2 ◦ x3 ◦ 1 19) xn ◦ 1 ◦ x2 ◦ xm
where 1 ≤ n,m, t ≤ 3, 2 ≤ p ≤ 3 and t ≥ n.
We have to check that all these compositions are trivial mod(S, w). Here, for example,
we just check 1), 11), 12) and 17). Others are similarly proved.
For 17), let f = 1 ◦ x ◦ x2 − x, g = 1 ◦ x ◦ x2 − x. Then w = 1 ◦ x ◦ x2 ◦ x3 and
(f, g)w = (1 ◦ x ◦ x
2 − x) ◦ x3 − (1 ◦ x ◦ x2 − x)x ◦ 1
= 1 ◦ x2 − x ◦ x3
≡ 0.
From this it follows that we have the relation 2.
For 11), there are three cases to consider.
Case 1. n = 1, f = 1 ◦ x ◦ x2 − x, g = x ◦ x3 − 1 ◦ x2. Then w = x ◦ x3 ◦ x2 and
(f, g)w = (1 ◦ x ◦ x
2 − x)x− (x ◦ x3 − 1 ◦ x2) ◦ x2
= 1 ◦ x2 ◦ x2 − x2
≡ 0.
Case 2. n = 2, f = 1 ◦ x2 ◦ x2 − x2, g = x ◦ x3 − 1 ◦ x2. Then w = x ◦ x3 ◦ x3 and
(f, g)w = (1 ◦ x
2 ◦ x2 − x2)x− (x ◦ x3 − 1 ◦ x2) ◦ x3
= 1 ◦ x2 ◦ x3 − x3
≡ 0.
By Case 1 and Case 2 we have the relations 3.
Case 3. n = 3, f = 1 ◦ x2 ◦ x3 − x3, g = x ◦ x3 − 1 ◦ x2. Then w = x ◦ x3 ◦ x4 and
(f, g)w = (1 ◦ x
2 ◦ x3 − x3)x− (x ◦ x3 − 1 ◦ x2) ◦ x4
= 1 ◦ x2 ◦ x4 − x4
≡ 1 ◦ x ◦ x3 − x4
≡ 1 ◦ 1 ◦ x2 − x4
≡ 0.
By Case 3 we have the relation 1.
For 12), let f = 1◦x2 ◦xn−xn, g = 1◦x2 ◦xm−xm. Then w = 1◦x2 ◦xn ◦xn+2 ◦xn+m
and
(f, g)w = (1 ◦ x
2 ◦ xn − xn) ◦ xn+2 ◦ xn+m − (1 ◦ x2 ◦ xm − xm)xn ◦ 1 ◦ x2
= xn+m ◦ 1 ◦ x2 − xn ◦ xn+2 ◦ xn+m
≡ xn+m ◦ 1 ◦ x2 − 1 ◦ x2 ◦ xn+m
≡ 0.
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For 1), let f = x ◦ x3 − 1 ◦ x2, g = x4 − 1 ◦ 1 ◦ x2. Then w = x4 ◦ x6 and
(f, g)w = (x ◦ x
3 − 1 ◦ x2)x3 − (x4 − 1 ◦ 1 ◦ x2) ◦ x6
= 1 ◦ 1 ◦ x2 ◦ x6 − x3 ◦ x5
≡ 1 ◦ 1 ◦ x2 ◦ x2 ◦ x2 ◦ x4 − 1 ◦ x2
≡ 1 ◦ x2 ◦ x2 ◦ x4 − 1 ◦ x2
≡ x2 ◦ x4 − 1 ◦ x2
≡ 1 ◦ x2 − 1 ◦ x2
≡ 0.
So S is a Gro¨bner-Shirshov basis in kRig[x].
The above proof implies that kRig[x|x = 1 ◦ x ◦ x2] = kRig[x|S]. 
By Theorems 4.3 and 5.1, we have the following corollary.
Corollary 5.2 ([29]) A normal form of the semiring Rig[x|x = 1 ◦ x ◦ x2] is the set
{1◦(m+1) ◦ x2, 1◦m ◦ x◦n, 1◦m ◦ (x3)◦n, x◦m ◦ (x2)◦n, (x2)◦m ◦ (x3)◦n|n,m ≥ 0}.
In 1995, A. Blass [3] finds a normal form of the semiring N[x]/(x = 1 + x2). Clearly,
N[x]/(x = 1 + x2) = Rig[x|x = 1 ◦ x2]. We use Theorem 4.3 to find a Gro¨bner-Shirshov
basis and a normal form of this semiring which is different from [3].
Theorem 5.3 Let the ordering on Rig[x] be as in Theorem 5.1. Then kRig[x|x = 1 ◦
x2] = kRig[x|S] and S is a Gro¨bner-Shirshov basis in kRig[x], where S consists of the
following relations
1. 1 ◦ x2 = x,
2. x ◦ x4 = 1 ◦ x3,
3. x5 = 1 ◦ x4,
4. 1 ◦ x3 ◦ xn = xn (3 ≤ n ≤ 4)}.
Proof: Let us check all the possible compositions.
For 1 ∧ 1, the ambiguity w of all possible composition is: 1) 1 ◦ x2 ◦ x4
For 1 ∧ 2, the ambiguities w of all possible compositions are:
2) 1 ◦ x2 ◦ x5 3) x2 ◦ x4 ◦ x 4) x3 ◦ x ◦ x4 5)x6 ◦ x4 ◦ x
For 1 ∧ 3, the ambiguities w of all possible compositions are: 6) x3 ◦ x5 7) x7 ◦ x5
For 1 ∧ 4, the ambiguities w of all possible compositions are:
8) 1 ◦ x2 ◦ x5 ◦ xn+2 9) x ◦ x3 ◦ 1 ◦ xn 10) xn−2 ◦ xn ◦ 1 ◦ x3
11) x2 ◦ 1 ◦ x3 ◦ xn 12) x5 ◦ x3 ◦ 1 ◦ xn 13) xn+2 ◦ xn ◦ 1 ◦ x3
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where 3 ≤ n ≤ 4.
For 2 ∧ 2, the ambiguity w of all possible composition is: 14) x ◦ x4 ◦ x7
For 2 ∧ 3, the ambiguities w of all possible compositions are: 15) x2 ◦ x5 16) x8 ◦ x5
For 2 ∧ 4, the ambiguities w of all possible compositions are:
17) x ◦ x4 ◦ x7 ◦ xn+4 18) x ◦ x4 ◦ x4−n ◦ x7−n 19) x6 ◦ x3 ◦ 1 ◦ xn
20) xn+3 ◦ xn ◦ 1 ◦ x3 21) x ◦ x4 ◦ xn+1
where 3 ≤ n ≤ 4.
For 3 ∧ 3, there is no composition.
For 3 ∧ 4, the ambiguities w of all possible compositions are:
22) x8 ◦ xn+5 ◦ x5 23) x2 ◦ xn+2 ◦ x5 24) x5−n ◦ x8−n ◦ x5
where 3 ≤ n ≤ 4.
For 4 ∧ 4, the ambiguities w of all possible compositions are:
25) xn+m ◦ xm+3 ◦ xm ◦ x3 ◦ 1 26) xm−3 ◦ xm+n−3 ◦ xm ◦ x3 ◦ 1 27) x ◦ x4 ◦ x4 ◦ x3 ◦ 1
28) x6 ◦ xn+3 ◦ x3 ◦ 1 ◦ xm 29) x4 ◦ 1 ◦ x3 ◦ x3
where 3 ≤ n,m ≤ 4.
We have to check that all these compositions are trivial mod(S, w). Here, for example,
we just check 1), 4), 16), 21), 23), 25) and 27). Others are similarly proved.
For 1), let f = 1 ◦ x2 − x, g = 1 ◦ x2 − x. Then w = 1 ◦ x2 ◦ x4, and
(f, g)w = (1 ◦ x
2 − x) ◦ x4 − (1 ◦ x2 − x)x2 ◦ 1
= 1 ◦ x3 − x ◦ x4
≡ 0.
It follows that we have the relation 2.
For 4), let f = 1 ◦ x2 − x, g = x ◦ x4 − 1 ◦ x3. Then w = x3 ◦ x ◦ x4, and
(f, g)w = (1 ◦ x
2 − x)x ◦ x4 − (x ◦ x4 − 1 ◦ x3) ◦ x3
= 1 ◦ x3 ◦ x3 − x2 ◦ x4
≡ 1 ◦ x3 ◦ x3 − x3
≡ 0.
Then we have the relation 4 for n = 3.
For 21), there are two cases to consider.
Case 1. n = 3, let f = x ◦ x4 − 1 ◦ x3, g = 1 ◦ x3 ◦ x3 − x3. Then w = x ◦ x4 ◦ x4, and
(f, g)w = (x ◦ x
4 − 1 ◦ x3) ◦ x4 − (1 ◦ x3 ◦ x3 − x3)x
= x4 − 1 ◦ x3 ◦ x4
≡ 0.
Then we have the relation 4 for n = 4.
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Case 2. n = 4, let f = x ◦ x4 − 1 ◦ x3, g = 1 ◦ x3 ◦ x−x4. Then w = x ◦ x4 ◦ x5, and
(f, g)w = (x ◦ x
4 − 1 ◦ x3) ◦ x4 − (1 ◦ x3 ◦ x4 − x4)x
= x5 − 1 ◦ x3 ◦ x5
≡ x5 − 1 ◦ x4
≡ 0.
Then we have the relation 3.
For 16), let f = x ◦ x4 − 1 ◦ x3, g = x5 − 1 ◦ x4. Then w = x8 ◦ x5, and
(f, g)w = (x ◦ x
4 − 1 ◦ x3)x4 − (x5 − 1 ◦ x4) ◦ x8
= 1 ◦ x4 ◦ x8 − x4 ◦ x7
≡ 1 ◦ x4 ◦ x3 ◦ x7 − x4 ◦ x7
≡ x4 ◦ x7 − x4 ◦ x7
≡ 0.
For 23), let f = x5 − 1 ◦ x4, g = 1 ◦ x3 ◦ xn − xn. Then x2 ◦ xn+2 ◦ x5, and
(f, g)w = (x
5 − 1 ◦ x4) ◦ x2 ◦ xn+2 − (1 ◦ x3 ◦ xn − xn)x2
= xn+2 − 1 ◦ x4 ◦ x2 ◦ xn+2
≡ xn+2 − 1 ◦ x3 ◦ xn+2
There are two cases to consider.
Case 1. n = 3. We have
(f, g)w ≡ x
n+2 − 1 ◦ x3 ◦ xn+2
≡ x5 − 1 ◦ x3 ◦ x5
≡ 1 ◦ x4 − 1 ◦ x3 ◦ 1 ◦ x4
≡ 1 ◦ x4 − 1 ◦ x4
≡ 0.
Case 2. n = 4. We have
(f, g)w ≡ x
n+2 − 1 ◦ x3 ◦ xn+2
≡ x6 − 1 ◦ x3 ◦ x6
≡ x ◦ x5 − 1 ◦ x3 ◦ x ◦ x5
≡ x ◦ x5 − 1 ◦ x2 ◦ x5
≡ x ◦ x5 − x ◦ x5
≡ 0.
For 25), let f = 1◦x3 ◦xn−xn, g = 1◦x3 ◦xm−xm. Then w = xn+m◦xm+3 ◦xm ◦x3◦1,
and
(f, g)w = (1 ◦ x
3 ◦ xn − xn)xm ◦ 1 ◦ x3 − (1 ◦ x3 ◦ xm − xm) ◦ xn+m ◦ x3+m
= xm ◦ xn+m ◦ x3+m − xn+m ◦ 1 ◦ x3
≡ xmxn − 1 ◦ x3 ◦ xn+m
≡ xn+m − 1 ◦ x3 ◦ xn+m.
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There are three cases to consider.
Case 1. n = m = 3. We have
(f, g)w ≡ x
mxn − 1 ◦ x3 ◦ xn+m
≡ x6 − 1 ◦ x3 ◦ x6
≡ x ◦ x5 − 1 ◦ x3 ◦ x ◦ x5
≡ x ◦ x5 − 1 ◦ x2 ◦ x5
≡ x ◦ x5 − x ◦ x5
≡ 0.
Case 2. n = m = 4. We have
(f, g)w ≡ x
mxn − 1 ◦ x3 ◦ xn+m
≡ x8 − 1 ◦ x3 ◦ x8
≡ x3 ◦ x7 − 1 ◦ x3 ◦ x3 ◦ x7
≡ x3 ◦ x7 − x3 ◦ x7
≡ 0.
Case 3. n = 3, m = 4, or m = 3, n = 4. We have
(f, g)w ≡ x
mxn − 1 ◦ x3 ◦ xn+m
≡ x7 − 1 ◦ x3 ◦ x7
≡ x2 ◦ x6 − 1 ◦ x3 ◦ x2 ◦ x6
≡ x2 ◦ x6 − x3 ◦ x ◦ x6
≡ x2 ◦ x6 − x2 ◦ x6
≡ 0.
For 27), let f = 1 ◦ x3 ◦ x3 − x3, g = 1 ◦ x3 ◦ x4− x4. Then w = x ◦ x4 ◦ x4 ◦ x3 ◦ 1, and
(f, g)w = (1 ◦ x
3 ◦ x3 − x3)x ◦ 1 ◦ x3 − (1 ◦ x3 ◦ x4 − x4) ◦ x ◦ x4
= x4 ◦ x ◦ x4 − x4 ◦ 1 ◦ x3
≡ 1 ◦ x3 ◦ x4 − x4 ◦ 1 ◦ x3
≡ 0.
Therefore S is a Gro¨bner-Shirshov basis in kRig[x].
The above proof implies that kRig[x|x = 1 ◦ x2] = kRig[x|S].
We complete the proof. 
By Theorems 4.3 and 5.3, we have the following corollary.
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Corollary 5.4 A normal form of the semiring Rig[x|x = 1 ◦ x2] is the set
{(1◦n ◦ x◦m)xt, 1◦n ◦ x3, 1◦n ◦ (x4)◦m | n,m ≥ 0, 0 ≤ t ≤ 3}.
In order to compare an another normal form of the semiring Rig[x|x = 1 ◦ x2]
{1◦n ◦ x2 ◦ x4, 1◦n ◦ (x2)◦m, (x2)◦m ◦ (x4)◦t, 1◦n ◦ (x4)◦t | n,m, t ≥ 0}
given by A. Blass [3], we need the following lemma.
Lemma 5.5 Suppose that Γ,Σ are two subsets of the semiring Rig〈X〉 and ρ is a con-
gruence on Rig〈X〉. Suppose that Γ is a normal form of Rig〈X|ρ〉. If f : Γ → Σ is a
bijective mapping such that for any u ∈ Γ, f(u)ρ = uρ, then Σ is also a normal form of
Rig〈X|ρ〉.
Proof: For any u ∈ Rig〈X〉, since Γ is a normal form of the semiring Rig〈X|ρ〉, there is
uniquely v ∈ Γ, such that uρ = vρ. Hence uρ = f(v)ρ, where f(v) ∈ Σ.
For any two different u, v ∈ Σ, if uρ = vρ, then f−1(u)ρ = f−1(v)ρ and hence f−1(u) 6=
f−1(v), a contradiction. This shows that Σ is a normal form of the semiring Rig〈X|ρ〉. 
Corollary 5.6 ([3]) A normal form of the semiring Rig[x|x = 1 ◦ x2] is the set
{1◦n ◦ x2 ◦ x4, 1◦n ◦ (x2)◦m, (x2)◦m ◦ (x4)◦t, 1◦n ◦ (x4)◦t | n,m, t ≥ 0}.
Proof: We denote
Γ = {(1◦n ◦ x◦m)xt, 1◦n ◦ x3, 1◦n ◦ (x4)◦m | n,m ≥ 0, 0 ≤ t ≤ 3},
Σ = {1◦n ◦ x2 ◦ x4, 1◦n ◦ (x2)◦m, (x2)◦m ◦ (x4)◦t, 1◦n ◦ (x4)◦t | n,m, t ≥ 0}
and ρ the congruence on Rig[x] generated by {x = 1 ◦ x2}.
Define
f : Γ→ Σ,
1◦n ◦ x◦m 7→ 1◦(n+m) ◦ (x2)◦m,
(1◦n ◦ x◦m)x 7→ 1◦n ◦ (x2)◦(n+m),
(1◦n ◦ x◦m)x2 7→ (x2)◦(n+m) ◦ (x4)◦m,
(1◦n ◦ x◦m)x3 7→ (x2)◦n ◦ (x4)◦(n+m),
1◦n ◦ x3 7→ 1◦n ◦ x2 ◦ x4,
1◦n ◦ (x4)◦m 7→ 1◦n ◦ (x4)◦m.
Then f is a bijective mapping and for any u ∈ Γ, f(u)ρ = uρ since f(u) is obtained by u
replacing x, x3 for 1 ◦ x2, x2 ◦ x4 respectively.
Now the result follows from Corollary 5.4 and Lemma 5.5. 
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Let X be a well ordered set, Z the integer ring and Z〈X〉 the semigroup ring over Z. It
is easy to see that (Z〈X〉, ◦, ·) is a semiring with the operations f ◦g := f+g, f ·g := f×g,
where f, g are polynomials in Z〈X〉. Now, we represent the semiring Z〈X〉 by generators
and defining relations.
Let X−1 = {x−1|x ∈ X}. We define a monomial ordering on Rig〈X ∪X−1 ∪ 1−1〉 first.
For any x, y ∈ X , we define x−1 > x > y−1 > y if x > y and x > 1−1 > 1. Then we
define the inverse deg-lex ordering  on {X ∪X−1 ∪ 1−1}∗.
For any u ∈ Rig〈X ∪X−1 ∪ 1−1〉, u can be uniquely expressed as u = u1 ◦ u2 ◦ · · · ◦ un,
where u1, u2, . . . , un ∈ {X ∪X
−1 ∪ 1−1}∗ and u1  u2  . . .  un. Denote
wt(u) = (deg(u), n, u1, u2, . . . , un).
We order Rig〈X ∪X−1 ∪ 1−1〉 as follows: for any u, v ∈ Rig〈X ∪X−1 ∪ 1−1〉,
u > v ⇐⇒ wt(u) > wt(v) lexicographically.
Then, it is clear that > on Rig〈X ∪X−1 ∪ 1−1〉 is a monomial ordering.
Theorem 5.7 Let the ordering be as above. Then Z〈X〉 ∼= Rig〈X ∪ X−1 ∪ 1−1|S〉 as
semirings and a Gro¨bner-Shirshov basis S in kRig〈X∪X−1∪1−1〉 consists of the following
relations:
1. x ◦ x−1 = θ,
2. 1 ◦ 1−1 = θ,
3. x−1y−1 = xy,
4. xy−1 = x−1y,
5. xǫ1−1 = x−ǫ,
6. 1−1xǫ = x−ǫ,
where x, y ∈ X, ǫ = ±1. As a result, a normal form of the semiring Rig〈X∪X−1∪1−1 |S〉
is the set
Irr(S) = {xǫ111x12 · · ·x1n1 ◦ x
ǫ2
21x22 · · ·x2n2 ◦ · · · ◦ x
ǫm
m1xm2 · · ·xmnm
| xij ∈ X,m ≥ 0, ǫi = ±1, ni ≥ 0, i = 1, . . . , m},
where xǫ1i1xi2 · · ·xini = 1
ǫ1 if ni = 0.
Proof: It is easy to see that
σ : Z〈X〉 → Rig〈X ∪X−1 ∪ 1−1|S〉, ǫxi1xi2 · · ·xit 7→ x
ǫ
i1xi2 · · ·xit, 0 7→ θ
is a semiring isomorphism, where ǫ = ±1. Since Irr(S) = σ(Z〈X〉), Irr(S) is a k-basis
of kRig〈X ∪ X−1 ∪ 1−1 |S〉. Therefore, by using Theorem 3.4, S is a Gro¨bner-Shirshov
basis in kRig〈X ∪X−1 ∪ 1−1〉. 
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Let (N, ◦, ·) be the natural numbers semiring, where for any n,m ∈ N, n ◦ m :=
n +m, n ·m := n×m. Then (N, ◦, ·) = Rig[x | x = 1]. For any congruence ρ on N, we
have N/ρ = Rig[x | x = 1, ρ]. Let the ordering on Rig[x] be defined as in Theorem 5.1.
By Shirshov algorithm, we are able to find a Gro¨bner-Shirshov basis {x = 1, ρ}comp for
the set {x = 1, ρ}. Suppose {x = 1}∪S = {x = 1, ρ}comp. Then by Theorem 4.4, we may
assume that {x = 1} ∪ S is the reduced Gro¨bner-Shirshov basis. Since {x = 1} ∪ S is
minimal, each element in S has the form 1◦n = 1◦m, n > m ∈ N and S contains only one
element, say, 1◦n = 1◦m, n > m ∈ N. It follows that the congruence ρ on N is generated
by one element (n,m).
Thus, we have the following corollary.
Corollary 5.8 Each congruence on the semiring N is generated by one element. In
particular, N is Noetherian.
For a commutative algebra k[X|S] with |X| < ∞, it is well known that a reduced
Gro¨bner-Shirshov basis of k[X|S] must be finite. It is also well known that if the ring R
is Noetherian then so is the polynomial ring R[X ] if |X| <∞. However, it is not the case
for the semiring N[x].
Example 5.9 Considering the semiring N[x]/(x+ 1 = x) = Rig[x| x ◦ 1 = x], it is easy
to have that kRig[x| x◦1 = x] = kRig[x|S] where S = {xn ◦1 = xn| n ≥ 1} is the reduced
Gro¨bner-Shirshov basis in kRig[x] with the ordering in Theorem 5.1.
Now, we construct an ascending chain of ideals in kRig[x] as follows.
I1 ⊆ I2 ⊆ . . . ⊆ In ⊆ . . .
where In = Id(x ◦ 1, x
2 ◦ 1, . . . , xn ◦ 1).
For any n ≥ 1, xn+1 ◦ 1 6∈ In. Otherwise, there exist n ≥ i ≥ 1, a, b ∈ [x], u ∈ Rig[x]
such that xn+1 ◦ 1 = a(xi ◦ 1)b ◦ u. This is a contradiction because S is a minimal
Gro¨bner-Shirshov basis in kRig[x]. Hence
I1 ( I2 ( . . . ( In ( . . . .
Let us define congruence relation ρn on N[x] generated by the set
{(xi ◦ 1, x ◦ 1), 2 ≤ i ≤ n}.
Since (xn+1 ◦ 1, x ◦ 1) 6∈ ρn, we have an infinite ascending chain of congruences
ρ1 ( ρ2 ( . . . ( ρn ( . . . .
Thus, we have the following corollary.
Corollary 5.10 N[x] is not Noetherian.
Acknowledgement: We are grateful to Marcelo Fiore who took our attention to his and
T. Leinster’s paper [29].
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