Introduction
Our objective is to develop efficient parallel algorithms for reactive transport equations, which appear in problems related to the numerical simulation of geological CO 2 storage. We present in this paper a new class of Schwarz waveform relaxation (SWR) algorithms with nonlinear transmission conditions for the model problem of semilinear reaction diffusion equations. These methods are based on the partition of the spatial domain into smaller sub-domains, and then on the approximation of the restriction of the solution to each subdomain. Transmission conditions at the interfaces must be defined in order to couple the problems between sub-domains. In the case of linear advectionreaction-diffusion equations, different types of transmission conditions were considered in Japhet et al. [1998] and in Martin [2005] , in dimensions 1 and 2, and partially or numerically optimized. The optimization problem was then solved for Robin transmission conditions in Gander and Halpern [2007] , and for higher order conditions in Bennequin et al. [2009] . We are interested here in nonlinear problems and develop for the first time associated non-linear algorithms. After introducing our problem in section 2, we define in section 3 a Schwarz waveform relaxation algorithm together with the different types of transmission conditions that we consider: Robin, second order and nonlinear transmission conditions. The nonlinear conditions are based on best approximation problems for the linearized equation and provide an efficient algorithm. Section 4 is devoted to the numerical implementation of the iterative algorithm and finally, in section 5, we present numerical results that illustrate the performance of our new algorithms.
Problem description
We consider the semilinear reaction diffusion equation in two dimensions
where T > 0 and the diffusion coefficient ν is a strictly positive constant. Let us suppose that u 0 ∈ H 2 (R 2 ) and f ∈ C 2 (R) are given and that f satisfies
and u |t=0 = u 0 , where (·, ·) denotes the inner product in L 2 (R 2 ). Let us recall the following result concerning the well-posedness of the Cauchy problem (1)-(2) (for the proof, see for instance Cazenave and Haraux [1998] ):
The Schwarz waveform relaxation algorithm
We decompose the domain R 2 into two sub-domains Ω 1 = (−∞, 0) × R and Ω 2 = (0, +∞) × R. We denote by Γ := {0} × R the common boundary of Ω 1 and Ω 2 and by n 1 = (1, 0) and n 2 = (−1, 0) respectively the unit outward normals to Ω 1 and Ω 2 at Γ. We introduce the following non-overlapping Schwarz waveform relaxation algorithm to approximate the solution of problem (1)-(2). If after step k of the algorithm the pair (u ) by solving both problems
for i = 1, j = 2 and i = 2, j = 1, where B 1 and B 2 are differential operators to be defined below. To initialize the algorithm, an initial guess (g b 0 1 , g b 0 2 ) must be given: at step 0 of the algorithm we solve then both problems (3), i = 1, 2, with transmission conditions replaced respectively by conditions
It is well known that the solution of (1)-(2) as well as its normal derivative must be continuous across Γ. The issue is then to define algorithms which converge rapidly to the solution of this problem in the global domain. For the linear reaction-diffusion equation, the transparent boundary condition at the boundary Γ is obtained through a Fourier transform in time and in transverse direction y (see Gander and Halpern [2007] and Bennequin et al. [2009] ). A good approximation of the Fourier symbol can be obtained using Robin or second order, so called Ventcel, transmission conditions.
Non-overlapping algorithms of order zero and two
The non-overlapping Schwarz waveform relaxation algorithm of order zero is obtained by performing a zeroth order polynomial approximation of the Fourier symbol of the transparent boundary condition over Γ , which leads to Robin transmission conditions defined by
The non-overlapping Schwarz waveform relaxation algorithm of order 2 is obtained by performing a first order polynomial approximation of the Fourier symbol of the transparent boundary condition over Γ , which leads to the second order (or Ventcel) transmission conditions
3.2 Well-posedness and convergence
By using a priori estimates in appropriate spaces and the Gronwall lemma, we can extend the results of Gander and Halpern [2007] and Bennequin et al. [2009] for the linear advection-reaction-diffusion equation to the nonlinear case. We obtain the following theorem concerning the wellposedness of the initial and boundary value problems in the sub-domains, and the convergence of the algorithm.
, p > 0 and q ≥ 0 be given. Then 1. There exists T > T > 0 such that algorithm (3), initialized with (4), and with the transmission operators defined by (6) (or by (5) if q = 0), defines a unique sequence of iterates (u
Discretization
We discretize the sub-domain problems by finite elements in space and a finite difference in time, implicit for the linear part and explicit for the nonlinear term. We describe here the numerical method. We are interested in the boundary value problem
for a given function g defined on Γ × (0, T ). We consider V h , a finite dimensional subspace of H 1 (Ω i ) of finite P 1 elements, and a basis Φ 1 , . . . , Φ M of V h , N 1 , . . . , N M being the mesh points. We search an approximate solution
where (·, ·) is the inner product in L 2 (Ω i ), and (·, ·) Γ is the inner product in L 2 (Γ ). We denote by t n = n∆t the time grid points, and let u n := u
at time t n is given, the solution U n+1 at time t n+1 is computed by solving the algebraic system
where the mass and stiffness matrices are M i,j = (φ j , φ i ), K i,j = (∇φ j , ∇φ i ), and on the boundary
. Diag p and Diag q are the diagonal matrices diag(p, . . . , p) and diag(q, . . . , q), and we set
Nonlinear transmission conditions
The linear Robin and second order transmission conditions defined by the operators (5) and (6) 
in the case of Robin transmission conditions (see Gander and Halpern [2007] ), and
in the case of second order transmission conditions (see Bennequin et al. [2009] ). Such an explicit analysis seems difficult for a nonlinear equation, since on the one hand the equation satisfied by the errors is not the same, and on the other hand we do not know the Fourier transform of the nonlinear term f (u). However, the equation satisfied by the errors e
and a linearization at the solution u gives
This motivates our choice of nonlinear transmission conditions, where we replace b by f ′ (u), in the formulas (8) for Robin, and (9) for second order transmission conditions. Considering nonlinear transmission conditions leads to the discretization of the boundary value problem (7), where in the linear operators (5) and (6), the constants p and (p, q) are replaced by non linear
. In this case the diagonal matrices Diag p and Diag q are replaced by the timedependent matrices
Implementation of the iterative algorithm
One step of the iterative Schwarz waveform relaxation algorithm consists in solving both initial boundary value problems in each sub-domain and in defining the new boundary conditions for the next step. We must then discretize the operator (u
To do so, we remark that, if at step k of the algorithm, the transmission conditions are defined by
i = 1, 2, (with the possibility to take into account constant functions p(u) and q(u) or q(u) = 0), at step k + 1, the transmission conditions are defined by (10), with
with i = 1, j = 2 or i = 2, j = 1. Rewriting the transmission condition in this way has the advantage that no normal derivative has to be computed (cf. Gander et al. [2002] for further details on this kind of technique). We discretize then the boundary condition g k i using the discretizations of the corresponding terms defined in the previous paragraphs.
Numerical results
In this section, the spatial domain is the square Ω = (−1, 1) × (0, 2), which is decomposed into two sub-domains Ω 1 = (−1, 0)×(0, 2) and Ω 2 = (0, 1)×(0, 2). The nonlinear function that we test here is the function f (u) = 10(exp(u)−1). We compare in the next figures the results obtained with the linear and nonlinear Robin and second order transmission conditions described in the previous sections. The figures represent the error between the domain decomposition solution obtained after a fixed number of iterations, and the so-called monodomain solution, which corresponds to the numerical solution computed in the global domain Ω, by using the same numerical method. The boundary conditions at the boundary ∂Ω are of Dirichlet type. We consider three spatial meshes, corresponding to the values of h = 0.125, h = 0.0625 and h = 0.03125 and two values for the diffusion coefficient ν, ν = 0.1 and ν = 1. The time step ∆t is such that ∆t = h. The time interval is [0, 1] .
In Figure 1 , we compare, in the case ν = 0.1, the results obtained with the nonlinear Robin conditions, the nonlinear second order conditions and the linear Robin conditions where the parameter p corresponds to the optimal parameter for the heat equation. These results validate the use of the nonlinear parameters. The use of nonlinear second order conditions gives better results than both linear and nonlinear Robin conditions: the convergence speed of the algorithm with second order transmission conditions is higher than the convergence speed of the algorithm with Robin transmission conditions. This result was also expected, since the second order conditions correspond to a higher order approximation of the transparent boundary condition on Γ . We obtained the same qualitative results with other nonlinear functions such as f (u) = u 3 , f (u) = u 5 and other functions with a polynomial behavior.
A simple model in geological CO 2 storage modeling
We present here a very simple model of a reactive system which can appear in the framework of geological CO 2 storage modeling. We consider a reactive chemical system with two types of materials, evolving according to the equation
The nonlinear function f depends on the space variables, describing a heterogeneous distribution of the materials in the spatial domain. Both materials 
The positive constants k 1 and k 2 represent the reaction speeds of material 1 and 2, and the surface functions S i describe the spatial distribution of the material i, i = 1, 2.
In the test below, we considered k 1 = 5, u eq 1 = 1, k 2 = 3, u eq 2 = 0, S 1 (x, y) = sin( 
