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Abstract
In this paper we focus on the linear algebra theory behind feedforward (FNN)
and recurrent (RNN) neural networks. We review backward propagation, including
backward propagation through time (BPTT). Also, we obtain a new exact expression
for Hessian, which represents second order effects. We show that for t time steps the
weight gradient can be expressed as a rank-t matrix, while the weight Hessian is as a
sum of t2 Kronecker products of rank-1 and WTAW matrices, for some matrix A and
weight matrix W . Also, we show that for a mini-batch of size r, the weight update
can be expressed as a rank-rt matrix. Finally, we briefly comment on the eigenvalues
of the Hessian matrix.
1 Introduction
The concept of neural networks has originated in the study of human behavior and per-
ception in the 1940s and 1950s [18, 29, 36]. Different types of neural networks, such as
Hopfield, Jordan and and Elman networks, have been developed and successfully adapted
for approximating complex functions and recognizing patterns in the 1970s and 1980s
[14, 20, 24, 44].
More recently, a wide variety of neural networks has been developed, including convo-
lutional (CNNs) and recurrent long short-term memory (LSTMs). These networks have
been applied and were able to achieve incredible results in image and video classification
[25, 42, 43], natural language and speech processing [12, 17, 30, 39], as well as many other
fields. These new results were made possible by a vast amount of available data, more
flexible and scalable software frameworks [1, 8, 9, 11, 23, 40] and the computational power
provided by the GPUs and other parallel computing platforms [16, 39, 46, 47].
A neural network is a function Φ : RN → RM , where N and M is the number of inputs
and outputs to the network. It is usually expressed through a repeated composition of
affine (linear + constant) functions Λ : Rn → Rm of the form
y = Wx+ b (1)
1
ar
X
iv
:1
70
9.
06
08
0v
1 
 [c
s.L
G]
  1
6 S
ep
 20
17
and non-linear functions f : Rm → Rm of the form
z = f(y) (2)
where weight matrix W ∈ Rm×n, input vector x ∈ Rn, while bias, intermediate and output
vectors b, y and z ∈ Rm, respectively. The function f(.) is typically a component-wise
application of a monotonic non-decreasing function f : R → R, such as logistic (sigmoid)
f(y) = 1
1+e−y , rectified linear unit (ReLU) f(y) = max(0, y) or softplus f(y) = ln(1 + e
y),
which is a smooth approximation of ReLU [31, 15].
A neural network can also be thought of as a composition of neurons, which add the
weighted input signals xj with bias b and pass the intermediate result through a threshold
activation function f(.) to obtain an output z, as shown on Fig. 1. These single neurons
can be further organized into layers, such as the fully connected layer shown in Fig. 2.
If the layers are stacked together, with at least one hidden layer that does not directly
produce a final output, we refer to this network as a deep neural network [5, 37].
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Fig. 1: A Single Neuron
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Fig. 2: A Single Fully Connected Layer
The connections between neurons and layers determine the type of a neural network.
In particular, in this paper we will work with feedforward (FNNs) and recursive (RNNs)
neural networks with fully connected layers [19, 27, 34]. We point out that in general CNNs
can be expressed as FNNs [10, 26, 28].
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The weights wij associated with a neural network can be viewed as coefficients of the
function Φ defined by it. In pattern recognition we often would like to find these coefficients,
such that the function Φ approximates a training data set D according to a loss function L
in the best possible way. The expectation is that when a new previously unknown input is
presented to the neural network it will then be able to approximate it reasonably well. The
process of finding the coefficients of Φ is called training, while the process of approximating
a previously unknown input is called inference [4, 16].
The data set D is composed of data samples {(x∗, z∗)}, which are pairs of known inputs
x∗ ∈ RN and outputs z∗ ∈ RM . These pairs are often ordered and further partitioned into
q disjoint mini-batches {(X∗, Z∗)}, so that X∗ ∈ RN×r and Z∗ ∈ RM×r. We assume that
the total number of pairs is qr, otherwise the last batch is padded. Also, we do not consider
the problem of splitting data into training, validation and test partitions, that are designed
to prevent over-fitting and validate the results. We assume this has already been done,
and we are already working with the training data set.
The choice of the loss function L often depends on a particular application. In this
paper we will assume that it has the following form
L = 1
q
q∑
p=1
Ep(X) = 1
q
q∑
p=1
1
r
||Z∗p − Z(l)p ||2F (3)
where Z∗ is the correct and Z(l) is the obtained output for a given input X∗, while ||.||F
denotes the Frobenius norm.
In order to find the coefficients of Φ we must find
arg min
wij
L (4)
Notice that we are not trying to find weights wij and bias bi that result in a minimum for
a particular data point, but rather on “average” across the entire training data set. In the
next sections we will choose to work with scaled loss 12L to simplify the formulas.
The process of adjusting the weights of the neural network to find the minimum of (4)
is called learning. In particular, when making updates to the weights based on a single
data sample r = 1 it is called online, on several data samples r, q > 1 it is called mini-batch,
and on all available data samples q = 1 it is called batch learning.
In practice, due to large amounts of data, the weight updates are often made based
on partial information obtained from individual components Ep of the loss function L.
Notice that in this case we are essentially minimizing a function Ep across multiple inputs,
and we can interpret this process as a form of stochastic optimization. We note that the
optimization process makes a pass over the entire data set p = 1, ..., q making updates to
weights wij before proceeding to the next iteration. In this context, a pass over the training
data set is called an epoch.
There are many optimization algorithms with different tradeoffs that can find the min-
imum of the problem (4). Some rely only on function evaluations, many take advantage
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of the gradient Gw, while others require knowledge of second-order effects using Hessian
Hw or its approximation [7, 32, 41]. The most popular approaches for this problem are
currently based on variations of stochastic gradient descent (SGD) method, which relies
exclusively on function evaluations and gradients [6, 13, 33, 35].
These methods require an evaluation of the partial derivatives of the loss function L or
its components E with respect to weights wij (for simplicity we have dropped the subscript
p in Ep). However, notice that the function Φ specifying the neural network is not given
explicitly and is typically only defined through a composition of affine Λ and non-linear f
functions. In the next sections we will discuss the process for evaluating Φ called forward
propagation and the derivatives of E called backward propagation [2, 38, 44, 45].
2 Contributions
In this paper we focus on the linear algebra theory behind the neural networks, that often
generalizes across many of their types. First, we briefly review backward propagation,
obtaining an expression for the weight gradient at level k as a rank-1 matrix
G(k)w = v
(k)z(k−1)
T
(5)
for FNNs and rank-t matrix
G(k,t)w =
t∑
s=1
v(k,t,s)z(k−1,s)
T
(6)
for RNNs at time step t. Here, the yet to be specified vector v is related to ∂E/∂yi, while
vector z is the input to the current layer of the neural network. Therefore, we conclude
that for a mini-batch of size r, the weight update can be expressed as a rank-rt matrix.
Then, we obtain a new exact expression for the weight Hessian, as a Kronecker product1
H(k)w = C
(k) ⊗
(
z(k−1)z(k−1)
T
)
(7)
for FNNs, and as a sum of Kronecker products
H(k,t)w =
t∑
s=1
t∑
ζ=1
C(k,t,s,ζ) ⊗
(
z(k−1,s)z(k−1,ζ)
T
)
(8)
for RNNs at time step t. Here, the yet to be specified matrix C is related to ∂2E/∂y(k)i ∂y(k)j
and will be shown to have the form W TAW , for some matrix A and weight matrix W .
1 The Kronecker product for m × n matrix A and p × q matrix B is defined as a mp × nq matrix
A⊗B =
a11B ... a1nB... . . . ...
am1B ... amnB
.
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Also, we show that expression for Hessian can be further simplified for ReLU activation
function f(y) = max(0, y) by taking advantage of the fact that f ′′(y) = 0 for y 6= 0.
Finally, using the fact that Kronecker products (7) and (8) involve a rank-1 matrix,
we will show that the eigenvalues λ of mn ×mn Hessian matrix can be expressed as and
related to
λ(H) =
{
0, ||z(k−1,s)||22λ(C)
}
(9)
for FNNs and RNNs, respectively. Therefore, we can determine whether Hessian is positive,
negative or indefinite by looking only at the eigenvalues of m×m matrix C.
3 Feedforward Neural Network (FNN)
The feedforward neural network consists of a set of stacked fully connected layers. The
layers are defined by their matrix of weights W (k) and vector of bias b(k). They accept an
input vector z(k−1) and produce an output vector z(k) for k = 1, ..., l, with the last vector
z(l) being the output of the entire neural network, as shown in Fig. 3.
In some cases the neural network can be simplified to have sparse connections, resulting
in a sparse matrix of weights W (k). However, the connections between layers are always
such that the data flow graph is a directed acyclic graph (DAG).
x∗1
x∗N
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. . .
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Input z(0) = x∗
z
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1
z
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n
z
(k)
1
z
(k)
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...
...
z(k) = f(W (k)z(k−1) + b(k))
. . .
. . .
z
(l)
1
z
(l)
M
...
Output z(l)
Fig. 3: A Sample Feedforward Neural Network (FNN) with k = 1, ..., l Levels
3.1 Forward Propagation
Let us assume that we are given an input x∗, then we can compute an output of the neural
network z(l) by repeated applications of the formula
z(k) = f(y(k)) (10)
y(k) = W (k)z(k−1) + b(k) (11)
for k = 1, ..., l where z(0) = x∗. This process is called forward propagation.
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3.2 Backward Propagation
Let us assume that we have a data sample (x∗, z∗) from the training data set D, as we
have discussed in the introduction. Notice that using forward propagation we may also
compute the actual output z(l) and the error (associated with scaled loss 12L)
E = 1
2
||z∗ − z(l)||22 (12)
with generalization from online with r = 1 to mini-batch and batch learning with r > 1
being trivial.
We would like to find the solution for the optimization problem (4) by adjusting the
weights wij and bias bi on each layer of the network based on individual components E of
the loss function L. The process of updating the weights and bias can be written as
W (k) − α∆W (k) (13)
b(k) − α∆b(k) (14)
where α is some constant, often referred to as the learning rate.
It is natural to express these weight ∆W (k) and bias ∆b(k) updates based on
∂E
∂w
(k)
ij
and
∂E
∂b
(k)
i
(15)
that indicate the direction where the total effect of the weights and bias on the loss function
component is the largest, respectively.
Lemma 1. Let the feedforward neural network be defined in (10) and (11), and the loss
function component in (12). Then, the gradient of the weights and bias can be written as
G(k)w = v
(k)z(k−1)
T
(rank-1 matrix) (16)
G
(k)
b = v
(k) (17)
where G
(k)
w = [∂E/∂w(k)ij ] is m× n matrix, G(k)b = [∂E/∂b(k)i ] is m× 1 vector, with
v(l) = −(z∗ − z(l)) ◦ f ′(y(l)) (18)
v(k−1) = (W (k)
T
v(k)) ◦ f ′(y(k−1)) (19)
for k = l, ..., 2, where ◦ is Hadamard (component-wise) product and f ′(.) = [f ′(.), ..., f ′(.)]T .
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Proof. Notice that taking partial derivative of the loss function component-wise with re-
spect to weight we can write
∂E
∂w
(k)
ij
=
(
∂E
∂z
(k)
i
)(
∂z
(k)
i
∂y
(k)
i
)(
∂y
(k)
i
∂w
(k)
ij
)
(20)
=
(
∂E
∂z
(k)
i
)
f ′(y(k)i )z
(k−1)
j (21)
= v
(k)
i z
(k−1)
j (22)
where f ′ denotes a simple ordinary derivative df/dy and v(k)i =
(
∂E
∂z
(k)
i
)
f ′(y(k)i ).
Also, notice that for the output layer k = l, using (12), we have
∂E
∂z
(l)
i
= −(z∗i − z(l)i ) (23)
while for the hidden layers, using chain rule, we have
∂E
∂z
(k−1)
i
=
n∑
j=1
(
∂E
∂z
(k)
j
)
f ′(y(k)j )w
(k)
ji (24)
=
n∑
j=1
v
(k)
j w
(k)
ji (25)
Finally, assembling the indices i and j into a vector and matrix form we obtain the expres-
sion for G
(k)
w . The derivation for G
(k)
b is analogous, with
∂y
(k)
i
∂b
(k)
i
= 1 in (20).
Notice that the computation of the auxiliary vector v(k) in (18) - (19) represents the
propagation of the error (12) from the output layer l through the hidden network layers
k = l − 1, ..., 2. Therefore, this process is often called backward propagation.
Corollary 1. Let the feedforward neural network be defined in (10) and (11), and the loss
function in (3). Then, for mini-batch of size r the weight update based on the gradient G
(k)
w
in (16) can be expressed as rank-r matrix
∆W (k) = V (k)Z(k−1)
T
(26)
where V (k) = [v
(k)
1 , ..., v
(k)
r ] and Z(k) = [z
(k)
1 , ..., z
(k)
r ] for r data pairs.
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3.3 Hessian and Second Order Effects
We can also incorporate second order effects based on
∂
∂w
(k)
gh
{
∂E
∂w
(k)
ij
}
and
∂
∂b
(k)
g
{
∂E
∂b
(k)
i
}
(27)
into the optimization process for updating the weights by looking at the expression for
Hessian of the neural network.
Theorem 1. Let the feedforward neural network be defined in (10) and (11), and the loss
function component in (12). Then, Hessian of weight and bias can be written as
H(k)w =
(
C(k) ◦ F (k) +D(k)
)
⊗
(
z(k−1)z(k−1)
T
)
(28)
H
(k)
b = C
(k) ◦ F (k) +D(k) (29)
where H
(k)
w = [∂/∂w
(k)
gh {∂E/∂w(k)ij }] is (mn)× (mn) matrix, H(k)b = [∂/∂b(k)g {∂E/∂b(k)i }] is
m×m matrix, with
F (k) = f ′(y(k))f ′(y(k))T (rank-1 matrix) (30)
D(k) = diag(v(k)) (diagonal matrix) (31)
C(l) = I ◦ F (l) (diagonal matrix) (32)
C(k−1) = W (k)
T
(
C(k) ◦ F (k) +D(k)
)
W (k) (33)
where I is m×m identity matrix and vectors
v(l) = −(z∗ − z(l)) ◦ f ′′(y(l)) (34)
v(k−1) = (W (k)
T
v(k)) ◦ f ′′(y(k−1)) (35)
for k = l, ..., 2, where ◦ is Hadamard (component-wise) and ⊗ is Kronecker matrix product,
while vectors f ′(.) = [f ′(.), ..., f ′(.)]T and f ′′(.) = [f ′′(.), ..., f ′′(.)]T .
Proof. Notice that using (21) the second derivative with respect to weight is
∂
∂w
(k)
gh
{
∂E
∂w
(k)
ij
}
=
∂
∂w
(k)
gh
{(
∂E
∂z
(k)
i
)
f ′(y(k)i )z
(k−1)
j
}
(36)
=
∂
∂z
(k)
g
{(
∂E
∂z
(k)
i
)
f ′(y(k)i )
}
f ′(y(k)g )z
(k−1)
h z
(k−1)
j (37)
=
[
∂
∂z
(k)
g
{
∂E
∂z
(k)
i
}
f ′(y(k)g )f
′(y(k)i ) +
(
∂E
∂z
(k)
i
)
f ′′(y(k)i )δgi
]
z
(k−1)
h z
(k−1)
j
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where we have taken advantage of the fact that
∂
∂z
(k)
g
{
f ′(y(k)i )
}
f ′(y(k)g ) =
∂
∂y
(k)
g
{
f ′(y(k)i )
}
= f ′′(y(k)i )δgi (38)
and previous level output z
(k−1)
j does not depend on the current level weight w
(k)
gh and
therefore is treated as a constant, while δgi is Kronecker delta
2.
Let us now find an expression for the first term in (37). Notice that using (23) at the
output layer k = l we have
∂
∂z
(l)
g
{
∂E
∂z
(l)
i
}
=
∂
∂z
(l)
g
{
−(z∗i − z(l)i )
}
= δgi (39)
while using (24) at the hidden layers we may write
∂
∂z
(k−1)
g
{
∂E
∂z
(k−1)
i
}
=
∂
∂z
(k−1)
g

n∑
j=1
(
∂E
∂z
(k)
j
)
f ′(y(k)j )w
(k)
ji
 (40)
=
n∑
h=1
n∑
j=1
∂
∂z
(k)
h
{(
∂E
∂z
(k)
j
)
f ′(y(k)j )
}
f ′(y(k)h )w
(k)
hg w
(k)
ji (41)
=
n∑
h=1
n∑
j=1
[
∂
∂z
(k)
h
{
∂E
∂z
(k)
j
}
f ′(y(k)j )f
′(y(k)h ) +
(
∂E
∂z
(k)
j
)
f ′′(y(k)j )δhj
]
w
(k)
hg w
(k)
ji
where we have used (38) and the fact that the current level weight w
(k)
ji does not depend
on the previous level output z
(k−1)
g and therefore is treated as a constant.
We may conclude the proof by noticing the following two results. First, a matrix with
block elements C(zhzj) for h, j = 1, ..., n can be expressed as Kronecker product (zz
T )⊗C,
which under a permutation is equivalent to C ⊗ (zzT ). Second, a matrix C = W TAW has
elements cgi =
∑
h
∑
j ahjwjiwhg. The former and latter results can be used to write (37)
and (41) in the matrix form, respectively.
Finally, the derivation for H
(k)
b is analogous, with
∂y
(k)
g
∂b
(k)
g
= 1 in (37).
Notice that using (39) we may drop the double sum at level l − 1 and write
∂
∂z
(l−1)
g
{
∂E
∂z
(l−1)
i
}
=
n∑
j=1
[
∂
∂z
(l)
j
{
∂E
∂z
(l)
j
}
f ′(y(l)j )
2 +
(
∂E
∂z
(l)
j
)
f ′′(y(l)j )
]
w
(l)
ji w
(l)
jg (42)
2 Kronecker delta δgi =
{
1 if g = i
0 otherwise
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which matches the expression obtained for a single hidden layer in [3]. However, we may not
drop the double sum at an arbitrary layer k 6= l, because in general the term ∂
∂z
(k)
h
{
∂E
∂z
(k)
j
}
may be nonzero even when h 6= j.
Finally, notice that to compute Hessian we once again need to perform backward prop-
agation for both vector v(k) in (34) - (35) and matrix C(k) in (32) - (33).
Corollary 2. Suppose that we are using piecewise continuous ReLU activation function
f(y) = max(0, y) in Theorem 1. Notice that its first derivative f ′(y) = 1 if y > 0, f ′(y) = 0
if y < 0, and f ′(y) is undefined if y = 0. Also, its second derivative f ′′(y) = 0 for ∀y 6= 0.
Then, for ∀y(k)i 6= 0 Hessian of weights can be written as
H(k)w = C˜
(k) ⊗
(
z(k−1)z(k−1)
T
)
(43)
C˜(k−1) = W (k)
T
C˜(k)W (k) ◦ F (k−1) (44)
with C˜(l) = I ◦ F (l) and binary matrix F (k) = f ′(y(k))f ′(y(k))T for k = l, ..., 2.
Notice that the eigenvalues of Kronecker product of two square m × m and n × n
matrices are
λq(A⊗B) = λi(A)λj(B) (45)
for i = 1, ...,m, j = 1, ..., n and q = 1, ...,mn, see Theorem 4.2.12 in [22]. Therefore, the
eigenvalues of the Hessian matrix can be expressed as
λq(H
(k)
w ) =
{
0, ||z(k−1)||22λi(C˜(k))
}
(46)
with λq(H
(k)
w ) = 0 eigenvalue multiplicity being (n− 1)m.
4 Recurrent Neural Network (RNN)
The recurrent neural network consists of a set of stacked fully connected layers, where
neurons can receive feedback from other neurons at the previous, same and next layer at
earlier time steps. However, in this paper for simplicity we will assume that the feedback
is received only from the same level at earlier time steps, as shown in Fig. 4.
Therefore, the layers are defined by their matrix of weights W (k), matrix of feedback
U (k) and vector of bias b(k). They accept an input vector z(k−1,s) from the previous level
k− 1 and the hidden state vector z(k,s−1) from the previous s− 1 time step. They produce
an output vector z(k,s) for layers k = 1, ..., l and time steps s = 1, ..., τ . The output of the
entire neural network is often a sub-sequence of vectors z(l,t) at the last layer l and time
steps t = a, ..., τ with starting time step 1 ≤ a ≤ τ .
In some cases the neural network can be simplified to have sparse connections, resulting
in a sparse matrix of weights W (k) and feedback U (k). Also, notice that in our example
the connections within a layer have cycles due to feedback, but the connections between
layers are always such that the data flow graph between them is a DAG.
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Fig. 4: A Sample Recurrent Neural Network (RNN) with k = 1, ..., l Levels and s = 1, ..., τ Time Steps
4.1 Forward Propagation
Let us assume that we are given an input sequence x(∗,s), then we can compute an output
sequence z(l,s) generated by the neural network by repeated applications of the formula
z(k,s) = f(y(k,s)) (47)
y(k,s) = W (k)z(k−1,s) + U (k)z(k,s−1) + b(k) (48)
for k = 1, ..., l and s = 1, ..., τ , where initial hidden state z(k,0) = 0 and input z(0,s) = x(∗,s).
Notice that the final output is often a sub-sequence z(l,t), where t = a, ..., τ with starting
time step 1 ≤ a ≤ τ . This process is called forward propagation.
4.2 Backward Propagation (Through Time)
Let us assume that we have a data sample (x∗, z∗) from the training data set D, as we have
discussed in the introduction. Notice that here the input x∗ and output z∗ are actually a
sequence x(∗,s) and z(∗,t) for time steps s = 1, ..., τ and t = a, ..., τ with starting time step
1 ≤ a ≤ τ , respectively. Also, notice that using forward propagation we may compute the
actual output z(l,t) and the error (associated with scaled loss 12L)
E =
τ∑
t=a
E(t) =
τ∑
t=a
1
2
||z(∗,t) − z(l,t)||22 (49)
with generalization from online with r = 1 to mini-batch and batch learning with r > 1
being trivial.
We would like to find the solution for the optimization problem (4) by adjusting the
weights wij , feedback uij and bias bi on each layer of the network based on individual
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components E of the loss function L. So that the updating process can be written as
W (k) − α∆W (k) (50)
U (k) − α∆U (k) (51)
b(k) − α∆b(k) (52)
where α is some constant, often referred to as the learning rate.
It is natural to express these weight ∆W (k), feedback ∆U (k) and bias ∆b(k) updates
based on
∂E
∂w
(k)
ij
,
∂E
∂u
(k)
ij
and
∂E
∂b
(k)
i
(53)
that indicate the direction where the total effect of the weights, feedback and bias on the
loss function component is the largest, respectively. Notice in turn that these quantities
can be expressed through the sum of their sub-components
∂E(t)
∂w
(k)
ij
,
∂E(t)
∂u
(k)
ij
and
∂E(t)
∂b
(k)
i
(54)
for t = a, ..., τ , which will be our focus next.
Lemma 2. Let the recurrent neural network be defined in (47) and (48), and the loss
function components in (49). Then, the gradient of the weights and bias can be written as
G(k,t)w =
t∑
s=1
v˜(k,t,s)z(k−1,s)
T
(rank-t matrix) (55)
G(k,t)u =
t∑
s=1
v˜(k,t,s)z(k,s−1)
T
(rank-t matrix) (56)
G
(k,t)
b =
t∑
s=1
v˜(k,t,s) (57)
where G
(k,t)
w = [∂E(t)/∂w(k)ij ] is m × n matrix, G(k,t)u = [∂E(t)/∂u(k)ij ] is m ×m matrix and
G
(k,t)
b = [∂E(t)/∂b(k)i ] is m× 1 vector, with
v˜(k,t,s) =
(
t−1∏
h=s
U (k)diag(f ′(y(k,h)))
)T
v(k,t) (58)
and
v(l,t) = −
(
z(∗,t) − z(l,t)
)
◦ f ′(y(l,t)) (59)
v(k−1,t) =
(
W (k)
T
v(k,t) + U (k−1)
T
v(k−1,t+1)
)
◦ f ′(y(k−1,t)) (60)
for k = l, ..., 2 and t = τ, ..., a, where we consider the terms for time t + 1 > τ to be zero.
Also, ◦ is Hadamard (component-wise) product, e = [1, ..., 1]T and f ′(.) = [f ′(.), ..., f ′(.)]T .
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Proof. Notice that in RNNs all components of output vector z(k,t) depend on weight w
(k)
ij
due to presence of feedback matrix U , unlike FNNs where only i-th component depends on
this weight. Therefore, taking partial derivative of the loss function component-wise with
respect to weight we can write
∂E(t)
∂w
(k)
ij
=
m∑
g=1
(
∂E(t)
∂z
(k,t)
g
)(
∂z
(k,t)
g
∂y
(k,t)
g
)(
∂y
(k,t)
g
∂w
(k)
ij
)
(61)
=
m∑
g=1
(
∂E(t)
∂z
(k,t)
g
)
f ′(y(k,t)g )
(
z
(k−1,t)
j δgi +
m∑
h=1
u
(k)
gh
∂z
(k,t−1)
h
∂w
(k)
ij
)
(62)
=
m∑
g=1
v(k,t)g
(
z
(k−1,t)
j δgi +
m∑
h=1
u˜
(k,t−1)
gh
∂y
(k,t−1)
h
∂w
(k)
ij
)
(63)
where v
(k,t)
i =
(
∂E(t)
∂z
(k,t)
i
)
f ′(y(k,t)i ), u˜
(k,t)
gh = u
(k)
gh f
′(y(k,t)h ),
∂y
(k,1)
g
∂w
(k)
ij
= z
(k−1,1)
j δig and f
′ denotes
a simple ordinary derivative df/dy, while δgi is the Kronecker delta.
We can unroll the above expression for a few time steps to obtain
∂E(t)
∂w
(k)
ij
= v
(k,t)
i z
(k−1,t)
j +
m∑
g=1
v(k,t)g u˜
(k,t−1)
gi z
(k−1,t−1)
j + (64)
+
m∑
g=1
v(k,t)g
m∑
h=1
u˜
(k,t−1)
gh u˜
(k,t−2)
hi z
(k−1,t−2)
j + ...
where the last sum disappears for the term involving z
(k−1,s)
j due to Kronecker delta.
Therefore, in matrix form leading to creation of the terms(
Iz
(k−1,t)
j + U˜
(k,t−1)z(k−1,t−1)j + U˜
(k,t−1)U˜ (k,t−2)z(k−1,t−2)j + ...
)T
v(k,t)
=
t∑
s=1
(
t−1∏
h=s
U˜ (k,h)
)T
z
(k−1,s)
j v
(k,t) (65)
Also, notice that for the output layer k = l at time s = t, using using (49), we have
∂E(t)
∂z
(l,t)
i
= −(z(∗,t)i − z(l,t)i ) (66)
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while for other layers and time steps, using chain rule, we have
∂E(t)
∂z
(k−1,t)
i
=
n∑
j=1
(
∂E(t)
∂z
(k,t)
j
)
f ′(y(k,t)j )w
(k)
ji +
m∑
j=1
(
∂E(t)
∂z
(k−1,t+1)
j
)
f ′(y(k−1,t+1)j )u
(k−1)
ji (67)
=
n∑
j=1
v
(k,t)
j w
(k)
ji +
m∑
j=1
v
(k−1,t+1)
j u
(k−1)
ji (68)
Finally, assembling the indices i and j into a vector and matrix forms we obtain an
expression for G
(k,t)
w . The derivation for G
(k,t)
u and G
(k,t)
b is analogous, with exception that
∂y
(k,t)
g
∂u
(k)
ij
= z
(k,t−1)
j δgi +
m∑
h=1
u
(k)
gh
∂z
(k,t−1)
h
∂u
(k)
ij
(69)
and
∂y
(k,t)
g
∂b
(k)
i
= δgi +
m∑
h=1
u
(k)
gh
∂z
(k,t−1)
h
∂b
(k)
i
(70)
in (61), respectively.
Notice that the computation of the auxiliary vector v(k,t) in (59) - (60) represents the
propagation of the error (49) from the output layer l through the hidden network layers
k = l−1, ..., 2 and time steps t = τ−1, ..., a. Therefore, this process is often called backward
propagation through time (BPTT).
Corollary 3. Let the recurrent neural network be defined in (47) and (48), and the loss
function in (3). Then for mini-batch of size r the weight update based on the gradient G
(k,t)
w
in (55) and G
(k,t)
u in (56) can be expressed as rank-rt matrix
∆W (k) =
t∑
s=1
V˜ (k,s)Z(k−1,s)
T
(71)
∆U (k) =
t∑
s=1
V˜ (k,s)Z(k,s−1)
T
(72)
where V˜ (k,s) = [v˜
(k,s)
1 , ..., v˜
(k,s)
r ] and Z(k,s) = [z
(k,s)
1 , ..., z
(k,s)
r ] for r data pairs.
4.3 Hessian and Second Order Effects (Through Time)
We can also incorporate second order effects based on
∂
∂w
(k)
pq
{
∂E(t)
∂w
(k)
ij
}
,
∂
∂u
(k)
pq
{
∂E(t)
∂u
(k)
ij
}
and
∂
∂b
(k)
p
{
∂E(t)
∂b
(k)
i
}
(73)
into the optimization process for updating the weights by looking at the expression for
Hessian of the neural network.
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Theorem 2. Let the recurrent neural network be defined in (47) and (48), and the loss
function component in (49). Then, Hessian of weight and bias can be written as
H(k,t)w =
t∑
s=1
t∑
ζ=1
C˜(k,t,s,ζ) ⊗
(
z(k−1,s)z(k−1,ζ)
T
)
(74)
H(k,t)u =
t∑
s=1
t∑
ζ=1
C˜(k,t,s,ζ) ⊗
(
z(k,s−1)z(k,ζ−1)
T
)
(75)
H
(k,t)
b =
t∑
s=1
t∑
ζ=1
C˜(k,t,s,ζ) (76)
where H
(k,t)
w = [∂/∂w
(k)
pq {∂E(t)/∂w(k)ij }] is (mn)×(mn) matrix, H(k,t)u = [∂/∂u(k)pq {∂E(t)/∂u(k)ij }]
is (mm)× (mm) matrix, H(k,t)b = [∂/∂b(k)p {∂E(t)/∂b(k)i }] is m×m matrix , with
C˜(k,t,s,ζ) =
(
t−1∏
h=s
U (k)diag(f ′(y(k,h)))
)T
A(k,t)
 t−1∏
h=ζ
U (k)diag(f ′(y(k,h)))
 (77)
and
A(k,t) = C(k,t) ◦ F (k,t) +D(k,t) (78)
F (k,t) = f ′(y(k,t))f ′(y(k,t))T (rank-1 matrix) (79)
D(k,t) = diag(v(k,t)) (diagonal matrix) (80)
C(l,t) = I ◦ F (l,t) (81)
C(k−1,t) = W (k)
T
A(k,t)W (k) + U (k−1)
T
A(k−1,t+1)U (k−1) (82)
where I is m×m identity matrix and vectors
v(l,t) = −
(
z(∗,t) − z(l,t)
)
◦ f ′′(y(l,t)) (83)
v(k−1,t) =
(
W (k)
T
v(k,t) + U (k−1)
T
v(k−1,t+1)
)
◦ f ′′(y(k−1,t)) (84)
for k = l, ..., 2 and t = τ, ..., a, where we consider the terms for time t + 1 > τ to be zero.
Also, ◦ is Hadamard (component-wise) and ⊗ is Kronecker matrix product, while vectors
f ′(.) = [f ′(.), ..., f ′(.)]T and f ′′(.) = [f ′′(.), ..., f ′′(.)]T .
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Proof. Notice that using (62) the second derivative with respect to weight is
∂
∂w
(k)
pq
{
∂E(t)
∂w
(k)
ij
}
=
m∑
r=1
∂
∂z
(k,t)
r

m∑
g=1
(
∂E(t)
∂z
(k,t)
g
)
f ′(y(k,t)g )
(
z
(k−1,t)
j δgi +
m∑
h=1
u
(k)
gh
∂z
(k,t−1)
h
∂w
(k)
ij
)
× f ′(y(k,t)r )
(
z(k−1,t)q δrp +
m∑
h=1
u
(k)
rh
∂z
(k,t−1)
h
∂w
(k)
pq
)
(85)
=
m∑
r=1
m∑
g=1
[
∂
∂z
(k,t)
r
{
∂E(t)
∂z
(k,t)
g
}
f ′(y(k,t)g )f
′(y(k,t)r ) +
(
∂E(t)
∂z
(k,t)
g
)
f ′′(y(k,t)g )δrg
]
×
(
z
(k−1,t)
j δgi +
m∑
h=1
u
(k)
gh
∂z
(k,t−1)
h
∂w
(k)
ij
)(
z(k−1,t)q δrp +
m∑
h=1
u
(k)
rh
∂z
(k,t−1)
h
∂w
(k)
pq
)
(86)
where we have taken advantage of the fact that
∂
∂z
(k,t)
r
{
f ′(y(k,t)g )
}
f ′(y(k,t)r ) =
∂
∂y
(k,t)
r
{
f ′(y(k,t)g )
}
= f ′′(y(k,t)g )δrg (87)
and neither previous level output z
(k−1,t)
j nor previous time step quantity ∂z
(k,t−1)
h /∂w
(k)
ij
depend on the current level output z
(k,t)
r and therefore are treated as a constants.
Letting a
(k,t)
gr be the term in square brackets in (86), we can unroll this expression as
m∑
r=1
m∑
g=1
a(k,t)gr ×
(
z
(k−1,t)
j δgi + u˜
(k,t−1)
gi z
(k−1,t−1)
j +
m∑
h=1
u˜
(k,t−1)
gh u˜
(k,t−2)
hi z
(k−1,t−2)
j + ...
)
×
(
z(k−1,t)q δrp + u˜
(k,t−1)
rp z
(k−1,t−1)
q +
m∑
h=1
u˜
(k,t−1)
rh u˜
(k,t−2)
hp z
(k−1,t−2)
q + ...
)
(88)
where u˜
(k,t)
gh = u
(k)
gh f
′(y(k,t)h ) and the last sum disappears for the term involving z
(k−1,s)
j due
to Kronecker delta. Therefore, in matrix form leading to creation of the terms(
Iz
(k−1,t)
j + U˜
(k,t−1)z(k−1,t−1)j + U˜
(k,t−1)U˜ (k,t−2)z(k−1,t−2)j + ...
)T
×A(k,t) ×
(
Iz(k−1,t)q + U˜
(k,t−1)z(k−1,t−1)q + U˜
(k,t−1)U˜ (k,t−2)z(k−1,t−2)q + ...
)
=
=
t∑
s=1
(
t−1∏
h=s
U˜ (k,h)
)T
z
(k−1,s)
j ×A(k,t) ×
t∑
ζ=1
 t−1∏
h=ζ
U˜ (k,h)
 z(k−1,ζ)q (89)
where we have used the fact that cip =
∑
g
∑
r agrurpugi are elements of matrix C = U
TAU .
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Let us now find an expression for the first term in (86). Notice that using (66) at the
output layer k = l and time s = t we have
∂
∂z
(l,t)
r
{
∂E(t)
∂z
(l,t)
g
}
=
∂
∂z
(l,t)
r
{
−(z(∗,t)g − z(l,t)g )
}
= δrg (90)
while using (67) and (87) for other layers and time steps we may write
∂
∂z
(k−1,t)
r
{
∂E(t)
∂z
(k−1,t)
g
}
=
=
n∑
h=1
n∑
ζ=1
∂
∂z
(k,t)
h

 ∂E(t)
∂z
(k,t)
ζ
 f ′(y(k,t)ζ )w(k)ζg
 f ′(y(k,t)h )w(k)hr +
m∑
h=1
m∑
ζ=1
∂
∂z
(k−1,t+1)
h

 ∂E(t)
∂z
(k−1,t+1)
ζ
 f ′(y(k−1,t+1)ζ )u(k−1)ζg
 f ′(y(k−1,t+1)h )u(k−1)hr (91)
=
n∑
h=1
n∑
ζ=1
 ∂
∂z
(k,t)
h
 ∂E(t)∂z(k,t)ζ
 f ′(y(k,t)ζ )f ′(y(k,t)h ) +
 ∂E(t)
∂z
(k,t)
ζ
 f ′′(y(k,t)ζ )δhζ
w(k)ζg w(k)hr +
m∑
h=1
m∑
ζ=1
 ∂
∂z
(k−1,t+1)
h
 ∂E(t)∂z(k−1,t+1)ζ
 f ′(y(k−1,t+1)ζ )f ′(y(k−1,t+1)h )
+
 ∂E(t)
∂z
(k−1,t+1)
ζ
 f ′′(y(k−1,t+1)ζ )δhζ
u(k−1)ζg u(k−1)hr
Notice that in (91) the terms
∂
∂z
(k,t)
r

m∑
ζ=1
 ∂E(t)
∂z
(k−1,t+1)
ζ
 f ′(y(k−1,t+1)ζ )u(k−1)ζg
 = 0 (92)
∂
∂z
(k−1,t+1)
r

n∑
ζ=1
 ∂E(t)
∂z
(k,t)
ζ
 f ′(y(k,t)ζ )w(k)ζg
 = 0 (93)
because in (92) functions on the previous level k − 1 do not depend on the current level k
and in (93) functions at the previous time t do not depend on the current time t+ 1.
We may conclude the proof by noticing the following two results. First, a matrix with
block elements C(zqzj) for q, j = 1, ..., n can be expressed as Kronecker product (zz
T )⊗C,
which under a permutation is equivalent to C ⊗ (zzT ). Second, a matrix C = W TAW has
elements crg =
∑
h
∑
ζ ahζwζgwhr. The former and latter results can be used to write (89)
and (91) in the matrix form, respectively.
17
Finally, the derivation for H
(k)
u and H
(k)
b is analogous, with exception that
∂y
(k,t)
r
∂u
(k)
pq
= z(k,t−1)q δrp +
m∑
h=1
u
(k)
rh
∂z
(k,t−1)
h
∂u
(k)
pq
(94)
and
∂y
(k,t)
r
∂b
(k)
p
= δrp +
m∑
h=1
u
(k)
rh
∂z
(k,t−1)
h
∂b
(k)
p
(95)
in (86), respectively.
Finally, notice that to compute Hessian we once again need to perform backward prop-
agation through time for both vector v(k,t) in (83) - (84) and matrix C(k,t) in (81) - (82).
Corollary 4. Suppose that we are using piecewise continuous ReLU activation function
f(y) = max(0, y) in Theorem 2. Notice that its first derivative f ′(y) = 1 if y > 0, f ′(y) = 0
if y < 0, and f ′(y) is undefined if y = 0. Also, its second derivative f ′′(y) = 0 for ∀y 6= 0.
Then, for ∀y(k,s)i 6= 0 Hessian of weights can be written as
H(k,t)w =
t∑
s=1
t∑
ζ=1
C˜(k,t,s,ζ) ⊗
(
z(k−1,s)z(k−1,ζ)
T
)
(96)
H(k,t)u =
t∑
s=1
t∑
ζ=1
C˜(k,t,s,ζ) ⊗
(
z(k,s−1)z(k,ζ−1)
T
)
(97)
C˜(k,t,s,ζ) =
(
t−1∏
h=s
U (k)diag(f ′(y(k,h)))
)T
A(k,t)
 t−1∏
h=ζ
U (k)diag(f ′(y(k,h)))
 (98)
where
A(l,t) = I ◦ F (l,t) (99)
A(k−1,t) =
(
W (k)
T
A(k,t)W (k) + U (k−1)
T
A(k−1,t+1)U (k−1)
)
◦ F (k−1,t) (100)
with binary matrix F (k,t) = f ′(y(k,t))f ′(y(k,t))T for k = l, ..., 2 and t = τ, ..., a, where we
consider the terms for time step t+ 1 > τ to be zero.
Suppose that the eigenvalues of n × n Hermitian matrix have been ordered so that
λ1 ≤ ... ≤ λn. Then, the eigenvalues of a sum of two Hermitian matrices satisfy
λq(A) + λ1(B) ≤ λq(A+B) ≤ λq(A) + λn(B) (101)
see Weyl Theorem 4.3.1 in [21]. Also, suppose that singular values of n× n nonsymmetric
matrix have been ordered so that σ1 ≤ ... ≤ σn. Then the singular values of a sum of two
nonsymmetric matrices satisfy
σq(A)− σn(B) ≤ σq(A+B) ≤ σq(A) + σn(B) (102)
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see Theorem 3.3.16 in [22], where a reverse ordering of singular values is used.
Then, the Hessian matrix eigenvalues satisfy
λq(B
(k,t)) +
t∑
s=1
s∑
ζ=1,ζ 6=t
λ1(B
(k,t,s,ζ)) ≤ λq(H(k,t)w ) ≤ λq(B(k,t)) +
t∑
s=1
s∑
ζ=1,ζ 6=t
λn(B
(k,t,s,ζ))
(103)
where auxiliary symmetric matrix
B(k,t,s,ζ) =
 C˜
(k,t,s,ζ) ⊗
(
z(k−1,s)z(k−1,ζ)T
)
if s = ζ
C˜(k,t,s,ζ) ⊗
(
z(k−1,s)z(k−1,ζ)T
)
+ C˜(k,t,ζ,s) ⊗
(
z(k−1,ζ)z(k−1,s)T
)
otherwise
(104)
and we have abbreviated B(k,t) the term with s = ζ = t.
Notice that when s = ζ = t the products with U (k) disappear in (77) and (98) and the
term B(k,t) ≡ H(k)w in (28) and (43), with all quantities taken at time t. Therefore, using
(46) we may conclude that
λq(B
(k,t)) =
{
0, ||z(k−1,t)||22λi(A(k,t))
}
(105)
with λq(B
(k,t)) = 0 eigenvalue multiplicity being (n − 1)m and i = 1, ...m. Notice that
similar bounds can be obtained analogously for all terms B(k,t,s,ζ) with s = ζ.
Also, notice that for symmetric matrix |λq| = σq and that the singular values of Kro-
necker product of two square m×m and n× n matrices are
σq(A⊗B) = σi(A)σj(B) (106)
for i = 1, ...,m, j = 1, ..., n and q = 1, ...,mn, see Theorem 4.2.15 in [22]. Therefore, using
(102) and (106) for the terms with s 6= ζ we obtain
0 ≤ |λq(B
(k,t,s,ζ))|
||z(k−1,ζ)||2||z(k−1,s)||2
≤ σq(C˜(k,t,s,ζ)) + σn(C˜(k,t,ζ,s)) (107)
where we have used the fact that σi(A) = σi(A
T ) and σn(vw
T ) = σn(wv
T ) = ||v||2||w||2.
Finally, using (45) and (103) as well as (106) and (107) we obtain that the Hessian
matrix eigenvalues satisfy the following bounds
(t− 1) min
s6=t
µ
(k,t,s)
1 − t(t− 1) max
s 6=ζ
σn(C˜
(k,t,s,ζ))||z(k−1,ζ)||2||z(k−1,s)||2
≤ λq(H(k,t)w )− λq(B(k,t)) ≤ (108)
(t− 1) max
s 6=t
µ(k,t,s)n + t(t− 1) max
s 6=ζ
σn(C˜
(k,t,s,ζ))||z(k−1,ζ)||2||z(k−1,s)||2
where µ
(k,t,s)
1 = min{0, ||z(k−1,s)||22λ1(C˜(k,t,s,s))}, µ(k,t,s)n = max{0, ||z(k−1,s)||22λn(C˜(k,t,s,s))}.
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5 Conclusion
In this paper we have reviewed backward propagation, including backward propagation
through time. We have shown that the weight gradient can be expressed as a rank-1 and
rank-t matrix for FNNs and RNNs respectively. Therefore, we have concluded that for
mini-batch of size r the weight updates based on the gradient can be expressed as rank-rt
matrix. Also, we have shown that for t time steps the weight Hessian can be expressed as
a sum of t2 Kronecker products of rank-1 and W TAW matrices, for some matrix A and
weight matrix W . Finally, we have found an expression and bounds for the eigenvalues
of the Hessian matrix in terms of smaller m × m matrices. In the future we would like
to explore gradient and Hessian structure to develop novel optimization algorithms for
computing weight and bias updates.
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