[1] This paper evaluates the microbial transport and degradation processes associated with carbon tetrachloride (CT) biodegradation in laboratory aquifer columns operated with a pulsed microbial feeding strategy. A seven component reactive transport model based on modified saturation kinetics and on a two-site sorption model was developed to describe the linked physical, chemical, and biological processes involved in CT degradation by Pseudomonas stutzeri KC, a denitrifying bacterium that cometabolically converts CT to harmless end products. After evaluating several expressions for attachment and detachment, we selected a dynamic partitioning model in which strain KC detachment decreases at low substrate concentrations. The resulting model enabled improved understanding of the complex coupled processes operative within our system and enabled us to test a model for field-scale design and transport studies. Batch studies were used to identify initial degradation and microbial transport processes, and constrained optimization methods were used to estimate a set of reaction rates that best describe the column experiment data. The optimal set of parameters for one column provided a reasonable prediction of solute and microbial concentrations in a second column operated under different conditions, providing an initial test of the model. This modeling strategy improved our understanding of biodegradation processes and rates. The CT degradation rate in the columns was lower than values obtained from batch studies, and processes in addition to the growth and decay of strain KC cells (due to native flora) are necessary to describe the observed nitrate consumption.
Introduction
[2] Carbon tetrachloride (CT) is a common groundwater pollutant and a suspected human carcinogen. Although indigenous microorganisms may degrade CT, a common by-product is chloroform (CF), which may be more persistent than CT [Criddle et al., 1990a; Semprini and McCarty, 1992] . While CF concentrations can be controlled by manipulation of redox conditions [Criddle et al., 1990b] and nitrate concentrations [Semprini et al., 1990] , this may be difficult to achieve under field conditions when in situ remediation is desired [Criddle et al., 1990a; Dybas et al., 1998 ]. An alternative is to control the reaction pathways through the addition of organisms (bioaugmentation). Pseudomonas stutzeri KC, an organism isolated from sediments at Seal Beach, California, rapidly degrades CT to carbon dioxide, formate, and dechlorinated nonvolatile byproducts under anaerobic conditions without producing CF [Dybas et al., 1995] . Conditions necessary for this cometabolic transformation include an iron-limiting environment, the presence of an electron donor such as acetate, and nitrate as an electron acceptor. The required iron-limiting conditions can be achieved by adjusting the pH of the growth medium to $8.0 [Tatara et al., 1993] . When the concentration of bioavailable iron is sufficiently decreased by adjusting the pH, the genes for iron-scavenging activities and carbon tetrachloride degradation are induced. If these conditions are met, CT degradation can be achieved in many environments [Tatara et al., 1993; Dybas et al., 1995; Mayotte et al., 1996] . One of the major difficulties in implementing in situ bioremediation is efficient delivery of nutrients and substrates [Chen et al., 1992; Dybas et al., 1998 ]. In a recent paper [Hyndman et al., 2000] , we demonstrated the design and hydraulic characterization of a costeffective biocurtain. This system has efficiently removed CT from an aquifer in Schoolcraft, Michigan, for over 3.5 years [M. J. Dybas, et al., Operation and long-term performance of a full-scale biocurtain, submitted to Environmental Science and Technology, 2001] . The aim of this paper is to simulate the spatial and temporal dynamics of strain KC and CT in laboratory scale columns using multicomponent reactive transport models. This study is motivated by the need to better understand the processes and rates that influence our system and to develop a model for improved system design. In addition, this effort provides a model that will subsequently be used to explore three-dimensional reactive transport at the Schoolcraft field site.
[3] When nonnative organisms are introduced to an environment, competition with indigenous microflora becomes important. Carbon and nutrients added to support strain KC could also stimulate indigenous populations that are capable of degrading CT to CF. If the activity of these populations is comparable to that of strain KC, the concomitant production of CF may exceed the rate of CT degradation by strain KC. Preventing CF production requires long-term maintenance of sufficient strain KC. For the Schoolcraft field site in Michigan, the indigenous microflora had growth rates exceeding that of strain KC for pH values of <7.8. When pH is $8.0 and when nitrate and acetate are used as the electron acceptor and donor, respectively, strain KC has roughly three times the growth rate of indigenous Schoolcraft microflora [Sneathen, 1996] . In this work, we do not directly model indigenous microflora populations (beyond bulk NO 3 consumption), because the inoculated region of the laboratory columns received Schoolcraft groundwater that was pretreated to a pH of 8.2, in the range where KC activity is dominant.
[4] Significant efforts have been made to simulate biodegradation [Borden and Bedient, 1986; Widdowson et al., 1988; MacQuarrie et al., 1990; Zysset et al., 1994; Semprini and McCarty, 1992; Cirpka and Kitanidis, 2000] . Modeling microbial attachment, detachment, and transport is an important component and can be complex [Murphy et al., 1997] . Progress in modeling reactive transport in the presence of microbial processes in porous media was recently reviewed by Murphy and Ginn [2000] .
[5] In this work, we developed a seven-component reactive transport model to describe microbially mediated CT degradation. The sorption and biotransformation of CT are described using a two-site model and a second-order degradation term, while microbial transport is described using a two-region (mobile-immobile) approach. In such a ''two-region'' model, microbial exchange between the two liquid phases is described as a first-order rate process and is controlled by microbial attachment and detachment. Attachment and detachment are complex processes that depend on microbial physiology and surface chemistry. In this work, we evaluate both static and dynamic partitioning models.
[6] Constrained optimization methods were used to estimate a set of reaction parameters to best describe column experiment data [Witt et al., 1999a] . The resulting set of parameters provided a reasonable prediction of measured solute and microbial concentrations in a second column under different flow and operating conditions, with porosity as the only adjusted parameter.
Column Experiments
[7] The experimental setup for the column studies shown in Figure 1 is described by Witt [1998] and Witt et al. [1999a Witt et al. [ , 1999b . Data from two different columns were used to estimate an optimal set of reaction parameters and to evaluate the microbial transport processes. The two columns differ in their flow velocity and frequency of acetate addition. One column (hereinafter called the weekly fed (WF) column) received weekly slug additions of nutrients. The primary microbial activity is maintained at a fixed location in space, and the intermittent injection did not result in bioclogging. A second column received a single slug injection of nutrients and is thus termed the once fed (OF) column. Table 1 shows the nutrient concentrations injected into each column.
[8] Both 2-m-long columns were made of clear polycarbonate pipe, 5.2 cm in diameter and outfitted with 25 sampling ports spaced at 7.6-cm intervals along the pipe. The two columns were wet-packed with aquifer sediment obtained from a CT-contaminated aquifer in Schoolcraft, Michigan [Hyndman et al., 2000] . To minimize the effects of light on microbial growth, the experiments were conducted in a dark mobile room. The room was maintained at the Schoolcraft groundwater temperature (12°C). Syringe pumps were used to pump Schoolcraft groundwater to yield an average linear velocity of $15 cm day À1 for the WF column and $10 cm day À1 for the OF column. A manifold for delivery of organisms and nutrients, called the ''slug injection zone,'' is located at a distance of 34 cm from the influent (near port 5) and extending 11 cm downgradient. For chemical and organism delivery a peristaltic pump recirculated amended water (20 mL min
À1
) through the slug injection zone for 16 min using four stainless steel tubes with continuous screens through the center of the column. Two tubes were used for delivering the Figure 1 . Schematic of the experimental columns [Witt, 1998; Witt et al., 1999a Witt et al., , 1999b .
solution, while the other two tubes were used to simultaneously withdraw groundwater. This allowed for the replacement of $8 pore volumes of the slug injection zone with minimal influence on other portions of the column. The solute and microbial concentrations delivered to the column influent and to the inoculation zones for the columns are shown in Table 1 . Further details of the experimental setup are given by Witt [1998] .
Model Formulation
[9] Cometabolic degradation of carbon tetrachloride by strain KC proceeds under denitrifying conditions without producing chloroform. In batch biodegradation experiments with 14-C labeled carbon tetrachloride, 40 -50% of the radioactivity was recovered as carbon dioxide, $5% was recovered as formate, and the balance was recovered as unidentified nonvolatile dechlorinated by-products [Criddle et al., 1990a; Dybas et al., 1995] . On the basis of a careful evaluation of known processes, we decided to incorporate the following processes into our model: (1) transport of CT as well as of the electron acceptor and donor in the presence of advection, dispersion, and sorption; (2) sorption and desorption of CT; (3) the biochemical response of strain KC as reflected by its rates of substrate utilization, CT transformation, growth, and decay; and (4) attachment and detachment of strain KC.
[10] To produce new biomass, bacteria mediate redox reactions and assimilate carbon. If the rate of this process is limited by the supply of a single substrate, either the electron acceptor (e.g., nitrate) or the electron donor (e.g., acetate), it is typically modeled using a Monod saturation relation. Considering only acetate, for example, we have
where the substrate utilization rate (dC a /dt) depends on the constants m max and K sa in addition to the concentrations of the bacteria (X ) and the limiting substrate (C a ), and M a is the Monod saturation term based on the concentration of acetate. The maximum specific growth rate (m max ) is reached if the system is completely saturated with respect to the limiting substrate (C a ). The half saturation coefficient (K sa ) is the substrate concentration where the specific growth rate has half its maximum value (m max ).
The stoichiometric coefficient (Y a ) is the ratio of newly formed bacteria to the consumed limiting substrate, or the yield coefficient. When multiple limiting solutes are present (acetate and nitrate), the growth rate can be expressed using a modified saturation relation, either the interactive relation or the noninteractive relation, Interactive
Bae and Rittmann [1996] have shown, both theoretically and experimentally, that the interactive model is more appropriate when the two limiting constituents are the electron donor and the acceptor, as is the case in our work. We examined both forms of growth expressions and found that an interactive relation provided a better match to our column data.
[11] A variety of processes influence the mobile-and immobilephase microbial populations, including growth, decay, attachment, and detachment. Microbial growth can be directly related to the substrate utilization rate. The death rate or the specific decay of cells is represented by b. In addition, some cells attach to the solid phase (K at ) while others detach (K de ) from the sediment and move into the aqueous phase. When there is a single limiting substrate, the differential equation representing mobile phase microbial production can be written as
The above descriptions of microbial metabolism are applicable for pore-scale phenomena. For the macroscopic behavior, we derive mass balance equations on a unit volume basis and couple the pore-scale phenomena with macroscopic transport equations describing advection, dispersion, sorption, and microbial degradation. We assume that both mobile and immobile cells transform CT and that CT transformation is second order with respect to the concentrations of both cells and CT.
[12] Using the above concepts, the dominant process controlling microbial/solute transport and reactions for our biodegradation system can be described using a series of coupled one-dimensional mass balance equations. Equation (5) describes the biodegradation of CT. Equation (6) describes the growth, decay, and attachment of mobile strain KC cells and the detachment of immobile strain KC cells, while (7) describes coupled processes for the immobile phase KC. Equations (8) and (9) describe the utilization of the electron donor (acetate) and the electron acceptor (nitrate), respectively, while (10) describes the concentration of sorbed CT using a twosite sorption model. Equation (11) describes the transport of bromide, the nonreactive tracer used in this work.
Carbon tetrachloride concentration
Mobile-phase strain KC concentration
Immobile-phase strain KC concentration
Acetate concentration
Nitrate concentration
Sorbed-phase CT concentration
Bromide tracer concentration
The variables C CT , C a , C n , and C Br are the concentrations of carbon tetrachloride, acetate, nitrate and bromide, respectively, X m and X im are the concentrations of strain KC in the mobile and immobile phases, respectively, and S CT is the concentration of sorbed CT. The dispersion coefficient is calculated as D = aU, where a is the dispersivity and U is the linear velocity in the column. All parameters for (5) - (11), together with their initial values, are described in Table 2 . The initial and boundary conditions for (5) - (11) correspond to the laboratory column conditions,
where C i0 is the constant concentration value for the ith species and L is the column length.
[13] The sorption terms of (5) are based on a two-site model. In this model the solid phase is divided into two types of sites: type I sites, where sorption is at equilibrium, and type II sites, where sorption is kinetically controlled (rate limited). A linear sorption isotherm is assumed in the equilibrium portion of (5). The two-site sorption model has been successfully used to describe the transport of a number of solutes [Parker and Jardine, 1986] . If both physical and chemical related processes cause nonequilibrium, then the concept of ''mobile-immobile'' phases can be combined with either a two-site or a multisite sorption model to describe solute transport [Brusseau et al., 1992] . The complete derivation of the two-site sorption model is given by van Genuchten and Wagenet [1989] .
[14] The sink terms in the nitrate equation (equation (9)) account for multiple processes that use electron acceptors. The first term accounts for the nitrate used for KC growth, while the second term accounts for nitrate utilization in processes such as microbial decay. Y nb denotes the cell yield on the dying strain KC biomass and is the ratio of oxidized biomass to consumed nitrate. The multiplier (1 À M a ) on the decay term (b kc ) accounts for an increase in decay rate at low substrate concentrations [Beeftink et al., 1990] . The parameter g accounts for the additional observed nitrate utilization by processes such as the growth and decay of indigenous microflora or endogenous respiration. A complete model, though experimentally intractable, would require differential equations for each denitrifying population. Rather than adding a series of poorly constrained equations to describe nitrate use by indigenous microbes, we use the parameter g to account for the additional nitrate consumption. In (9) we assume that the population of native flora is proportional to that of KC, a reasonable assumption for the range of pH values used in the present work [Sneathen, 1996] . Endogenous respiration is the process by which microbes consume cell reserves in the absence of an electron donor (acetate) and continue to use an electron acceptor (nitrate). In the present work, we have evaluated various expressions for the g term in (9), including an endogenous respiration term of the form ÀgM n I(X m + X im ), where I is a switch that activates endogenous respiration after the acetate pulse has disappeared and M n is the Monod saturation term based on nitrate concentration. Our results indicated that the form of the g term shown in (9) produced a better match with our column data than did the endogenous respiration form described above. Since the expression used in (9) does not have a switch, it appears likely that the additional nitrate is used by native flora rather than by endogenous respiration.
[15] The mass balances for mobile-and immobile-phase microbes, (6) and (7), respectively, contain terms for advection, dispersion, growth, decay, attachment, and detachment. Dispersivity for microbes is assumed to be the same as that for the inert tracer, which is reasonable given that random motility coefficients for strain KC and molecular diffusion coefficients have similar magnitudes [Mikola et al., 1998 ]. After evaluating a number of expressions, attachment was assumed to be first order with respect to the microbial concentration, and this formulation provided a reasonable description of measured concentrations.
The multiplier (1 À M a ) on the detachment term in (6) and (7) implies more rapid detachment at low substrate concentrations.
[16] During model development we explored a large number of expressions for microbial attachment and detachment, including a dynamic partitioning model recently described by Murphy and Ginn [2000] . Significant differences were found between the simulations using these different formulations. Out of these, four models produced fair results in our case: (1) the linear reversible kinetic attachment model in which there are no saturation terms multiplying the attachment and detachment and decay terms; (2) a dynamic partitioning model in which a saturation term for acetate multiplies the attachment term while the (1 À M a ) term multiplies the detachment and decay terms; (3) a dynamic partitioning model in which a saturation term multiplies the detachment while the (1 À M a ) term multiplies the decay and there is no saturation term for attachment; and (4) the dynamic partitioning model described by Murphy and Ginn [2000] , which is similar to the second model except that there is no saturation term for attachment. The expression shown in (6) and (7) was selected based on a careful examination of the overall agreement between data and model predictions for the four models.
[17] The mass balance equations together with the boundary and initial conditions were solved using a third-order accurate total variational diminishing (TVD) scheme using RT3D [Clement, 1997; Clement and Jones, 1998 ]. RT3D is a general purpose code for simulating reactive transport of an arbitrary number of mobile or immobile species in a three-dimensional saturated groundwater system. The RT3D source code was modified to handle a two-site sorption model. Inputs to RT3D include the kinetic model (rate expressions) and the Jacobian of the reaction matrix. The TVD scheme eliminated spurious oscillations commonly obtained at sharp reactive fronts (as in the case of a traveling acetate pulse). The numerical model was tested using different grid sizes and time steps to satisfy the requirements of consistency, accuracy, and stability. A grid of 200 points provided accurate solutions. Doubling the grid size from 200 to 400 points produced differences of <1% in the concentration profiles. Most solutions used a time step of 0.001 days. We also confirmed the RT3D simulations using a QUICKEST algorithm [Leonard, 1979] based code.
Parameter Estimation
[18] Reactive transport experiments involve the interaction of a series of dynamic processes. We used values obtained from the literature (e.g., decay rate) as well as independent experiments (e.g., k 0 or K de ) to obtain the starting values for the parameters. A wide range of parameter values were explored because of significant uncertainty in these microbially mediated rates, which are likely to differ between batch and flow-through column systems. The constrained optimization methods use the observed data to infer the reaction parameters by systematically scanning the parameter space to arrive at a set of parameters that best describe the observed data.
[19] We used single-objective constrained optimization methods to estimate an optimal set of reaction constants. The objective function (equation (13)) that we minimized is based on normalized differences between the experimental data and the numerical prediction, with contributions from concentration deviations for different species and at different times. 
where each dE term is represented by the following form, with CT (6 days) as an example:
where the M superscript refers to measured values, the S superscript refers to simulated values, and the numbered subscripts on t represent the time in days.
[20] The values in the denominator of (13) denote values computed using (14) for our initial set of parameters. This scaling forces the objective function to consider each data set equally, minimizing the likelihood for excessive weighting of any term. Such weighting also improves the conditioning of the equations.
[21] The objective function in (13) was minimized by solving the generalized Kuhn -Tucker equations, which represent the necessary conditions for optimality. We solved the constrained minimization problem using sequential quadratic programming (SQP) methods as implemented in the framework of the optimization toolbox in MATLAB. Complete details of the SQP algorithms can be found in the optimization toolbox manual [Coleman et al., 1999] . Our objective function values were obtained by coupling the RT3D reactive transport code with MATLAB. A typical optimization run required $400 reactive transport simulations using different parameter estimates.
[22] The optimization algorithm adjusts the parameter vector [x] starting from the initial guess [x 0 ] until no more refinement is possible. Because of the large number of reaction parameters involved (15 in the present work), the objective function could be a complex surface in the n-dimensional Euclidean space with local minima. We used a variety of methods to limit the number of parameters that were optimized without compromising the quality of the solution. We first eliminated parameters that are not expected to change significantly (porosity, bulk density, retardation for acetate and nitrate, the yield and half-saturation coefficients for acetate and nitrate, and the yield on the decaying biomass, Y nb ). These parameters were put in the low relative uncertainty category in Table 2 . We also held constant parameters that were accurately measured using batch laboratory tests (microbial growth and attachment and sorption properties f, K d , and k). These properties were placed in the medium relative uncertainty category of Table 2 , because they are likely to differ from batch to flow-through columns. Aquifer sediment repacking may have altered the original aquifer porosity in the columns; thus we conducted a preliminary optimization study to estimate the porosity and the dispersivity values, despite our classification of these parameters as having low and medium relative uncertainty, respectively. For the OF column we used the bromide tracer data and nonreactive tracer simulations to estimate the porosity and the dispersivity using a two-parameter optimization. Because the advective/dispersive transport of acetate and bromide were identical [Witt, 1998 ] and bromide data were lost for the WF column, we used a two-parameter optimization (porosity and dispersivity) to best fit the acetate data without reactions. For the WF column the estimated porosity was 0.33 and dispersivity was 0.20 cm. For the OF column the porosity and dispersivity were 0.35 and 0.20 cm, respectively. This left four parameters in the high relative uncertainty category for evaluation in the final optimization study (microbial decay rate, the detachment coef-ficient, the CT degradation rate, and the nitrate utilization coefficient g).
[23] The objective function was calculated using measured concentrations at each of the sample ports across the column for day 6 (CT, nitrate, and acetate), day 10 (mobile strain KC), day 20 (mobile strain KC), day 24 (CT and nitrate; acetate data were lost), and day 69 (mobile and immobile strain KC) (see Figures 3 -6 ). These data sets were chosen because they were representative of Figure 2 . Objective function in the parameter space, with ( f-f 0 ) denoting deviation in the objective function value from its optimal value f 0 . a Knoll [1994] measured this value for nitrate reduction to nitrite. The value for nitrate reduction to nitrogen gas was 0.4. Indigenous microflora exhibited higher rates of utilization of nitrite; thus KC is assumed to be responsible for only the first step in denitrification.
both early and late time dynamics. Immobile KC data were not available until the solid sample collection at 69 days.
[24] The parameter estimates were obtained after $400 iterations. The objective function converged to roughly 34% of the starting value, indicating that significant improvement in parameter estimates was achieved. For all the cases considered we found that the optimization problem is well conditioned and that the final parameters correspond to a global minimum. We arrived at this Figure 3 . Comparison (for 6 days) between data and model predictions for the weekly fed (WF) column using optimized parameters. Black dots denote data, solid lines denote the final model predictions, and dashed lines denote model predictions with initial parameters shown in Table 2 . CFU/mL denotes microbial concentration in colonyforming units per milliliter.
PHANIKUMAR ET AL.: MICROBIAL TRANSPORT AND DEGRADATION PROCESSES conclusion after examining the eigenvalues of the Hessian matrix (which contains the search direction in the optimization algorithm) and by examining the objective function values in a large interval around the minimum as shown in Figure 2 . In addition, we started our optimization from different initial conditions and found that the final parameters are insensitive to the initial vector.
Results and Discussion
[25] The optimal parameter values for the WF column are shown in Table 3 . These parameters were estimated for the entire column using both model predictions and laboratory data for multiple sample times, and the estimated values are realistic for this system. The estimated CT degradation coefficient (k 0 ) is significantly lower than had been estimated in aqueous batch reactors. This was expected because strain KC in sediment is exposed to trace metals (such as Fe) that are known to inhibit this transformation rate [Criddle et al., 1990a; Tatara et al., 1993] . The initial value for g was zero because we had no information on this coefficient, but a fairly high value was needed to represent the measured nitrate utilization. Values for detachment and decay were poorly constrained because of insufficient measurements of strain KC data in a dynamic sediment environment.
[26] Simulations using the coefficients in Table 3 provided a reasonable description of most measured concentrations as shown in Figure 3 . Concentrations of microbes were simulated in parts per million, and final concentrations are shown using colony-forming units per milliliter (CFU mL À1 ). One CFU mL À1 is approximately equal to 1.67 Â 10 À7 ppm for strain KC. There is a reasonable agreement between simulated and observed CT concentrations (Figures 3a and 4a) , with a CT removal efficiency of roughly 93% (Figure 4a ). Nitrate concentrations were also similar to the measured values, including the multiple peaks observed for 24 days (Figure 4d ). The predominant valleys in the nitrate profiles indicate strain KC growth and biomass decay. The observed nitrate utilization in the absence of acetate (e.g., between 50 and 70 cm) is represented in the model by two terms: one term specific to KC decay (b KC ) and an additional nitrate utilization term (g) that likely accounts for the activity of indigenous microbes. The final value obtained for g (5.73 per day) indicates that additional processes consume nitrate beyond growth and decay of strain KC cells. This can be clearly seen from Figure 3d , in which a dashed line shows the model prediction for g = 0. A nonzero value of g is required for the model to account for nitrate utilization in the absence of acetate. This behavior was not unexpected, given the presence of other microflora capable of using nitrate. These interesting nitrate dynamics suggest the need for future laboratory exploration of this issue. The simulated acetate peak at 6 days is higher than measured (Figure 3b ), which is also likely due to consumption of acetate by indigenous microflora and due to possible aliasing effects in the measured data. The size of simulated strain KC populations exceeded the measured values at late time ( Figure 5 ), although certain population dynamics (e.g., 20 days) appear to be adequately represented. The model correctly indicates that the majority of the strain KC microbes are attached to solids in the slug injection zone ( Figure 5 ). Multiple peaks in the mobile strain KC populations can be attributed to detachment in the slug injection zone, as can lower peaks where acetate is present for growth. Of additional interest is the colonization downgradient of the slug-injection zone by strain KC (Figure 5 ).
[27] Our model assumes that the mobile and immobile cells grow at the same rate. However, there is evidence in the literature to support the view that attached cells do not grow at the same rate as suspended cells [Møller et al., 1995] . If attached cells were described with a lower growth rate, then the model could better predict the lower concentrations of attached microbes at late times. 
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However, insufficient microbial data were available in this study to substantiate this process.
[28] To test our parameter estimates and model formulation, we used the model with the parameter estimates from the WF column to predict the concentrations in the OF column, which was operated under different conditions. The only parameter that was adjusted for the OF column was porosity, which was adjusted to match the OF column acetate data, as discussed in section 4. There is reasonable agreement between model predictions and the OF column data, as shown in Figure 6 . This indicates that the parameters estimated for the WF column may be reasonable.
[29] We notice that the observed CT and nitrate profiles for the OF column show a transformation zone ahead of what is predicted by the model in the high-concentration regions. This may be attributed to chemotaxis, a microbial process that allows motile cells to bias their movement toward regions of higher chemoattractant concentrations, although this process is not included in the present model. Witt et al. [1999b] showed that strain KC is motile and chemotactic toward nitrate. Column studies also demonstrated that strain KC can colonize sediments and degrade CT over a significant distance ($0.3 m) in the absence of advective transport. For the groundwater velocity in the present system, upgradient migration was a possibility; however, no carbon source was available to the microorganisms upgradient, and cells were not detected upgradient of the slug-injection zone. The activity appears to be more significant in the OF column, where the advective velocity is lower than in the WF column (Figures 4 and 5) , which would be consistent with this process.
[30] To gain insight into transport and metabolic processes, we examined the simulated time evolution of all components for the WF column (Figure 7 ). These plots show the formation of a CT transformation region near the slug-injection zone where acetate and nitrate are rapidly consumed as CT is degraded by strain KC. The consumption rates of acetate and nitrate also are high during the early time periods, which is consistent with the experimental data. In addition, the sorbed CT concentrations rapidly decrease with time, and by the end of day 12 the simulated 
Conclusions
[31] This work provides an approach to evaluate microbially mediated rates and to evaluate the form of the mathematical expressions that represent microbial processes. For the Schoolcraft laboratory columns the estimated CT degradation rate was an order of magnitude lower than the value estimated for batch pure culture conditions. We found that additional processes associated with native flora consume nitrate beyond Pseudomonas KC growth and decay. A nitrate utilization term was added to the model to represent the nitrate consumption by indigenous microbes, rather than directly representing microbial populations. Our approach provides a simple model, which requires far less data than one that describes complete native flora dynamics. Dynamic partitioning is an important aspect of our model in which the microbes detached more rapidly from the sediment at low substrate concentrations. The exact forms of the dynamic attachment and detachment terms were obtained after carefully evaluating a number of expressions.
[32] We conclude that optimal parameter estimation methods, coupled with multicomponent reactive transport models, can be used to improve understanding of microbial transport processes and biodegradation rates in model aquifer columns. The optimal set of rates predicted for the WF column was successfully used to predict concentrations for the OF column, providing a test of the model with the estimated rates.
[33] Although the presented data provided a good basis for optimization, modifications of the experimental systems and future data collection efforts could be improved to facilitate modeling studies. The most useful data sets would be effluent data through time and complete sets at specific times, which would have resulted in excessive fluid removal relative to the flow rate in the current system. In addition, solid phase data would be helpful at early time points; however, at present this data can only be obtained by destructive sampling.
[34] The approach presented in this paper could be modified to estimate rates and examine processes for a field case, but this would be much more computationally intensive, and some reaction rates are likely to differ from laboratory conditions. Future work will consider the influence of additional processes such as chemotaxis and competition with indigenous flora and will predict the biodegradation observed at the Schoolcraft field site.
