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SUMMARY
When a data set is too big to be analysed entirely once by a single computer, the strategy of
divide-and-combine has been the method of choice to overcome the computational hurdle due
to its scalability. Although random data partition has been widely adopted, there is lack of clear
theoretical justification and practical guidelines to combine results obtained from separate anal-
ysis of individual sub-datasets, especially when a regularisation method such as lasso is utilised
for variable selection to improve numerical stability. In this paper we develop a new strategy to
combine separate lasso-type estimates of regression parameters by the means of the confidence
distributions based on bias-corrected estimators. We first establish the approach to the construc-
tion of the confidence distribution and then show that the resulting combined estimator enjoys the
Fisher’s efficiency in the sense of the estimation efficiency achieved by the maximum likelihood
estimator from the analysis of full data. Furthermore, using the combined regularised estimator
we propose an inference procedure. Extensive simulation studies are presented to evaluate the
performance of the proposed methodology with comparisons to the classical meta estimation
method and a voting-based variable selection method.
Some key words: Bias correction; Confidence distribution; Inference; Lasso; Parallel computing.
1. INTRODUCTION
In this paper, we consider the generalised linear model under two of big data storage scenarios:
For the first one, the data storage is centralised in one super computer, and the other one is that it
is stored by the means of distributed computer clusters. In either data storage type, it presents a
great challenge to statisticians to analyse such massive data. Being a well-known strategy along
the lines of parallel computing algorithms, the method of divide-and-combine (Aho & Hopcroft,
1974) has become the state-of-the-art in computer science. The simplicity and effectiveness make
its superiority more prominent especially in the numerical implementation of big data analytics.
Divide-and-combine is a procedure to recursively subdivide the data into relatively independent
batches, which are in turn processed in parallel. Next, the separate results are combined together
in a way that algebra or matrix factorization permits (Guha et al., 2009, 2012; Madria & Hara,
2015; Mackey et al., 2011). Because the existing procedure requires exact algebra decomposition
of a data summary statistic, thus far in only small number of cases, such as the calculation of
mean, frequency, and other summary statistics, perfectly parallelised calculations are readily
available. For general statistical methods, such as the maximum likelihood estimation, it is not
trivial to formulate parallel algorithms (Kleiner et al., 2014; Song & Liang, 2015). This task
becomes even more difficult when certain regularisation is imposed for the estimation inference
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and variable selection in the regression analysis based on, for example, the generalised linear
models.
For a generalised linear model, the systematic component is specified by the mean of response
yi that is related to a p-dimensional vector of the covariates xi by a known link function g(·)
in the form g {E(yi)} = xTi β, subject i = 1, . . . , N . The random component is specified by
the conditional density f0(·) of Y = (y1, · · · , yN )T given X = (x1, · · · , xN )T . The associated
likelihood function is given by
LN (β;Y,X) =
N∏
i=1
f0(yi;xi, β) =
N∏
i=1
exp[{yiθi − b(θi)}/φ+ c(yi, φ)],
where the canonical parameters have the form θi = xTi β, i = 1, · · · , N , with β being the p-
element vector of regression parameters of interest and φ being the dispersion parameter. Both
the sample size, N , and/or the dimension of β, p, may be large in practice. Due to the fact that
the maximum likelihood estimator, βˆ = arg maxβ LN (β;Y,X), in general has no closed-form
expression, perfectly parallel algorithms are infeasible. In the development of the divide-and-
combine strategy in the context of statistical inference, naturally one question arises: do the
proposed estimator, whichever it is, and the maximum likelihood estimator obtained from the
entire data warrant asymptotic equivalence, leading to comparable statistical inferences?
Combining results has long been studied in the statistical literature under the topic of meta-
analysis (see for example Sutton & Higgins (2008); Stangl & Berry (2000); Hedges & Olkin
(2014)). The classical meta-analysis method is based on the inverse variance weighted average
of separate point estimates, each from one data batch. Lin & Zeng (2010) showed that such meta
estimator asymptotically achieves the Fisher’s efficiency, and thus achieves the same asymptotic
variance. By Fisher’s efficiency we mean that an estimator follows asymptotically the same dis-
tribution as the Fisher’s maximum likelihood estimator directly obtained by processing the whole
data once. The Fisher’s efficiency has been also established for a combined estimator by Lin & Xi
(2011) through a meta-type method of aggregative estimating equations, under some relatively
strong conditions, such as the number of sub-datasets K is of order O(nr) where r < 1/3 and n
is the sample size of a sub-dataset. Recently, Battey et al. (2015) proposed test statistics and point
estimators in the context of the divide and conquer algorithms, where the method of hypothesis
testing is only developed for low dimensional parameters, and the combined estimator is given as
an arithmetic average of sub-datasets. Under the Bayesian framework, similar procedures have
also been developed focusing on the aggregation step of combining posterior distributions from
divided sub-datasets, for example, Minsker et al. (2014) and Srivastava et al. (2015).
Xie et al. (2012) developed a robust meta-analysis-type approach through the confidence dis-
tribution approach (Xie & Singh, 2013), which is the method of choice in this paper to combine
results. An advantage of the confidence distribution approach is rooted in the fact that it provides
a unified framework for combining distributions of estimators, so statistical inference with the
combined estimator can be established in a straightforward and mathematically rigorous fashion.
The confidence distribution, originally proposed by Fisher (1956) and later formally formulated
by Efron (1993), has recently attracted a surge of renewed attention in the statistical literature; see
for example, Singh et al. (2005) and Xie & Singh (2013) and more references therein. Recently,
Liu et al. (2015) proposed to combine the confidence density function in the same way as com-
bining likelihood functions for inference, and showed that their method achieves asymptotically
the Fisher’s efficiency.
If is often the case that big data in practice has extremely large sample size N and a relatively
large number of covariates p, say, from hundreds to thousands. Although the overall variable-
Divide-and-combine in generalised linear models 3
to-sample ratio p/N is typically small, in each sub-dataset such ratio becomes Kp/N when
the full data are divided into K separate batches. The sample size reduction due to the data
division may cause numerical instability for the search for the maximum likelihood estimate. In
addition, to deal with the case in that most of covariates are unimportant, which often occurs
when hundreds to thousands covariates are included in the analysis, it is inevitable to invoke
regularised or penalised methods for dimension reduction, such as lasso (Tibshirani, 1996; Zou
& Hastie, 2005), SCAD (Fan & Li, 2001) and MCP (Zhang, 2010). For regularised estimation,
constructing confidence density for penalised estimators is analytically challenging because: (i)
sparse estimators such as lasso estimators do not have a tractable limiting distribution, and (ii)
the oracle property such as the asymptotic normal distribution for estimators of the truly non-
zero covariate effects is hardly used in practice because the truth of important or unimportant
covariates is never known in advance.
When penalized regression is applied on each sub-dataset, variable selection procedure will
choose different sets of important covariates by different tuning schemes. Such misaligned es-
timation results prohibit the meta-analysis approach from combining separate results; both di-
mensionality and meaning of the estimates across data batches may be very different. Chen &
Xie (2014) proposed to use a majority-voting method to select the most frequently identified
covariates by the lasso method across the sub-datasets to be combined in the final estimation.
Unfortunately, not only is this method sensitive to the choice of inclusion criterion, but more
critically it does not provide inference for the combined estimator. To overcome this problem,
we propose a new approach along the lines of the post-selection inference developed for the pe-
nalized estimator by van de Geer et al. (2014) and Zhang & Zhang (2014), which allows us to
combine lasso estimators obtained from sub-datasets. Our new contribution is two-fold: (i) the
combined estimator achieves asymptotically the Fisher’s efficiency; that is, it is asymptotically
as efficient as the maximum likelihood estimator obtained from the direct analysis on the whole
data; and (ii) the computation of searching for the maximum likelihood estimator is scalable and
parallelised to address very large sample sizes through easy and fast parallel algorithmic imple-
mentation. The latter presents a desirable numerical recipe to handle the case when the whole
data analysis is time consuming and CPU demanding, or even numerically prohibitive.
This paper is organised as follows. Section 2 focuses on the construction of covariance matri-
ces for the lasso regularised regression. Section 3 concerns the confidence distribution that allows
the combination of results from multiple parallel regularised regression analyses. Extensive sim-
ulation results are provided in Section 4. We conclude with a brief discussion in Section 5. Two
appendices include the key technical details to establish the asymptotic Fisher’s efficiency.
2. REGULARISED REGRESSION
2·1. Lasso in generalised linear model
This section focuses on the regularised estimation and confidence density for one sub-dataset
of sample size n. We choose lasso, the least absolute shrinkage and selection operator (Tibshi-
rani, 1996), as the method of penalised estimation in the development of a divide-and-combine
procedure. With little effort, the other types of regularised estimating methods (e.g., SCAD and
MCP) may be adopted in our proposed procedure. The lasso estimator is obtained by maximis-
ing the following penalised log-likelihood function with respect to the regression parameters β,
subject to a normalising constant,
PL(β;Y,X)
def
=
1
n
Ln(β;Y,X)− λ‖β‖1 ∝ 1
n
n∑
i=1
{
yix
T
i β − b(xTi β)
}
/φ− λ‖β‖1,
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where λ is a nonnegative tuning parameter, and ‖β‖1 =
∑p
j=1 |βj | is the `1-norm of the regres-
sion coefficient vector β = (β1, · · · , βp)T . Let βˆλ = arg maxβ PL(β;Y,X) be a lasso estimator
of β at a given tuning parameter λ ≥ 0. Solving for βˆλ may be done by the coordinate descent
algorithm via Donoho & Johnstone (1994)’s soft-thresholding approach, which has been imple-
mented in R package glmnet, with the tuning parameter being determined by, say, multi-fold
cross-validation (Shao & Deng, 2012).
2·2. Confidence density for bias-corrected lasso estimator
To combine multiple lasso estimators obtained from separate sub-datasets, we need to over-
come the issue of misalignment: the sets of selected covariates with non-zero estimates in the
model are different across sub-datasets. Our solution is based on bias-corrected lasso estimators.
The bias correction enables us not only to obtain non-zero estimates of all regression coeffi-
cients, but also, more importantly, to establish the distribution of regularised estimators. The
latter is critical for us to utilise the confidence distribution to combine estimators. Denote the
score function by Sn(β) = 1n
∑n
i=1
{
yi − g−1(xTi β)
}
xi/φ. It is known that the lasso estimator,
βˆλ, should satisfy the following Karush-Kuhn-Tucker condition:
Sn(βˆλ)− λκˆ = 0, (1)
where subdifferentials κˆ = (κˆ1, · · · , κˆp)T satisfy maxj |κˆj | ≤ 1, and κˆj = sign(βˆλ,j) if βˆλ,j 6=
0. The first-order Taylor expansion of Sn(βˆλ) in (1) at the true value β0 leads to −S˙n(β0)(βˆλ −
β0) + λκˆ ≈ Sn(β0). It follows that βˆcλ − β0 ≈ {−S˙n(β0)}−1Sn(β0), where βˆcλ is a bias-
corrected lasso estimator (van de Geer et al., 2014) as follows,
βˆcλ
def
= βˆλ + {−S˙n(β0)}−1λκˆ = βˆλ + {−S˙n(β0)}−1Sn(βˆλ). (2)
The second equality in (2) follows directly from (1) and the sensitivity matrix S˙n(β) =
− 1n
∑n
i=1 xix
T
i /
{
φg˙(xTi β)
}
, which is assumed to be negative-definitive. We show later in The-
orem 1 that under some regularity conditions, this bias-corrected estimator βˆcλ is asymptotically
normally distributed, namely
n1/2(βˆcλ − β0) d→ N (0,Σ(β0)), as n→∞, (3)
where Σ(β0) = [E{−S˙n(β0)}]−1. Based on the asymptotic normality in (3), following Xie &
Singh (2013), we form the asymptotic confidence density of β0 as hˆn(β0) ∝ exp[−n2 (β0 −
βˆcλ)
T {Σ(β0)}−1 (β0 − βˆcλ)]. Replacing β0 in the bias-correction term in (2) and the asymptotic
variance Σ(β0) in (3) by the sparse lasso estimator βˆλ, we obtain
βˆcλ = βˆλ + Σˆn(βˆλ)Sn(βˆλ), (4)
where the estimated variance covariance matrix is Σˆn(βˆλ) = {−S˙n(βˆλ)}−1. Moreover, a “data-
driven” version of the asymptotic confidence density is given by
hˆn(β0) ∝ exp
[
−n
2
(β0 − βˆcλ)T {Σˆn(βˆλ)}−1(β0 − βˆcλ)
]
, (5)
It is worth pointing out that this bias-corrected estimator in (4) is equivalent to a one-step
Newton-Raphson updated estimator of the lasso estimator. In the generalised linear models
framework, we have
Σˆn(βˆλ) =
{
1
nφ
XTPn(βˆλ)X
}−1
, (6)
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and the resulting confidence density may be expressed as
hˆn(β0) ∝ exp
[
− 1
2φ
(β0 − βˆcλ)T {XTPn(βˆλ)X}(β0 − βˆcλ)
]
, (7)
where Pn(βˆλ) is the diagonal weight matrix based on the variance function of a generalised
linear model. In the case where the dispersion parameter φ is unknown, such as in the Gaussian
linear regression, we use a root-n consistent estimator φˆ = (n− |βˆλ|0)−1
∑n
i=1 d(yi, µˆi(βˆλ)),
where |x|0 is the number of non-zero entries of vector x, and d(·, ·) is the unit deviance function;
refer to Song (2007) for details.
2·3. Examples
Now we present the confidence densities of three common generalised linear models.
Example 1. Gaussian linear model. Assume yi follows a normal distribution with mean µi =
xTi β, variance φ and the canonical link function g(x) = x. The score function takes the form
Sn(β) =
1
n
∑n
i=1
{
yi − xTi β
}
xi/φ. From (4) and (7), we obtain the confidence density function
hˆn(β0) with the bias-corrected lasso estimator as follows:
βˆcλ = βˆλ + (X
TX)−1XT (Y −Xβˆλ), and Pn(βˆλ) = In.
Example 2. Binomial logistic model. Assume yi follows a Bernoulli distribution with prob-
ability of success pii and the logit link function g(pii) = log( pii1−pii ) = x
T
i β. Similarly, from (4),
the bias-corrected lasso estimator is given by
βˆcλ = βˆλ + {XTPn(βˆλ)X}−1XT (Y − pˆi),
where pˆii = exp(Xβˆλ)/{1 + exp(Xβˆλ)} and Pn(βˆλ) = diag(vˆ1, . . . , vˆn) with vˆi = pˆii(1− pˆii).
Example 3. Poisson log-linear model. Assume yi follows a Poisson distribution with mean
µi. The canonical link function is g(µi) = log(µi) = xTi β. Equation (4) gives the bias-corrected
lasso estimator of the form:
βˆcλ = βˆλ + {XTPn(βˆλ)X}−1XT {Y − µˆ},
where µˆi = vˆi = exp(xTi βˆλ) and Pn(βˆλ) = diag(vˆ1, . . . , vˆn).
2·4. Large sample property
In this section, we establish the consistency and asymptotic normality of the proposed estima-
tor βˆcλ in Theorem 1.
THEOREM 1. Under conditions (C1)-(C3) in Appendix 1, the estimator βˆcλ given in (4) is
consistent and asymptotically normally distributed, namely
n1/2(βˆcλ − β0) d→ N (0,Σ(β0)) , as n→∞ (8)
where Σ−1(β0) = E{x1xT1 /φg˙(xT1 β0)} is the Fisher information matrix.
The proof of Theorem 1 is given in Appendix 2. Following Theorem 1, we construct the
confidence density as expressed in (5).
Remark 1. The procedure based on Theorem 1 for the construction of the confidence density
remains valid when the adaptive lasso estimator (Zou, 2006) is used to replace βˆλ in (4) and (7).
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An adaptive lasso estimator is obtained by
βˇλ = arg max
β
1
n
n∑
i=1
{
yix
T
i β − b(xTi β)
}
/φ− λ
p∑
j=1
wˆj |βj |,
where the weights {wˆj}pj=1 are given by wˆj = (|βˆinij |)−γ , with an initial root-n consistent esti-
mate βˆini of β and some suitable positive constant γ > 0, which is typically set at 1.
Remark 2. The collinearity problem is often encountered in high-dimensional data analysis
where some of the covariates are highly correlated. One solution is to construct the confidence
distribution in (7) by utilising the Karush-Kuhn-Tucker condition of the elastic net estimator
(Zou & Hastie, 2005). Another quick remedy is to apply ridge-type estimator to stabilise the
matrix inverse and improve numerical stability through adding a ridge term τIp, S˙n(β0) + τIp,
where τ > 0, to S˙n(β0).
3. COMBINED ESTIMATION AND INFERENCE
We now turn to the combined estimation and related inferences. We consider the full data of
size N , which is randomly partitioned into K batches, each with size nk, and N =
∑K
k=1 nk.
In reality, when we face extraordinarily large data where a direct analysis on the whole data is
numerically impossible, we apply the strategy of divide-and-combine proposed by computer sci-
entists. To proceed, we randomly partition the entire dataset intoK sub-datasets, {(Yk, Xk)}Kk=1,
each of which has nk observations, namely Yk is an nk × 1 vector and Xk is an nk × p matrix.
Here we assume K fixed, and the choice of K will be discussed in Section 5.
If there existed a “god-made” computer with unlimited computational capacity, all existing
methods available in various statistical software could be applied directly to analyse the entire
data regardless of the sample size and the resulting estimator. This estimator is denoted by βˆfull,
which serves as the gold standard, and obtained as follows:
βˆfull = arg max
β
LN (β;Y,X) = arg max
β
K∑
k=1
Lnk(β;Yk, Xk),
where LN (β;Y,X) and Lnk(β;Yk, Xk) are the log-likelihood functions of the full data (Y,X)
and the k-th sub-dataset (Yk, Xk), respectively. There are many ways to combine results obtained
from sub-datasets, say, βˆk = arg maxβ Lnk(β;Yk, Xk), k = 1, . . . ,K, in here, we consider us-
ing the confidence distribution due to its generalisability under unified objective functions and its
ease to establish statistical inferences. For each sub-dataset (Yk, Xk), we first apply Theorem 1
to construct the asymptotic confidence density hˆnk(β0), k = 1, . . . ,K. Then, in the same spirit
to Liu et al. (2015), we may combine the K confidence densities to derive a combined estima-
tor of β0. The combined estimator is denoted by βˆdac, where dac refers to divide and combine,
according to the following procedure:
βˆdac = arg max
β
log
K∏
k=1
hˆnk(β0)
= arg min
β
K∑
k=1
nk
2
(
β − βˆcλ,k
)T {
Σˆnk(βˆλ,k)
}−1 (
β − βˆcλ,k
)
,
(9)
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where βˆcλ,k and Σˆnk(β) are estimates given in (4) and (6), respectively, with respect to the k-
th sub-dataset (Yk, Xk). The key advantage of the confidence distribution approach is to allow
us derive an inference procedure for the combined estimator βˆdac, as stated in Theorem 2. The
key result established in Theorem 2 is that the confidence density estimator βˆdac and the gold
estimator βˆfull are asymptotically equally efficient.
THEOREM 2. Let nmin = mink nk. Under conditions (C1)-(C3) stated in Appendix 1, the
divide-and-combine estimator βˆdac obtained from (9) is consistent and asymptotically normally
distributed, namely
N1/2(βˆdac − β0) d→ N (0,Σdac(β0))
as nmin →∞, where Σ−1dac(β0) = E{−S˙N (β0)} is the Fisher information matrix of the full data
whenK = 1. That is, the estimator βˆdac is asymptotically as efficient as the gold estimator βˆfull.
The proof of Theorem 2 is given in Appendix 2. It is worth noting that the conditions for the
divide-and-combine estimator βˆdac is the same as those required for the regularised estimator
in each sub-dataset, as long as the number of sub-datasets, K, is fixed. This is because in the
procedure of constructing confidence densities, when the asymptotic normal distribution is used,
conditions in the derivation of asymptotic distributions for the combined estimator are automat-
ically satisfied. By some simple algebra, the solution to the optimisation problem in (9), i.e., the
proposed divide-and-combine estimator βˆdac, can be expressed explicitly as a form of weighted
average of βˆcλ,k, k = 1, . . . ,K, as
βˆdac =
{
K∑
k=1
nkΣˆ
−1
nk
(βˆλ,k)
}−1{ K∑
k=1
nkΣˆ
−1
nk
(βˆλ,k)βˆ
c
λ,k
}
(10)
where Σˆ−1nk (βˆλ,k) =
1
nkφˆk
XTk Pnk(βˆλ,k)Xk. The practical implication of Theorem 2 is that as
long as the sample size of each sub-dataset is not small, the proposed βˆdac will have little loss of
estimation efficiency, while enjoys fast computing and better numerical stability in the analysis
of big data. It is interesting to note that in (10) the matrix inverse is not required, which leads to
good numerical stability in the calculation of βˆdac.
Remark 3. Note that when λ = 0, our proposed estimator βˆdac in (10) reduces to the meta
estimator βˆmeta = {
∑K
k=1 nkΣˆ
−1
nk
(βˆk)}−1{
∑K
k=1 nkΣˆ
−1
nk
(βˆk)βˆk}, where βˆk is the estimates of
effect sizes, for k = 1, . . . ,K. Lin & Xi (2011) found a similar result as a special case of
the aggregated estimating equation estimator under the maximum likelihood estimation frame-
work. However, the aggregated estimating equation estimator requires a strong assumption of
K = O(nrmin) (r < 1/3), and it does not consider regularised estimation. Thus, it is a simpler
framework to combine estimates that are not shrunk for the purpose of variable selection. In
addition, regardless of different inputted estimators, the proposed estimator βˆdac and βˆmeta take
the same form for the combination of estimators. However, they are derived from different crite-
ria with different purposes. Specifically, βˆmeta aims at improving statistical power via weighted
average, while βˆdac is obtained by minimising the combined confidence densities for the interest
of statistical inference theory. The flexibility of the confidence density approach allows to incor-
porate additional features in the combination; for example, the homogeneity may be relaxed by
imposing a mixture of normals in (9), which is not the meta estimation method.
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Remark 4. The majority voting estimator proposed by Chen & Xie (2014) to combine lasso
estimates from sub-datasets is given as follows:
βˆmv = A
{
K∑
k=1
nkA
T S˙nk(βˆk)A
}−1{ K∑
k=1
nkA
T S˙nk(βˆk)Aβˆk,Aˆ(v)
}
, (11)
where A is a p× |Aˆ(v)| subsetting matrix corresponding to a majority voting set Aˆ(v), Aˆ(v) =
{j : ∑Kk=1 I(βˆk,j 6= 0) > w} is a set of votes for signals in terms of a prespecified threshold
value w ∈ [0,K), and βˆk,Aˆ(v) denotes a corresponding sub-vector of βˆk. The majority voting
estimator βˆmv has been shown to have the oracle property (Zou, 2006) asymptotically, which
however is not applicable to statistical inference in the sense given by Fan & Li (2001).
4. SIMULATION STUDIES
In this section, we conduct extensive simulation experiments to demonstrate the numerical
performance of the proposed method under Gaussian, logistic and Poisson regressions. Specifi-
cally, we compare across six methods, including three data partition-free methods (i.e., K = 1)
and three distributed methods (i.e., K > 1). The three partition-free methods that use the full
data include: (A) the conventional generalised linear regression method, which is the gold stan-
dard method, (B) the conventional lasso method (Tibshirani, 1996), and (C) the proposed lasso
method with post-selection inference based on Theorem 1. The three distributed methods that
involve data division and result combination are: (D) the majority voting method (Chen & Xie,
2014), (E) the conventional meta-analysis method, and (F) the proposed divide-and-combine
method based on Theorem 2. Note that when K = 1, meta-analysis (E) is equivalent to conven-
tional generalised linear regression (A), the majority voting method (D) is equivalent to conven-
tional lasso (B), and our divide-and-combine method (F) is equivalent to lasso with post-selection
inference (C).
The six methods are compared thoroughly on the performance of variable selection and statis-
tical inference. The evaluation metrics for variable selection include the sensitivity and specificity
of identifying truly non-zero coefficients. The evaluation criteria for statistical inference include
mean squared error, absolute bias, coverage probability and asymptotic standard error. Since the
conventional lasso method and the majority voting method do not provide inference, coverage
probability and standard error are not reported. As discussed above, we use the conventional
generalised linear regression estimator, βˆfull, as our golden standard in the comparison. In order
to use the best performance results of the majority voting method, in the comparison, we choose
its threshold ω in (11) such that the sum of sensitivity and specificity is maximised. Computation
times of the six methods are also reported. The computation time for the partition-free methods
includes the time spent on reading all sub-datasets. The computation time for the distributed
methods is estimated by summing the maximum time of distributed execution via parallel com-
puting and the time used to combine results. All simulation experiments are conducted on a
standard Linux cluster.
In the simulation results shown in Table 1, we generate full datasets from the mean model
g−1 {E(Yi)} =
∑p
j=1 βjXj , i = 1, . . . , N . We considers full datasets of moderate sample size
N = 10, 000 with covariates p = 300 so that partition-free methods can be repeated in multiple
rounds of simulations within a reasonable amount of time. Clearly, this is a typical regression
data setting with p << N . We randomly divide the samples into K = 20 sub-datasets of equal
sizes, each with sample size nk = 500 (p < nk). Let β0 = (β1, . . . , βp)> denote the vector of
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true coefficients. We randomly select s0 = 10 coefficients from β0 to be set at non-zero values as
the signal setA0, and the rest to be set at zero as the non-signal setAc0. The non-zero coefficients
are set at 0.3 for Gaussian models, 0.3 for logistic models, and 0.1 for Poisson models. Consider a
simulation setting similar to that provided by van de Geer et al. (2014), we generate all covariates
from the multivariate normal distribution with marginal mean of zero and variance of one, and
with a compound symmetric covariance structure with correlation ρ = 0.8.
Table 1 summarises the simulation results of the six methods (A)-(F), which are labeled as
GLM, LASSO, LASSOINF, VOTING, META and MODAC, respectively. In the Gaussian linear
model, all four inference methods, GLM, LASSOINF, META and MODAC, yield comparable
performances and achieve the nominal coverage rate of 95%. Since LASSO and VOTING are
biased estimators, they provide larger bias and MSE in the set signal A0, and smaller bias and
MSE in the non-signal set Ac0. Among all methods, VOTING has the best selection sensitivity
and specificity when the best voting threshold is chosen as ω = 10.
It is worthwhile to note that although p is much smaller than N , for each sub-dataset of size
nk, the data partition may make p closer to nk. Regularization has been found as an appeal-
ing step in this situation to reduce the dimension of the optimisation so to achieve more stable
numerical performance. The regularisation is recommended to handle the situation where the
Newton-Raphson iterative algorithm is needed in the search for the estimate, because the Hes-
sian matrix may be poorly estimated with p being large and close to nk. Take the logistic model
as an example. LASSOINF and the proposed MODAC exhibit similar performance to GLM,
but META is clearly numerically unstable within each sub-dataset. In the case of p = 300 and
nk = 500, the logistic model appears to be an overfitted model, so some of the estimated proba-
bility pˆii may get very close to the boundaries of 0 or 1, and consequently the estimated variance
function pˆii(1− pˆii) is close to 0, causing severe numerical problems in the matrix inverse. Also,
the sensitivity of VOTING drops to 0.933 as compared to the sensitivity 0.995 of MODAC,
which remains close to that of the gold standard GLM. In this simulation study, the best vot-
ing threshold is chosen as ω = 3 to ensure the most favorable variable selection performance of
VOTING. Nevertheless, in practice, the choice of the voting threshold ω remains a challenging
task given that the true signals are fully unknown. Based on our simulation results, for VOTING
variable selection performance seems to be very sensitive to the choice of ω, which implies the
importance of the bias correction step proposed in our MODAC method.
In the Poisson model, LASSOINF and our MODAC again give stable results comparable to
that of the gold standard GLM, similar to those observed in both Gaussian and logistic models.
On the other hand, similar to the logistic model, inference without regularisation by META gives
lower coverage probability than the nominal rate of 95% as well as lower specificity than the
gold standard GLM due to biased estimation in the sub-datasets. These results are in favor of
the invocation of regularisation to achieve consistent and stable mean and variance estimation
in the application of data partition to handle big data. LASSO and VOTING exhibit similar
performances as in both Gaussian model and logistic model, both with larger bias in the signal
set A0 and smaller bias in the non-signal set Ac0.
Summarising the three distributed methods being compared in Table 1, we see that MODAC
is the most stable method that produces the most comparable results to those of the gold standard
GLM. A noticeable advantage of MODAC is that it requires less computation time than GLM
when N is large due to the virtue of scalability. Although META is the fastest among all three
distributed methods as it does not involve the step of tuning parameter selection, its results are
clearly unstable in both logistic and Poisson models. Although VOTING seems to provide the
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Table 1. Simulation results whenN = 10, 000 and p = 300 for Gaussian, logistic and Pois-
son models. Each column corresponds to one of the six methods, including three parition-
free methods and three distributive methods with K = 20. A0 and Ac0 denote the set of
non-zero and zero coefficients in β0, respectively. The unit for computation time is seconds.
Results are from an average of 500 replications
Gaussian Model
GLM LASSO LASSOINF VOTING META MODAC
(ω = 10)
Sensitivity 1.000 1.000 1.000 1.000 1.000 1.000
Specificity 0.949 0.907 0.950 1.000 0.949 0.948
Mean squared error of βˆA0 0.001 0.001 0.001 0.000 0.001 0.001
Mean squared error of βˆAc
0
0.001 0.000 0.001 0.000 0.001 0.001
Absolute bias of βˆA0 0.018 0.031 0.018 0.017 0.018 0.018
Absolute bias of βˆAc
0
0.018 0.001 0.018 0.000 0.018 0.018
Coverage probability of βA0 0.949 0.949 0.948 0.946
Coverage probability of βAc
0
0.949 0.950 0.949 0.948
Asymptotic standard error of βˆA0 0.023 0.023 0.023 0.022
Asymptotic standard error of βˆAc
0
0.023 0.023 0.023 0.022
Computation time 3.759 3.497 5.268 1.957 0.182 2.036
Logistic Model
GLM LASSO LASSOINF VOTING META MODAC
(ω = 3)
Sensitivity 0.996 1.000 0.996 0.933 0.000 0.995
Specificity 0.946 0.889 0.953 0.947 1.000 0.958
Mean squared error of βˆA0 0.005 0.011 0.004 0.031 2.313 0.004
Mean squared error of βˆAc
0
0.005 0.000 0.004 0.000 0.238 0.004
Absolute bias of βˆA0 0.055 0.091 0.052 0.172 1.441 0.051
Absolute bias of βˆAc
0
0.054 0.003 0.051 0.004 0.390 0.049
Coverage probability of βA0 0.943 0.950 1.000 0.952
Coverage probability of βAc
0
0.946 0.953 1.000 0.958
Asymptotic standard error of βˆA0 0.067 0.064 > 1000 0.063
Asymptotic standard error of βˆAc
0
0.066 0.064 > 1000 0.063
Computation time 14.045 72.519 97.299 11.431 1.605 11.665
Poisson Model
GLM LASSO LASSOINF VOTING META MODAC
(ω = 4)
Sensitivity 1.000 1.000 1.000 0.944 1.000 1.000
Specificity 0.950 0.905 0.949 0.982 0.918 0.949
Mean squared error of βˆA0 0.000 0.001 0.000 0.001 0.000 0.000
Mean squared error of βˆAc
0
0.000 0.000 0.000 0.000 0.000 0.000
Absolute bias of βˆA0 0.015 0.025 0.015 0.027 0.017 0.015
Absolute bias of βˆAc
0
0.015 0.001 0.015 0.001 0.016 0.015
Coverage probability of βA0 0.957 0.956 0.918 0.955
Coverage probability of βAc
0
0.950 0.949 0.918 0.949
Asymptotic standard error of βˆA0 0.019 0.019 0.018 0.019
Asymptotic standard error of βˆAc
0
0.019 0.019 0.018 0.019
Computation time 9.811 36.454 69.642 56.568 0.733 56.053
GLM denotes the conventional generalised linear regression method, LASSO denotes the conventional lasso
method, LASSOINF denotes lasso method with inference; VOTING denotes the voting based lasso split-and-
conquer method, META denotes the conventional meta-analysis method, and MODAC denotes our proposed
divide-and-combine method.
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Fig. 1. Median computation time and interquartile range for conventional generalised linear regression (open
dots) and our proposed method of divide-and-combine (solid dots) as N and K increase. The sample size of
each sub-data set nk in our method is fixed at 500 for all cases. Conventional generalised linear regression
fails for N = 106 due to exceeding the memory limitation during computation.
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Fig. 2. The y-axis measures the mean squared error ratio versus our gold standard, the conventional gen-
eralised linear regression, for regression coefficients in set A0. Median and interqualtile range of the ratio
for conventional meta-analysis (triangles) and our proposed method of divide-and-combine (solid dots) are
shown as the ratio of p and nk increases. The total sample size N and number of covariates p are fixed at
10000 and 300, respectively, for all cases. Conventional meta-analysis algorithm fails to converge for logistic
regression when p/nk is large.
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Fig. 3. Coverage probability of regression coefficients in setA0 for conventional generalised linear regression
(open dots), conventional meta-analysis (triangles) and our proposed method of divide-and-combine (solid
dots) as the ratio of p and nk increases. The total sample size n and number of covariates p are fixed
at 10000 and 300, respectively, for all cases. Conventional meta-analysis algorithm fails to converge for
logistic regression when p/nk ≥ 0.3.
better variable selection than MODAC, its variable selection is very sensitively dependent on the
choice of threshold ω, and it is often hard to determine ω in practice.
Table 2 provides some additional simulation results under the same model settings as those
used in Table 1, but with varying values of K. Results of MODAC is unaffected by the partition
size K; in contrast, the performance of META and the choice of ω in VOTING are both highly
dependent on K.
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Table 2. Simulation results when N = 10, 000 and p = 300 for Gaussian, logistic and Poisson
models. Methods with different size of partition K are compared. A0 and Ac0 denote the set of
non-zero and zero coefficients in β0, respectively. Results are from an average of 500 replications
Gaussian Model
GLM META META LASSO VOTING VOTING LASSOINF MODAC MODAC
(K = 1) (K = 10) (K = 20) (K = 1) (K = 10) (K = 20) (K = 1) (K = 10) (K = 20)
(ω = 6) (ω = 10)
Sensitivity 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Specificity 0.950 0.950 0.950 0.906 1.000 1.000 0.950 0.949 0.948
MSE of βˆA0 0.001 0.001 0.000 0.001 0.000 0.000 0.001 0.001 0.001
MSE of βˆAc
0
0.001 0.001 0.001 0.000 0.000 0.000 0.001 0.001 0.001
Absolute bias of βˆA0 0.018 0.018 0.018 0.031 0.017 0.017 0.018 0.018 0.018
Absolute bias of βˆAc
0
0.018 0.018 0.018 0.001 0.000 0.000 0.018 0.018 0.018
Cov. prob. of βA0 0.950 0.949 0.949 0.949 0.949 0.946
Cov. prob. of βAc
0
0.950 0.950 0.950 0.950 0.949 0.948
Asymp. st. err. of βˆA0 0.023 0.023 0.023 0.023 0.023 0.022
Asymp. st. err. of βˆAc
0
0.023 0.023 0.023 0.023 0.023 0.022
Logistic Model
GLM META META LASSO VOTING VOTING LASSOINF MODAC MODAC
(K = 1) (K = 10) (K = 20) (K = 1) (K = 10) (K = 20) (K = 1) (K = 10) (K = 20)
(ω = 2) (ω = 3)
Sensitivity 0.996 0.948 0.000 0.999 0.967 0.933 0.996 0.996 0.996
Specificity 0.946 0.176 1.000 0.889 0.950 0.947 0.952 0.956 0.957
MSE of βˆA0 0.005 > 1000 2.316 0.011 0.025 0.031 0.004 0.004 0.004
MSE of βˆAc
0
0.005 > 1000 0.239 0.000 0.000 0.000 0.004 0.004 0.004
Absolute bias of βˆA0 0.057 > 1000 1.443 0.090 0.151 0.172 0.053 0.052 0.050
Absolute bias of βˆAc
0
0.054 > 1000 0.390 0.003 0.004 0.004 0.051 0.049 0.049
Cov. prob. of βA0 0.943 0.069 1.000 0.949 0.945 0.953
Cov. prob. of βAc
0
0.946 0.176 1.000 0.952 0.956 0.957
Asymp. st. err. of βˆA0 0.067 20.407 > 1000 0.064 0.064 0.063
Asymp. st. err. of βˆAc
0
0.066 20.249 > 1000 0.064 0.063 0.063
Poisson Model
GLM META META LASSO VOTING VOTING LASSOINF MODAC MODAC
(K = 1) (K = 10) (K = 20) (K = 1) (K = 10) (K = 20) (K = 1) (K = 10) (K = 20)
(ω = 3) (ω = 4)
Sensitivity 1.000 1.000 1.000 1.000 0.967 0.944 1.000 1.000 1.000
Specificity 0.952 0.936 0.918 0.904 0.990 0.982 0.951 0.951 0.949
MSE of βˆA0 0.000 0.000 0.000 0.001 0.001 0.001 0.000 0.000 0.000
MSE of βˆAc
0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Absolute bias of βˆA0 0.015 0.016 0.017 0.025 0.020 0.027 0.015 0.015 0.015
Absolute bias of βˆAc
0
0.015 0.016 0.016 0.001 0.001 0.001 0.015 0.015 0.015
Cov. prob. of βA0 0.954 0.939 0.918 0.953 0.952 0.955
Cov. prob. of βAc
0
0.952 0.936 0.918 0.951 0.951 0.949
Asymp. st. err. of βˆA0 0.019 0.018 0.018 0.019 0.019 0.019
Asymp. st. err. of βˆAc
0
0.019 0.018 0.018 0.019 0.019 0.019
GLM denotes the conventional generalised linear regression method, LASSO denotes the conventional lasso method,
LASSOINF denotes lasso method with inference; VOTING denotes the voting based lasso split-and-conquer method,
META denotes the conventional meta-analysis method, and MODAC denotes our proposed divide-and-combine
method.
Under the same model settings as those in Tables 1 and 2, we summarise some of the results
by Figures 1-3 to further show the performance of MODAC. Fig. 1 shows a comparison of
computation time between MODAC and GLM as the total sample sizeN and the number of sub-
datasets K increase, while the sub-dataset sample size nk is fixed. We see that the computational
burden increases sharply for GLM as N and/or K increases, whereas the computation time for
MODAC remains almost the same in all three types of models due to its scalability. Computation
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Table 3. Simulation results when N = 10, 000 and p = 300 for Gaussian, logistic and Poisson
models. Methods with different size of partition K and and compound symetric correlation ρ
are compared. A0 and Ac0 denote the set of non-zero and zero coefficients in β0, respectively.
Results are from an average of 500 replications
MODAC MODAC MODAC MODAC META META META META
K nk Type Set ρ = 0 ρ = 0.3 ρ = 0.5 ρ = 0.8 ρ = 0 ρ = 0.3 ρ = 0.5 ρ = 0.8
20 500 Gaussian A0 0.951 0.949 0.948 0.948 0.952 0.952 0.948 0.948
20 500 Binomial A0 0.754 0.854 0.909 0.952 0.998 1.000 1.000 1.000
20 500 Poisson A0 0.939 0.953 0.949 0.955 0.850 0.891 0.906 0.918
10 1000 Gaussian A0 0.954 0.946 0.943 0.948 0.957 0.946 0.946 0.949
10 1000 Binomial A0 0.871 0.896 0.925 0.945 0.009 0.006 0.157 0.069
10 1000 Poisson A0 0.949 0.951 0.948 0.952 0.896 0.919 0.922 0.938
2 5000 Gaussian A0 0.949 0.949 0.954 0.951 0.952 0.947 0.952 0.952
2 5000 Binomial A0 0.947 0.938 0.947 0.951 0.961 0.954 0.959 0.964
2 5000 Poisson A0 0.952 0.950 0.954 0.948 0.948 0.946 0.951 0.946
20 500 Gaussian Ac0 0.950 0.949 0.949 0.948 0.950 0.950 0.950 0.950
20 500 Binomial Ac0 0.961 0.961 0.960 0.958 0.998 1.000 1.000 1.000
20 500 Poisson Ac0 0.946 0.948 0.950 0.949 0.901 0.908 0.914 0.918
10 1000 Gaussian Ac0 0.949 0.950 0.949 0.949 0.950 0.950 0.950 0.950
10 1000 Binomial Ac0 0.958 0.958 0.957 0.956 0.999 1.000 0.884 0.176
10 1000 Poisson Ac0 0.948 0.950 0.949 0.951 0.923 0.930 0.931 0.936
2 5000 Gaussian Ac0 0.950 0.950 0.949 0.949 0.950 0.949 0.949 0.950
2 5000 Binomial Ac0 0.954 0.954 0.953 0.952 0.958 0.959 0.960 0.961
2 5000 Poisson Ac0 0.949 0.949 0.948 0.950 0.948 0.948 0.948 0.950
MODAC denotes our proposed divide-and-combine method and META denotes the meta-analysis method.
time for GLM with N = 106 is not reported in Fig. 1 because the computation exceeds memory
limit of the used Linux cluster. Fig. 2 shows a comparison of mean squared error of βˆA0 of
MODAC versus META, using GLM as the gold standard. We see that the mean squared error
of MODAC is stable against the change of the ratio p/nk. In contrast, the mean squared error
of META quickly deviates from the mean squared error of GLM for both logistic and Poisson
models as p/nk increases. In Fig. 3, the 95% confidence interval coverage probability averaged
over the signals βA0 by MODAC remains at the nominal level, whereas the coverage probability
of META deviates substantially from 95% when p/nk moves toward 1.
To establish some guidelines about how to select nk, we consider an additional simulation in
which the correlation between covariates varies in terms of correlation coefficients ρ, and Table 3
provides statistical inference results. The asymptotic confidence intervals of βA0 of MODAC
achieve the 95% nominal coverage in most scenarios, except for the logistic regression with ρ
being small. Clearly, better performance of coverage occurs with bigger sub-dataset sizes. It is
interesting to see that the performance gets better when the correlation ρ goes higher. The poorer
performance of MODAC in the logistic regression with a small ρ may be due to the curse of
dimensionality. As pointed out by Hall et al. (2005), data tend to lie deterministically at the ver-
tices of a regular simplex when the number of independent covariates goes to infinity and sample
size is fixed. In other words, a limited amount of data would be problematic to make a valid sta-
tistical inference. On the other hand, larger correlation ρ reduces an effective degree of freedom
which makes statistical inference a relatively easier task. Overall, the coverage probabilities of
MODAC is uniformly more consistent than those of META. Based on the empirical results of
MODAC, in practice, we suggest choosing a reasonably large nk in the logistic regression when
covariates have weak dependence.
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5. DISCUSSION
In this paper, we proposed a scalable regression method in the context of generalised linear
models with reliable statistical inference through the seminal work of confidence distribution. Al-
though the divide-and-combine idea has been widely adapted in practice to solve computational
challenges arising from the analysis of big data, statistical inference has been little investigated
and the conventional meta-analysis method has been taken for granted. We found in this paper
that regularization in the estimator is very appealing in the context of generalised linear mod-
els, especially in the logistic regression, because clearly this regularization enables to effectively
increase the robustness of scalable regression analysis. Furthermore, the reliable statistical in-
ference gives rise to great practical usefulness of the divide-and-combine strategy compared to
many selection-only methodologies. Our method can be readily built-in into some of the most
popular parallel computation systems, such as MapReduce (Dean & Ghemawat, 2008).
The choice ofK has not been thoroughly discussed due to the nature of this problem; it may be
subjective and falls in the scope of computer science. Here, based on our simulation experiences,
we give a few guidelines to the choice ofK. The partition sizeK should be chosen to ensure that
nmin is reasonably larger than p, say p/nmin ≤ 0.5, as well as should be large enough to benefit
from distributed execution. This suggestion is based on the assumption that available computer
processors are highly homogeneous with similar computational capacity. In most cases of large-
scale computation, in practice, the capacities of available processors are heterogeneous (Abadi
et al., 2016), thus partitioning the data becomes an even more challenging task and is beyond the
scope of this paper. To give an example, if the number of currently available computer nodes is
c, and if each node is capable of processing N/c amount of the samples all at once, we suggest
setting K = c and execute once on each node. If the computational capacity of each node is
incapable of processing N/c samples, we let K = mc where m is the smallest positive integer
such that K/mc samples can be run on one node.
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APPENDIX 1
Regularity Conditions
This section lists the regularity conditions used throughout the article. In fact, the proposed methodol-
ogy is general, which can be used to analyse each sub-dataset as well as the entire data all together.
(C1) For k = 1, . . . ,K, assume the same underlying true parameters β0,k = β0 across all sub-datasets.
Let the score function satisfies the following equation:
E
[{
y1 − g−1(xT1 β0)
}
x1/φ
]
= 0.
Further, in a neighborhood around the true value β0, Nδ(β0) = {β : ||β − β0||1 < δ} for some
constant δ > 0, it holds that for any β ∈ Nδ(β0),
{
g˙(xTβ)
}−1
stays away from zero and that
supx |
{
g˙(xTβ)
}−1 | = O(1). For any β ∈ Nδ(β0) and x, the Lipschitz condition holds,∣∣∣{g˙(xTβ)}−1 − {g˙(xTβ0)}−1∣∣∣ ≤ |xT (β − β0)|.
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(C2) Assume maxk ‖Xk‖∞ = Op(1), where ‖Xk‖∞ = maxi,j |Xk,ij |. Let σ(M) and σ(M) be the
minimum and maximum singular values of a matrix M , respectively. Assume
b ≤ min
k
{
σ(n
−1/2
k Xk)
}
≤ max
k
{
σ(n
−1/2
k Xk)
}
≤ B,
where b and B are two positive constants.
(C3) For k = 1, · · · ,K and fixed p such that 0 < p < nmin with nmin = mink nk, let λk =
(log p/nk)
1/2 and s0 = op
(
n
1/2
min/ log p
)
. It holds that for a lasso estimator βˆλ,k, ‖βˆλ,k − β0‖1 =
Op(s0λk), n−1k ‖Xk(βˆλ,k − β0)‖22 = Op(s0λ2k), where s0 =
∑p
j=1 I (β0,j 6= 0) and I(·) is the indicator
function.
It is noteworthy that conditions (C1) and (C2) are two common regularity conditions; see for example
Liu et al. (2015). Condition (C3) is the condition required for the lasso estimator βˆλ,k, which is the same
as condition (C2) given in van de Geer et al. (2014) for the asymptotic normality. Following Theorem 3 in
Zhang & Huang (2008), applying conditions (C1) and (C2), we can show that the conventional (adaptive)
lasso estimator βˆλ,k satisfies condition (C3).
APPENDIX 2
Proof of Theorem 1
Proof. For the sake of notation consistency in the context of divide-and-combine, we explicitly write
both subscripts k and nk in all terms in the proof, and show the consistency and asymptotic normality of
the bias-corrected estimator βˆcλ,k of the k-th dataset. Here, nk denotes the sample size of the k-th dataset.
Following the Karush-Kuhn-Tucker condition in (1) and condition (C3) that λk = (log p/nk)1/2 and
p < nk, we have Snk(βˆλ,k) = op(1). Under conditions (C1) and (C2), for any β ∈ Nδ(β0),
c1 ≤ σ
(
P 1/2nk (β)
)
σ(n
−1/2
k Xk) ≤ σ
(
n
−1/2
k P
1/2
nk
(β)Xk
)
≤ σ
(
n
−1/2
k P
1/2
nk
(β)Xk
)
≤ σ
(
P 1/2nk (β)
)
σ(n
−1/2
k Xk) ≤ C1,
where Pnk(β) = diag {vk,1, . . . , vk,nk}, vk,i is the variance function under the canonical link functions,
c1 and C1 are two positive constants, and σ(·) and σ(·) are defined in condition (C2). Hence, −S˙nk(β0)
is positive definite and ‖Σˆnk(β0)‖2 = Op(1), where Σˆnk(β0)
def
= {−S˙nk(β0)}−1. On the other hand, by
the law of large numbers, Snk(βˆλ,k)→ E {Snk(β)} |β=βˆλ,k→ 0. Combining this with condition (C1)
that E {Snk(β0)} = 0 and the negative definite property of S˙nk(β0), we have βˆλ,k → β0. Then, the con-
sistency of βˆcλ,k follows from its definition in (2) and ‖Σˆnk(β0)‖2 = Op(1).
Next, we show the asymptotic normality of βˆcλ,k. Again, following the Karush-Kuhn-Tucker condition
in (1), by the first-order Taylor expansion and conditions (C1)-(C3), we have
βˆcλ,k − β0 = Σˆnk(β0)Snk(β0) + ‖Σˆnk(β0)‖2Op(s0λ2k). (B1)
Furthermore, using the central limit theorem and Slutsky’s theorem, the first term in (B1)
n
1/2
k Σˆnk(β0)Snk(β0) ∼ N (0,Σ(β0)) asymptotically as nk →∞. On the other hand, by the condition
(C3), it is easy to show that the second term ‖Σˆnk(β0)‖2Op(s0λ2k) = Op(s0λ2k) = op(n−1/2k ). In sum-
mary, the proof of Theorem 1 is completed. 
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Proof of Theorem 2
Proof. Denote rN (β) = 1N
∑K
k=1 ∂ log hˆnk(β)/∂β and r(β) = limnmin→∞
rN (β). It is easy to see
r(βˆdac) = 0. On the other hand,
rN (β0) = − 1
N
K∑
k=1
nk
{
Σˆnk(βˆλ,k)
}−1 {
β0 − βˆλ,k − Σˆnk(βˆλ,k)Snk(βˆλ,k)
}
=
1
N
K∑
k=1
nk
{
Snk(βˆλ,k) + S˙nk(βˆλ,k)(β0 − βˆλ,k)
}
=
1
N
K∑
k=1
nkSnk(β0) +N
−1op
(
K∑
k=1
n
1/2
k
)
,
where the second equality holds by conditions (C1)-(C3). Then, by the law of large numbers, r(β0) =
E {SN (β0)} = 0, where the second equation follows from condition (C1). Furthermore, we have r˙(β0) =
Σ(β0), which is a positive definite matrix. Combining this with r(β0) = r(βˆdac) = 0, the consistency of
βˆdac follows.
Next we prove the asymptotic normality of βˆdac. By some simple algebra, we can obtain that
βˆdac =
{
K∑
k=1
nk
(
Σˆnk(βˆλ,k)
)−1}−1{ K∑
k=1
nk
(
Σˆnk(βˆλ,k)
)−1
βˆcλ,k
}
=
{
1
N
K∑
k=1
nkS˙nk(β0)
}−1{
1
N
K∑
k=1
nkS˙nk(β0)βˆ
c
λ,k
}
+ op(N
−1/2),
and var(βˆdac) = N−1Σdac. By the central limit theorem, the asymptotic normal distribution in Theorem
2 follows.
Finally, it suffices to show the gold estimator βˆfull has the same asymptotic distribution as βˆdac. By
the definition of βˆfull in Theorem 2, we have
βˆfull − β0 =
{
S˙N (β0)
}−1
SN (β0) + op(N
−1/2).
The asymptotically equivalent efficiency claimed in Theorem 2 follows by the central limit theorem. 
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