ABSTRACT In order to estimate the state-of-charge (SoC) for all cells in the battery pack, this paper proposed an average cell model to represent every cell in the pack. The average cell model consisted of a basic model and a bias function. First, the parameter identification of the basic model was conducted, and the inconsistencies between cells were calibrated by the uncertainties of the basic model parameters. Second, artificial neural networks were used to construct the response surface approximate model of the bias function. In order to make the average cell model more adaptable to different working conditions, a novel bias function considering the polarization voltage and the temperature was proposed to correct the basic model, and it was compared with other bias functions. Then, the extended Kalman filtering algorithm was used for SoC estimation based on the corrected model. Finally, a case study with six lithium-ion battery cells was performed for the verification and evaluation of the proposed method. The results indicated that the average model corrected by the proposed bias function showed good adaptability to different working conditions, and the maximum absolute SoC estimate errors of all cells in the battery pack were less than 2% at 25 • C, and 3.5% at 10 • C or 40 • C.
I. INTRODUCTION
With environmental pollution and energy problems becoming increasingly serious, electric vehicles (EVs) as a kind of transportation have become a main development direction of the automobile industry. The battery pack, as the energy storage and output system, is one of the most important components of EVs, and it is usually composed of hundreds of cells connected in series and parallel. However, inconsistencies of the battery parameters and uncertainties of the working conditions, which are inherent and always exist, will always result in significant differences in voltage and available capacity [1] . Regardless of battery equalization, the available capacity of a battery pack in series depends on the cells with the minimum remaining dischargeable capacity and the minimum chargeable capacity [2] . The more cells connected in the battery pack, the greater inconsistency exists between cell and cell. For a battery management system (BMS), accurate performance estimation for cells in the battery pack, such as state-of-charge (SoC) and state-of charge (SoH), are indispensable but challenging tasks [3] .
Lots of methods have been proposed for SoC estimation, and most of these methods are based on battery models. The equivalent circuit model (ECM) is one of the most widely used models for SoC estimation, and battery can be described by state-space representation in ECM [4] . Therefore, many observers used for system state estimation, such as PI observer [5] , sliding mode observer [6] , extended Kalman filter [7] , unscented Kalman filter [8] , adaptive extend Kalman filter [9] , particle filter [10] , can be employed to estimate SoC of battery cell. However, the inconsistency between cell and cell makes it different from the battery cell to the battery pack.
Because of the limitations of computing capabilities for BMSs in EVs, it is difficult to accurately estimate the SoC for each single cell in the battery pack. Many researchers have made great efforts to achieve SoC estimation of the battery pack. In some studies, the inconsistencies of the battery cells were ignored, so the battery pack could be regarded as a large battery cell [11] , [12] . However, the safety of the battery pack cannot be ensured in this method. Another method for battery pack's SoC estimation is based on screening process. This type of method is to select the battery cells with similar parameters and package them into a battery pack, and then the SoC of the pack could be represented by the SoC of one cell. Xiong et al. [13] proposed a secondary screening process to select the battery cells. However, as the batteries ages, the inconsistencies among cells will be larger and larger, and so will the SoC estimation error. Zhang et al. [14] proposed a method that selected the first over-discharged cell and the first over-charged cell to estimate the SoC of the pack. Truchot et al. [15] calculated the average SoC of battery pack. Zheng et al. [16] , [17] proposed that the battery pack could be represented by a mean-difference model, which consisted of a mean cell model and a difference model. The average SoC could be calculated by the mean cell model, and the inconsistency could be quantified by the difference model.
A SoC estimation method for battery pack based on bias correction was proposed by Sun and Xiong [1] , Sun et al. [18] , and Jing et al. [19] . Sun and Xiong [1] and Sun et al. [18] proposed a method for cell SoC estimation using bias correction technique and applied this method to a small battery pack. In this method, every cell in the pack was corrected by its bias. However, as the number of battery cells increases, the amount of calculation for building the bias will also increase. Jing et al. [19] proposed a framework to quantify the battery model and parameter uncertainties, and a response surface model was constructed to quantify model uncertainty (or model bias). However, temperature and the polarization effect of the battery have not been taken into consideration when constructing the model bias. When the charge/discharge current changes abruptly, the bias function only considering SoC and current cannot accurately track the dynamic behavior of the battery, and it is well known that temperature also has a significant effect on the performance of the battery.
Contribution of this paper is to propose a method based on an average cell model for SoC estimation of every cell in the battery pack. The average cell model was built based on Thevenin model and it was corrected by a bias function. A novel bias function was proposed considering temperature and polarization effect of the battery, and the RSAM of bias function was constructed by ANN. Different forms of bias functions were evaluated by the comparative analysis.
The rest of this paper is organized as follows. Section 2 presents the basic model, and the identification and uncertainty quantification of model parameters were conducted. Section 3 illustrates the construction method of the bias function and the EKF for SoC estimation based on the corrected model. The case study was reported in Section 4 in order to verify and evaluate the proposed method. Finally, conclusions are summarized in Section 5. where i L is the load current (assumed positive for discharge, negative for charge), U t is the terminal voltage, U D is the voltage across the RC circuit, and U OC means the OCV. Electrical behavior of Thevenin battery model can be expressed by Eq. (1).
II. BASIC MODEL AND PARAMETER UNCERTAINTIES
The discretized Thevenin model can be expressed by Eq. (2) .
where τ = R D C D , and k denotes the step of discrete time series with the sampling period t, k = 1, 2, 3, . . . The OCV can be described as a function of the SOC. The 6th degree polynomial function was used to fit the experimental data in this study, which was expressed as Eq. (3).
where z k denotes the SoC at time step k, c i (i = 0, 1, . . . , 6) denotes the polynomial coefficients of the function U OC , η i represents the charge or discharge efficiency, and C n means the maximum available capacity of the battery cell.
B. PARAMETER IDENTIFICATION
As the basic model has been determined, the parameter identification is required to obtain the parameters of the battery cell in the basic model. In order to obtain an average battery cell model to represent every single cell in the battery pack, off-line parameter identification was performed instead of online. The parameters and their uncertainties of the average VOLUME 6, 2018
cell model can be obtained from experimental data of a certain number of battery cells. In this study, time-domain parameter identification of the basic model was performed using the HPPC test data. For each battery cell, the current i L and and terminal voltage U t tested in the experiment were taken as input parameters, and the root-mean-square error (RMSE) between the measured (U t_test ) and predicted terminal voltage (U t_pred ) was taken as the objective function, expressed as Eq. (4 
where N denotes the number of total data measured during the experiment. The parameters of the average model can be calculated from the mean value of the parameter identification results of the parameterized cells.
C. QUANTIFICATION OF PARAMETER UNCERTAINTIES
It is cannot be ignored that the battery cells are different from each other even if they are the same type of battery produced by the same manufacturer. This difference or inconsistency between cell and cell is reflected as parameter uncertainty in a specific battery model [19] . Therefore, according to the basic model presented in Section 2.1, the uncertainties of model parameters (the equivalent ohmic resistance R i , diffusion resistance R D , and diffusion capacitance C D ) should be quantified to describe the inconsistency in the battery pack.
The parameter identification results (obtained by the method described in Section 2.2) can be further used to quantify the parameter uncertainties. The method of maximum likelihood estimation (MLE) is used with a wide range of statistical analyses. Assuming that the parameters are normally distributed with some unknown mean and standard deviation defined as = {µ θ , σ θ }, can be estimated with MLE since we have obtained the parameter identification results of some sample battery cells. The MLE method for uncertainty quantification can be formulated as Eq. (5).
where L(·) denotes the likelihood function; V i denotes the ith parameter of basic model; f (·) denotes the preset probability density function of V i , and M is the number of sample cells. The preset probability distribution includes normal distribution, lognormal distribution, Poisson distribution, uniform distribution, etc., which can be determined by the maximum likelihood value among these preset distributions.
III. MODEL BIAS CORRECTION AND SoC ESTIMATION A. MODEL UNCERTAINTY AND BIAS CORRECTION
In our study, the average model is built on the basic model, and the system identification and parameter uncertainties quantification methods have been presented in Section 2. However, the ECM simplifies the battery into electric circuit components, which will inevitably lead to prediction error in the terminal voltage. In other words, model uncertainty may always exist. For one specific battery cell, the difference between the predicted terminal voltage and the true terminal voltage can be defined as model bias [19] , and model bias may also be different when the battery is under various working conditions (e.g., different temperatures). Moreover, due to the inconsistency in the battery pack as mentioned in Section 2.3, the average model cannot accurately simulate the dynamic performance of each cell in the battery pack. Therefore, for an arbitrary cell in battery pack, the uncertain difference between the measured and the predicted voltage contains the uncertainties from model bias and parameter uncertainties.
In order to more accurately estimate the SoC of each single cell in the battery pack, the correction of the basic model is considered to reduce the uncertainty of model bias. As for the Thevenin model mentioned above, a corrected model can be defined by Eq. (6).
where δ(·) denotes the model bias function, which can also be described as the model uncertainty. The ''?'' means the factors that could affect the bias. As mentioned in [18] and [19] , these factors include SoC, charge/discharge current, maximum available capacity, temperature, etc. According to our research, the polarization voltages U D also have great influence in the bias. Therefore, for the average battery cell model corrected by the bias function, the uncertainty due to the model bias has been reduced, and the uncertainty caused by the inconsistency between the cells can be quantified by the uncertainties of model parameters. Strictly speaking, the bias function of each battery cell is also different, and the uncertainty of bias function will also lead to the uncertainty of SoC estimation. In this paper, the bias function is represented by the mean bias function of the training cells, i.e., the uncertainty of bias function is ignored. Experimental data of a certain number of battery cells (the training cells) under different working conditions is required as training data to construct the bias function.
B. BIAS FUNCTION MODEL BASED ON NEURAL NETWORK
In this study, Back-Propagation neural networks were used to construct a response surface approximate model (RSAM) of the bias function. Artificial neural networks have been widely used by many researchers and have shown the advantage of fitting nonlinear data. Back-Propagation is a method used in artificial neural networks to calculate a gradient that is needed in the calculation of the weight to be used in the network [20] , and it is commonly used to train deep neural networks [21] .
For brevity, take a 2-layer neural network as an example, the function of the network can be expressed as Eq. (7).
where x denotes the input data vector and its length is M , y denotes the output data vector and its length is N , and D represents the number of hidden unit; w ji denotes the weighting factor of the transformation between the data of the j-th node in this layer and the data of the i-th node in the previous layer, and the superscript (1) and (2) indicates the layer number of the networks; ρ(·) is the transfer function from the input layer to the hidden layer, and σ (·) is the transfer function from the hidden layer to the output layer.
Therefore, if a series of experimental data of battery cells under different working conditions are obtained, the RSAM of the bias function δ(·) for each cell can be constructed, with the SoC, current, temperature, etc. as input data, and the difference between the tested terminal voltage and the predicted voltage of the basic model as output data. In this paper, in order to reduce the prediction error of the terminal voltage due to the polarization effect of the battery, the polarization voltage U D , which should be calculated before the terminal voltage, was taken as the input when training the RSAM of the bias function.
C. SoC ESTIMATE METHOD FOR THE CORRECTED MODEL
The Extend Kalman Filter (EKF) algorithm has become one of the most widely used method for SoC estimation. Before using EKF algorithm, the corrected battery model needs to be discretized. The state space representation of the discretized battery model can be obtained from Eq. (2-3) and (6), expressed as Eq. (8) .
Let us define a discrete-time state-space form for filtering use. Specifically, we assume the form:
where x k , u k and y k denote the system state vector, input vector and output vector at time k; w k is the process noise which is assumed to be drawn from a zero mean multivariate normal distribution; v k is the observation noise which is assumed to be zero mean Gaussian white noise. Then, the EFK algorithm can be used to perform SoC estimation. The detailed calculation steps were given in Table 1 . Where Q k denotes the covariance of the process noise and R k denotes the covariance of the observation noise;x 10).
As shown in Eq. (10), due to the existence of the bias function, the Jacobian matrix of the output equation contains the partial derivative of the bias function for the state variables. Therefore, the gradient information of the bias function is required for the corrected model-based SoC estimation. Since it is difficult to obtain an analytical form of the bias function, the gradient information is also difficult to obtain. In this paper, the grid of the independent variables was established, and the approximate gradient of the bias function was obtained by the finite difference method. In the process of SoC estimation, the function value and the gradient value of the bias function are obtained by linear interpolation method in the grid. Although the algorithm may not be globally optimal because of the gradient approximation, the final SoC estimation error can still be acceptable. VOLUME 6, 2018 Based on the method presented above, the flowchart of this method is shown in Figure 2 . 
IV. CASE STUDY A. EXPERIMENTS
The experiment platform used in this paper consists of Arbin BT2000 cycler, a thermal chamber to regulate the operation temperature, a computer for the program and store experimental data. Measurement inaccuracy of the current and voltage sensors inside the Arbin BT2000 system is less than 0.05%. A battery pack with 6 Nickel-manganese-cobalt oxides (NMC) battery cells were used in our study. The basic parameters of the tested battery cells are listed in Table 2 . The capacities of four cells at 25 • C are shown in Table 3 with the mean (µ) and the standard deviation (σ ). The OCV-SoC curve at 25 • C was shown in Figure 3 . The analytic function of OCV-SoC was shown in Eq. (11), where z denotes the SoC.
U OC (z) = 3.21 + 6.886z − 34.42z The hybrid pulse power characterization (HPPC) tests were constructed and they were used to quantify the parameters of the basic model. Ten HPPC current profiles were given at every 10% SoC level reducing from 100% to 10%. The dynamic stress test (DST) cycles and urban dynamometer driving schedule (UDDS) tests were performed at the temperature of 10 • C, 25 • C, and 40 • C in order to construct the model bias function and verify the effectiveness of the proposed method under different working conditions.
B. PARAMETER QUANTIFICATION OF THE BASIC MODEL
Four battery cells (#1 ∼ #4) were employed as the training cells, and the HPPC tests of these four training cells were used for parameters identification and quantifying the uncertainties of parameters by the method proposed in Section 2.
In this paper, Thevenin model was chosen as the basic model, and the parameters of four training cells were identified by the optimization method with Eq. (4). The parameters of the basic model were characterized as random parameters subject to normal distribution, and the mean and standard deviation of each parameter were calculated by MLE as Eq. (5) 
C. TERMINAL VOLTAGE PREDICTION OF MODELS WITH DIFFERENT BIAS FUNCTIONS
In order to select the appropriate bias function, this subsection compared the effects of different forms of bias function on terminal voltage correction. Regardless of the change in temperature, the effect of polarization on model bias was prioritized in this subsection. Three forms of bias function (SoC, i), which has been proposed in [18] and [19] , (SoC, U D ) and (SoC, U D , i) were used to predict the terminal voltage under DST and UDDS tests at 25 • C.
Cells #1 ∼ #4 were also used as training cells, and the experimental data under DST and UDDS were used to construct the RSAM of the bias function by the method proposed in Section 3.2. The RSAMs of three forms of the bias function were shown in Figure 5 . As can be seen from Figure 5(a) , the surface of the bias function of (SoC, i) was extremely irregular, and sharp peaks were apparent. The surface shown in Figure 5 (b) and 5(c) were significantly smoother than The experimental data of all six cells under the DST cycle and UDDS test were used to evaluate the prediction accuracy of these bias functions. The RMSE and the maximum absolute error (maxE) for terminal voltage prediction were shown in Figure 6 .
The error analysis results in Figure 6 indicated that: i) The RMSE and maxE for terminal voltage prediction were both reduced after the model was corrected by the bias VOLUME 6, 2018 function, which verified the validity of the proposed method for model correction.
ii) The novel bias functions considering the polarization voltage U D showed better accuracy in terminal voltage prediction than only considering SoC and current. All maxE of (SoC, U D ) and (SoC, U D , i) were less than 40mV, which were less than the (SoC, i), especially under UDDS.
iii) The novel bias functions considering the polarization voltage U D showed better adaptability to different working conditions in terminal voltage prediction than only considering SoC and current. The error difference of (SoC, i) under DST and UDDS was significantly larger than (SoC, U D ) and (SoC, U D , i).
In summary, in order to make the corrected model better applicable to different working conditions, the polarization effect of the battery should be taken into consideration when constructing the bias function. Therefore, in the SoC estimation below, the polarization voltage U D was always taken as one of the independent variables of the bias function.
D. SoC ESTIMATION OF MODELS WITH DIFFERENT BIAS FUNCTIONS
Since the bias function considering polarization effect has good accuracy for terminal voltage prediction, further, it is necessary to consider the SoC estimation accuracy under different working condition. In this subsection, bias function of (SoC, U D , T ) and (SoC, U D , i) were constructed and used to verify the validity of the method for SoC estimation at different temperature.
Bias function of (SoC, U D , T ) was trained by the DST and UDDS data of cell #1 ∼ #4 at temperature 10 • C, 25 • C, 40 • C, while function (SoC, U D , i) has been built in Section 4.3. The gradient of these bias functions were obtained by finite difference method, which were further used to calculate the Jacobian matrices as Eq. (10) . A comparative analysis for cell SoC estimation was performed between the basic model with no bias function and two corrected models with bias function of (SoC, U D , i) and (SoC, U D , T ). The parameters of EKF used in this section, the matrices P Q R, were not changed in order to ensure the rationality of the comparison. The RMSE and maxE results for SoC estimation were shown in Figure 7 , and errors of all six cells at 10 • C were shown in Figure 8 .
The error analysis results in Figure 7 and 8 showed that: i) The RMSE and maxE for cell SoC estimation at 10 • C were both significantly reduced after the model was corrected by the bias function of (SoC, U D , T ), and the errors of (SoC, U D , T ) showed better stability under different temperatures, which verified the validity of the proposed bias function of (SoC, U D , T ) for SoC estimation.
ii) Similar to the results of terminal voltage prediction in Section 4.3, the error difference for SoC estimation of corrected model with (SoC, U D , T ) under DST and UDDS was significantly smaller than uncorrected model with no bias, which verified the adaptability of this model to different working conditions again.
iii) If the temperature was not taken as the independent variable of the bias function, the RMSE and maxE of (SoC, U D , i) at 10 • C were even larger than the uncorrected model. This result indicated that the form of the bias function should be appropriately selected, otherwise the correction effect may be counterproductive.
Based on the above case study, the validity of the proposed method for multi-cell SoC estimation in battery pack under different working conditions has been proved. The average cell model corrected by the bias function δ(SoC, U D , T ) showed the potential to accurately estimate the SoC of all cells in the battery pack under different working conditions.
V. CONCLUSION
This paper has proposed an average cell model to estimate the SoC of every cell in the battery pack for electric vehicles using bias correction method.
i) A ECM (Thevenin model) was chosen as the basic model of the average cell, and the identification and uncertainty quantification for parameters of the basic model were conducted.
ii) The model uncertainty was considered as the combination of model bias and parameter uncertainty. In order to reduce the model uncertainty, the bias correction method was employed and a novel bias function considering the polarization effect and temperature was proposed. Then, Back-Propagation neural networks were chosen as the method of constructing an approximate model of the bias function.
iii) The EKF algorithm was used for SoC estimation and was given in detail. Because of the existence of the bias function, the modification of the EKF algorithm has been explained. The gradient of bias function, which was needed for the Jacobian matrix calculation, was obtained by finite difference method. iv) In order to verify the validity of the proposed method and select a proper bias function to correct the basic model, terminal voltage prediction and SoC estimation and comparative analysis of different bias functions were conducted. The results indicated that the novel bias function δ(SoC, U D , T ), which has considered the temperature and polarization effect on the battery, showed good accuracy for model bias correction and SoC estimation and good adaptability to different working conditions.
