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“If an apple is magnified to the size of the earth,
then the atoms in the apple are approximately the size
of the original apple.”
Richard Feynman

Abstract
Optical quantum memories are important devices in quantum informa-
tion science. In particular, they are building blocks of quantum repeater
architectures that have been proposed to increase the range of quantum
communication beyond the limits set by losses in optical fibers. In this the-
sis, we report experiments with a quantum memory based on cold atoms.
We focus on two important aspects relevant for using the memories as
quantum repeater nodes: the connectivity to the optical fiber network,
and the ability to operate in a time-multiplexed fashion.
The core of the work presented in this thesis was the implementation of a
quantum memory based on spontaneous Raman scattering, following the
protocol of Duan, Lukin, Cirac and Zoller (DLCZ). The memory is imple-
mented with a cold ensemble of 87Rb atoms loaded in a magneto optical
trap. Single collective atomic spin excitations (spin-waves) are created
in a heralded manner, before being retrieved by conversion into strongly
non-classically correlated single photons. Our system showed measured
second-order cross-correlation function values up to 200, an inferred in-
trinsic retrieval efficiency inside the science chamber up to 44%, and a
memory lifetime up to 55µs.
Current realizations of DLCZ quantum memories present several limita-
tions, reducing the maximum practical distance achievable for quantum
repeaters based on these systems. We partially addressed two of them.
The first one originates from high absorption in optical fibers at the oper-
ating wavelength of 780 nm. The second one is that current demonstrations
only allow the creation of spin-waves in single temporal modes, limiting
the entanglement generation rates in quantum repeaters protocols.
A good solution to alleviate the first limitation is to translate the wave-
length of the generated single photons to the telecom C-band, where ab-
sorption is minimal, while preserving their quantum characteristics. For
this, we demonstrated an ultra-low-noise solid state photonic quantum in-
terface based on an integrated-waveguide in a non-linear PPLN crystal. We
converted heralded single photons emitted by the DLCZ quantum memory
at 780 nm to the telecommunication wavelength of 1552 nm. We achieved
a maximum signal-to-noise ratio of 80 for a mean input photon number
of 1, allowing us to show significant non-classical correlations between the
heralding and converted photons via the violation of the Cauchy-Schwarz
inequality.
To address the second limitation, we demonstrated the first experimental
steps towards the realization of a temporally multiplexed DLCZ-type quan-
tum repeater node. We showed active control of the spin-waves created
in our quantum memory by means of an external magnetic field gradi-
ent inducing an inhomogeneous broadening of the atomic hyperfine levels.
Acting on this gradient allows active dephasing and rephasing of individual
spin-waves, enabling spin-wave creation in multiple temporal modes and
read out of a specific time-bin only. We showed that the active rephasing
technique preserves the non-classical statistics of the heralded photons via
the observation of anti-bunching. We then created spin-waves in two tem-
poral modes and demonstrated selective read-out of only one of them with
a selectivity up to 92%.
All these results pave the way towards the realization of future temporally
multiplexed quantum repeater nodes based on the DLCZ protocol.
Resum
Les memo`ries qua`ntiques o`ptiques son dispositius importants en el camp
cient´ıfic de la informacio´ qua`ntica. En particular, so´n peces fonamentals
de les estructures de repetidors qua`ntics, les quals han estat proposades
per tal d’incrementar la dista`ncia en la comunicacio´ qua`ntica me´s enlla`
dels l´ımits imposats per les pe`rdues en fibres o`ptiques. En aquesta tesi
mostrem experiments duts a terme amb una memo`ria qua`ntica basada
en a`toms freds. Ens hem centrat en dos aspectes importants que so´n
rellevants a l’hora d’usar les memo`ries com a nodes de repetidors qua`ntics:
la connectivitat cap a la xarxa de fibres o`ptiques i l’habilitat d’operar amb
multiplexacio´ temporal.
La part central del treball presentat en aquesta tesi e´s la implementacio´
d’una memo`ria qua`ntica basada en la dispersio´ Raman esponta`nia, seguint
el protocol de Duan, Lukin, Cirac i Zoller (DLCZ). La memo`ria e´s imple-
mentada en un conjunt d’a`toms de 87Rb en una trampa o`ptico-magne`tica.
Excitacions individuals col·lectives d’espins ato`mics (ones d’esp´ın) so´n
creades de manera anunciada, abans de ser recuperades en una conversio´
cap a fotons individuals amb fortes correlacions no-cla`ssiques. En el nostre
sistema vam mostrar mesures de la funcio´ de correlacio´ creuada de segon
ordre amb valors de fins a 200, una eficie`ncia de recuperacio´ intr´ınseca dins
la cambra experimental de fins a un 44% i un temps de vida de la memo`ria
de 55µs.
Les realitzacions actuals de memo`ries qua`ntiques DLCZ presenten varies
limitacions, les quals redueixen la dista`ncia ma`xima que els repetidors
qua`ntics basats en aquests sistemes poden assolir. Nosaltres n’hem adrec¸at
parcialment dues d’elles. La primera e´s originada per l’alta absorcio´ en fi-
bres o`ptiques de la longitud d’ona de 780 nm. La segona te´ a veure amb el
fet que altres experiments actuals nome´s permeten la creacio´ d’ones d’esp´ın
en un u´nic mode temporal, limitant el ritme de la generacio´ d’entrellac¸ament
en protocols de repetidors qua`ntics.
Una bona solucio´ per mitigar la primera limitacio´ e´s traslladar la lon-
gitud d’ona dels fotons individuals, cap a la banda C de telecomunica-
cions en la que l’absorcio´ e´s mı´nima, preservant les seves caracter´ıstiques
qua`ntiques. Per aixo`, vam demostrar l’operacio´ d’una interf´ıcie foto`nica
qua`ntica d’estat so`lid amb un soroll ultra-baix basada en una guia d’ones
integrada en un cristall PPLN. Vam convertir fotons individuals anunciats
emesos per la memo`ria qua`ntica DLCZ a 780 nm cap a la longitud d’ona
de telecomunicacions de 1552 nm. Vam aconseguir una relacio´ senyal-soroll
ma`xima de 80 per a un nombre mitja` incident de fotons de 1, permetent-
nos mostrar correlacions no-cla`ssiques significatives entre el foto´ anunciat
i el convertit, mitjanc¸ant la violacio´ de la desigualtat de Cauchy-Schwarz.
Per tal d’adrec¸ar la segona limitacio´, vam demostrar els primers passos
experimentals cap a la realitzacio´ d’un node de repetidor qua`ntic de ti-
pus DLCZ amb multiplexacio´ temporal. Vam mostrar el control actiu
d’ones d’esp´ın creades a la nostra memo`ria qua`ntica, utilitzant un gradi-
ent de camp magne`tic extern que indueix un eixamplament inhomogeni
dels nivells ato`mics hiperfins. Actuar en aquest gradient permet el des-
fasament i refasament actiu d’ones d’esp´ın individuals, permetent crear
ones d’esp´ın en mu´ltiples modes temporals i llegir nome´s un mode tempo-
ral espec´ıfic. Vam mostrar que la te`cnica de refasament actiu preserva les
estad´ıstiques no-cla`ssiques dels fotons anunciats a trave´s de l’observacio´
d’anti-agrupament. Seguidament vam crear ones d’esp´ın en dos modes
temporals i vam demostrar la lectura selectiva de nome´s un mode amb
una selectivitat de fins a un 92%.
Tots aquest resultats obren la porta a la realitzacio´ de futurs nodes de
repetidors qua`ntics amb multiplexacio´ temporal basats en el protocol DLCZ.
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Quantum information science is currently a worldwide and very active
research field [1], both theoretically and experimentally. It can be seen
as the extension of classical information science to the quantum domain,
where information encoding and processing obey different rules. The idea
is to take advantage of phenomena that only emerge in quantum systems
composed of single or ensembles of particles, notably states superposition,
entanglement and quantum teleportation. The strong interest for this re-
search field stems directly from its numerous applications. An important
one is quantum computing [2], where those processes could allow to per-
form computationally-heavy tasks taking too long on classical computers,
like factorization of large integers. Another one is quantum communica-
tion, where the ability to transmit quantum states over large distances will
be important. It can be used for secure communications using quantum
key distribution (QKD) [3], loophole-free Bell inequalities violation exper-
iments which are of fundamental interest, and future quantum networks
for example. Finally, a more practical reason is the miniaturization of the
microprocessors used in classical computers, following Moore’s law. The
main factor for performance improvements is the shrinking of the size of
the transistors, allowing to put more of them on the same surface, and to
operate them at higher frequencies. However, once their size will become
comparable with the dimensions of a few atoms, quantum effects will arise
and strongly modify their behavior.
1.1 Quantum information
1.1.1 Qubits
Classical information is encoded on classical bits, taking either of two dis-
crete values 0 or 1. Quantum information, on the other hand, is encoded
on quantum bits, called qubits. In the Dirac notation, the state of a qubit
can be written as
|ψ〉 = α |0〉+ β |1〉 , (1.1)
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where α and β are probability amplitudes, such that |α|2 + |β|2 = 1, and
|0〉 and |1〉 are two orthogonal basis states. From this, we see that the
state of a qubit can take any value between |0〉 and |1〉. However, a direct
measurement will always project this state onto one of the basis state,
depending on the values of α and β. Also, qubits, unlike classical bits,
are very sensitive to noise and perturbations that would destroy quantum
superpositions.
The support of a qubit can be for example a single atom or ion, a collection
of these, an isolated electron, or a photon. A photonic qubit can be encoded
in various degrees of freedom, including polarization, photon number, time-
bin or frequency. For polarization encoding, the basis states are orthogonal
polarization components, like horizontal and vertical for example. The
basis for photon number encoding consists of the vacuum and single photon
components of a Fock state. Time-bin qubits are encoded in the early and
late time of arrival basis.
1.1.2 Quantum computing and quantum communication
Qubits can be separated into stationary and flying qubits, each corre-
sponding to different applications. The support for stationary qubits can
be single atoms in high finesse cavities, ions in electric traps, isolated elec-
trons in NV centers or atomic ensembles for example. They need to be
strongly interacting with external fields used to manipulate them, in order
to allow an efficient implementation of the operations necessary for quan-
tum computing. These operations are mostly manipulation of the state of
qubits by single-qubit rotations, and interactions between pairs of qubits
via two-qubit logic gates, like the controlled-NOT gate [4]. Stationary
qubits are also used to store quantum information.
The purpose of flying qubits is to be transmitted rapidly over large dis-
tances without being absorbed or scattered, which is why they are usually
encoded on photons, due to their low interaction with matter. This is not
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a trivial problem, since one has to deal with the transfer of single photons
over long distances without losing them, destroying them, or even disturb-
ing them. They can serve as quantum information carriers per se as in
QKD, or also be used as an interface between several stationary qubits in
quantum networks.
The most straightforward way to transmit flying qubits is direct trans-
mission in communication channels which are usually free-space or optical
fibers. In atmospheric free-space communication, the distances are lim-
ited by the beam divergence, atmospheric perturbations and the need to
have a free line of sight. However, this seems to be a promising approach
for future inter-satellites quantum communication in space [5], between a
ground station and a satellite, or between two mobile stations not too far
apart on Earth.
When free-space transmission is not possible, optical fibers are an excel-
lent alternative. The main limiting factor for the distance in this case are
losses by absorption or scattering. The losses in the telecom C-band are
∼ 0.2 dB/km, leading to a transmission of 1% after only 100 km. Consid-
ering a single photon source with an optimistic rate of 10 GHz, the photon
rate after 500 km would be only 1 Hz, and as low as 10−10 Hz after 1000 km.
This currently limits the operational distance of protocols such as QKD to
a few hundreds of kilometers only [6]. In the case of classical information
encoded on bright light pulses, classical repeaters are used to overcome this
limitation, where the incoming signal is amplified before further transmis-
sion. When dealing with quantum information, this is impossible without
adding noise to the transmitted states, as explained by the no-cloning the-
orem [7]. It states that an unknown arbitrary quantum state can not be
copied without errors. A potential solution have been proposed in 1998
[8]. It is the quantum repeater (QR), and is based on entanglement and
quantum memories. It will be presented in section 1.3.
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1.1.3 Entanglement
Entanglement is a purely quantum phenomenon playing a crucial role in
quantum information science, and is a useful resource for several applica-
tions like QKD or Bell inequalities violation. Two systems are entangled
if the joint quantum state describing them cannot be factorized. In an
entangled state, this joint quantum state is well defined, but each subsys-
tem is in a mixed state, i.e. it does not have well defined properties before
being measured. For example, the state of two photons A and B entangled
in polarization in the {|H〉 ; |V 〉} basis can be written as
|ψAB〉 = 1√
2
(
|HA〉 |HB〉+ eiφ |VA〉 |VB〉
)
. (1.2)
This corresponds to a maximally entangled state, where the individual
states of A and B are correlated with certainty. In this example, the pho-
tons don’t have a specific polarization, but the measurement of one of them
projects its state to a given polarization and ensures that the other has the
same polarization. Entanglement leads to very strong correlations between
the measurement outcomes on the two systems, which cannot be explained
classically. The distribution of entangled states over long distance is the
subject of intense research. Ideally, the entanglement quality between two
systems is independent on the distance separating them at the time of
the measurement, which explains the interest of entanglement distribution
over long distances. In practice however, losses and decoherence limit the
possible distance as for the case of qubits transmission. Nevertheless, en-
tanglement can be extended over large distances using a procedure called
entanglement swapping, which is based on Bell states measurements.
1.1.3.1 Bell states
Bell states are maximally entangled states of two qubits. There are four
of them:
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∣∣φ±〉 = 1√
2
(|0A〉 |0B〉 ± |1A〉 |1B〉)∣∣ψ±〉 = 1√
2
(|0A〉 |1B〉 ± |1A〉 |0B〉) .
(1.3)
These states have the particularity to violate the Bell CHSH inequality [9]
with the maximal possible value of 2
√
2. These inequalities express bounds
on the statistics of spatially separated measurements in local hidden vari-
able theories. This means that they can only be violated by non-classical
systems, like entangled photon pairs for example.
1.1.3.2 Bell states measurements
A Bell state measurement (BSM) is a joint measurement on two qubits.
Since the Bell states constitute and orthonormal basis for any two-qubit
state, the result of such a measurement is one of the four Bell states, which
are entangled states. Therefore, a BSM is an entangling operation, even
if the two qubits were not entangled prior to the measurement. BSMs
can be performed in a linear or non-linear way. The linear approach has
the advantage to be implementable only with beam-splitters or polariz-
ing beam-splitters, phase shifters such as wave plates and single photon
detectors. However, it is impossible to fully distinguish between the four
Bell states with this approach, the maximal efficiency being 50% [10]. The
non-linear approach allows us to fully distinguish between each Bell state,
but requires strong interactions between the qubits. BSMs are a central
element in the quantum teleportation and entanglement swapping proto-
cols.
1.1.4 Quantum teleportation
Quantum teleportation allows us to transfer an arbitrary quantum state
(as the state of an unknown qubit for example) between two remote parties
A and B [11]. The transfer happens instantaneously, and the initial state
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is lost in the process. The support for this protocol is an entangled system
shared between the two parties, and classical communication is also re-
quired. For clarity of explanation, I will consider qubits encoded on single
photons.
Let us consider the state to be teleported to be the one of eq. (1.1). Let
us also consider that the shared entangled photon pair is prepared in the
|φ−〉 Bell state. The state describing the three photons is then
|ψXAB〉 = α√
2
(|0X0A0B〉 − |0X1A1B〉) + β√
2
(|1X0A0B〉 − |1X1A1B〉) ,
(1.4)
which can be rewritten in the Bell states basis for X and A as
|ψXAB〉 = 1
2
{ ∣∣φ+XA〉 (α |0B〉 − β |1B〉) +∣∣φ−XA〉 (α |0B〉+ β |1B〉) +∣∣ψ+XA〉 (−α |1B〉+ β |0B〉) +∣∣ψ−XA〉 (−α |1B〉 − β |0B〉) }.
(1.5)
A BSM is performed at location A between the qubit to be teleported and
the qubit of the shared entangled pair placed at this location. The result
of this measurement is one of the four Bell states, and is communicated
classically to location B. After this, depending on the outcome of the mea-
surement, a unitary transform is applied on the state of the photon in B
in order to get an identical qubit as the original one.
1.1.5 Entanglement swapping
Entanglement swapping [12] is a special case of quantum teleportation
where the teleported state itself is entangled. It allows one to entangle two
systems which did not previously interact, and by doing so plays a key role
in enabling entanglement distribution over larger distance than the limit
set by losses in the communication channels. An example of entanglement
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swapping between entangled photons pairs with linear optics Bell state
measurements is represented in Fig. 1.1.
B
 
A
 
DC
EPR
PBS
SPDs
EPR
Figure 1.1: Entanglement swapping using linear optics Bell
state measurements. EPR: entangled photon pair source. PBS: po-
larizing beam-splitter. SPDs: single photon detectors.
Two entangled photon pair sources produce pairs in a given Bell state. A
polarizing beam-splitter (PBS) reflects vertically-polarized photons, and
transmits horizontally-polarized ones. In this way, when a coincident de-
tection happens, it means that photons B and C had similar polarizations.
Since it is known from the entangled state that A and B, as well as C and
D have similar polarizations, it comes that now A and D have the same
polarization. However, which polarization is it is still unknown, so they are
projected onto the same entangled state. For a more detailed explanation,
see section 2.1.
1.2 Quantum memories
As in classical information, one needs to be able to store qubits. In this
aspect, a major difference arises, which can be understood from the no-
cloning theorem. It is generally impossible to read the state of a qubit,
store it in a standard memory, retrieve it at a later time and copy it to
a new qubit. This is why quantum memories are developed. A quantum
memory allows the direct transfer of a quantum state to the memory with-
out reading it. Usually, the information carried by the incoming flying
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qubit, which is encoded on light in many cases, is transferred to internal
degrees of freedom of the atoms composing the QM. In this section, I will
only discuss optical quantum memories [13, 14].
1.2.1 General types of quantum memories
In general, we can distinguish between the absorptive and emissive types
of QMs.
Absorptive quantum memories
In absorptive QMs, an input signal emitted from a separate source is stored
in the memory before being retrieved. This signal can either be a single
photon state, or a general state such as squeezed states, coherent states,
or Fock states for example. During the readout, the detection of single
photons can be performed via photon counting techniques or homodyne
detection, while only the latter is used for general states. In the photon
counting case, one can separate the retrieval efficiency from the conditional
fidelity, which is the fidelity conditioned on a photon having been emitted
by the memory (see section 1.2.2). In the homodyne detection case, the
efficiency is part of the fidelity.
Emissive quantum memories
In emissive QMs, such as the Duan-Lukin-Cirac-Zoller (DLCZ, [15]) type,
classical pulse are used to create non-classical correlations or entanglement
between an emitted photon and an internal degree of freedom of the atomic
system. This degree of freedom can be for example the spin of a single
atom, or a spin excitation in the case of an atomic ensemble. This excita-
tion can then be retrieved by mapping it on a second single photon. The
characterization of the memory performance can be done using SPDs or
homodyne detection [16], as for absorptive QMs for single photons.
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1.2.2 Figures of merit for quantum memories
There are several figures of merit to characterize the performances of QMs.
As a general rule, it is desirable to have efficient writing and reading pro-
cesses, without any modification of the quantum state by the storage pro-
cess. Then, depending on the application of the QM, long storage time,
on-demand readout, and temporal or spatial multimode capability can be
useful. The possibility to easily connect a quantum memory to the telecom
network can also be an advantage.
Fidelity of the storage
The fidelity of the storage is a measure of the modification of the quantum
state by this process. It is defined as the overlap between the single-photon
wave packet which was sent in the QM and the one that is retrieved. In
photon counting experiments, the conditional fidelity is used, which is the
fidelity conditioned on a photon having been emitted by the memory. For
an input state |ψin〉, the conditional fidelity is
F = 〈ψin |ρout|ψin〉 , (1.6)
with ρout the reduced density matrix of the output state. Quantum state
tomography is usually used for this type of characterization.
Storage and retrieval efficiencies
The storage efficiency is not defined for emissive QMs. For absorptive
QMs, it corresponds to the probability that the input signal is absorbed
by the memory. The retrieval efficiency is then the probability to re-emit
a photon once the memory is read-out. For absorptive QMs, The storage
and retrieval efficiency is the product of the storage efficiency and of the
retrieval efficiency.
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Storage time
The atomic levels used for storage of a quantum state should be long lived,
with particular requirements for the lifetime depending on applications.
For example, for a memory used in a long-distance communication protocol
such as a QR, the memory lifetime should be longer than the total time
to distribute an entangled pair over the communication channel, which is
dependent on the channel length and the number of QR nodes in the chain.
Multimode capability
Multimode storage can only be implemented in systems formed by an
ensemble of particles, like atomic ensembles or doped crystals. It can be
temporal [17–19], spatial [20] or spectral [21]. The multimode capability is
useful for applications where repetition rates are a limitation, in particular
for QRs. For temporal multiplexing, the number of modes that can be
stored is characterized by the time-bandwidth product. It is the product
of the storage time, measured as the 1/e Gaussian decay time for example,
with the memory bandwidth. However, as will be shown below, not all
protocols enable temporal multiplexing. The spatial multimode capability
also allows to store images and generate quantum holograms [22].
Memory bandwidth
The memory bandwidth corresponds to the bandwidth of the input light
which can be stored in a QM. A larger bandwidth allows the storage of
shorter photons and hence a higher repetition rate. It is also an impor-
tant parameter to consider when connecting different types of quantum
memories together, for quantum networks for example.
Connection to telecom wavelength
The different types of quantum memories can store and emit photons at
specific wavelengths, given by the atomic species used to implement them.
The wavelength range for which the transmission losses are the lowest is
the telecom c-band. However, most physical systems used for quantum
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memories are not compatible with it, except the one based on erbium
atoms [23, 24]. Several techniques have been proposed to couple quan-
tum memories to the telecom C-band, including using quantum frequency
conversion [25, 26] which will be studied in this thesis.
1.2.3 State of the art of quantum memories
I will now present a state of the art on the work which has been done
on quantum memories. Many different systems can serve as the physical
support of the quantum memories, which can then be implemented with
various protocols. I will first introduce the different systems which can be
used as physical support, before presenting the different protocols.
1.2.3.1 Systems to implement quantum memories
There are two families of systems to implement quantum memories for
light. The first one is single-particle systems, which includes single atoms
or ions in optical cavities, and vacancy centers in diamond. They often
need to be placed in optical cavities to enable the strong light-matter
interaction necessary to reach high efficiencies. The second family is atomic
ensembles, which allow strong light-matter interaction without the need of
cavities, provided that the optical depth is high enough. In these systems,
quantum information is usually stored as a collective excitation, which is
delocalized and involves all the atoms addressed by the probing beams.
Moreover, they can have larger bandwidths and offer the possibility to
introduce multiplexing of quantum information. Atomic ensembles are
divided into solid-state systems with rare-earth ions doped crystals, and
warm or cold atomic vapors.
Single atoms or ions
Due to a weak light-matter interaction at the single-atom level, single
atoms or ions need to be placed inside a high finesse cavity to reach the
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strong coupling regime [27], and then be able to be an efficient interface
to store and retrieve photonic qubits. Initial experiments showing strong
coupling between a single atom and a single photon have been realized in
1992 [28], and reversible mapping of a coherent state of light with mean
photon number close to unity to and from the hyperfine states of an atom in
a high-finesse cavity has been demonstrated in 2007 [29]. An experimental
realization has been done in 2007 [30], where a single atom is entangled
with a single photon, before mapping of the atomic state onto a second
single photon. A quantum memory for polarization qubits has then been
realized with this system [31], achieving a fidelity of 93% after 2µs storage,
a total efficiency of 9% and a coherence time over 180µs. An elementary
quantum network of two single atoms in separate optical cavities [32], and
heralded entanglement between two single atoms in separate cavities [33],
have been demonstrated in 2012. Recently, an experiment demonstrating
a heralded quantum memory has been demonstrated with a single atom in
a cavity [34]. Entanglement of two fixed single-atom quantum memories
using single ions have been demonstrated in 2007 [35]. Heralded absorption
of a single photon by a single ion has been shown in 2009 [36].
Vacancy centers in diamond
These type of systems can show coherence times of the order of a second
[37]. Entanglement between a photon and a solid-state spin qubit in a
NV center has been shown [37]. Two-photon quantum interference from
remote nitrogen-vacancy (NV) centers in diamond [38, 39] has been shown,
before heralded entanglement between two separate NV centers [40]. More
recently, unconditional quantum teleportation between two NV centers has
been demonstrated [41].
Rare-earth ions doped crystals
This support is broadly studied. It offers the advantage that the active
ions used for storage do not move, since they are integrated in the crys-
talline structure. This allows one to achieve long optical and hyperfine
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coherence times at cryogenic temperatures [42]. However, the large inho-
mogeneous broadening of the optical transitions, due to the fact that each
ion sees a slightly different crystal environment, induces a dephasing of the
atomic dipoles once light is stored. Photon-echo protocols leading to their
rephasing, in combination with spin-state storage, can be used to achieve
efficient storage with long storage times [43] (see Atomic Frequency Comb
part in section 1.2.3.2).
Warm atomic vapors
Warm atomic vapors experiments are usually done in glass cells with di-
mensions varying from the cm to the µm range. The strong light-matter
interaction can be achieved at room temperature or by heating to increase
the optical depth. Because of the inhomogeneous broadening of the atomic
transitions due to the Doppler effect, only off-resonant protocols are usually
implemented, like Raman memories for example. Storage based on elec-
tromagnetically induced transparency (EIT) has also been implemented.
However, a high signal-to-noise ratio (SNR) at the single photon level has
not been achieved so far [44, 45].
Cold atomic ensembles
Obtaining a cloud of cold neutral atoms allows strong light-matter in-
teractions at the single photon level due to the possibility to reach high
optical depth and implement various protocols [46]. It is often sufficient to
work with cold atoms trapped in a magneto optical trap (MOT), without
the need to go to the temperature and pressure range allowing to obtain
a Bose Einstein condensate (BEC). Although a BEC offers much higher
densities, potentially leading to increased retrieval efficiencies, a standard
MOT offers the advantages of a simplified experimental setup and higher
repetition rates, which is important in the frame of quantum information
with single photons.
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1.2.3.2 Different protocols for quantum memories
In this section I will present the different protocols used to implement QMs
on atomic ensembles.
Electromagnetically induced transparency
Electromagnetically induced transparency [46–48] is based on a Λ- or
ladder-type 3-level energetic structure. An input probe light is sent on
resonance with one of the transitions, together with a strong control light
resonant with the second transition. In the presence of the control beam,
the medium becomes transparent to the probe light due to quantum in-
terference of the two dressed states created by the control light [49, 50],
canceling the imaginary part of the susceptibility. Moreover, the control
light makes the medium strongly dispersive, which reduces the group ve-
locity of the probe light. By appropriate timing, an input probe pulse can
be compressed inside the medium and stopped for a variable storage time
by adiabatic switching off of the control light. Subsequent retrieval is then
possible by switching it on again.
Single photon storage in a cold atomic ensemble using EIT has been demon-
strated for the first time in 2005 [51], followed by various experiments in
the quantum or classical light regime [52–60]. The maximum efficiency
measured so far is 78% with classical light [56], and 49% with single pho-
tons [55]. Squeezed light storage in cold atoms using EIT has also been
realized since 2008 [61, 62].
Raman
Raman memories are based on Raman scattering, first observed in 1928
[63]. It is a two-photon process taking place in Λ-type systems. A detuned
pump photon is absorbed, while a Stokes or anti-Stokes photon is emitted,
fulfilling the two-photons resonance condition. In Raman QMs however, a
signal photon is absorbed, and a strong control field on the other transi-
tion stimulates the emission of a photon on this transition. In this case,
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a single undetermined atom is transferred to the state addressed by the
control beam, creating a collective atomic excitation delocalized in the en-
semble, also called a spin-wave. This type of protocol allows the storage of
very short (and broadband) photons due to the possibility to have a large
single-photon detuning. It has been proposed in 2007 [21], and the first
implementations started in 2010 [64–66].
Controlled reversible inhomogeneous broadening
The controlled reversible inhomogeneous broadening (CRIB) protocol [43]
is based on photon-echo [67, 68]. It relies on the application of an external
inhomogeneous broadening to the atomic transitions of the atoms. This
broadening is spatially varying, leading to different resonance frequencies
for each atom, and must be reversible in a short timescale. It was first
proposed for Doppler broadened atomic vapors in 2001 [69], before being
adapted for rare-earth doped crystals in 2005 and 2006 [70, 71].
In solid state systems, a narrow absorption line is created within the nat-
urally inhomogeneously broadened optical transition. This line is then
broadened by the application of a controlled external electric field, which
reduces the OD and limits the efficiency. When input light is absorbed,
the atomic dipoles start to dephase, and rephasing is possible by rever-
sal of the controlled broadening, triggering the re-emission of the stored
light at a controllable time. Several experiments were realized with classi-
cal light pulses [72, 73], and then at the single photon level [23, 74]. Ref
[74] demonstrated the largest storage and retrieval efficiency achieved in a
solid state optical quantum memory so far (69%). When the broadening
is applied along the propagation direction (longitudinal broadening), the
protocol has been called Gradient Echo Memory (GEM).
Λ-gradient echo memory
The Λ-GEM protocol [75] is similar to the CRIB, since it also relies on
a controlled and reversible inhomogeneous broadening. It is based on the
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Raman protocol, with an inhomogeneous broadening applied while the
input light is absorbed, inducing a dephasing of the created spin-wave.
The broadening is then reversed, leading to a rephasing of the spin-wave.
The stored excitation can then be retrieved onto a photonic field if the
readout is performed at the rephasing time. Experiments with classical
light and at the single photon level have been performed [73, 76–80]. Λ-
GEM has demonstrated the most efficient absorptive quantum memory to
date [77] with an efficiency of 89% for bright pulses.
Atomic frequency comb
The atomic frequency comb (AFC) protocol is used in solid-states systems
and inspired by the CRIB. Here, the naturally inhomogeneously broadened
optical transition is modified to obtain periodically separated absorption
lines. This discrete, comb-like spectral structure allows periodic dephasing
and rephasing cycles of the atomic dipoles, leading to spontaneous re-
emission of stored light at a time set by the parameters of the comb struc-
ture. On-demand read-out is possible by transfer of the population from
the excited state to a second ground state. This protocol was proposed
in 2009 [17]. Several experiments with classical and single photon light
storage in the excited state have been performed [81–89]. Time-bin qubits
storage have been demonstrated [90, 91]. Heralded entanglement of two
separate crystals has been shown [92]. Photonic polarization qubits stor-
age has been realized [93–95]. The multimode capability of this protocol
has been shown, temporally [96] and spectrally [97]. All the experiments
mentioned previously were done with storage in the excited state, leading
to short and pre-determined storage times. Spin-wave storage has also
been demonstrated in the classical regime [94, 98–100] and very recently
in the quantum regime [101, 102].
Faraday interaction
Faraday interaction is used in the continuous variable regime. Here, the
variables are the quadratures of the electric field of the light, and of the
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atomic spins. Light is interacting with the atoms, producing an entangled
state and rotating the light’s polarization. This rotation is measured and
the result is fed back to the atoms, effectively mapping the quantum state
of the light onto the atoms [14]. This method has been used to implement
the first quantum memory [103]. Since then, other quantum memory and
quantum teleportation experiments have been performed [104–106].
DLCZ
The DLCZ protocol is named after the authors of its proposal, Duan,
Lukin, Cirac and Zoller [15, 107]. It is an emissive-type of QM, originally
thought to be the building block for QRs. In this protocol is usually
implemented in cold atomic ensembles, where the relevant energy levels
structure are in a Λ-configuration, with all the atoms initially prepared in
one of the ground states. A weak write pulse is off-resonantly applied on the
populated transition, probabilistically creating a single write photon in the
detection mode via Raman scattering. The detection of this photon heralds
the creation of a correlated spin-wave, defined as for the Raman memory
protocol. The spin-wave can then be read-out after a programmable delay
by means of a read pulse resonant with the second transition, mapping it
onto a single read photon emitted in a well-defined spatio-temporal mode.
The write and read photons usually show correlations with a high degree
of non-classicality, and have the possibility to be entangled in polarization
or time-bin. This type of QM is conceptually similar to an entangled
photons pairs source combined with an absorptive QM with on-demand
readout allowing to delay one of the photons. It is highly relevant for
protocols where synchronization between probabilistic events is necessary,
such as entanglement swapping chains used for QRs. This protocol is
appealing because it combines a photon pair source and a quantum memory
in one physical system, and can therefore also be used as an heralded single
photon source.
The first experimental observation of non-classical correlations have been
performed in 2003 [108, 109], and the first functional quantum repeaters
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segments have been demonstrated in 2007 [110] and 2008 [111]. The DLCZ
protocol has been used to entangle two remote atomic ensembles in 2005
[112], and four in 2010 [113]. Experiments showing synchronized single
photon pairs source generated from two DLCZ QMs have been performed
[114, 115]. High retrieval efficiencies (up to 84%) [16, 116, 117] and long
storage times (up to 165 ms) [25, 118, 119] have been shown with this proto-
col. Both characteristics have been combined in one setup with a retrieval
efficiency of 30% and a storage time of 3.2 ms [120]. Connection of DLCZ
QMs to telecom wavelength has been realized with four-wave mixing in an
atomic ensemble [25], and in this thesis by difference frequency generation
(DFG) in a waveguide [26, 121]. Finally, the retrieved single photons have
been characterized with homodyne tomography [16]. A combination of
CRIB and DLCZ protocol has also been demonstrated in the context of
this thesis, where a magnetic field gradient broadens the atomic ground
states [19].
1.3 Quantum repeaters based on the DLCZ pro-
tocol
Quantum repeaters have originally been proposed in 1998 by Briegel et. al. [8].
With the proposed model, the required time for entanglement distribution
scales polynomially with the distance instead of exponentially in the case
of direct transmission. A communication channel connecting two locations
A and B is split into several shorter segments connected by nodes. Each
segment comprises an entangled photon pair (EPR) source [11], and the en-
tanglement is propagated between neighboring segments by entanglement
swapping, until one high fidelity EPR pair is shared between locations A
and B. This is represented in Fig. 1.2. Two important features are neces-
sary due to the probabilistic nature of the creation of EPR pairs. First,
QMs must be placed in each arm, in order to store entanglement in each
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Figure 1.2: Quantum repeater. EPR: entangled photon pair source.
PBS: polarizing beam-splitter. SPDs: single photon detectors. QM:
quantum memory.
segment until global success, before being able to proceed with the swap-
ping operations. Second, the entanglement has to be heralded. The DLCZ
protocol [15] proposes to replace the EPR sources and QMs with atomic
ensembles playing both roles. Several other schemes inspired by this pro-
tocol have been proposed since [122, 123]. The performances of several
QRs protocols based on atomic ensembles and linear optics are reviewed
in [124]. Elementary nodes and links of a DLCZ QR have been realized
experimentally [110–112, 115, 125].
Other quantum repeater protocols have been proposed using different phys-
ical systems, for example single ions [126], single atoms in cavities [127],
and Rydberg atoms [128, 129]. Recently, another type of quantum repeater
based on quantum error correction has also been proposed [130–132]. This
type of repeaters can potentially achieve much higher bit rate, but are
much more demanding in terms of resources.
1.4 Quantum frequency conversion
Frequency conversion via non-linear interactions in dielectric media is a
well-understood and developed field. However, it was not straightforward
that quantum properties of an input field could be conserved and trans-
ferred to the converted field, due to strong noise suppression requirements.
Quantum frequency conversion (QFC) allows to shift the carrier frequency
of quantum light while preserving its quantum characteristics. Commonly
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used processes include sum frequency generation (SFG), difference fre-
quency generation (DFG), and four-wave mixing. It was proposed by Ku-
mar in 1990 [133], and experimentally demonstrated with SFG shortly
afterwards [134]. Many QFC experiments have been realized [135–139]. It
has been shown that QFC preserves time-bin [140, 141] and polarization en-
tanglement [142]. Conservation of anti-bunching for single photons emitted
from a quantum dot [143], temporal shaping by modulation of the pump
power [144], phase coherence preservation of a quantum state [145] and
photon statistics preservation [146] have been demonstrated. So far, only
two experiments have demonstrated QFC compatible with quantum mem-
ories [25, 26]. In this thesis, we showed the preservation of non-classical
correlations between photons emitted from a DLCZ QM, after conversion
of the read photons [26]. For a more detailed study of QFC, refer to [147].
1.5 Content of the Thesis
During my PhD, I worked towards improving the performances of future
DLCZ-based quantum repeaters. I will present the results of our efforts to-
wards the realization of a temporally multiplexed DLCZ quantum repeater
node for long-distance quantum communication using a cold 87Rb atomic
ensemble. This includes the ability to connect our system to the telecom
network via quantum frequency conversion from 780 nm to 1552 nm, and
the study of controlled rephasing of single spin excitation with selective
readout.
In chapter 2, I present more in details the DLCZ protocol, as well as the
figures of merit and sources of dephasing of DLCZ quantum memories. I
also detail the quantum frequency conversion process.
Chapter 3 describes our experimental setup used to implement the different
DLCZ-type experiments. Since I joined the group during its first months,
the design and building of the experimental setup from scratch was an
important part of my PhD work.
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In chapter 4, I explain how we implemented the DLCZ protocol and show
a characterization of our DLCZ quantum memory.
Chapter 5 deals with our experimental results on quantum frequency con-
version of weak coherent light compatible with atomic quantum memories,
and of single photons created with the DLCZ quantum memory.
In chapter 6 I present our experimental results towards the implementation
of temporal multiplexing in the DLCZ protocol.
Finally, chapter 7 will be the conclusion to my thesis.
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In this chapter, I will explain more in details the DLCZ protocol, and
its underlying theory. I will also explain the DFG process used in our
quantum frequency conversion experiment.
2.1 The DLCZ protocol
The DLCZ protocol is the basis of many QR protocols aiming at distribut-
ing entangled photon pairs between remote locations over large distances.
To implement DLCZ-type QRs, one needs emissive-type QMs based on
atomic ensembles capable of on demand-readout and of producing her-
alded entanglement. Such QMs can be viewed as a combination of an
entangled photon pairs source and an absorptive QM. They also have to
be connected by entanglement swapping.
In the following, I will explain the underlying processes behind the DLCZ
protocol, starting by the states describing the collective atomic excitation,
and the atoms-photon system. The theory described here is taken from
[15].
2.1.1 Building block: the DLCZ Quantum Memory
Let us consider an optically thick cloud of N identical neutral atoms.
The relevant energy levels structure consists of three levels in a Λ-type
configuration, as shown in Fig. 2.1. The |g〉 and |s〉 states must be long
lived, and can be two hyperfine levels of a metastable electronic ground
state, while |e〉 can be one of an excited state. In practice, this structure
is easily obtained in alkali metals for example.
Initially, all atoms are prepared in the |g〉 state. A weak, off-resonant short
pulse (typically from ten to several hundreds of nanoseconds) is sent on
the cloud, transferring atoms to the |s〉 state via Raman scattering. Such
scattering events, called write photons, are correlated with the excitation
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Figure 2.1: Λ-type energy levels structure. |g〉, |e〉, and |s〉 denote
the initial ground state, the excited state, and the so-called storage state.
Solid arrow: write pulse. Dashed arrow: write photon
of the symmetric collective atomic mode described by the operator
S =
1√
N
N∑
j=1
e−i(kW−kw)·rj |g〉j 〈s| , (2.1)
where rj is the position of atom j, and kW and kw are the wave vectors of
the write pulse and write photon respectively. The write photons emission
is isotropic, but they are collected and detected in one single spatial mode
only, so the atomic excitations associated with photons emitted outside
of the detection mode can be neglected. Defining the ground state of the
ensemble as |0a〉 = ⊗j |gj〉, the state of the atomic ensemble directly after
the detection of a single write photon is
|ψ(0)〉 = S† |0〉a =
1√
N
N∑
j=1
ei(kW−kw)·rj |g1 · · · sj · · · gN 〉 , (2.2)
Note that the phase term simplifies in the case of forward detection with
respect to the write pulse. However in practice a small angle (typically of
the order of one degree) is introduced between the write pulse and write
photon detection modes. This is to facilitate the filtering of the single write
photons from the much higher photon number of the write pulse. The spin-
wave temporal dephasing due to atomic motion increases with this angle,
as described in more details in section 2.1.4. This state corresponds to a
single collective atomic spin excitation, also called spin-wave.
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The state describing the atom-light system is a two-mode squeezed state,
which can be written as
|φ〉 =
√
1− p
∞∑
n=0
pn/2(S†a†)n |0〉a |0〉p , (2.3)
where p is the probability to create at least one write photon per trial
in the detection mode, a† is the write photon creation operator, and |0p〉
is the vacuum state. From this equation, we see that the probability for
creating multiple spin-waves and write photons in the same mode is non
negligible if p becomes too high. This is detrimental for the fidelity of
the generated entanglement, so low values of p are used in practice (typ-
ically below 10%, ideally below 1%). Conditioned on the detection of a
write photon, the spin-wave can be efficiently read out and mapped onto a
single read photon. The read photon is emitted into a well defined spatio-
temporal mode. The temporal mode is given by the read pulse temporal
shape, while the spatial mode is given by the phase-matching condition
kr = kW + kR − kw, with kR and kr the wave vectors of the read pulse
and read photon respectively.
The creation of such states is the basis for entanglement generation be-
tween to separate DLCZ QMs.
2.1.2 Entanglement generation
The setup for entanglement generation between two nodes is shown in
Fig. 2.2.
Two atomic ensembles placed at nodes A and B are simultaneously excited
by write pulses. The system consisting of both ensembles and the associ-
ated write photons and spin-waves is described by the state |φ〉A ⊗ |φ〉B,
with |φ〉A,B given by eq. (2.3). For each trial, there are four different pos-
sibilities. First, no photon is emitted or detected, in which case the trials
continue. Second, either one of the two detectors records a photon arrival.
This can be separated into two cases which are indistinguishable. Most of
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Figure 2.2: Entanglement generation between two nodes A
and B. BS: beam-splitter. FS: Filtering stage. SPDs: single photon
detectors. Solid arrow: write pulses. Dashed line: write photons.
the times, one single write photon has been emitted from either of the two
ensembles, which happens with a probability p. It can also happen that
both ensembles simultaneously emit a write photon, in which case either
both photons reach the same detector or one can be lost, leading to an
error due to the impossibility to discriminate these events. These events
happen with a probability p2 and are also detrimental to the entanglement
fidelity, again demonstrating the necessity of having low values of p. Fi-
nally, simultaneous detection events can happen with the same probability,
and are simply discarded. In the following, we will focus on the case where
only one ensemble emitted a single photon, i.e. p 1.
In this case, the detectors measure the combined radiations from the two
ensembles, which are a†+a+ or a
†
−a−, with a± = (aA ± eiϕaB)/
√
2, de-
pending on which detector makes the measurement. Here, ϕ accounts for
a phase difference between the two channels. Conditioned on a detection
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event, the state of the system is projected onto the nearly maximally en-
tangled state (to first order in p)
|Ψ〉±AB =
S†A ± eiϕABS†B√
2
|0〉a,A |0〉a,B
=
1√
2
(
|1〉a,A |0〉a,B ± eiϕAB |0〉a,A |1〉a,B
)
,
(2.4)
where |1a〉A,B symbolizes a single atomic excitation in the ensemble A
(resp. B), and is equivalent to the state of eq. (2.2). This is an ideal
state valid only in the absence of noise sources. To take noise into account
(originating from detectors dark counts, classical laser pulses or ambient
light), the state of eq. (2.4) becomes
ρAB(c0) =
1
1 + c0
(
c0 |0a0a〉AB 〈0a0a|+ |Ψ〉±AB 〈Ψ|
)
, (2.5)
where c0 is a weight coefficient for the vacuum component and depends on
the noise sources.
The entanglement generation rate is
Rgen ∝ p · ηt · ηd
ttrans
, (2.6)
where ttrans = ltrans/c is the transmission time through a channel of length
ltrans, ηt is the transmission efficiency from the ensemble to the detector
(including collection, filtering and transmission channel), and ηd is the de-
tection efficiency. Due to the heralded nature of the entanglement, one
needs to wait between each trial to verify if entanglement was successfully
generated, hence the term ttrans. Photon losses limit the achievable en-
tanglement generation rate. They arise due to finite collection efficiency,
absorption in the filtering and transmission channels, and limited detector
efficiencies. However, they do not affect the fidelity of the generated en-
tangled state. The next step of this protocol is to perform entanglement
connection operations once entanglement has been successfully generated
in two adjacent segments.
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2.1.3 Entanglement connection
The setup for entanglement swapping is shown in Fig. 2.3.
Figure 2.3: Entanglement swapping. BS: beam-splitter. FS: Fil-
tering stage. SPDs: single photon detectors. Solid arrow: read pulses.
Dashed line: read photons.
Here, the ensembles A and B, as well C and D, are entangled together as
explained previously. The ensembles B and C are simultaneously excited
by read pulses. The system consisting of the two pairs of entangled ensem-
bles is described by the state ρAB(c0) ⊗ ρCD(c0), with ρAB,CD(c0) given
by eq. (2.5). The detectors now measure the quantities corresponding to
the operators S†+S+ or S
†
−S−, with S± = (SB ± SC)/
√
2. A successful
detection will project the state onto
ρAD(c1) =
1
1 + c1
(
c1 |0a0a〉AD 〈0a0a|+ |Ψ〉±AD 〈Ψ|
)
, (2.7)
similar to the one of eq. (2.5) but with a different weight coefficient. The
probability of success for this operation depends on c1. In addition, the
phase term of the maximally entangled term |Ψ〉±AD is ϕAD = ϕAB +ϕCD.
For a more detailed explanation on how the different states shown pre-
viously are derived from the interaction Hamiltonian between light and
atoms, see supplementary material of [15].
I will now explain the different dephasing mechanisms limiting the memory
lifetime.
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2.1.4 The dephasing mechanisms
The spin-wave created by the writing process experiences dephasing over
time due to several decoherence mechanism. This dephasing can be as-
sessed by measuring the retrieval efficiency which is proportional to
ηret(t) ∝ |〈 ψ(0)|ψ(t)〉|2 , (2.8)
where |ψ(0)〉 is given by eq. (2.2), and |ψ(t)〉 is this state at the readout
time.
Atomic motion
First, the presence of an angle between the write-read pulses and photons
arm introduces dephasing due to atomic motion in the probing direction
[119]. This can be understood in an intuitive way by associating the wave-
vector ∆k = |kW − kw| to the spin-wave. Assuming that kW ≈ kw = 2piλ
and that the angle θ between the write/read pulses axis and the photons
detection axis is small, we get ∆k = 2piλ cos(θ). Finally, we relate this
wave-vector to the spin-wave’s wavelength
Λsw =
2pi
∆k
≈ λ
cos(θ)
, (2.9)
which is rapidly decreasing when the angle increases. Now the intuitive
picture suggests that once the atoms moved from a distance greater than
Λsw, the spin-wave cannot be retrieved anymore.
The intuitive view is confirmed by relating the retrieval efficiency with the
temperature of the atoms. Considering only atomic motion, we have
|ψ(t)〉 = 1√
N
N∑
j=1
ei(xj+vjt)·(kW−kw) |g1 . . . sj . . . gN 〉 , (2.10)
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hence
ηret(t) ∝
∣∣∣∣∣∣ 1N
N∑
j=1
eivj ·(kW−kw)t
∣∣∣∣∣∣
2
. (2.11)
Considering a three dimensional Maxwell-Boltzmann distribution for the
atomic velocities, the previous equation simplifies to
ηret(t) ∝ e−
kBT∆k
2t2
m = e−
t2
τ2 , (2.12)
where kB is the Boltzmann constant, T the temperature of the atoms, m
the atomic mass and ∆k = |kW − kw|. This corresponds to a Gaussian
temporal decay with a 1/e time constant τ =
√
m
kBT∆k2
. We see that for
a given angle, an increase of T corresponds to a faster dephasing. This
expression also allows to calculate an upper bound (since other dephasing
mechanisms are not considered here) for the temperature from storage
times measurements.
Inhomogeneous broadening
Second, inhomogeneous broadening of the atomic levels can induce a rapid
dephasing. The main cause for inhomogeneous broadening are spurious
magnetic field gradients, which can be constant (fields created by mag-
netic elements in the vicinity of the MOT for example) or transient (fields
created by Eddy currents induced during the switching of the MOT coils).
Considering the influence of inhomogeneous broadening only, we have
|ψ(t)〉 = 1√
N
N∑
j=1
ei
∫ t
0 ∆ωj(t
′)dt′+ixj ·(kW−kw) |g1 . . . sj . . . gN 〉 , (2.13)
where ∆ωj(t) = ∆Ej(t)/~ is the relative detuning of the state |j〉 =
|g1 . . . sj . . . gN 〉, with respect to the same state with no Zeeman splitting,
such that
∆Ej(t) =
N∑
i=1
δEgi (t)− δEgj (t) + δEsj (t), (2.14)
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where δE
g/s
j is the Zeeman splitting for the state |g/s〉 of atom i. Therefore,
ηret(t) ∝
∣∣∣∣∣∣ 1N
N∑
j=1
ei
∫ t
0 ∆ωj(t
′)dt′
∣∣∣∣∣∣
2
. (2.15)
However, inhomogeneous broadening can also be used at our advantage if
they are actively controlled. Indeed, the application of such broadenings
followed by a change of the sign can lead to a rapid dephasing of the
spin-wave followed by a rephasing at a chosen time, allowing an efficient
readout. This is the technique which is employed in Chapter 6.
Zeeman levels splitting
Third, splitting of the atomic levels, for example Zeeman splitting due to
the presence of homogeneous magnetic fields, can lead to periodic cycles of
dephasing and rephasing. This can happen if several atomic transitions are
involved in the writing process, leading to the creation of several classes
of spin-waves with different relative energies. When the atomic levels are
non-degenerate, interference between the various classes will occur.
In the presence of an homogeneous magnetic field B, the Zeeman sub-levels
mF are split by an amount
∆ω(mF ) =
∆E(mF )
~
=
µBgFmFB
~
, (2.16)
with µB the Bohr magneton, ~ the reduced Planck constant, and gF the
Lande´ g-factor. Hence, the relative detuning between the two states |g〉
and |s〉 defining a spin-wave with respect to the case with no field, or for
clock transitions, is
∆ω(mF,|g〉 ↔ mF,|s〉) = ∆ω(mF,|g〉)−∆ω(mF,|s〉) =
µB|gF |B
~
σmF , (2.17)
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with σmF = mF,|g〉+mF,|s〉 ∈ [−3,−2, ..., 2, 3], since gF,|g〉 = |gF | = −gF,|s〉.
Due to angular momentum conservation, the maximal difference in mF
between the ground and storage states defining a spin-wave is 2.
When a spin-wave is created, it is distributed between the different cases
depending on the polarization of the write pulse and of the detected write
photons. This leads to temporal fluctuation of the phase of the spin-
wave. Since the energy differences are discrete and multiples of each-other,
periodic dephasing and rephasing of the spin-waves is observed. In this
case, we have
|ψ(t)〉 = 1√
N
3∑
σmF =−3
NσmF∑
j=1
ei
∫ t
0 ∆ωσmF
(t′)dt′+ixj ·(kW−kw) |g1 · · · sj · · · gN 〉 .
(2.18)
Here, NσmF corresponds to the number of atoms involved in each case.
Overlapping this state with the one at zero time written in eq. (2.2), we
can derive the expression for the retrieval efficiency
ηret ∝ e−
t2
τ2
∣∣∣∣∣∣
3∑
σmF =−3
CσmF e
i
µB |gF |B
~ σmF t
∣∣∣∣∣∣
2
, (2.19)
where τ is the 1/e decay time and CσmF indicates the distribution of the
spin-wave into the different cases.
Loss of atoms
Last, the atoms involved in the collective state will eventually leave the
probe beams mode volume due to free fall and thermal motion. The
timescale at which free fall effects can be observed is of the order of the
millisecond. The time required for the atoms to drop of 150µm, corre-
sponding to the 1/e beam waist radius of our probe beams, is 5.5 ms. To
quantify the effect of thermal motion, let us consider the root-mean-square
speed of the atoms
vrms =
√
3kBT
m
. (2.20)
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Considering a cloud temperature of 100µK, this speed is ∼ 170µm ·ms−1
for 87Rb atoms.
How to deal with these issues
Fortunately, each of the previous dephasing mechanism can be addressed
individually and storage times on the millisecond time scale can be achieved
[25, 118, 119]. The dephasing due to the detection angle can be minimized
by using a collinear configuration. However, this in turn strongly increases
the requirements on the frequency filtering capability in order to isolate
the single photons from the classical pulses. This can be done by means of
Fabry-Perot etalons with appropriate extinction ratio, and in the case of
cold atoms, by means of warm atomic vapor cell with high OD and efficient
optical pumping of the atoms to the desired state. Magnetic fields effects
in general can be minimized by working with magnetic insensitive clock
transitions. If such transitions cannot be used, other techniques allow to
counter their effects. Spurious constant magnetic field gradients can be
negated by the introduction of a mu-metal magnetic shielding around the
MOT. Spurious transient fields can be reduced by using a non-metallic
vacuum chamber, and acting on compensation coils for magnetic gradient.
Homogeneous magnetic fields can be cancelled if no optical pumping in
a specific Zeeman sub-level is required for the initial preparation of the
atomic ensemble by means of compensation coils in the Helmholtz con-
figuration. If such optical pumping is required, efficient initial pumping
placing most of the atoms in the desired state followed by appropriate
emptying of the other states ensures that only one spin-wave class will be
created. Finally, to prevent atom loss on the millisecond time scale, the
atomic cloud can be loaded in an optical dipole trap.
2.1.5 Figures of merit for DLCZ quantum memories
DLCZ-type QMs can be used either as heralded single photon sources, as
QR nodes, or as light-matter entanglement sources. The performance of
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such QMs are assessed by several measurable parameters.
Memory lifetime
The memory lifetime is defined as the duration after which the initial
retrieval efficiency at zero delay is divided by a factor equal to e−1. The
delay is the time between the successful creation of a spin-wave and its
readout. As explained previously, it is principally limited by the dephasing
of the stored spin-waves due to various decoherence sources. Achieving a
sufficient memory lifetime is of particular importance in the case of QR
applications, since the QM must be able to retain the quantum state long
enough so that entanglement has been successfully generated for all the
elementary segments of the QR channel. Experiments with storage time
in the millisecond and even 100 ms regime have been realized, using clock
states and atoms trapped in an optical lattice [118, 119].
Retrieval efficiency
The retrieval efficiency is the proportion of retrieved single read photons
per successful heralded spin-wave creation. It is maximal at zero delay,
when decoherence mechanisms are still negligible. It principally depends
on the optical depth of the atomic ensemble [148, 149], as well as the correct
mode matching between the 4 beams. Ideally, efficiencies close to unity
could be achievable with the DLCZ protocol. However, in practice it is
limited by inhomogeneities of the write and read beams, imperfect mode
matching, and limited optical depth. Efficiencies up to 50% have been
achieved in free space [116], and up to 84% by placing a cavity around the
atoms [16, 117, 120].
Write and read photons statistics
The statistics of the write and read photonic modes taken independently
are those of thermal fields [150, 151]. This means that the second-order
intensity auto-correlation functions g
(2)
w,w and g
(2)
r,r are higher than one, and
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ideally equal to two. They are generally defined as
g
(2)
f1,f2
=
pf1,f2
pf1 · pf2
=
〈
a†f1a
†
f2
af2af1
〉
〈
a†f1af1
〉
·
〈
a†f2af2
〉 , (2.21)
where fi ∈ {wi; ri} denotes the write or read photonic modes after passing
through a balanced beamsplitter, pfi (resp. pf1,f2) is the probability to
detect a single photon from the photonic mode fi (resp. a coincidence),
and a†fi (resp. afi) is the creation (resp. annihilation) operator for the
photonic mode fi.
The statistics of the read photons conditioned on the detection of a write
photon is the one of a single photon, and therefore exhibits anti-bunching.
This means that the value of the conditioned auto-correlation function,
also called the anti-bunching parameter α, is lower than one, and tending
towards zero for perfect single photons. The definition of α is [152]:
α =
p(r1,r2|w)
p(r1|w) · p(r2|w)
=
pw,r1,r2 · pw
pw,r1 · pw,r2
=
〈
a†wa†r1a
†
r2ar2ar1aw
〉
·
〈
a†waw
〉
〈
a†wa†r1ar1aw
〉
·
〈
a†wa†r2ar2aw
〉 .
(2.22)
It can be expressed as a function of the probability p to create one or more
spin-wave as [19] (see appendix A)
α =
2p(2 + p)
(1 + p)2
. (2.23)
For very small values of p, α −−−→
p→0
= 4p.
Second-order cross-correlation function between write and read
photons
The second-order cross-correlation function between write and read pho-
tons g
(2)
w,r is a measure of the non-classicality of the correlations between
the write and read photons, which can be related with the fidelity of the
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heralded entanglement between two separate ensembles. It is defined as
g(2)w,r =
pw,r
pw · pr =
〈
a†wa†raraw
〉
〈
a†waw
〉
·
〈
a†rar
〉 . (2.24)
As in the case of α, g
(2)
w,r can be expressed as a function of p as (see appendix
A)
g(2)w,r = 1 +
1
p
. (2.25)
From equations (2.23) and (2.25), we see that α and g
(2)
w,r are related, and
α can be expressed as a function of g
(2)
w,r as
α =
4
g
(2)
w,r
− 2(
g
(2)
w,r
)2 . (2.26)
The previous expression shows that high single read photons quality (or
low value of α) is correlated with high values of g
(2)
w,r. High values of g
(2)
w,r
will also be related with a high fidelity of the entangled states in a QR
architecture [26].
Cauchy-Schwarz inequality
For a pair of independent classical fields, the second order cross-correlation
function between the two modes g
(2)
1,2 and the individual auto-correlation
functions for each mode g
(2)
1,1 and g
(2)
2,2 have to satisfy the inequality
R =
(
g
(2)
1,2
)2
g
(2)
1,1 · g(2)2,2
≤ 1, (2.27)
which constitutes a particular case of the Cauchy-Schwarz inequality [153].
A violation of the condition expressed by eq. (2.27) indicates that non-
classical correlations are present between the two modes. For DLCZ-type
quantum memories, the joint quantum state for the write and read photons
can be described by a two mode squeezed state. The write and read
photonic modes individually display a thermal statistic, i.e. their second
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order auto-correlation is equal to 2. In that case, the joint photon statistic
shows a quantum behavior when the cross-correlation function exceeds the
value of 2.
Fidelity of the memory
For DLCZ-type quantum memories, it has been shown that the fidelity of
the memory can be directly inferred from the normalized cross-correlation
function [125, 154]. For example, if the memory is used to create heralded
qubits (using polarization or time bin encoding), the coherence of the state
can be measured through a visibility given by
V =
g
(2)
w,r − 1
g
(2)
w,r + 1
. (2.28)
The fidelity F can be related to V by the expression F = (V + 1)/2 (valid
for qubit states), thus obtaining
F =
g
(2)
w,r
g
(2)
w,r + 1
. (2.29)
It is worth noting that the classical threshold of 2/3 for the qubit fidelity
[155] is surpassed as soon as g
(2)
w,r exceeds the value of 2.
Limitations of DLCZ quantum memories
The main and most obvious limitation of DLCZ QMs arises from the pre-
vious observation. One the one hand, high values of g
(2)
w,r and low values
of α are highly desirable. On the other hand however, these can only be
achieved in the limit of low values of p (typically less than ten percent).
Having a low value for p means that many write pulses have to be sent
before successfully creating an heralded spin-wave. The direct consequence
is that the spin-waves creation rate of the DLCZ QMs (entanglement gen-
eration rate of the DLCZ QRs) will inherently be limited. Depending on
the requirements for the system, a tradeoff between photons detection rate
and quality of the single photon or the correlations has to be met.
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Fortunately, a solution to address this critical issue exists, which is the
introduction of multiplexing in the existing protocol. The most convenient
form of multiplexing for DLCZ QMs is the temporal one, allowing us to
create and store spin-waves in many temporal modes with a train of write
pulses. In case of a write photon detection, only the spin-wave correlated
with the detected write photon is then read out. In the case of QRs
application, this would increase the entanglement generation rate on the
elementary segments by a factor equal to the number of storable modes in
the memory, to first approximation. The part of my PhD work dedicated
to this matter is presented in chapter 6.
A second limitation arises from the atomic species most commonly used
to implement DLCZ QMs. Alkali metals are often used, due to their con-
venient electronic structure allowing to trap them efficiently in a MOT.
Moreover, they can offer long coherence time making possible to obtain
long memory lifetimes. The drawback is that the optical wavelengths used
to interact with them are in the visible to near-infrared range (around
780 nm for 87Rb), which is relatively highly absorbed in optical fibers
(around 3 dB/km at 780 nm). This strongly limits the potential entan-
glement distribution distance for realistic QR applications, or the long
distance transmission of single photons in general. A good solution to ad-
dress this issue is to convert the frequency from alkali atoms resonant ones
to the telecom C-band. The part of my PhD work dedicated to this matter
is presented in chapter 5.
2.2 Quantum Frequency Conversion
In general, frequency conversion relies on non-linear processes happening
in non-linear media. The various processes have to satisfy two conditions,
which are energy conservation and momentum conservation. The con-
version can take place either in bulk crystal, or in waveguides. Each one
presents an advantage and an inconvenient in terms of efficiency and phase
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matching. In bulk crystal, the beams must be focused in order to reach high
efficiency, but a strong focus also reduces the interaction length. Waveg-
uides offer the advantage of a stronger non-linear interaction, because the
light is confined over the entire interaction length, permitting to use several
centimeter length crystals. As a result, the efficiency is increased.
In both systems, dispersion due to a different refractive index for each
wavelength involved prevents phase matching. This can be compensated
in bulk crystals by taking advantage of birefringence, allowing to fulfill
the phase matching condition by appropriate selection of the crystal ori-
entation and the polarization of the fields. In commonly used waveguides
realized by soft proton exchange, this technique is not possible because
only one polarization is guided. The birefringence can also not be used in
this waveguides, since the largest non-linear coefficient is achieved when all
the fields are polarized along the crystalline axis. Quasi phase-matching
can be used instead, as proposed in 1962 by Armstrong et. al. [156]. This
technique is commonly implemented by means of periodical poling of the
refractive index of the crystal.
2.2.1 Difference frequency generation
The theory presented in this section comes from [147, 157]. The most com-
monly used non-linear processes are three- and four-wave mixing. Here, we
will focus on difference frequency generation (DFG), which is a three-wave
mixing process where an incident field at frequency ωi, associated to a
pump field at ωp, is converted into light at a lower frequency ωs = ωi−ωp.
Maxwell’s equations in a dielectric media
We consider a non-linear, dispersive, homogeneous, isotropic and spatially
non-dispersive dielectric material. Maxwell’s equations in a material in
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their general form write
∇ ·D = ρf , (2.30)
∇ ·B = 0, (2.31)
∇×E = −∂B
∂t
, (2.32)
∇×H = Jf + ∂D
∂t
, (2.33)
where D = 0E + P is the electric displacement, ρf is the density of free
charges, B = µ0H + M is the magnetic flux density, E is the electric
field, H is the magnetic field, Jf is the free current density, P is the
polarization density (electric dipole moment per unit volume), and M is
the magnetization density (magnetic dipole moment per unit volume). In
dielectric materials, M = 0. The polarization P is the response of the
medium to the electric field, such that in general P(r, t) = P(E(r, t); r, t).
In non-linear media, it can be decomposed into a linear and a non-linear
part
P = PL + PNL = 0χ
(1)E +
∑
j
0χ
(j)Ej , (2.34)
where PL = 0χ
(1)E is the linear component, PNL is the non-linear com-
ponent, χ(1) is the linear susceptibility, and χ(j) are the non-linear suscep-
tibilities of order j. From this expression, it comes that D = 0rE+PNL,
with r = 1 + χ
(1) = n2 the relative permittivity of the material, and n
its refractive index. We also do the approximation Jf = σE, with σ the
electrical conductivity.
Using the identity ∇×(∇×E) = ∇(∇·E)−∆E applied to eq. (2.33) in the
case of a uniform charge density (∇(∇ · E) = 0), we obtain the following
wave equation for the electric field
∆E− µ0σ∂E
∂t
− r
c2
∂2E
∂t2
=
1
0c2
∂2PNL
∂t2
. (2.35)
We will now study the case of the DFG for classical light.
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Let us come back to the expression of P of eq. (2.34). Since three-wave
mixing processes arise from the second order non-linear susceptibility χ(2),
we will not take into account the higher order terms. For an electric field of
the form E(t) = E1(t)cos(ω1t) + E2(t)cos(ω2t) corresponding to the signal
and pump fields, we get
PNL = 0
χ(2)
2
[
E21(1 + cos(2ω1t)) + E
2
2(1 + cos(2ω2t))
+2E1E2 (cos((ω1 − ω2)t) + cos((ω1 + ω2)t))] . (2.36)
The terms oscillating at frequencies ω1−ω2 (resp. ω1 +ω2) are responsible
for DFG (resp. sum frequency generation).
The electric fields can be written as
Ej(x, y, z, t) = ξjuj(x, y)aj(z)e
i(ωjt−kjz). (2.37)
Here, ξj =
√
2Z0/nj~ωi is a scale factor with Z0 =
√
µ0/0 the impedance
of free space and nj the effective refractive index of mode j, uj(x, y) is
the normalized spatial mode of the waveguide, aj(z) is a slowly varying
envelope corresponding to the amplitude of mode j, and kj = ωjnj/c is
the propagation constant.
The scalar magnitudes of the nonlinear polarization at the three considered
frequencies ωs = ωi − ωp are [137]
PNL(ωi) = 0χ
(2)E(ωs)E(ωp), (2.38a)
PNL(ωs) = 0χ
(2)E(ωi)E
∗(ωp), (2.38b)
PNL(ωp) = 0χ
(2)E(ωi)E
∗(ωs). (2.38c)
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Combining equations (2.38) and (2.35), we get the following system of
coupled equations (
d
dz
+
αi
2
)
ai = −iκasapei∆k′z, (2.39a)(
d
dz
+
αs
2
)
as = −iκaia∗pe−i∆k
′z, (2.39b)(
d
dz
+
αp
2
)
ap = −iκaia∗se−i∆k
′z. (2.39c)
Here, ∆k′ = ks−ki+kp is the phase mismatch, αj is the power attenuation
coefficient, and
κ = 0
χ(2)
2
(
2~ωsωiωpZ30
nsninp
)1/2
Θ (2.40)
is the coupling coefficient, where Θ is the mode overlap.
Let us now consider a totally converted weak signal, a strong undepleted
pump, perfect phase matching (∆k′ = 0) and no propagation losses (αj =
0). The initial conditions are ai(z = 0) = ai0 and as(z = 0) = 0. The
undepleted pump assumption comes from the fact that it is much stronger
than the input, such that ap(z) = ap(z = 0) = ap0 and
dap
dz = 0. The
coupled equations simplify to(
dai
dz
)
= −γas (2.41a)(
das
dz
)
= −γai (2.41b)(
dap
dz
)
= 0, (2.41c)
where γ = κape
−ipi/2. Solving this system leads to
ai(z) = ai0cos(γz) (2.42a)
as(z) = ai0sin(γz). (2.42b)
In this case, the intensities of the input signal and the output field show
sinusoidal oscillations with a phase difference of pi/2. This means that
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periodically, the input signal is totally converted, followed by total back-
conversion.
Defining the conversion efficiency as the ratio of the power at the signal
target frequency at the output of the waveguide by the input power at the
input of the waveguide, we obtain
η =
|as(L)|2
|ai0|2 = sin
2(γL) = sin2(
√
ηnormPpL), (2.43)
where ηnorm is the normalized efficiency and Pp the pump power.
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In this chapter, I will explain the implementation and function of the
different components of our experimental setup, which is used for DLCZ-
type experiments. The core of this setup is a magneto-optical trap (MOT)
[158], in which neutral 87Rb atoms are cooled down to the 100µK level and
trapped. This trap is realized in an ultra-high vacuum (UHV) chamber,
using continuous wave (CW) laser beams and a magnetic field gradient.
The lasers used for the MOT also provide the probing beams used in our
experiments. The coils for magnetic fields are controlled by a current
driver, allowing to modify the current flowing through them in a short
time scale of few tens of microseconds. Since I joined the group at its
early beginning and started with an empty laboratory, the design and
building of this experiment represents an important part of my PhD work.
I will start by a description of the MOT in section 3.1, followed by the
laser system necessary for our experiments in section 3.2. Then I will
detail the composition of our vacuum system (section 3.3) and present
the different coils we used to control the required magnetic fields (section
3.4). I will also present the detection apparatus and control system of our
experiments (sections 3.5 and 3.6). The last section (3.7) of this chapter
is a general characterization of the MOT. The QFC setup characterization
will be detailed in the chapter dedicated to the QFC experiment.
3.1 The Magneto Optical Trap
A MOT is an apparatus allowing to obtain cold clouds of neutral atoms,
suitable to be used for various types of experiments. Atoms originating
from a low pressure vapor created in a vacuum chamber are laser-cooled
below the Doppler limit, and trapped at a specific position thanks to the
introduction of a quadrupolar magnetic potential. The final velocity of
atoms in such traps can be as low as a few tens of centimeters per second.
The first experimental realization of a MOT with neutral atoms has been
done with sodium in 1987 [158]. In this section, I will introduce 87Rb,
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the atomic species used in our experiment, before describing the physical
processes involved in the magneto optical trapping.
3.1.1 Atoms trapped in our MOT: Rubidium 87
Rubidium is a chemical element of the alkali metal group, with atomic
number 37 and an atomic mass of 85.4678u. Alkali metals appear in the
first column of the periodic table, and have one valence electron in the
s-shell. Natural rubidium is a mixture of two isotopes: 85Rb and 87Rb.
85Rb is stable and forms 72% of the mixture. The remaining 28% is formed
by 87Rb, which is radioactive with a half-life of 48.8 × 109 years, making
it effectively stable. It decays to strontium 87 (87Sr), which is stable, by
negative beta decay: 8737Rb →8738 Sr + e− + ν¯e. This means that the 87Rb
atom is converted to an atom with one higher atomic number (87Sr in this
case), while emitting an electron and an electron antineutrino [159, 160].
Rubidium was discovered in 1861 by Robert Bunsen and Gustav Kirchhoff
by spectroscopy, one year after the invention of the spectroscope by them-
selves. It is frequently used for laser-cooling based experiments, due to the
fact that it has a cycling transition, the ability to fabricate relatively low
priced diode lasers at the resonant frequencies, and the moderate temper-
atures required to obtain substantial vapor pressures.
We use the D2 line of
87Rb. We chose 87Rb over 85Rb mainly because of its
simpler energy levels structure, simplifying the optical pumping processes.
Its energy levels are shown in Fig. 3.1. The D2 line corresponds to a
transition between the ground and first excited states. The fine structure
results from the coupling between the orbital angular momentum L of the
outer electron and its spin angular momentum S, giving a total electron
angular momentum
J = L + S. (3.1)
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The associated quantum number can then range between
|L− S| ≤ J ≤ L+ S. (3.2)
In the case of 87Rb, S equals 1/2. In the ground state, L equals 0 so J
equals 1/2. For the first excited state, L equals 1 so J ∈ {12 , 32}. For the D2
line, J equals 3/2, and the transition is labeled as 52S1/2 → 52P3/2. Here,
5 is the principal quantum number of the outer electron, the superscript
2 is equal to the multiplicity 2S + 1, the letters S and P refer to the
value of L (resp. 0 and 1), and the subscript is equal to J . The fine
structure comprises hyperfine levels, resulting from the coupling of J with
the nuclear spin I, giving a total atomic angular momentum
F = J + I. (3.3)
52S1/2
52P3/2
F' = 3
F' = 2
F' = 1
F' = 0
F = 2
F = 1
266.7 MHz
156.9 MHz
72.2 MHz
6.8 GHz
384.2 THz mF =  2
mF =  1
mF =  0
mF = -1
mF = -2
mF = -1
mF =  0
mF =  1
Figure 3.1: Rubidium 87 D2 transition energy levels. F (resp.
F ′) are the hyperfine ground (resp. excited) states, and mF are the
Zeeman states represented only for the ground states.
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The rule for the associated quantum number is
|J − I| ≤ F ≤ J + I. (3.4)
In the case of 87Rb, I = 3/2, so for the ground state, F ∈ {1, 2}, and for
the excited state of the D2 line, F ∈ {0, 1, 2, 3}. The D1 and D2 lines are
approximately 15 nm apart, which is much bigger than the hyperfine split-
ting and the linewidth of our laser radiation, such that it can be completely
neglected.
The hyperfine levels also contain 2F + 1 magnetic sub-levels called Zee-
man levels, which determine the angular distribution of the electron wave
function. In the absence of external magnetic fields, the Zeeman levels are
degenerate. However, when an external magnetic field is applied, their de-
generacy is broken. To lowest order, the levels split linearly, proportionally
to the magnetic field and the Lande´ g-factor [160].
In the rest of the thesis, I will refer to the atomic hyperfine levels used for
ground states as F , and for excited states as F ′, for ease of distinction (see
Fig. 3.1).
3.1.2 Physical processes in a MOT
A MOT combines optical and magnetic fields in order to achieve stable
trapping of atomic species. The light by itself creates a velocity-dependent
potential similar to a friction force, allowing to cool atoms down to tem-
peratures of the order of 100µK. The combination with a magnetic field
gradient allows to go further down in temperature, and creates a position-
dependent harmonic potential. See appendix B for a detailed explanation
of these processes.
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3.1.3 Configuration of our MOT
Our trap is a single stage 3D MOT done in a single vacuum chamber at
UHV pressure levels. A schematic view of the setup is shown in Fig. 3.2.
The rubidium atoms are released from the dispensers towards the science
Figure 3.2: 3D view of our setup.
chamber. The MOT is passively loaded from the background gas. Ini-
tially, a set of 6 independent counterpropagating beams combining trap-
ping and repumping light was used. This has been replaced by a set of
3 back-reflected beams for the cooling laser, and one back-reflected beam
for the repumper, for simplicity of the experimental setup. At low beam
intensities, the retro-reflected configuration can be problematic due to a
shadowing effect caused by the atoms on the reflected beams. However,
at our intensity levels, this effect is negligible. One beam of the cooling
laser is sent horizontally, while the other two are sent diagonally with a
45◦ angle. The repumping beam is sent horizontally and back-reflected. A
pair of standard magnetic coils is used to produce the quadrupolar mag-
netic field. A set of 3 pairs of coils are used to control the homogeneous
magnetic field on the atoms. All these elements are going to be detailed in
the next sections of this chapter. In order to be able to place optics at the
height of the trapped atoms, we have placed an intermediate breadboard
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around the science chamber. A second breadboard on top of this one has
been placed in order to support the diagonal cooling beams.
3.2 The laser system
We used three different lasers for the experiments in which I was involved.
Two of them are used for the cold atoms trapping and the beams of the
DLCZ experiments: the cooling and the repumper lasers. The third one
is used for the QFC experiment: the telecom pump laser.
3.2.1 The cooling laser
The cooling laser is a combination of an external cavity diode laser (ECDL)
acting as a master laser followed by a tapered amplifier, delivering up to
1.5 W at 780 nm, from Toptica (TA pro). It is frequency stabilized, because
we have to address absolute optical transitions of 87Rb. This laser is used
to drive the transitions starting from the |F = 2〉 ground state. The high
power amplified output is split into the several laser lines required for the
experiments. The amount of light sent to each laser line is selected by
a half-wave plate and a polarizing beam-splitter, sending the vertically-
polarized component of the beam into the laser line. Each line is based on
a double-pass acousto-optic modulator (AOM) configuration, allowing us
to apply a controlled frequency shift which can be different for each line,
and to modulate the light amplitude to create pulses. This control of the
frequency is necessary to address the different relevant atomic transitions,
which are split by few tens or hundreds of MHz from each other as seen
in Fig. 3.1.
The first line is used for the cooling beams of the MOT. It is off-resonantly
addressing the |F = 2〉 → |F ′ = 3〉 transition, in order to Doppler cool the
atoms. The second line is used for the write or read beam, depending on
the atomic levels configuration for each experiment. In both cases, it is
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addressing the |F = 2〉 → |F ′ = 2〉 transition, off-resonantly if used as a
write beam, and resonantly if used as a read beam. The third line is used
for optical pumping in the case of the controlled rephasing experiment (see
chapter 6. It is slightly off-resonantly addressing the |F = 2〉 → |F ′ = 2〉
transition. Light from an auxiliary output of the master diode (before
amplification) is used for the frequency stabilization. This allows us to
bring the frequency of the light of this laser close to the atomic transitions
used in our experiments, and to use AOMs in order to precisely address
each one of them. The frequency locking method is explained in 3.2.5.
3.2.2 The repumping laser
In order to cool rubidium, light with a significantly different frequency is
required in order to transfer back the atoms decaying in the |F = 1〉 ground
state on the |F = 2〉 state to maintain the interaction with the cooling laser.
Since these two levels are split by about 6.8 GHz, it is common to use a
second laser in order to interact with the transitions from this first level.
However, this could also be achieved by modulating light from the cooling
laser with an electro-optic modulator (EOM).
The repumping laser is also an ECDL. The required power for this laser
being lower than for the cooling one, it is not amplified. First we used an
ECDL from Radiant Dyes (NarrowDiode), before switching to a DL Pro
from Toptica. The output of the laser is split into several lines controlled
by AOMs, similarly to the cooling laser. The first line is used as a re-
pumper for the MOT. It is resonantly addressing the |F = 1〉 → |F ′ = 2〉
transition. The second line is used for the same purpose as the second line
of the cooling laser, with opposite roles, i.e. as read or write beam. It is
addressing the |F = 2〉 → |F ′ = 2〉 transition as well. A third line is used
for the frequency stabilization.
54 Chapter 3. Experimental setup
3.2.3 The probing beams
In order to perform all the DLCZ-type experiments, two pairs of counter-
propagating beam lines are necessary. They are separated by an angle
between 1◦ and 3◦ depending on the experiment, and are focused and
overlapping on the atomic cloud, near the center of the quadrupolar mag-
netic field. The first pair is used for the write and read beams. The 1/e
beam waist radius is about 150µm. The write beam typically has a power
of several hundreds of microwatts, and the read beams is in the low mil-
liwatt range. The second pair is not used to send light, but to collect the
write and read photons. The 1/e beam waist radius is narrower, about
50µm, in order to ensure a good overlap with the write/read beams mode,
and to collect the photons from a region where the intensity of the write
and read beams is more homogeneous.
3.2.4 The telecom pump
This laser is used exclusively for the QFC experiment. It is an ECDL
amplified using an external amplifier. The master laser is a DL Pro from
Toptica. Its wavelength is set to 1569 nm. The amplifier is an erbium
doped fiber amplifier from Keopsys. The total power available with this
system is more than 2 W, from which up to 800 mW could be used for our
QFC experiment, while the rest was used for other experiments. Since the
bandwidth of the difference frequency generation process in our experi-
ment is much larger than the linewidth of this system, it was not actively
stabilized in frequency.
3.2.5 Frequency stabilization of the lasers
We need to address precise atomic transitions with the lasers in our ex-
periments, which has two consequences. First, the laser linewidth must be
much narrower than the one of the excited levels which we are using. For
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87Rb, this linewidth is approximately 6 MHz. Since we use two ECDLs,
with intrinsic linewidths of few tens to hundreds of kHz, this is not a prob-
lem. Second, we must maintain the laser frequency close to the atomic
transitions frequencies, in order to be able to address them by means of
several AOM lines. This frequency stabilization is done with the stan-
dard Doppler-free saturated absorption spectroscopy technique, which is
explained in the following.
A single laser beam is split into three different paths by passing it through a
thick uncoated glass substrate tilted by 45◦. The reflection on the front and
back surfaces are about 4% for each one. This produces two weak parallel
reflected beams w1 and w2 with low intensity, while the transmitted one
has higher intensity. The two weak beams are passing together through a
transparent glass cell filled with a mixture of rubidium 87 and 85. The cell
is at room temperature, corresponding to a vapor pressure of about 5.0×
10−10 bar at 25◦C. The strong beam s is sent almost counter-propagating
and overlapped with only one of the two weak beams. This is depicted in
Fig. 3.3.
Figure 3.3: Setup for the Doppler-free saturated absorption
spectroscopy.
First, let us focus on w1. If the frequency of the light is swept around
the rubidium resonances, a Doppler-broadened absorption spectrum is ob-
served on the photodiode. This will be used as a reference to be subtracted
in order to obtain the Doppler-free signal. The velocity distribution of the
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atoms follow a Maxwell-Boltzmann distribution:
Pv(v)dv =
√
m
2pikBT
e
− mv2
2kBT dv (3.5)
The expression for the Doppler shift in frequency is:
f = f0
(
1 +
v
c
)
(3.6)
From this, we find that
v = c
(
f
f0
− 1
)
, dv =
c
f0
df (3.7)
Replacing v and dv by f and df in 3.5, we obtain:
Pf (f)df =
√
mc2
2pikBTf20
e
−
m
[
c
(
f
f0
−1
)]2
2kBT df (3.8)
This corresponds to a Gaussian profile with a FWHM equal to:
∆f = 2
√
2ln(2)
√
kBTf20
mc2
(3.9)
In the case of rubidium at room temperature, this gives ∼ 500 MHz, which
is much larger than the linewidth of the atomic transitions.
The beam w2 combined with the pump s allows to resolve the spectral
features which are narrower than the Doppler broadening, like the hy-
perfine transitions we are interested in. At frequencies where both the
probe and the pump are resonant with an atomic transition, the pump
saturates the atomic transition, promoting about half of the atoms to the
excited state, which allows the probe to be transmitted. This situation
occurs in two different cases. First, let us consider a frequency with no
detuning from an atomic transition. Both the probe and the pump will
be resonant with atoms having no velocity component in the direction
of the beams, meaning no Doppler shift. Second, moving atoms can be
resonant with the probe and the pump light on two separate transitions
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starting from the same ground state. This is true if more than one excited
states are present, which is the case for alkali atoms in general. It happens
at frequencies which are exactly between two atomic transitions, called
crossover frequencies νc. Considering two transitions with frequencies ν1
and ν2, some atoms will see the pump Doppler-redshifted with the transi-
tion frequency ν1 and at the same time the probe beam blueshifted to ν2,
and vice versa, such that
ν1 = νc − va
c
νc
ν2 = νc +
va
c
νc,
(3.10)
resulting in the following expression for the crossover frequency
νc =
ν1 + ν2
2
. (3.11)
Finally, the signal produced by w1 is subtracted from the one produced
by w2 and s, allowing to remove the Doppler broadening from the final
spectrum. Such a spectrum obtained with this method is shown in Fig. 3.4
(top) for the D2 line of
87Rb, starting from the ground state |F = 2〉. We
observe 6 transmission peaks. Three correspond to frequencies resonant
with the transitions |F = 2〉 → |F ′ = 1, 2, 3〉, and three to the crossovers
between these three excited states. The excited state |F ′ = 0〉 does not
appear here, since it is a forbidden transition.
This spectrum is then used in order to stabilize the frequency of the laser,
which is achieved by means of frequency modulation and demodulation.
The idea is to produce an error signal which is the derivative of the ab-
sorption spectrum, as explained in appendix C, and to use it for frequency
correction. The error signal , shown in Fig. 3.4 (bottom), is sent to a PID
controler implemented on a microcontroller board. The target is the zero-
crossing of the error signal for the crossover between the |F = 2→ F ′ = 2〉
and |F = 2→ F ′ = 3〉 transitions. The correction is finally done with a
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Figure 3.4: Doppler-free saturated absorption spectroscopy
spectrum. (Top) Normalized transmission, with the corresponding
transitions and crossovers. (CO) Crossover frequencies. (Bottom) Cor-
responding normalized error signal. The horizontal axis is the frequency
detuning with respect to the |F = 2〉 → |F ′ = 3〉 transition.
feedback on the piezoelectric element controlling the grating forming the
external cavity of the master laser.
Frequencies of the cooling laser lines.
I will now explain how the frequencies of the different AOMs are chosen,
based on the setup of Fig. 3.5.
The frequency of the laser light at the master or amplified output is νlaser,
and the frequencies after the different AOM lines are labeled with ν···. The
frequencies shifts given by the AOMs are labeled as ν···AOM . The frequencies
of the atomic transitions between levels a and b are labeled as νa→b. All the
AOMs are set in double-pass configuration on the −1 order. By definition,
νlock = νlaser − 2νlockAOM or equivalently
νlaser = νlock + 2ν
lock
AOM . (3.12)
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We lock on the crossover between the |F = 2〉 → |F ′ = 2〉 and |F = 2〉 →
|F ′ = 3〉 transitions, because it is the transmission peak with the highest
amplitude, allowing us to obtain the best possible error signal. More-
over, all the other AOM frequencies necessary to address the transitions
of interest are easily accessible from there. Hence, we choose νlock =
ν2→3′ − 12ν2′→3′ . From this we obtain
νlaser = ν2→3′ − 1
2
ν2′→3′ + 2νlockAOM . (3.13)
For the trapping line addressing the |F = 2〉 → |F ′ = 3〉 transition, we
have νtrap = νlaser − 2νtrapAOM = ν2→3′ . Replacing νlaser by its previous
Figure 3.5: Representation of the cooling laser lines. The master
output is sent to the frequency stabilization setup after passing through
an AOM. The amplified output is split into the several beams necessary
to perform the DLCZ experiments. All the AOMs are set in double-pass
configuration.
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expression, we get after simplification
νtrapAOM = ν
lock
AOM −
1
4
ν2′→3′ . (3.14)
We chose νlockAOM = 180 MHz, and knowing that ν2→3′ = 266 MHz, we
find the resonant AOM frequency for the trapping light to be νtrapAOM =
180 − 2664 = 113.5 MHz. Similarly, we find the resonant AOM frequency
for the write/read light on the |F = 2〉 → |F ′ = 2〉 transition to be νw/rAOM =
246.5 MHz.
Frequencies of the repumping laser lines.
This case is simpler than the previous one, since both laser lines derived
from this laser, used for repumping and read/write, are on the same tran-
sition (|F = 1〉 → |F ′ = 2〉). This allows us to use the same AOM fre-
quencies for the locking and both laser lines. We chose to use double-pass
configuration AOM lines on the +1 order at 250 MHz.
3.3 The ultra high vacuum chamber
The vacuum chamber is the central element for any cold atoms experiment.
Its goal is to provide an extremely low pressure environment, allowing to
load a low pressure pure vapor of the chosen atomic species. If the pressure
is too high, the collisions with the background gas prevents the loading of
cold atoms in a MOT. The typical pressure range to operate a MOT is
on the order of 10−9 mbar, which is in the UHV region. This requires
that all the vacuum parts are thoroughly cleaned, with no organic matter
present, such as fingerprints. This would lead to sublimation of this matter
at low pressures, preventing from reaching the desired low pressure levels.
The connections between the different elements also have to be carefully
sealed with copper gaskets. The final pressure achievable is then an equi-
librium between the pumping speed, the outgasing due to gas trapped
in the metallic walls of the chamber and organic matter, and the leakage
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through the connections. The chamber used in our setup meets three main
requirements, namely compactness, ability to reach UHV pressure levels,
and limited sensitivity to spurious magnetic fields, thanks to its design and
choice of components. A schematic view is shown in Fig. 3.6. The chamber
Science
chamber
dispensers
Vacuum pump
Valve
Figure 3.6: 3D top-view of the vacuum chamber.
is composed of 3 main parts: a vacuum pump, a science chamber where
the MOT is created, and a rubidium source. Additionally, there is a corner
valve allowing to connect an auxiliary vacuum pump in order to reach a low
enough pressure level before turning the ion pump on when starting from
atmospheric pressure. This auxiliary pump usually consists in a rotary
pump allowing to reach the 10−2 mbar region, and a turbomolecular pump
going down to the 10−8 mbar region. All the components are connected
via a central 5-ways cross. The pressure achieved in our chamber when
the rubidium dispensers were off was as low as 3.61× 10−10 mbar, and the
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pressure with the dispensers switched on in order to observe a MOT was
typically of a few times 10−9 mbar.
The vacuum pump
We use an ion pump from Gamma Vacuum (TiTan CV) with a pumping
speed of 40 l/s. Its dimensions are 209 mm × 251 mm × 130 mm and it
weighs 16 kg. It is surrounded by a magnetic shielding strongly reducing
the magnetic field gradient around the pump. The valve allowing us to
connect an external turbo pump is an all-metal angle valve from Tecnovac.
The science chamber
We use a custom cylindrical quartz chamber with an octagonal circumfer-
ence, from Precision Glassblowing. A picture of the chamber is shown in
Fig. 3.7.
Figure 3.7: Side view of the science chamber.
Each base of the chamber is a single large viewport of 3” diameter. Each
facet of the octagon is a smaller viewport of 1” diameter, except for one
where a tube is connected to a standard vacuum flange via a glass-metal
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transition. The chamber is also externally and internally anti-reflectively
coated for light at 780 nm. There are two reasons to justify the choice of
that type of chamber. The first one is that for some of our experiments,
we need to control the magnetic field produced by the MOT coils in very
short timescales. The fact that the chamber is entirely made of quartz,
which is non magnetic, greatly limits induced currents which in turn could
produce spurious magnetic fields. The second one is that this shape offers
large optical access to the atoms trapped inside.
The rubidium source
The rubidium atoms sources are two independent cylindrical dispensers
from Alvatec. They contain an alloy made of rubidium and bismuth, with
300 mg of rubidium in each dispenser. The alloy allows the rubidium to
be stable in its solid form at room temperature under the low pressure
condition. Rubidium is then released through a cut on the side of the
cylinders by heating the dispensers via Joule effect. In the proper temper-
ature range, only rubidium is sublimated, while the remaining part of the
alloy remains stable in its solid form. They are oriented in such a way that
the rubidium is released in the direction of the science chamber and not
of the ion pump, in order to maximize the ratio of captured atoms over
released atoms.
3.4 The magnetic coils
The final required component for a MOT are the magnetic coils producing
the magnetic field gradient. However, they are not the only magnetic
coils present in our setup. Since most of the atomic transitions used in
our experiments are magnetic-sensitive, we need to be able to control the
homogenenous magnetic field around the position of the MOT. This is
done via a set of 3 pairs of large coils allowing to produce an homogenenous
magnetic field independently in the three directions of space.
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3.4.1 The MOT coils
Building of the coils
Our MOT coils consist of 7 layers of 8 windings, using a copper wire of
1.5 mm diameter. The inner radius of the coils is 4 cm. The distance
separating the two coils is approximately 4 cm, allowing us to operate near
the anti-Helmholtz configuration regime. They are glued on a mount made
of machinable plastic, serving the same purpose as having a quartz cell,
namely avoiding the creation of induced current when rapidly varying the
current flowing in the coils. The wire is maintained in its original shape
with epoxy. The typical current used is 7 A, making active cooling of the
coils unnecessary. The coils are mounted along an horizontal axis, creating
an axial gradient of 20 G/ cm and a radial gradient of 10 G/ cm, measured
with a Hall probe. We measured an inductance L ≈ 400µH for each coil.
The main requirement for these coils is that they must allow a total current
inversion in a few tens of microseconds. This requires a specific current
driver, since simple passive loading or unloading would lead to switching
times in the order of a few milliseconds.
Current driver
Our MOT coils current driver is based on insulated-gate bipolar transis-
tors (IGBTs). This type of transistors are commonly used as electronic
switches, since they allow very fast switching (typically few hundreds of
nanoseconds), and are able to handle high currents and current spikes.
Two different modes can be used: either the current is just switched off for
standard DLCZ experiments, or it is reversed for the controlled rephasing
experiment. The driver schematic is shown in Fig. 3.8. A standard power
supply acts as a current source for the coils. An H-bridge allows us to select
the direction of the current flowing through the coils. The compensation
arm is connected while the coils are switched off, to provide the power sup-
ply with a constant impedance load. A capacitor loaded by a high voltage
power supply is connected in parallel with the coils during the switching
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Figure 3.8: Current driver schematic for the MOT coils.
on, in order to rapidly load them via an RLC resonance mechanism. Dur-
ing the switching off, the power supply is decoupled via the compensation
arm, and then the IGBTs of the H-bridge and of the discharge arm are
switched on together in order to allow a fast discharge of the coils towards
the ground. The sign of the current can also be changed while the coils
are active. For this, a switching off phase is directly followed by a switch-
ing on with the H-bridge inverted. This circuit is controlled by a state
machine programmed on a field-programmable gate array (FPGA). There
are two inputs, one for the on/off state an one for the current sign, and
eight outputs, one per IGBT. Only a change in one or both of the inputs
can modify the configuration of the outputs. The state at any given time
is conditioned on the previous state and on the inputs’ state at that time.
Timings for the coils charge and discharge, in particular during the high
voltage transition, are carefully adjusted in order to reach a stable steady
state value in a minimum amount of time.
3.4.2 The compensation coils
These coils are designed to cancel the static homogeneous magnetic field at
the position of the MOT. Its principal contribution is the Earth’s magnetic
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field, whose magnitude is typically around 0.5 G, mainly in the vertical di-
rection. The environment of the experiment also affects it, including other
neighboring labs, particularly active electrical devices like power supplies
generating magnetic fields. Since it can vary depending on the environ-
ment, it is necessary to have a controllable compensation method. For
this, we use a set of 3 pairs of coils in an approximate Helmholtz configu-
ration. It is approximate, because the coils are rectangular for simplicity
of integration in the experimental setup, and the distance between two
coils of the same pair is not exactly equal to their mean radius. However,
since these coils are fairly big (typically around 50 cm side), this is a good
approximation. According to our simulations, we expect the magnetic
field produced to be homogeneous within less than five percent over a few
centimeters around the center, such that the magnetic field on the MOT,
which is only a few millimeters, should be constant within our precision
requirements.
The main constraint for the compensation coils was the ability to inte-
grate them in our existing setup without any major modification, while
maintaining them in a configuration close to the Helmholtz one. For this
purpose, we designed them to fit around the middle and top breadboards
of the setup for the set of coils oriented along the horizontal x and y axes.
We placed the third pair closer to the cell in order to be able to create a
stronger field in the vertical z direction. Moreover, we wanted to be able to
supply them with currents much lower than one Ampere, without require-
ments on the charge or discharge speed. This allowed us to conveniently use
standard computer ribbon cables and standard insulation-piercing contact
connectors. The frame is made of electrical wire gutter trunking elements,
allowing us to build these coils in a rectangular shape in a very easy way.
The coils must be stabilized in current at the tens of milli-Ampere level.
For this, we use 3 independent current drivers, one for each pair of coils.
They stabilize the current, and offer a monitoring output with a voltage
proportional to the applied current. Precise calibration via a microwave
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spectroscopy technique yielded values of 0.1 G/V for the X and Y coils,
and 0.45 G/V for the Z coil.
3.5 Detection apparatus
Our experiments rely on single photon counting. For this purpose, we used
up to 4 different SPDs. However, this kind of measurement is extremely
sensitive to spurious light, which can be ambient light or can originate from
the experiment beams or from the atoms. In order to isolate the single
photons from spurious light at different frequency, which can be collected
into the same optical fibers, we use frequency filtering cavities (FFCs).
3.5.1 The frequency filtering cavities
We place one FFC between the single photons collection fibers and the
SPDs for both detection arms. They consist of monolithic Fabry-Perot cav-
ities with a FWHM of 60 MHz and a free spectral range (FSR) of 12 GHz.
The cavity is formed by a plano-concave lens coated on both sides with a
high reflectivity layer at 780 nm, following the design described by [161].
The single photons are delivered by the collection optical fiber to a free-
space setup where they are shaped to match the TEM00 mode of the cavity.
The length is tuned by acting on the lens temperature and is adjusted to
be resonant with the single photon’s frequency. The cavity transmission is
50% when measured with monochromatic light. The photons filtered by
the resonator are then coupled with 50% efficiency into another fiber con-
nected to the SPD. The total transmission of the system, including losses
and fiber in-coupling efficiency, is measured to be 25% when probed with
monochromatic cw light.
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3.5.2 The single photon detectors
In the standard DLCZ-type experiments, we usually use a pair of sin-
gle photon detectors (COUNT-100-FC, from Laser Components), with a
measured detection efficiency of 43% and dark counts rates around 100 Hz.
For some measurements like anti-bunching experiments using a Hanbury-
Brown and Twiss type of interferometer, we introduce a third detector with
similar efficiency and dark counts rate (SPCM-AQRH, from Excelitas). Fi-
nally, for the frequency conversion experiments, we replace one of the two
main SPDs by a telecom one (ID201, ID210, ID220, from IDQuantique).
3.6 Software experimental control
All our experiments are controlled by the same hardware/software solu-
tion. It consists of a National Instruments rack in which digital and ana-
log FPGA-based modules are mounted, developed by an ICFO start-up
called Signadyne. More specifically, we have one digital module with 32
input/output channels (SD-PXE-DIO-H0002), one analog module with 4
output channels able to deliver frequencies up to 200 MHz (SD-PXE-AOU-
H0002), another one reaching up to 400 MHz (SD-PXE-AOU-H0004), and
finally a time-to-digital converter (TDC) module with 4 inputs and a res-
olution of 320 ps (SD-PXE-TDC-H0002). The digital module allows us to
generate all the triggers used in our experiment, as well as to control the
coils driver circuit. The analog modules are used as source to drive the
AOMs which create the different beams required for our experiment. They
also support arbitrary waveforms for amplitude and frequency modulation,
making it possible to temporally shape light pulses as well as chirp them if
needed. Finally, the TDC module is used in combination with the SPDs in
order to record the single photons arrival times. This allows us to calculate
the relevant characteristic values of our experiment, as well as to construct
real-time histograms for data visualization.
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These different modules are controlled via a user interface developed by the
same company, including two different softwares. One allows us to manu-
ally control each of the analog and digital channels, as well as to display
real-time histograms based on the TDC module acquisitions. The other
one is a sequencer, with which we implement the experiment timelines for
each of our experiments. An example can be seen in chapter 4. Moreover,
we developed a LabView interface allowing us to run sets of measurement
in an automatized way by communicating with the sequencer.
3.7 MOT characterization
In this section, I will show measurements about the number of atoms
trapped in our MOT, and then optical depth (OD) measurements.
3.7.1 Atom number measurement
The measurement of the number of atoms trapped in a MOT can be done
in various ways. We performed a fluorescence measurements with a charge-
coupled device (CCD) camera. The detector is made of 1024× 768 pixels
of 4.65µm size.The CCD camera is set up as a 1:1 imaging system, such
that the size of the image of the atomic cloud projected on the CCD chip is
as close as possible to the actual one. To do so, we place a converging lens
equidistant from the center of the atomic cloud and the CCD chip, such
that the distances chip-lens and lens-atoms are equal to the double of the
focal length f . The lens is carefully placed at a distance 2f = 10 cm from
the CCD chip by placing it in a variable-length tube. Then the position
of the CCD camera is adjusted such that the most distinct possible image
of the atomic cloud is formed. A typical fluorescence image is shown in
Fig. 3.9.
We calibrated the CCD camera to know the relationship between gain,
exposure, incident power and the zero-order moment M0 of the image.
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1mm
Figure 3.9: CCD image of the trapped atoms
The calibration was done by sending beams of well known powers on the
CCD for various gains and exposure times. For a given gain value, M0 =
Pdet · fCCD · texp with Pdet the incident power on the detector, fCCD the
calibration factor and texp the exposure time. This allows to calculate the
number of atoms Natoms corresponding to a given image by expressing Pdet
as a function of Natoms. The power of the light detected on the CCD is
Pdet = Patoms · Ωdet · ηdet (3.15)
where ηdet is the detection efficiency, accounting for losses on the path
between the atoms and the CCD chip. Patoms is the power emitted by the
atoms, and Ωdet is the fraction of the detection solid angle. It corresponds
to the cone delimited by the imaging lens of diameter dl at a distance 2f
from the atoms, with apex angle 2α.
Ωdet =
2pi(1− cos(α))
4pi
≈ α
2
4
≈ 1
16
d2l
4f2
. (3.16)
Patoms is equal to the scattering rate R multiplied by the energy of a photon
~ωp. R is the number of atoms in the excited state Ne multiplied by the
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linewidth of the transition Γ.
Ne = Natoms
1
2
s
1 + s+
(
∆
2Γ
)2 (3.17)
where ∆ is the detuning of the light from the atomic resonance and s = IIs is
the saturation parameter with Is the saturation intensity and I =
2·6·Pbeam
piw2
,
where Pbeam and w are the power and waist of each individual cooling
beam. Finally, we obtain
M0 = Natoms
1
2
s
1 + s+
(
∆
2Γ
)2 · Γ · ~ωp · Ωdet · ηdet · fCCD · texp. (3.18)
From the previous equation we extract
Natoms =
2
(
1 + s+
(
∆
2Γ
)2)
s · Γ · ~ωp · Ωdet · ηdet · fCCD · texp . (3.19)
According to this calculation, we typically achieved values of several times
108 atoms trapped in our MOT. Referring to eq. (B.10), the radiation
pressure force applied to the trapped atoms depends on the Rabi frequency
and detuning of the cooling beam, and on the strength of the magnetic
field gradient. In Fig. 3.10, we show the dependency of the trapped number
of atoms as a function of the cooling beam detuning ∆Trap and the MOT
coils current Icoils, proportional to the magnetic field gradient strength.
We observe an optimal magnetic field gradient, whose value remains fairly
constant. If the available power is sufficient, a larger detuning allows to
trap more atoms. However, the temperature of the cloud also increases
with the detuning, which will reduce the memory lifetime in the DLCZ
experiments.
3.7.2 Optical depth measurement
The optical depth is a measure of the opacity of a medium. It is an
important parameter for our experiments, since the maximum achievable
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Figure 3.10: Number of atoms in the MOT measured with
CCD camera
retrieval efficiency in DLCZ-type experiments strongly depends on it, as
previously seen in chapter 2. The OD depends on the number of atoms
within a probing volume of the atomic cloud. It is calculated from the
normalized transmission Tnorm as
OD = −ln(Tnorm) = −ln(I/I0), (3.20)
where I0 is the intensity of the light incident on the medium and I is
the intensity after passing through it. However, its value depends of the
frequency of the light due to the linewidth of the atomic transitions. We
measure I by sending single-photon level probe light with a frequency chirp
on the atomic cloud, and detecting the transmitted light with a SPD. I0 is
measured in a similar way in the absence of atoms in the MOT, as shown
inf Fig. 3.11. The data are taken for the |F = 1〉 → |F ′ = 2〉 transition,
with linearly polarized light.
The normalized transmission calculated from this data is shown in Fig. 3.12
(a). In the case of an atomic cloud, the OD follows a Lorentzian profile in
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Figure 3.11: Transmission of light through the atomic cloud.
The transmission of light is measured with (red data) and without (black
data) atoms, as a function of the detuning expressed as multiples of the
atomic transition’s linewidth Γ. The background noise is in green.
frequency and its expression becomes
OD(ω) =
ODres
1 + 4
(
ω−ωres
Γ
)2 , (3.21)
where ODres is the maximum value on resonance, and Γ is the natural
linewidth of the transition centered on the angular frequency ωres. The
value of Γ is taken from [160]. The corresponding measurement for the
OD is shown in Fig. 3.12 (b), with a maximum value on resonance of 15.3.
The data are fitted with eq. (3.20).
Note that the maximum measured OD from the data is limited to ∼ 4.5.
This is because of the limited dynamic range of the SPD. Thus, the fit is
performed considering only the values lower than a threshold of 4, and the
rest of the points are not shown here.
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Figure 3.12: Normalized transmission and optical depth. (a)
Normalized transmission of light through the atomic cloud. (b) Optical
depth measurement. The data are shown in black and plotted as a
function of the detuning in units of the natural linewidth. The red lines
correspond to a fit according to eq. (3.20).
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This chapter is divided into two parts. In the first one, I will explain how
we implemented the DLCZ QM experiment in our lab. In the second part,
I will show experimental data of various measurements performed in order
to characterize our DLCZ quantum memory.
4.1 Implementation of the DLCZ protocol
In Fig. 4.1, I remind the energy levels structure of 87Rb. We consider a
3-levels lambda-type structure, with an initial ground state |g〉, an excite
state |e〉 and a storage state |s〉. Depending on the experiment, the ground
and storage states were either a degenerate hyperfine level, or a specific
Zeeman sub-level.
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Figure 4.1: Rubidium 87 D2 line energy levels.
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4.1.1 Alignment of the setup
The alignment of the setup is a crucial point of our experiment (see Fig. 3.2
for a general view). It can be decomposed into two distinct parts. First,
the alignment of the MOT beams, and second the alignment of the probe
beams. The MOT beams are the cooling and repumping beams. The
probe beams comprise the write/read beams arm through which pulses are
sent, and the write/read photonic mode arm used to collect the generated
photons.
4.1.1.1 MOT beams alignment
In order to align the MOT beams, we mainly rely on fluorescence imaging of
the atomic cloud with a CCD camera. We start by a geometrical alignment
of the cooling beams. An iris is placed after the initial fiber out-coupler in
order to obtain smaller beams. This initial beam is then split into three
other beams by means of PBSs and half-wave plates. We ensure that
they intersect at the geometrical center of the science chamber, which also
corresponds to the zero-crossing region of the magnetic field gradient. For
this, we use an infrared viewer which allows us to see the beams on the
surface of the chamber via the weak reflections, and inside of the chamber
due to scattering in the presence of the atoms. The counter-propagating
beams are then overlapped using the same method. The repumping beam
alignment being much less critical, it is shone and back-reflected in only
one direction, but still intersecting with the cooling beams. The alignment
is then fine-tuned by optimizing the fluorescence with the CCD camera.
4.1.1.2 Probe beams alignment
We use four probe beams in total. One pair forms the write/read beams
arm, and the second one forms the write/read photonic mode arm. Since
we do not use a fully collinear configuration for the write/read beams
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and photons arms, we have to ensure that they overlap precisely with
each-other at the center of the atomic cloud by other means than simple
geometrical alignment. We first align the write/read beams arm on the
center of the cloud looking at the CCD image, thanks to the visible effect of
the focused beams on the atoms when sent in continuous and on resonance.
We then intersect the write/read photons arm with the write/read beams
arm. In order to do this precisely, we load atoms in the MOT and optically
pump them in one hyperfine level with light from the write/read beams
arm. A weak probe light resonant with a transition involving the populated
level is then sent through the photons arm. The best overlap corresponds
to maximal absorption of the probe. The second fiber couplers of each
arm are then collinearly aligned by optimizing the fiber coupling, which
maximizes the mode overlap between the beams.
This method allows us to have a good overlap between the two arms, en-
suring that they are passing near the center of the cloud. However, it does
not ensure that the beams intersect precisely at the zero-crossing of the
magnetic field gradient, since the shape of the cloud can deviate from a
sphere whose center is this zero-crossing. This did not cause any problem
in the data presented in this chapter, neither in the data of the QFC exper-
iment presented in chapter 5. However, this proved to be important for the
experiment of chapter 6. In this case, we used a more elaborate method,
implementing a magnetic-field sensitive Raman memory, as explained in
section 4.1.4.
4.1.2 Sequencing
The experimental sequence used to implement the DLCZ protocol is re-
alized with the sequencer from Signadyne. All the parameters such as
beams powers and frequencies are initialized and can then be accessed and
modified while the experiment is running.
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The first step is the loading of the atoms into the MOT, followed by an
optional optical molasses period and then optical pumping. The optical
molasses was not used in all the presented data, because it lowers the opti-
cal density of the atomic cloud, reducing the possible retrieval efficiency at
short storage times. Optical pumping serves to initially prepare the atoms
in |g〉. For the experiment presented in chapter 5, we initially prepared the
atoms in the ground state |g〉 ≡ |F = 1〉 and the Zeeman levels were degen-
erate, while for the experiment presented in chapter 6, we optically pumped
the atoms in the specific Zeeman sub-level |g〉 ≡ |F = 2,mF = +2〉. Sev-
eral parameters have to be considered in order to simultaneously achieve
a low-temperature cloud allowing for long storage times and a high op-
tical density allowing high retrieval efficiency. The cooling beams power
and frequency must be optimized in order to achieve a MOT with a good
compromise between atoms number and temperature. The duration of the
trapping period, typically between 15 and 20 ms, must be short enough in
order to allow an acceptable repetition rate, but long enough to trap as
many atoms as possible. After switching off the MOT beams and mag-
netic field gradient, we wait for a short time (∼ 300µs) to allow the induced
spurious magnetic fields to dissipate.
The second step is the realization of the measurement per se. We typically
send a series of write pulses followed by a cleaning stage in order to empty
the |s〉 state of atoms transferred by these pulses. The detection of a
write photons triggers the read pulse. This is repeated during a predefined
interrogation time Tint. We typically limit this time to about 1 ms, to
avoid a significant decrease in optical depth due to free-fall of the atoms
and thermal expansion of the cloud, which would limit the photons rates
and retrieval efficiency.
The SPDs are connected to the TDC module, allowing us to perform co-
incidences measurements between the write and read photons.
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4.1.3 Homogeneous magnetic field compensation
For some measurements, it was necessary to cancel the homogeneous mag-
netic field. One method to do so is to perform a spectroscopy of the
Zeeman sub-levels. Since the natural linewidth of the used transitions is
much bigger than the typical Zeeman splitting obtained with low mag-
netic fields of the order of a few Gauss, it is necessary to perform a so-
called micro-wave spectroscopy. The idea is to initially prepare the atoms
in |F = 2〉, so that they are transparent to a probe resonant with the
|F = 1〉 → |F ′ = 2〉 transition. Then, micro-wave pulses with frequencies
near the |F = 1〉 → |F = 2〉 ground state resonance are sent on the atoms.
The frequency is incremented for each pulse, and the probe light is sent.
When the micro-wave frequency matches a resonance between two Zee-
man sub-levels, atoms are transferred to the |F = 1〉 state, and the probe
is absorbed. There are seven possible resonance frequencies, giving rise to
seven separated absorption lines in the spectroscopy traces, whose split-
ting is 700 kHz/G, given by the Lande´-g factor. An example is shown in
Fig. 4.2.
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Figure 4.2: Microwave spectroscopy of the ground states. Red:
Detector noise. Green: Reference signal without atoms. Blue: signal
with atoms in the presence of a 140 mG homogeneous magnetic field.
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The splitting in this case is ∼ 100 kHz, corresponding to a magnetic field
of ∼ 140 mG. The frequency step is 6 kHz, and the microwave pulses
duration is ∼ 100µs, limiting the frequency resolution to about 10 kHz.
Taking several of these measurements at different times of flight (TOF),
we can measure the temporal variation of the homogeneous magnetic field
induced by the switching of the MOT coils as shown in Fig. 4.3.
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Figure 4.3: Homogeneous magnetic field fluctuation after
switching off the MOT coils.
Adjusting the current in the compensation coils to reduce this splitting al-
lows us to precisely compensate any kind of moderate homogeneous mag-
netic field at a given time. We usually compensate this field at a time
centered on the interrogation time in our experiments. The result of such
a procedure is shown in Fig. 4.4. The width of the absorption spectrum
is ∼ 24 kHz, with a resonant OD ∼ 2.4. Since there are seven absorption
lines each separated by 700 kHz/G, the total splitting between the two
outer peaks is 4.2 MHz/G. The maximum corresponding magnetic field
is then BNull ≈ 244200 = 5.7mG. This method allows us to stabilize the
magnetic field at the milligauss level.
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Figure 4.4: Homogeneous magnetic field compensation. Red:
Detector noise. Green: Reference signal without atoms. Blue: signal
with atoms when the homogeneous magnetic field is compensated.
To perform these measurements, we built a radio-frequency (RF) source,
which is represented in Fig. 4.5. The initial 10 MHz source is provided by
a fixed reference channel from an analog card of the control system from
Signadyne. The first phase-locked loop (PLL) stage is an evaluation board
from Analog Devices (model AD9522/PCBZ) with a stabilized output fre-
quency at 205 MHz. The second stage is a high frequency PLL synthe-
sizer from Analog Devices (model EVAL-ADF4007EB1) with an output
frequency of 6.56GHz. This signal is mixed with a variable frequency
around 274 MHz provided by an analogical channel of Hydra, in order to
match the ground-states resonance and be able to tune the final frequency.
10 MHz
source
 
1st PLL
stage
2nd PLL
stage RF mixer
Variable
frequency
RF filter
RF 
amplifiers
Figure 4.5: Micro-wave source schematic. PLL: phase-locked
loop. RF: radio-frequency.
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The mixed signal is then filtered in order to remove any side-band and
leakage, before being amplified by a series of preamplifiers followed by a
3W amplifier (model ZVE-3W-83+ from Mini-Circuits). Finally, we use a
dipole antenna to bring the RF signal to the atoms.
4.1.4 Raman memory
We also used a Raman memory protocol with classical light in order to
optimize the magnetic field and the alignment of the beams for the DLCZ
experiment. We initially prepare the atoms in |F = 1〉. The input probe
light, red-detuned from the |F = 1〉 → |F ′ = 2〉 transition by 40 MHz is
sent through the write/read photons arm, and the control beam, red-
detuned from the |F = 2〉 → |F ′ = 2〉 transition by 40 MHz, is sent through
the write/read beams arm. The output probe is detected with an avalanche
photodiode (APD), and the FFC are not used because the noise level from
the control beam leakage was lower than the electronic background noise
from the APD. A typical measurement is shown in Fig. 4.6, with a total
storage plus retrieval efficiency of 21%. Here, the duration of the probe
pulse is about 50 ns, while the control pulse was switched on in advance,
and switched off together with the probe pulse. The peak power is ∼ 5µW
for the probe and ∼ 1 mW for the control. Since with this memory proto-
col, the probe is converted into an atomic coherence, it can also be used in
order to determine the magnetic field on the atoms. As in the case of the
DLCZ, an homogeneous field will generate periodic dephasing and rephas-
ing of the stored state visible when measuring the retrieval efficiency as
a function of the storage time. The small bump in the retrieved pulse is
due to the remaining presence of spurious magnetic fields.This method can
sometimes be an interesting alternative to the micro-wave spectroscopy.
We also implemented the Raman GEM protocol. The magnetic field gra-
dient of the MOT coils is kept on during the writing process, before being
reversed at a later time. Very similarly to the case of the controlled rephas-
ing in the DLCZ experiment which will be presented in chapter 6, this field
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Figure 4.6: Classical Raman memory. Normalized transmission of
the probe alone (blue) and with the control pulse during writing and
readout (green). The inset shows the retrieved probe.
reversal induces a rephasing at a given time. Sending the control pulse at
that time allows to retrieve the stored input probe light efficiently. We
observed that depending on the alignment of the beams on the atomic
cloud, sometimes several ”side rephasings” were appearing. This is ex-
pected when the beams do not intersect at the position of the magnetic
field gradient’s zero-crossing, but are slightly shifted. In this case, an ex-
tra time-dependent offset component appears in the magnetic term of the
phase describing the atomic state. Since this offset is proportional to the
magnetic field gradient amplitude and sign, it varies during the storage
time when the gradient is reversed. This phenomenon is shown in Fig. 4.7,
together with a model based on the formula given in (6.14), adding an
extra phase term corresponding to the temporally varying magnetic field
offset accounting for the off-axis alignment.
This observation allowed us to precisely align the beams at the zero-
crossing of the magnetic field gradient (see Fig. 4.7, right plot).
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Figure 4.7: Raman GEM protocol with off-axis alignment.
(Left plot) Temporal evolution of the normalized phase when the probe
and control beams do not intersect with the zero-crossing of the mag-
netic field gradient in the radial direction of the coils. (Solid blue line)
Signal on the avalanche photodiode. (Dashed red line) Simulation of this
configuration. (Right plot) Example of a similar trace after optimization
of the alignment.
4.2 Characterization of the DLCZ quantum mem-
ory
In this section, I will show experimental data characterizing our DLCZ
QM, as introduced in section 2.1.5. I will first shows a measurement of
the second order cross-correlation function g
(2)
w,r, together with the retrieval
efficiency from the same set of data. I will then show data illustrating the
memory lifetime, and demonstrate how this can be used in some cases to
estimate the spin-wave distribution among several Zeeman sub-levels of
non-degenerate hyperfine ground states.
4.2.1 Second-order cross-correlation function and retrieval
efficiency
For the data presented in this section, the atoms were initially prepared
in the ground state |g〉 ≡ |F = 1〉, with |s〉 ≡ |F = 2〉 and |e〉 ≡ |F ′ = 2〉.
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As explained previously in section 2.1.5, the value of g
(2)
w,r depends on the
spin-wave creation probability p. In Fig. 4.8, I show a typical histogram
used to infer the g
(2)
w,r. The write photon detection probability was 0.07%
corresponding to p = 1.54%, 20×103 MOTs were loaded at a rate of 50 Hz
and 1000 write pulses were sent each time for a total interrogation time of
1.4 ms.
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Figure 4.8: g
(2)
w,r histogram. Red: Coincidences from correlated pho-
tons. Blue: Accidental coincidences. A total of 2×107 write pulses were
sent with p = 1.54%.
This histogram is constructed from a start-stop measurement with a write
photon detection as a start and read photon detection as a stop. The
first bar in red corresponds to the coincidences between a write photon
and a correlated read photon created by the readout of the memory in the
same trial. The remaining blue bars correspond to accidental coincidences
between a write photon, and a read photon in a different subsequent trial.
Those can originate from noise, or read photons correlated with undetected
write photons, but these events are not correlated with the detected write
photons. The coincidence probability is then the product of the photons
detection probabilities of each detector. As a consequence, the value of
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g
(2)
w,r is equal to the ratio of the number of correlated coincidences and the
average number of accidental coincidences.
In Fig. 4.9, I show g
(2)
w,r plotted as a function of the write photon detection
probability pw, with a log-log scale. The star data point corresponds to
the histogram shown in Fig. 4.8. The values of g
(2)
w,r are calculated with
p
w
 [%]
g(
2) w,
r
10−2 10−1 100
100
101
102
103
Figure 4.9: g
(2)
w,r as a function of pw. Red points: Measured val-
ues. Green solid line: Fit of the experimental data, considering noise
contribution. Black dashed line: Asymptotic value without noise.
the formula
g(2)w,r =
pw,r
pw · pr , (4.1)
where each probability is calculated as the total number of counts (or
coincidences) divided by the number of write pulses. The dashed black
line is a fit based on eq. (2.25), where we assume a proportional relation
pw = η
tot
trans · p, such that the expression becomes
g(2)w,r = 1 +
ηtottrans
pw
. (4.2)
It corresponds to the maximum value of g
(2)
w,r achievable in a noiseless
situation. The fit yields a value of 0.052±0.003 for ηtottrans. This is consistent
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with the estimated transmission efficiency of the write photons ηt,w =
ηc · ηFFC · ηfc · ηdet = 0.065, where ηc ≈ 0.6 is the photons collection
efficiency, ηFFC ≈ 0.5 is the FFC transmission, ηfc ≈ 0.5 is the subsequent
fiber coupling efficiency, an ηdet = 0.43 is the detection efficiency. However,
this fit doesn’t agree with the data for low values of pw. This is because the
noise contribution starts to be significant when the photons detection rates
become lower. The solid green line is a fit where the noise contribution
has been added. The formula used is
g(2)w,r(pw) = 1 +
pw
(pw + a)(pw + b)
, (4.3)
where a, and b are coefficients accounting for noise counts in the write and
read photons detectors [162]. For this fit, we consider equal contributions
for a and b, and the calculated value is pN = 1.2× 10−3, corresponding to
the probability to get a noise detection per write/read pulse. We observe
a deviation from the ideal case when pw becomes comparable with this
value. Moreover, the finite retrieval efficiency is not taken into account for
simplicity. Its effect in this formula would be a decrease of the calculated
noise level.
In Fig. 4.10, I show the retrieval efficiency ηret in the optical fiber after
collection of the read photons, calculated as
ηret = ζ · pw,r
pw
, (4.4)
where ζ accounts for the transmission and detection efficiencies, but not
the photons collection efficiency from the atomic ensemble to the first
single mode fiber. In the central part, where the dark counts are negligible
and the higher order excitations don’t artificially increase the measured
value, we find ηret ≈ 24%. Assuming that the photons’ collection efficiency
equals the classical coupling of ≈ 55%, this corresponds to an intrinsic
retrieval efficiency inside the chamber of ≈ 44%. Another figure showing
this behavior is presented in chapter 5 (Fig. 5.12) with a higher retrieval
efficiency but lower values for g
(2)
w,r, because in that case the filter cavity
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Figure 4.10: Retrieval efficiency as a function of pw.
for the read photons was not present in the setup due to the connection
with the QFCD.
4.2.2 Memory lifetime
In this section, I will show data on the memory lifetime of our QM for two
different configurations. The first one with no optical pumping corresponds
to the quantum frequency conversion experiment presented in chapter 5,
and the second case with optical pumping corresponds to the controlled
rephasing experiment presented in chapter 6
No optical pumping
Here, the atoms were initially prepared in |F = 1〉, with no optical pumping
in a specific Zeeman sub-level, and the homogeneous magnetic field was
nulled. The write and read beams were linearly polarized with orthogonal
polarizations, and there was a 3◦ angle between the write/read pulses and
photons detection modes. The temporal evolution of the g
(2)
w,r as a function
of the storage time is shown in Fig. 4.11. We did not attempt to optimize
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the memory time for this data, because at this point we operated the
system at short storage times, as for the QFC experiment. We find a 1/e
memory time ∼ 15µs.
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Figure 4.11: g
(2)
w,r as a function of storage time, without optical
pumping. Red circles: experimental data. Black dots: moving average
of 5 points to reduce the effects of experimental fluctuations. The 1/e
memory time for this data is ∼ 15µs.
Optical pumping in a Zeeman sub-level
Here, the atoms are initially optically pumped in |F = 2,mF = 2〉, and
the polarization of the write and read beams is respectively σ− and σ+.
The polarization of the detected write and read photons is respectively
σ+ and σ−. Like this, only one spin-wave can be defined, between the
|F = 2,mF = 2〉 and |F = 1,mF = 0〉 states. The reason for this choice
is to enable a controlled broadening of the spin transition with a mag-
netic field gradient, as was used for the experiments presented in chap-
ter 6. The angle between the write/read pulses and photons detection
modes was 0.95◦. Here, a 1.6 ms optical molasses was applied to reduce
the temperature of the cloud and increase the memory time. The mea-
sured retrieval efficiency ηmeasret with the associated read photon detection
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probability pr, together with the g
(2)
w,r as a function of the storage time are
shown in Fig. 4.12. From the graphs, it is clear that the decay for the g
(2)
w,r
η r
etm
ea
s  
[%
]
0 50 100 150 2000
1
2
3
p r
 
[%
]
0 50 100 150 2000
0.2
0.4
T
s
 [µs]
g(
2) w,
r
0 50 100 150 2000
5
10
Figure 4.12: Retrieval efficiency, pr and g
(2)
w,r as a function of
storage time, with optical pumping. Red circles: experimental
data. The retrieval efficiency is the measured and uncorrected value.
Solid black lines: fits using equations (4.5) and (4.6).
happens on a longer timescale as in the case of ηret and pr. This can be
modeled according to [162] as shown by the fitted black lines. The relevant
probabilities are defined as
pw = p · ηwt , (4.5a)
pr = (p · γ + pr,N ) · ηrt , (4.5b)
pw,r = p · γ · ηwt · ηrt + pw · pr, (4.5c)
where p is the probability to create at least one write photon, ηw,rt are the
combined transmission and detection efficiencies for the write (resp.) read
photons, pr,N is the noise probability in the read channel (its counterpart
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for the write channel is neglected here for simplicity), and γ = γ0e
−t2/τ2 is
the decay of the retrieval efficiency with γ0 the intrinsic retrieval efficiency,
and τ the 1/e time constant given by any dephasing mechanism. From
these equations, the calculated expressions for Fig. 4.12 are
ηret =
pw,r
pw
= [γ · (1 + p) + pr,N ] · ηrt , (4.6a)
g(2)w,r =
pw,r
pwpr
= 1 +
γ
p · γ + pr,N . (4.6b)
Note that eq. (4.6b) is consistent with the expression calculated from the
two-mode squeezed state in eq. (2.25), the two being equal in the absence
of the noise term pr,N . The values of p and η
r
t are known from the measure-
ment and the setup characterization. A fit of the retrieval efficiency is used
to calculate the values of γ0, τ , and pr,N , which are then used in the expres-
sions of (4.5b) and (4.6b) in order to produce the green lines of Fig. 4.12
(b) and (c) respectively. We observe a good agreement between this model
and our data. The fit yields values of 47% for the intrinsic retrieval effi-
ciency, and a memory lifetime of 55µs. This memory lifetime is principally
limited by two dephasing mechanisms. One is due to spurious magnetic
field gradients, and the other to the finite temperature of the atomic cloud.
Considering only atomic motion, as explained in section 2.1.4, the corre-
sponding temperature would be ∼ 180µK, which gives a higher bound for
the actual value achieved in our MOT. Note however that this configura-
tion maximizes the sensitivity to spurious magnetic fields, such that it is
likely that a significant part of the dephasing is due to that reason.
4.2.3 Collapse and revival of spin-waves
In this section, I will show experimental data illustrating the oscillatory
behavior of the retrieval efficiency over time described in section 2.1.4. The
configuration here is similar to the one with no optical pumping described
above, except that here an homogeneous magnetic field was applied in a
random direction. This led to periodic de- and rephasings of the spin-waves
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over time as shown in Fig. 4.13. The oscillatory behavior of the retrieval
efficiency over time described in section 2.1.4 was observed, and is shown
in Fig. 4.13. The data are fitted with eq. (2.19). The displayed efficiency
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Figure 4.13: Retrieval efficiency as a function of storage time
in the presence of an homogeneous magnetic field. Red circles:
experimental data. Solid black line: fit.
is only corrected for the detection efficiency. For this measurement the
FFC were not present in the setup. A magnetic field of ∼ 2G was applied,
in a non-specific orientation, such that there were no precise quantization
axis, and processes corresponding to several different polarizations could
happen.
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In this chapter, I will present our experimental results on Quantum Fre-
quency Conversion compatible with atomic Quantum Memories. It will
be based on the two following papers: [121] and [26]. The first paper,
described in section 5.1, presents our experimental results on the QFC
of weak coherent states (WCSs) at frequencies resonant with 87Rb from
780 nm to 1552 nm. It describes in detail the experimental setup and the
methods employed for the characterization of the quantum frequency con-
version device (QFCD). The second paper, presented in section 5.2, deals
with the conversion of true heralded single photons emitted by the DLCZ
QM and demonstrates our ability to perform this conversion while pre-
serving the non-classical nature of the correlations between the photon
pairs.
5.1 Quantum Frequency Conversion of weak co-
herent states
In this section, I will start by detailing the experimental setup, which was
built by two master students of our group, Giacomo Corrielli and Xavier
Fernandez-Gonzalvo. I will then present our experimental results taken
from [121]. After the characterization of the input weak coherent states,
I will present the performances of our QFCD as a function of the pump
power and the frequency filtering bandwidth, showing its operation in the
low noise regime. Finally, I will show results demonstrating the coherence
preservation of this frequency conversion. My main contribution to this
work has been the verification of the resonant nature of the converted light
with the atomic ensemble, while the rest of the measurement have been
realized mainly by Xavier Fernandez-Gonzalvo.
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Figure 5.1: Experimental setup for the QFCD [121]. PC: po-
larization controller. AMP: fiber amplifier. NIR1: band-pass filter cen-
tered at 1569 nm. AOMx2: acousto-optic modulator in double passage.
WP: half- and quarter- waveplates. OD: neutral density filters. DM:
dichroic mirror. L1: in-coupling lens. WG: non-linear waveguide. L2:
out-coupling lens. NIR2: band-pass filter centered at 1552 nm plus long-
pass filter with cut-off at 1450 nm. DG: diffraction grating. SPD: single
photon detector. DDG: digital delay generator. INT: fiber interferome-
ter.
5.1.1 Experimental setup
The experimental setup for the QFC of weak coherent state is show in
Fig. 5.1. It can be divided into 4 distinct parts: the laser sources, the
waveguide, the filtering stage and the detection stage.
Laser sources
The input light for the weak coherent states is provided by the trap laser
at 780.24 nm, resonant with the D2 line of
87Rb. The pulses are pro-
duced with an AOM in double-pass configuration. In this experiment,
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they exhibit a FWHM duration of 30 ns. The AOM is controlled by a
digital delay generator (DDG), generating pulses at a repetition rate of
1 MHz. The pulses are then attenuated by a set of neutral density fil-
ters with a measured OD of 16.6 ± 0.1. The mean input photon number
per pulse is tuned between 0.3 and 25 by adjusting the laser power. The
pump light used for the conversion is delivered by the telecom pump laser
at 1569 nm described in section 3.2.4. The broad amplified spontaneous
emission (ASE) background present at the target wavelength is suppressed
by two bandpass filters centered at 1570 nm, with a 9 nm bandwidth. The
ASE is suppressed by more than 100 dB at 1552 nm.
Waveguide
For this experiment, the conversion takes place in a 3 cm long periodi-
cally poled lithium niobate (PPLN) waveguide, anti-reflection coated for
780, 1552 and 1569 nm. The cross-section of the selected waveguide is
7.08× 11.35µm2, leading to multi (resp. single)-mode propagation of vis-
ible to near-IR (resp. telecom) wavelengths. The specified transmission
losses are 0.7 dB/cm (resp. 0.35 dB/cm) at 780 nm (resp. 1552−1569 nm).
The waveguide is stabilized in temperature around 320◦K with a Peltier
element in order to achieve the quasi-phase matching condition. The in-
put and pump lights are combined on a dichroic mirror after appropriate
polarization control, before being coupled into the waveguide. The incou-
pling is realized by a 15.9 mm focal length and 0.16 numerical aperture
lens, which is AR-coated for 780 nm. The outcoupling is realized by a sim-
ilar lens, AR-coated for 1552 nm. It is important that the coatings of these
lenses allow maximum transmission of the input and converted signal light.
We estimate a similar incoupling efficiency for the pump and signal lights
around 30%. However, due to the multi-mode propagation at the input
signal wavelength, the maximum conversion efficiency does not necessary
correspond to the maximum value for the incoupling of the signal.
Chapter 5. Quantum Frequency Conversion 99
Filtering stage
There are two main sources of noise with our configuration. First, leakage
of the strong pump at 1569 nm, which could be detected by the telecom
SPD. This light is blocked using two band-pass filters centered around
1552 nm with a bandwidth of 7 nm and a transmission of 93% at 1552 nm.
Second, spontaneous Raman scattering of the pump light occurs on a broad
wavelength range. Due to its broadband nature, the only way to suppress
it is to apply a narrow frequency filtering around the frequency of the
converted signal. A diffraction grating coupled to a single mode fiber is
used for this purpose, allowing to have a transmission bandwidth ∆λ from
0.65 to 2.3 nm (or 80 to 287 GHz). In the following, we selected a value of
0.7 nm (85 GHz). In addition to this, there can be leakage of unconverted
signal light at 780 nm, and SHG of the pump around 785 nm. This light
is blocked using a long-pass filter with a cutoff frequency of 1450 nm, with
a transmission of 85% at 1552 nm. The total transmission of the filtering
stage at 1552 nm is about 26%, taking into account the transmission of the
frequency filters, and the diffraction grating and fiber coupling efficiencies.
Detection
The converted light is sent to a telecom SPD (ID201, from ID Quantique)
operated in gated mode with 10% detection efficiency, after a fiber connec-
tion with 70% efficiency. At this detection efficiency, the dark count rate
is about 10 kHz. The dead time after a detection is set to 20µs in order
to avoid noise from after-pulses. This detector was usually used with two
different gate times of 20 or 50 ns. The synchronization between the pulses
and SPD gating was done with the DDG used to create the pulses.
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5.1.2 Experiment results
5.1.2.1 Input pulses characterization
The input WCPs which we prepare are set to be resonant with an atomic
transition, such that they can simulate real single photons emitted from our
QM. They also exhibit a duration compatible with the photons obtained
from such QMs.
Atom-resonant pulses
We first verify the interaction between the WCPs and the atomic ensemble
prepared in a MOT. The frequency of the WCPs is scanned around the
relevant atomic resonance. After interacting with the atoms, the pulses
are sent to the QFCD and detected with the telecom SPD. We observe
an absorption profile indicating that the light pulses effectively interact
with the rubidium atoms, as shown in Fig. 5.2. The data are plotted
as a function of ∆f , the relative detuning of the pulses frequency with
respect to the atomic resonance, spanned over approximately 110 MHz.
The fit of the experimental data gives a FWHM of 16 ± 1 MHz for the
absorption profile. This is comparable to the convolution between the
natural linewidth of the atomic transition (6 MHz) and the bandwidth of
the WCP of 0.44/(30 ns) = 14.7 MHz for Gaussian pulses.
Pulses shape after conversion
An important feature of the QFCD in order to achieve high fidelity is the
ability to conserve the temporal shape of the input signal. For this, we
prepare input pulses with a mean photon number of 5 and convert them.
We center a 100 ns detection window around the center of the pulses ar-
rival time. The trigger and the single photons detection times are recorded
with a high resolution time stamping card (time resolution of 640 ps, from
Signadyne). The photons shape is reconstructed via a start-stop measure-
ment using the triggers as starts and photons detections as stop, as shown
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in Fig. 5.3. The dark counts (green) are obtained by blocking the waveg-
uide input. The noise (blue) is obtained by blocking the input signal, and
also includes dark counts. The signal (red) includes noise and dark counts.
Since we use photons shorter than this 100 ns window, it would be detri-
mental in terms of SNR to use this value in typical experiments. This
is why we selected two possible values for the detection gate (∆tG = 20
or 50 ns) eligible with our detector. We define the probability to detect a
signal count as pS =
1
Np
∫
∆tG
sdt where s is the complete signal temporal
shape and Np is the number of pulses. We define the noise (pN ) and dark
counts (pDC) detection probabilities in a similar way. This allows us to cal-
culate the β parameter corresponding to the detected fraction of the signal
as β = (pS − pN )/(pS∞ − pN∞), with pS∞ (pN∞) is the signal (noise) when
∆tG → ∞. The signal-to-noise ratio with (without) dark counts subtrac-
tion is defined as SNR = (pS−pN )/(pN−pDC) (SNRDC = (pS−pN )/(pN )).
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Figure 5.2: Transmission of the weak coherent states through
the atomic ensemble [121]. Input pulses at 780 nm are converted to
1552 nm after interacting with the atoms. Red squares: experimental
data plotted as a function of ∆f , the relative detuning of the pulses
frequency with respect to the atomic resonance. Solid line: Lorentzian
fit of the data.
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Using shorter values for ∆tG allows higher values for the SNR, at the ex-
pense of the β parameter, leading to a lower detection efficiency, and vice
versa. This behavior is illustrated in the inset of Fig. 5.3. However, the
reduced detection efficiency can be compensated in the calculations by
knowing the value of β, and we define it as ηdet = 0.07× β, including the
detector efficiency and the fiber connection. The value of ∆tG = 20 ns leads
to β = 0.57 with the highest SNR, while ∆tG = 50 ns leads to β = 0.97. In
the following, we used a 20 ns detection window, unless otherwise specified.
This corresponds to β = 0.57 and ηdet = 0.04.
5.1.2.2 Behavior as a function of pump power
The main free parameter of our QFCD is the power of the pump used for
the conversion. It will affect the noise level and the conversion efficiency,
henceforth also the SNR.
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Figure 5.3: Temporal profile of converted weak coherent states
[121]. Green: Dark counts. Blue: Pump noise. Red: Converted signal.
Light-shaded area: 50 ns detection window. Dark-shaded area: 20 ns
detection window. Inset: Signal-to-noise ratio (left axis) and β factor
(right axis)
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Pump noise
To measure the noise induced by the pump light, we block the signal input
before the dichroic mirror. The noise level N varies linearly with the pump
power Pp measured after the waveguide as
pN (Pp) = α · Pp + pDC . (5.1)
Since the pump wavelength is larger than the output wavelength of the con-
verted light, there is no spurious down-conversion from the pump [163]. No
other non-linear processes could produce light at the output wavelength.
This suggests that the origin of the detected noise is a combination of
pump leakage and Raman noise, even though we didn’t measure the noise
spectrum to confirm this assumption. Fig. 5.4 (red squares) shows the
measured noise detection probability pN as a function of Pp. A fit with
the formula of eq. (5.1) gives α ≈ 6× 10−6/mW for the noise level of the
detected events. This corresponds to α′ ≈ 10−4/mW at the output of the
waveguide. Thanks to this simple relation, we can use the detected noise
level in order to calculate the pump power at the output.
Conversion efficiency
To measure the conversion efficiency, we send WCPs with µin = 6.1 and
measure the probability to detect a photon pS . The detection probabilities
as a function of the pump power after the waveguide are shown in Fig. 5.4.
The blue circle correspond to pS , and the green triangles to pS − pN .
From this, we obtain the total efficiency ηtot = (pS − pN )/µin. This quan-
tity includes the conversion and detection efficiencies, as well as the losses.
The maximum value for the total efficiency is ηMtot = 2.6× 10−3. We define
the device efficiency ηdev as the total efficiency after correction account-
ing for the detection efficiency. This can be interpreted as the probabil-
ity to obtain a converted photon in a single mode fiber at the output of
the QFCD after the frequency filtering stage, when µin = 1. We calcu-
late ηMdev = 0.066. We can then define the external conversion efficiency
104 Chapter 5. Quantum Frequency Conversion
ηext = µout/µin, with µout the average number of photons per pulse at
1552 nm. ηext is obtained by correcting ηdev for the transmission losses of
the frequency filtering stage, giving a maximum value ηMext = 0.25. This
value is limited by the incoupling of the signal to the waveguide ηc = 0.61.
Finally, we obtain the internal conversion efficiency ηint = ηext/ηc, with
a maximum value of ηMint = 0.41. In theory, this value should be 1. In
practice, it is limited by the transmission of the waveguide, inferred to be
ηt = 0.7 from the manufacturer’s specifications, if the photons are created
at the center of the waveguide. The remaining inefficiency can be due to
imperfect mode matching between the pump (single-mode) and the signal
(multi-mode), and variations in the poling period.
In Fig. 5.5, we can see the external conversion efficiency (red squares, left
axis) and the signal-to-noise ratio (blue circles, right axis) as a function of
the pump power.
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Figure 5.4: Signal and noise detection probabilities after con-
version [121]. The data are plotted as a function of the pump power Pp
measured after the waveguide. Red squares: noise. Blue circles: signal.
Green triangles: Signal after noise subtraction.
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Figure 5.5: External conversion efficiency and signal-to-noise
ratio [121]. The data are plotted as a function of the pump power Pp
measured after the waveguide. Red squares, left axis: external conver-
sion efficiency. Blue circles, right axis: signal-to-noise ratio, without
dark counts subtraction. Solid lines: fits of the experimental data using
Eqs. (5.2) and (5.3).
The data for ηext are fitted with the formula
ηext = η
M
extsin
2
(
L
√
Pp · ηn
)
, (5.2)
where L is the length of the waveguide, and ηn is the normalized conversion
efficiency. The free parameters for the fit are ηMext and ηn, leading to ηn =
72± 7%/( W · cm2). The maximum conversion efficiency is achieved for a
pump power Pp = 400 mW at the output of the waveguide, corresponding
to 1.33 W at its input.
Signal-to-noise ratio
In this part, we study the signal-to-noise ratio of the conversion. First,
we investigate its dependence with the pump power. Combining the ex-
pression of ηtot and SNRDC, together with equations (5.1) and (5.2), we
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obtain
SNRDC(Pp) =
µin · ηtot(Pp)
pN (Pp)
=
µin · ηMtot sin2
(
L
√
Pp · ηn
)
α · Pp + pDC . (5.3)
This formula is used to fit the blue circle data points of Fig. 5.5. Since the
signal shows an oscillatory behavior while the noise increases linearly with
the pump power, SNRDC first increases before dropping down to zero. In
this case, the solid line has no free parameters, all the quantities having
been measured independently. From the figure, we see that the maximum
conversion efficiency and signal-to-noise ratio happen for different values
of the pump power. We then selected a value of Pp = 120 mW to reach a
compromise for these two quantities.
5.1.2.3 Behavior as a function of frequency filtering bandwidth
Now, we investigate the dependence of the signal-to-noise ratio as a func-
tion of the frequency filtering bandwidth. Previously, I mentioned that
there are two main sources of noise, which are leakage and Raman scatter-
ing of the pump. Since adding another bandpass filter centered at 1552 nm
does not significantly reduce the noise anymore, we expect that Raman
noise is the main contribution. This is expected, since the spectrum of Ra-
man scattering usually extends over several hundred of nanometers around
the pump wavelength. To verify this, we start by measuring the SNR as a
function of µin for a given value of ∆λ, which has a linear behavior if µin re-
mains sufficiently low. An example of such measurement for ∆λ ≈ 0.68 nm
is shown if Fig. 5.6.
From this measurement, we calculate the quantity µ1, defined as the mean
input photon number per pulse necessary to obtain a signal-to-noise ratio of
1, such that SNR = µin/µ1. Doing a linear fit of the SNR, µ1 corresponds
to the inverse of the slope. This quantity is a good figure of merit for our
system, since it accounts for the conversion efficiency as well as the added
noise. We repeat this measurement for several values of ∆λ, and plot the
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Figure 5.6: Signal-to-noise ratio as a function of the mean input
photon number [121]. Red squares: experimental data, with dark
counts subtraction. Solid line: linear fit, giving a value of µ1 = 0.7±0.1.
various calculated values of µ1 as a function of ∆λ, as shown in Fig. 5.7. If
Raman scattering of the pump is the main contribution for the noise, and
its level is constant around the output wavelength of 1552 nm, we expect a
linear behavior of the noise level as a function of the filtering bandwidth,
leading to a linear dependence for µ1. The experimental data points are in
correct agreement with the linear fit, confirming our explanation. This also
strongly suggests that a narrower frequency filtering would lead to lower
noise level following this linear behavior. Further experimental evidence
of this are shown in section 5.2 of this chapter. With the filtering used for
this experiment, we were already able to reach the low noise regime with
a minimum value of µ1min = 0.7± 0.1 < 1.
The values of ∆λ for each point of Fig. 5.7 have been obtained by varying
the position of the outcoupling lens L2 along its axis. This modifies the
aspect ratio of the output mode. The combination of the diffraction grat-
ing with the single mode fiber then allows to select different bandwidths
depending on this aspect ratio. For each position, we measure the trans-
mission spectrum of the filtering stage as a function of the wavelength
using a tunable laser (Tunics Plus, from Photonetics). The result of this
108 Chapter 5. Quantum Frequency Conversion
0.5 1 1.5 2 2.5
1
2
3
4
∆λ [nm]
µ 1
Figure 5.7: Mean input photon number per pulse necessary to
obtain a signal-to-noise ratio of 1 as a function of the frequency
filter bandwidth [121]. Red squares: experimental data. Solid line:
linear fit with no offset.
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Figure 5.8: Transmission spectrum of the filtering stage [121].
measurement for the circled point of Fig. 5.7 is shown in Fig. 5.8 as an
example.
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5.1.2.4 Coherence preservation of the frequency conversion
We verified the preservation of quantum coherence after conversion, in a
similar way as in [135, 138]. Quantum coherence preservation in entangle-
ment experiments has been shown as well [140–142, 164]. For this, we per-
formed an interference experiment with a pair of input pulses separated by
τ = 100 ns with a phase difference φl. The input state |ψ〉in = |e〉+ eiφl |l〉
simulates a time-bin qubit in the early/late (|e〉 / |l〉) basis. An interferom-
eter is placed before the telecom SPD in order to measure the coherence of
the time-bin qubit. It is realized by combining two 50/50 beamsplitters.
The short arm (denoted as S) contains a polarization controller in order
to adjust the relative polarization between the two arms, and the long arm
(denoted as L) is a 20m single mode fiber, introducing a 100 ns time de-
lay between the two arms. The relative path length is passively stabilized
by placing the interferometer inside a polystyrene foam box. The mea-
sured visibility of the interferences fringes with classical light at 1569 nm
is Vmax = 96%. Since the travel time difference between the two arms of
the interferometer equals the time delay τ between the two input pulses,
they can exit the interferometer in three temporally separated time slots.
The first one corresponds to |e, S〉, the last one to |l, L〉, and the inter-
mediate one to an interference between the two indistinguishable states
|e, L〉 and |l, S〉. The count rate in this central time slot will depend on
the relative phase φl − φi, where φi corresponds to the extra phase intro-
duced by the interferometer. The visibility is measured by recording the
detection events in the central time slot while the phase φi is changed. A
measurement of the visibility V as a function of µin is shown in Fig. 5.9.
The red squares (resp. blue circles) correspond to a detection gate time of
∆tG = 20 ns (resp. 50 ns). The values are corrected for the maximal visi-
bility of the interferometer Vmax, which we mainly attribute to the 500 kHz
linewidth of the telecom seed laser. For high values of µin, we can achieve
V > 0.9, indicating that the conversion process preserves the coherence of
the input state to a great extent. The decrease in visibility with µin is due
to a reduction in the SNR. This is also consistent with the fact that, for a
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Figure 5.9: Interferences visibility as a function of mean input
photon number per pulse [121]. Red plain squares: experimental
data with a 20 ns detection gate. Blue open circles: experimental data
with a 50 ns detection gate. Solid lines: fits with eq. (5.4). Shaded areas:
95% confidence interval of the fits. The visibilities are corrected for the
maximal visibility of the interferometer Vmax = 0.96.
given value of µin, we observe higher values of V for the shorter detection
gate. Both datasets are fitted with the formula
V = V0
µin
µin + µ1 × 2 = V0
SNR
SNR + 2
. (5.4)
The visibility can be used in order to calculate the conditional fidelity
Fc = (1 + V )/2 of the output qubit with respect to the input qubit [165],
assuming that the conversion has been successful. It is defined as Fc =
〈φin |ρout|φin〉, where ρout is the density matrix of the output qubit.
In this section, we presented a waveguide-based photonic interface to con-
vert rubidium 87 atoms-resonant light from 780 nm to 1552 nm. We demon-
strated conversion of 30 ns weak coherent states with µ1 < 1. We also
showed that the noise generated by the QFCD is broadband, which sug-
gests that it could be diminished by using narrower spectral filtering. In
addition, we showed that the conversion process preserves the coherence
of time-bin qubits and that the device can operate in the quantum regime.
However, the level of noise in this experiment remained too high to allow
the conversion of single photons emitted from the quantum memory. This
is because the limited retrieval efficiency combined with losses on the way
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to the converter would correspond to an input pulse with µin < 1. In the
next section of this chapter, I will present our results on this last point.
5.2 Quantum Frequency Conversion of heralded
single photons
In this section, I will present our results on QFC of heralded single photons
[26]. We now use heralded single photons emitted by our DLCZ QM as
an input to the QFCD, which strengthens the requirements on the µ1.
In this new situation, the mean input photon number per pulse µin now
corresponds to the heralding efficiency ηH propagated to the input of the
QFCD. We define ηH as the retrieval efficiency of the QM corrected for
the detection efficiency, multiplied by the propagation losses between the
two systems. Hence, SNR = ηH/µ1, which means that we need to have
µ1  ηH in order to obtain a high SNR with single photons. In this light,
we modified the filtering stage of the QFCD presented in the first section
to obtain a narrower frequency filtering. We also operate the QM using
short read pulses, producing short read photons. In this way, we limit the
noise contribution of the converted read photons, allowing us to obtain
a lower value for the µ1 than the one of section 5.1. This improvement
allowed us to operate the device in the quantum regime and to preserve the
non-classical nature of the correlations between the write and converted
read photons. In the following, I will first give more details about the
modified experimental setup, before presenting our experimental results.
5.2.1 Experimental setup
As mentioned previously, two main modifications have been made to the
experimental setup for this experiment with respect to the one presented
in section 5.1.
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Narrower frequency filtering for the QFCD
The frequency filtering stage placed after the waveguide have been modified
with respect to the one described in paragraph 5.1.1. The long-pass filter
(cut-off at 1450 nm) and diffraction grating have been removed. Instead,
we installed a fiber Bragg grating (FBG) with a bandwidth of 2.5 GHz
and a transmission efficiency of 0.7. It is placed between the single-mode
fiber coupling and the telecom SPD. With this new configuration, the total
transmission is slightly higher than previously, and the filtering bandwidth
passes from a minimum of ∼ 80 GHz to 2.5 GHz, which was the key element
for the obtention of a lower value for the µ1.
DLCZ quantum memory as input light source
Instead of sending WCPs to the input of the QFCD, we now use heralded
read (anti-Stokes) photons retrieved from the quantum memory, as de-
picted in Fig. 5.10. The |g〉, |e〉 and |s〉 states respectively correspond to
the |F = 1〉, |F ′ = 2〉 and |F = 2〉 hyperfine levels of the D2 line of 87Rb.
The atoms are initially prepared in |g〉. No homogeneous magnetic field
is applied, so the Zeeman levels are degenerate. Weak write pulses with a
FWHM of 16 ns and blue detuned by 40 MHz from the |g〉 → |e〉 transition
are sent to the atoms until the detection of a write (Stokes) photon her-
alds the creation of a spin-wave. The photons/spin-waves pairs are created
with a probability p in the collection mode, and the photons are detected
with a probability pw < p due to the various transmission and detection
inefficiencies. After a 330 ns delay, an 11 ns read pulse resonant with the
|s〉 → |e〉 transition is sent and converts the spin-wave onto a read pho-
ton. Conditioned on the detection of a write photon, the telecom SPD is
triggered to detect the converted read photon.
A more detailed representation of the experimental setup is shown in
Fig. 5.11. The duration of the write photons (16 ns) corresponds to a
FWHM of 27.5 MHz for bandwidth-limited Gaussian pulses, leading to a
spectral transmission through the cavity of 91%, for a total transmission of
the photons of ∼ 45%. The value of 91% is calculated from the convolution
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Figure 5.10: Experimental setup for the QFC of heralded single
photons. SPD: single photon detectors. BF: bandpass filter. FBG: fiber
Bragg grating.
Figure 5.11: Detailed experimental setup for the QFC of her-
alded single photons [26]. DS: write (Stokes) photons detector.
DCAS: converted read (anti-Stokes) photons detector. QWP: quarter-
wave plate. HWP: half-wave plate. PC: polarization control. DM:
dichroic mirror. BF: bandpass filters.
product of two Gaussian functions with FWHM of 60 MHz and 27.5 MHz,
corresponding to the FFC and the write photons respectively. Calling f
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the FFC spectrum and g the write photon spectrum, we have
f(ν) =
1
σFFC
√
2pi
e
− ν2
2σ2
FFC , (5.5)
g(ν) =
1
σw
√
2pi
e
− ν2
2σ2w , and (5.6)
(f ∗ g)(ν) = 1√
2pi(σ2FFC + σ
2
w)
e
− ν2
2(σ2
FFC
+σ2w) . (5.7)
The maximum spectral transmission of the write photons through the cav-
ity TwFFC is then the amplitude of the convolution relative to the FFC
transmission, given by
TwFFC =
(f ∗ g)(0)
f(0)
=
σFFC√
σ2FFC + σ
2
w
≈ 0.91. (5.8)
A subsequent fiber coupling with 50% efficiency brings the filtered light
to the SPD. The transmission of light from the write pulses, detuned by
6.8 GHz from the write photons, is below 1%. We estimate that pw = 0.07×
p, accounting for the coupling efficiency of the photons into the collection
fiber (0.7), FFC and subsequent fiber coupling transmission (0.23), and
the visible SPD efficiency (ηd,780 = 0.43). Third, we use spatial filtering
by setting a 3◦ angle between the write pulse and write photons detection
modes, to avoid direct coupling of the light in the detection arm. With
these three methods, only a small fraction of unpolarized scattered light
can reach the detector, which level is low enough not to be a limitation for
our experiment.
In order to distinguish the read photons from the read pulses, only the po-
larization and spatial filtering are used, without the FFC. This is because
the finite cavity transmission, together with the imperfect mode-matching
between its output mode and the waveguide input mode, were reducing
the heralding efficiency ηH . In terms of SNR, this proved to be more detri-
mental than the remaining noise present without the FFC and reducing
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the µ1 value. It was then more profitable to have a higher heralding effi-
ciency together with a slightly lower µ1 due to the lack of noise filtering.
We selected the value of 3◦ for the spatial filtering angle in order to reduce
this noise level as much as possible without significantly decreasing the
retrieval efficiency of the QM at our short storage time.
5.2.2 Experimental results
5.2.2.1 Characterization of the Quantum Memory
We first performed some measurements on the DLCZ QM while it was not
connected to the QFCD. Instead, the read photons were sent directly to a
visible SPD, also without passing through the FFC. The results of these
measurements are shown if Fig. 5.12. Part (a) shows the temporal shape of
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Figure 5.12: Characterization of the DLCZ QM [26]. (a) Tem-
poral shape of the retrieved read photons, integrated over 109 s, with
pw = 0.15%. (Dashed line) Gaussian fit with FWHM = 11.4 ± 0.9 ns.
(b) Second order cross-correlation function between the write and read
photons g
(2)
w,r (red plain squares, left axis) and retrieval efficiency ηret
(blue open circles, right axis), as a function of pw.
the retrieved photons. A Gaussian fit yields a FWHM of 11.4±0.9 ns, which
is shorter than the spontaneous decay time constant of 26 ns due to the
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excited state lifetime, and shorter than previous single photons generated
by the same method [114, 120]. As mentioned previously, short photons
are desirable in view of QFC experiments, since shorter detection gates on
the telecom SPDs lead to higher SNR. In Fig. 5.12 (b), we show measure-
ments results for the second order cross-correlation function between the
write and read photons g
(2)
w,r (red plain squares, left axis) and the retrieval
efficiency ηret (blue open circles, right axis), as a function of pw. Here, it
reaches 56 ± 8 for low values of pw, before dropping due to the detectors
dark counts. The dashed line indicates the classical limit for the value of
g
(2)
w,r assuming thermal statistics for the auto-correlation functions of the
write and read fields taken independently (g
(2)
w,w = g
(2)
r,r = 2). The retrieval
efficiency is only compensated for detection efficiency. It is approximately
constant and equal to 32±2% in the region of the blue shaded area, for pw
between 0.002 and 0.2%. This corresponds to the single excitation regime,
where the high order terms in the two-mode squeezed state of eq. (2.3)
are negligible. The value drops also for low values of pw due to the dark
counts limitation. It increases for high values of pw, because when multiple
spin-waves are created in our detection mode, the conditional probability
to retrieve a read photon increases artificially.
5.2.2.2 Ultra-low noise frequency conversion
After the characterization of the DLCZ QM, we separately characterized
the QFCD using WCPs, in a similar way as for the experiment presented
in the first section (5.1) of this chapter. The results of this characterization
are summarized in Fig. 5.13. The data of Fig. 5.13 (a) can be compared
wit the ones of Fig. 5.5, keeping in mind that the former one were acquired
with µin = 0.37, while the latter with µin = 6.1, which will affect the SNR
but not the conversion efficiency. The data of the device efficiency are
fitted with a formula similar to the one of eq. (5.2) but for ηdev,
ηdev = η
M
devsin
2
(
L
√
Pp · ηn
)
. (5.9)
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Figure 5.13: Characterization of the QFCD with WCPs [26]. (a)
Signal-to-noise ratio (plain red squares, left axis) and device efficiency
(empty blue circles, right axis) as a function of the pump power measured
at the output of the waveguide, for µin = 0.37. (b) Signal-to-noise ratio
after dark-counts subtraction, as a function of the mean input photon
number per pulse.
The fit yields ηMdev = 11.4±0.4% and ηn = 119±9%/( W · cm2). These val-
ues can be compared with the ones given at the end of paragraph 5.1.2.2.
They were 6.6% and 72 ± 7%/( W · cm2) respectively. The fact that we
get a higher normalized efficiency means that we are able to achieve the
maximum conversion efficiency for a lower pump power. Moreover, this
maximum conversion efficiency is also higher as seen from the value of ηMdev.
This is due to an improvement of the mode overlap between the pump and
signal light fields inside the waveguide, as well as lower transmission losses
in the filtering stage. However, the maximum measured device efficiency
ηMdev corresponds to a maximum internal waveguide conversion efficiency
ηMint = 77%. This means that despite this improvement, the mode overlap is
still not perfect. The maximum achievable device efficiency is calculated to
be 17.6%, limited only by optical losses. This includes the waveguide incou-
pling (60%) and transmission (70%) efficiencies of the photons at 780 nm,
and the fiber coupling efficiency (60%) and FBG transmission (70%) for
the converted photons at 1552 nm. The data of the dark-counts subtracted
signal-to-noise ratio are fitted with eq. (5.3). The data of Fig. 5.13 (a) can
be directly compared wit the ones of Fig. 5.6. We use the same formula
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SNR = µin/µ1 for the fit, and find µ1 = (11.8 ± 0.4) × 10−3. This is
about 60 times smaller than the value of 0.7±0.1 obtained in the previous
experiment. This is due to the narrower bandwidth of the FBG replacing
the diffraction grating and the increase of the device efficiency, as well as
the use of shorter photons.
5.2.2.3 Quantum frequency conversion of heralded single pho-
tons from the DLCZ quantum memory
We then connected the output of the DLCZ QM to the input of the QFCD.
We chose a value for pw of 0.16%, close to the limit of the single excitation
regime. From the measured retrieval efficiency and the transmission losses
between the two systems ηtrans, we infer a mean read photon number before
the QFCD corresponding to ηinret = 0.25±0.02, conditioned on the detection
of a write photon. We use a SPD with an efficiency ηd,1552 = 0.1 and 400 Hz
dark counts rate (ID220, from ID Quantique). In Fig. 5.14 (a), we show
the temporal shape of the heralded read photons after conversion (orange
squares). We fit it with a 13± 1 ns FWHM Gaussian profile, very similar
to the value before conversion. From this we deduce that the conversion
preserves the temporal shape of the photons. The green circles correspond
to the QFCD noise, obtained by blocking the input signal. The calculated
value of 18± 5 gives an upper bound for the achievable value of the cross-
correlation function between write and converted read photons g
(2)c
w,r (see
paragraph 5.2.2.3). We also measured the device efficiency as a function of
the pump power in this configuration, as shown in Fig. 5.14 (b), on the right
axis. Here, the device efficiency corresponds to the probability to obtain a
converted read photon in a single mode fiber after the QFCD (including the
frequency filtering stage), conditioned on the detection of a write photon,
such that ηdev = p
c
w,r/(pwη
in
retηd,1552), where p
c
w,r is the probability to detect
a coincidence between write and converted read photons. The data are
fitted with eq. (5.9). From this fit, we find ηMdev = 13.6 ± 0.1%, and ηn =
120±10%/( W · cm2). These values are compatible with the one which we
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Figure 5.14: Characterization of the QFCD with heralded read
photons [26]. (a) Temporal shape of the retrieved read photons after
conversion, integrated over 2180 s (108 trials), with pw = 0.16% and
Pp = 120 mW. The measured signal-to-noise ratio is 18±5. (b) Conver-
sion efficiency as a function of pump power after the waveguide measured
with heralded read photons. (Right axis) Device efficiency. (Left axis)
Retrieval efficiency after conversion, which is the probability to find a
converted photon before the SPD, conditioned on a write photon detec-
tion. (Dashed line) Fit of the experimental data using eq. (5.9). For this
measurement the number of trials varies from 107 to 2× 107.
obtained from the characterization with WCPs. The left axis of Fig. 5.14
(b) shows ηcret = η
in
retηdev, which is the combined conditional efficiency of
the QM + QFCD system, including all losses.
Non-classical correlations preservation
After the temporal shape preservation and efficiency characterization, we
verified that the QFCD also preserves the non-classicality of the correla-
tions. For this, we measured the value of g
(2)c
w,r as a function of pw. The
results of this measurement are shown in Fig. 5.15 (red squares). We ob-
serve a behavior comparable with the one of the g
(2)
w,r shown in Fig. 5.12.
One difference is that the maximum value of g
(2)c
w,r is achieved for much
higher value of pw, due to the background noise induced by the telecom
pump. Still, this noise level remains sufficiently low to observe values of
g
(2)c
w,r well above 2. Another difference is that its maximum value is much
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Figure 5.15: Characterization of the correlations between write
and converted read photons [26]. The data are plotted as a function
of pw. Red plain squares, left axis: second order cross-correlation func-
tion between write and converted read photons, at 140 mW pump power.
The shaded area represents the expected calculated value according to
eq. (5.12). Blue open circles, right axis: Cauchy-Schwarz parameter.
lower than the one of g
(2)
w,r without conversion. This is expected, and can be
explained in the following manner. The probability to detect a read photon
after conversion is pcr = ηconv · pr + pn, where pn is he probability to detect
a noise photon and ηconv = ηtrans ·ηdev · (ηd,1552/ηd,780). The probability to
detect an accidental coincidence is pcr ·pw = ηconv ·pr ·pw+pn ·pw, while the
probability to detect a correlated coincidence is pcw,r = ηconv ·pw,r+pn ·pw.
We can then express the second-order cross-correlation function between
write and converted read photons as
g(2)cw,r =
ηconv · pw,r + pn · pw
ηconv · pr · pw + pn · pw . (5.10)
From this expression, it is clear that a noiseless conversion would not reduce
the value of g
(2)c
w,r with respect to the one before conversion, independently
of the efficiency of the conversion process. Defining the signal-to-noise
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ratio for the conversion process of the heralded read photons as
SNR =
ηconv · pw,r
pn · pw , (5.11)
we get the more intuitive expression
g(2)cw,r = g
(2)
w,r
SNR + 1
SNR + g
(2)
w,r
. (5.12)
We see from this formula that g
(2)c
w,r −−−−−→
g
(2)
w,r→∞
= 1 + SNR. The SNR limits
the non-classicality of the correlations after conversion, independently of
their level before. The shaded area in Fig. 5.15 corresponds to the expected
value of g
(2)c
w,r obtained according to the formula (5.12), using the values
taken from the data of Fig. 5.12 (b) for g
(2)
w,r. We took the value SNR =
ηinret/µ1 = 21.2± 0.1.
The blue open circles on Fig. 5.15 represent the Cauchy-Schwarz parameter
Rc (right axis). It is defined as
Rc =
(
g
(2)c
w,r
)2
g
(2)
w,w · g(2)cr,r
, (5.13)
where g
(2)
w,w (resp. g
(2)c
r,r ) are the unconditional auto-correlation function
for the write (resp. converted read) photons. For classical fields, the
Cauchy-Schwarz inequality Rc ≤ 1 must be satisfied. This inequality is
clearly violated with our data, which proves the non-classical nature of the
correlations.
The measurement of the auto-correlation functions for the write and the
converted read photons are shown in Fig. 5.16. To perform these measure-
ments, we prepared Hanbury-Brown and Twiss interferometers by separat-
ing the photonic fields on a balanced beam-splitter before detection by two
SPDs. The expected value for the auto-correlation functions is 2, because
these fields taken independently have a thermal distribution [150, 151].
This is the case for the write photons. However, for the read photons, the
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Figure 5.16: Auto-correlation measurements [26]. (a) Measure-
ment for the write photons, with a value of g(2)w,w = 2.03 ± 0.03. (b)
Measurement for the converted read photons, with a value of g(2)r,r =
1.4± 0.1.
measured value is systematically below 2, even before the QFC operation.
This can be explained by the absence of the FFC in this case, adding noise
from the leakage of the read pulse to the read photons field. Since this
noise is coherent light, it reduces the SNR by adding a background with
an auto-correlation value of 1. After conversion, this component should be
reduced by the FBG, but extra noise due to pump laser leakage and dark
counts is added.
To further quantify the performances of the QFCD + QM system, we also
measured the coincidences rates of our QM with and without QFC, as
shown in Fig. 5.17. The coincidence probabilities pw,r with and without
QFC as a function of pw are displayed on the left axis, and the correspond-
ing coincidence rates on the right axis. In the single excitation regime, the
coincidence rates are below few 10−1 Hz. This value may not seem very
impressive. However, these rates could be increased by several methods.
The first method is to increase the duty cycle of the protocol. It is mainly
limited by the loading time of the MOT, and the possible interrogation
time of the ensemble. The duty cycle could be increased by optimization
of the MOT loading sequence. The interrogation time could be extended
by having a cloud with higher OD. A second method of particular interest
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Figure 5.17: Heralded read photons generation rates [26]. The
data are plotted as a functino of pw. Left axis: probability to detect a
coincidence per trial, without (pw,r, red plain squares) and with QFC
(pcw,r, blue open circles). Right axis: corresponding coincidences detec-
tion rates.
is the introduction of multiplexing in the DLCZ protocol. Since the rates
in this protocol are also limited by the classical communication time be-
tween the SPDs and the control electronics, temporal multiplexing would
be an important improvement.
5.3 Discussion on the Quantum Frequency Con-
version experiments
The main limitation of our QFCD is the achievable SNR, as explained
previously. There are three possible ways to increase this parameter. One
would be to improve the device efficiency, mainly by obtaining a better
mode overlap between the pump and input light within the waveguide.
Another solution is to improve the retrieval efficiency of the QM, therefore
increasing the effective µin via a higher value of η
in
ret. However, we are
probably limited by the OD of the atomic cloud. The third possibility
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Figure 5.18: Comparison between transmissions of photons
with and without QFC [26]. The transmission is plotted for stan-
dard optical fibers as a function of the distance. Red line: photons at
780 nm. Dashed blue lines: converted photons at 1552 nm, for device
efficiencies of 10, 1 and 0.1% (top to bottom).
is to further decrease the bandwidth of the filtering stage, until we are
limited by the spectral width of our read photons. This can be achieved
by the addition of a Fabry-Perot etalon in combination with the FBG, and
is actually used in further QFC experiments.
However, despite the finite efficiency and SNR of our QFCD, we are able to
operate in the non-classical regime at the single photon level. In Fig. 5.18,
we show a comparison for the transmission efficiency of single photons in
optical fibers as a function of the distance, for 780 nm (losses of 3 dB/km)
and 1552 nm (losses of 0.2 dB/km), with various device efficiencies. We
see that even for a device efficiency as low as 0.1%, QFC-based protocols
outperform direct transmission after only≈ 11 km of propagation in optical
fibers. In our case, with ηdev > 10%, QFC becomes advantageous after
≈ 3 km.
In this chapter, we demonstrated quantum frequency conversion of weak
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coherent states with µ1 = 1.2×10−2, corresponding to a maximum signal-
to-noise ratio of ≈ 85 for an average input photon number of 1 per pulse.
This allowed us to successfully convert heralded single photons produced
by a DLCZ-type quantum memory while conserving the non-classical na-
ture of the correlations between photon pairs. This approach, based on
a solid-state waveguide technology, is appropriate for integration of a set
of quantum repeater nodes within the existing telecom fibers network, in
view of the development of a large scale quantum repeater. An important
feature is the possibility to convert any input wavelength to a desired out-
put wavelength by carefully selecting the appropriate pump wavelength
and poling period of the crystal. This flexibility enables the use of this
type of QFC with a broad range of quantum systems emitting at vari-
ous wavelengths. In particular, QFC to telecom wavelength is required to
enable long-distance DLCZ-like QRs based on atomic ensembles emitting
light in the near infrared domain.
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The first section of this chapter will be dedicated to the presentation of
the temporally-multiplexed DLCZ protocol [166]. In the second section,
I will present our experimental results which are the first enabling steps
towards this goal. We performed controlled dephasing and rephasing of
single collective atomic excitations, and selective rephasing of one out of
two temporal modes[19].
6.1 Temporal multiplexing with the DLCZ pro-
tocol
The main interest of introducing temporal multiplexing in the DLCZ proto-
col is to offer a significant improvement in entanglement rates with respect
to the non-multiplexed protocol for a given fidelity, which will be very ben-
eficial for realistic quantum repeaters applications. This is done by sending
a train of consecutive write pulses in each trial, and selectively reading out
only the spin-wave in the temporal mode associated with a successful write
photon detection event. This is possible by actively dephasing the spin-
waves in all temporal modes, and ensuring that only the correct one is
rephased at the readout time. In the first section, I will start by justifying
more in details the interest of the temporally-multiplexed DLCZ protocol,
before explaining the underlying processes.
6.1.1 Interest of temporal multiplexing
The DLCZ protocol is attractive for the realization of QRs due to the fact
that it relies on atomic ensembles (enabling the possibility to reach high
efficiencies) and linear optics (making it relatively simple to implement).
However, as for any QR protocol, the entanglement generation rates de-
crease with distance, becoming too low for practical applications other
than proof of principles after a few hundred kilometers [124].
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Standard DLCZ protocol
In the standard DLCZ protocol, atoms are first loaded in a MOT and
write pulses are sent until successful detection of a write photon, during
a maximum duration called interrogation time (IT). If no write photon
is detected before the end of the IT, the sequence is repeated. A suc-
cessful write photon detection heralds the creation of a spin-wave, which
can be read-out at a later time, creating a non-classically correlated (and
ideally entangled) read photon. Neglecting the MOT loading time, the
photon pairs generation rate is limited by the minimum possible delay be-
tween two consecutive write pulses. This delay can not be made arbitrarily
short, due to the heralded nature of the protocol. With this type of QRs,
one must wait to know if entanglement was successfully generated between
two remote atomic ensembles, translating in a write photon detection at
a central measurement station, before sending the next write pulse in the
absence of such event. The waiting time is given by the sum of the propa-
gation times of the write photon from the QM to the measurement station,
and of the classical output signal back to the QM.
Calling ltrans the length of the transmission channel between the atomic
ensemble and measurement stations, the communication time is ∆tw =
2ltrans/vp = 2ltrans ·n/c ≈ 3ltrans/c, corresponding to 10 ns per meter, with
vp the photons velocity and n ≈ 1.5 the fiber refractive index. The cor-
responding maximum rate for the write pulses is given by Rw,1 = 1/∆tw.
In the scale of a laboratory experiment, where ltrans is typically of the
order of a few meters, this delay is negligible. However, in view of realistic
QR applications where this length would be of the order of several tens of
kilometers, ∆tw reaches several hundreds of microseconds. Considering a
typical IT of the order of a millisecond, only a few trials could be performed
for each MOT, limiting the write pulses rate to approximately the MOT
repetition rate. As a consequence, the photon pairs and entanglement
generation rates would become forbiddingly small.
Fortunately, a convenient solution around this major issue has been pro-
posed [122, 166], based on temporal multiplexing. This allows us to partly
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overcome the limitations due to the communication time, and to signifi-
cantly increase the QR’s repetition rate. In the following section, we will
analyze the improvements allowed by the protocol presented in [166] in
more details, considering an exact expression for the write pulses rate.
Temporally multiplexed DLCZ protocol
In the temporally multiplexed version of the protocol, a train of N consec-
utive write pulses separated by a time interval δtw is sent during each trial,
instead of a single pulse, as represented in Fig. 6.1. Here, the duration of
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Figure 6.1: Write pulses trains for temporal multiplexing. In
this example, trains of 5 consecutive pulses separated by δtw = 200 ns
are sent with a delay of ∆tw = 3µs.
one trial is Ttrial = ∆tw+(N−1)δtw. It is not necessary anymore to wait for
∆tw between each pulse, but only after the last pulse of each train, in order
to verify if heralded entanglement has been generated. This is affecting
the pulses rate, which is not increasing linearly with the number of pulses
per train. In [166], it was implicitly assumed that (N − 1)δtw << ∆tw.
Here, we relax this hypothesis and consider cases where the two values are
comparable.
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The enhancement of write pulses rate in the multiplexed case can be writ-
ten as
Rw,N =
N
Ttrial
=
N
∆tw + (N − 1)δtw =
N
1 + (N − 1)/btRw,1, (6.1)
where bt =
∆tw
δtw
is the ”temporal bandwidth” of the memory, approximately
equal to the number of temporal modes fitting within the delay given by
the communication channel length.
Each pulse is sent in a well-defined time-bin (or temporal mode), so that
they do not overlap in time. The detection of a write photon associated
with the pulse i ∈ [1;N ] heralds the creation of a spin-wave in the cor-
responding time-bin. It is then possible to selectively read-out only this
specific spin-wave and convert it to a single read photon which will be
strongly correlated with the detected write photon.
In Fig. 6.2, we show this rate enhancement factor as a function of the
number of write pulses per train. The chosen values for δtw and ∆tw
N
R
w
,N
/R
w
,1
 
 
0 1000 2000 3000 40000
200
400
600
800
1000
1200
b
t
 = ∞
b
t
 = 2000
Figure 6.2: Write pulses rate enhancement with temporal mul-
tiplexing. Relative enhancement factor in the write pulses rate as a
function of the number of pulses per train. (Blue line) Region with an
important enhancement factor varying from N to N/2, up to N−1 = bt.
(Grey line) Region where the benefit of increasing N starts to become
less important, limited by the temporal bandwidth. (Dashed black line)
Linear limit with unit slope (bt →∞).
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are 500 ns and 1 ms respectively, the latter corresponding to a distance
between two nodes of 200 km. The temporal bandwidth in this case is
bt = 2000. These values will also be used in the following figures of the
present section. In the case where N − 1  bt, eq. (6.1) simplifies to
Rw,N ≈ N ·Rw,1, represented by the dashed line. With the chosen values,
this approximation is valid up to N ≈ 400, corresponding to a pulse train
duration of ∼ 200µs. The benefit of increasing N starts to become less
important when N − 1 = bt. The enhancement factor reaches a value of
N/2 at this point.
The maximum possible enhancement strongly depends on bt, as shown
in Fig. 6.3. Higher values will allow greater benefits from the temporal
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Figure 6.3: Write pulses rate enhancement dependence on the
temporal bandwidth. Relative enhancement factor in the write pulses
rate as a function of the number of pulses per train, for several tempo-
ral bandwidths. (Color lines) Regions with an important enhancement
factor varying from N to N/2, up to N − 1 = bt. (Grey line) Region
where the benefit of increasing N starts to become less important, lim-
ited by the temporal bandwidth. (Dashed black line) Linear limit with
unit slope (bt →∞).
multiplexing. This clearly illustrates that the longer the communication
channel, the more useful temporal multiplexing is. For a fixed length,
Chapter 6. Towards a temporally multiplexed quantum repeater 133
higher values of bt can also be achieved by reducing δtw. However, this
requires a larger spectral bandwidth for the QM.
Temporal multiplexing requires multimode QMs, and its implementation
in the DLCZ protocol was proposed using CRIB on the spin transition
[166]. The ability to read out the spin-wave created in only one specific
temporal mode is the key point of this protocol, and I will now detail its
functioning.
6.1.2 Temporally multiplexed DLCZ repeater
6.1.2.1 Comparison between standard and selective readout
I will now consider and compare different cases in order to demonstrate the
necessity of the selective readout via controlled rephasing of the spin-wave.
For simplicity, I will assume that there is no dephasing induced by atomic
motion or spurious magnetic fields.
Case 1: 1 write pulse, standard readout
This case is the one of a standard DLCZ experiment. At each trial, a single
write pulse is sent on the atoms. The detection of a write photon, with
a probability pw  1, heralds the creation of a spin-wave, which is then
read out and mapped onto a correlated read photon.
Case 2: N write pulses, standard readout
In this case, a train of several write pulses is sent on the atoms. The
detection of a write photon, with a probability pw,N ≤ 1, also heralds the
creation of a spin-wave, which can be associated with one of the write
pulses, depending on the moment when the photon was detected. This
spin-wave can also be read out and mapped onto a correlated read photon.
The only difference is that the values of g
(2)
w,r, and/or ηret may be different,
depending on the difference between pw and pw,N . However, if pw,N > pw,
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as it should be in order to achieve higher write photons detection rates,
g
(2)
w,r will be lower, hence counterbalancing the gain in rates. In the absence
of any dephasing of the spin-wave, this case is formally equivalent to the
first one.
Case 3: 1 write pulse, controlled rephasing
In this case we consider again a single write pulse per trial. In addition
to the first case, we now assume that the created spin-wave heralded by
a write photon detection will quickly dephase, and rephase at a given
time tr = 2t0 before dephasing again indefinitely, allowing to read it out
efficiently only at this specific time. t0 is defined as the time at which the
rephasing command is given with respect to the write pulse time. Sending
the read pulse at a different time than tr will produce an uncorrelated read
photon in a random direction.
Case 4: N write pulses, controlled rephasing with selective read-
out
We now consider a combination of cases 2 and 3. A train of N write
pulses is sent, and we call t1, · · · , tN the times of each pulse of the train.
Again, the rephasing command is given at t0 > tN . A spin-wave associated
with the pulse i will then rephase symmetrically with respect to t0, at a
time tr,i = 2t0 − ti, while all the others will be dephased. In the case of
a write photon detection associated with the pulse i, it is now possible to
read-out only the spin-wave heralded by this one photon, efficiently creat-
ing a correlated read photon, while all the other possible spin-waves will
be dephased. Assuming no errors, it would be possible to operate with
the same probability pw per pulse as in the single-pulse case, such that
pw,N = 1− (1− pw)N , while still obtaining the same value for g(2)w,r.
However, in practice, the fact that multiple write pulses are sent introduces
errors depending on pw,N , limiting the advantage of this type of tempo-
ral multiplexing without a proper handling of these errors. Fortunately,
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their contribution can be made negligible by introducing an optical cavity
around the atomic ensemble [166], which has to be resonant with the write
photons but transparent for the read ones. In the next section I will de-
tail these errors, before explaining the role and effect of the optical cavity
following [166].
6.1.2.2 Errors limiting the fidelity in temporal multiplexing
The errors limiting the fidelity have two main sources: the spin-waves as-
sociated with write photons emitted outside the detection mode, to which
I will refer as ”undetected spin-waves”, and the multiple excitations com-
ponent in the detection mode. They each give a different contribution to
the total error, principally depending of whether they are created in the
time-bin of the detected write photon or in another one. Since a required
fidelity is necessary in this QR protocol, these errors would ultimately limit
the benefit of temporal multiplexing if not dealt with.
Error from spin-waves in the time bin of the detected write pho-
ton
Since the write photon emission by Raman scattering is isotropic, each
write pulse actually creates several undetected spin-waves associated with
write photons emitted outside our detection mode. Let us first consider
these undetected spin-waves created in the time-bin of the detected write
photon. At the readout time, all the spin-waves created in this specific
time-bin will be rephased. The read photons emitted by the readout of
the undetected spin-waves will be emitted in the direction opposed to the
undetected write photons, and therefore will not be detected either. These
events will therefore not contribute to errors.
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We can rewrite the two-mode squeezed state of eq. (2.3) for the write-read
photon pairs emission as
|φ〉 =
√
1− p
∞∑
n=0
pn/2 |nw, nr〉 , (6.2)
where p is the probability to create at least one photon pair in the detection
mode, for each write pulse. Calling np the number of created pairs in one
trial, we get the following probabilities for the low order terms:
Table 6.1: Event probabilities for a two-mode squeezed state.
np = i (resp. np ≥ i) refers to the case where exactly i (resp. at least i)
photon pairs have been created in the detection mode.
Events np = 0 np = 1 np = 2 np ≥ 1 np ≥ 2
Probabilities 1− p p(1− p) p2(1− p) p p2
In the case of a write photon detection, it is not possible to determine the
actual number of write photons emitted in our detection mode, and mul-
tiple excitations will introduce errors decreasing the fidelity of the created
state. We are now interested in the probability to have created more than
one pair once we detected one write photon. It is given by
p(np ≥ 2|np ≥ 1) = p(np ≥ 2 ∩ np ≥ 1)
p(np ≥ 1) = p. (6.3)
This effect is also present in the standard DLCZ protocol, and limits the
value p depending on the required fidelity of the created state [124].
Error from spin-waves in different time-bins
The undetected spin-waves created in different time-bins will be dephased
at the moment of the readout. Hence, the read pulse will emit uncorrelated
read photons in random directions, a fraction of which will be detected. Let
us call β the fraction of the detected photons, which is given by the solid
angle of the detection modes. For the moment, β is assumed to be similar
for the write and read photons due to the symmetry of the experimental
setup. The mean number of created spin-waves in each time-bin is pβ  1
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typically, giving a total of (N −1) pβ dephased spin-waves in average. Since
only a fraction β of them will give rise to read photons emitted in the
detection mode, the error probability due to these spin-waves is (N − 1)p.
The total two-photon error due to the undetected spin-waves in any time-
bin and to the possible multiple excitations is finally Etot = Np. Let us
call p(N) the spin-wave creation probability per write pulse of a train of N
pulses. We see that p(N) = Etot/N = p
(1)/N . As such, this would strongly
limit the advantage of using the multimode protocol as explained in the
following.
The requirement on the fidelity of the produced states will give a maximum
value for the acceptable two-photon error , which appears when more than
one photon is emitted in the write or read detection modes. This, in turn,
limits the value of p, as the condition Etot =  must be fulfilled. The
write photon rate C(N) scales as the write pulses rate multiplied by p(N).
According to eq. (6.1), this gives
C(N) =
Np(N)
1 + (N − 1)/btRw,1 =
p(1)
1 + (N − 1)/btRw,1 =
1
1 + (N − 1)/btC
(1).
(6.4)
In this situation, increasing N actually does not allow to achieve higher
photon rates while keeping the error at the level of . On the contrary, it
would even be lowering them, as can be seen in Fig. 6.4.
I will now explain how the introduction of the previously mentioned cavity
allows to get around this limit and to effectively increase the write photons
rate.
6.1.2.3 Rates increase
The idea is to decrease the error originating from spin-waves in different
time-bins by decreasing the mean number of unwanted spin-waves created
for each detected write photon, while keeping the fraction of detected non-
directional read photons the same. Calling βw and βr the fractions of
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Figure 6.4: Write photons rate gain without cavity. The write
photons rate gain is plotted as a function of the number of pulses per
train in the case without cavity, to keep a constant two-photon error.
The blue and red lines separate the limit where N − 1 = bt.
the detected write and read photons, this amounts to get βw  βr. The
solution proposed in [166] to achieve this imbalance is to place the atomic
ensemble inside a cavity of finesse F , resonant with the write photons but
not with the read photons. On the one hand the emission of the write
photons into a cavity mode will be enhanced by a factor F . This will
lead to an increase of βw with respect to the factor β given by the solid
angle of the detection mode. On the other hand, due to the non-resonance
for the read photons, the dephased ones will not be affected and still be
non-directionally emitted, such that βr remains equal to β. In this case,
we obtain that βwβr = F . In addition, the cavity also must be transparent
to the read photons emitted in its modes. This is because the correlated
read photons retrieved from rephased spin-waves must be able to exit the
cavity with high efficiency. This can be achieved by obtaining write and
read photons with orthogonal polarizations, and placing a PBS inside the
cavity. Let us now explain the influence of such a cavity on the write
photons rate.
In this new situation, for each write photon detection, there will be a total
of (N − 1) pβw dephased spin-waves. However, the associated error will now
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only be of (N − 1)p βrβw = (N − 1)p/F , which can be made much smaller
than (N −1)p, the value without the cavity. The total error when a cavity
is present is now
Ecavitytot = p(1 + (N − 1)/F ) = . (6.5)
We now redefine p(N) = Ecavitytot /(1 + (N − 1)/F ) = p(1)/(1 + (N − 1)/F ).
The corresponding write photon rate becomes
C(N) =
Np(N)
1 + (N − 1)/btRw,1 =
1
1 + (N − 1)/bt
N
1 + (N − 1)/F C
(1). (6.6)
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Figure 6.5: Write photons rate gain with a cavity. Write photons
rate gain in log scale as a function of the number of pulses per train in
the presence of a cavity, for different cavity finesses, at a constant two-
photon error and for bt = 2000. (Dashed line) Asymptotic behavior for
infinite finesse.
Comparing eq. (6.4), corresponding to the case without cavity, with the
new expression of eq. (6.6), we see that the introduction of the cavity allows
a relative photons rate increase of a factorN/(1 + (N − 1)/F ), which tends
towards F for large values of N . The write photons rate dependency as a
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function of N in the case with the cavity is shown in Fig. 6.5, for different
values of the cavity finesse. We see that they follow a linear behavior for
low values of N , before reaching a maximum, as illustrated in Fig. 6.6.
The left plot is the maximum write photons rate gain as a function of the
cavity finesse for a given temporal bandwidth, called GainM. The right plot
shows N (GainM), the number of pulses in the train necessary to achieve
this optimal gain, expressed as
N (GainM) =
√
F · bt − (F + bt) + 1, (6.7)
which is obtained by nulling the derivative of C(N) defined in eq. (6.6).
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Figure 6.6: Write photons rate gain as a function of cavity
finesse, for different values of bt. (Left plot) Maximum gain. (Right
plot) Number of pulses per train to reach the maximum gain.
As can be seen in Fig 6.6, the maximum gain strongly depends on the
temporal bandwidth bt of the memory. Note that in practice it may be
challenging to achieve simultaneously high values of bt and high cavity
finesse, as this would require very small cavities to ensure that the cavity
linewidth does not limit bt.
Another requirement to enable the selective readout capability is that the
spin-waves created in different time-bins must be fully temporally distin-
guishable, which means that each of them must have the time to fully
dephase before sending the next write pulse of the train. In this way, only
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the spin-waves in a single time-bin will be rephased at the selected readout
time. Since the dephasing speed is inversely proportional to the inhomoge-
neous broadening applied to the atoms, this will limit the minimum delay
δtw between each pulse of the train and in turn the value of N . The write
photons duration will never be a limitation, since it follows the temporal
shape of the write pulse due to the nature of the Raman scattering process.
6.1.3 Implementation of DLCZ temporal multiplexing
I will now explain how [166] proposed to realize the temporal multiplexing
in practice, using CRIB of the spin states. Upon detection of a write
photon, the state describing the associated spin-wave is eq. (2.2), which I
recall here:
|ψ(0)〉 = 1√
N
N∑
j=1
eixj ·(kW−kw) |g1 . . . sj . . . gN 〉 . (6.8)
In the absence of any unwanted dephasing mechanism other than atomic
motion, the temporal evolution is
|ψ(t)〉 = 1√
N
N∑
j=1
ei(xj+vjt)·(kW−kw) |g1 . . . sj . . . gN 〉 , (6.9)
where vj is the velocity of atom j. The controlled dephasing of the spin-
wave is realized by the introduction of an inhomogeneous broadening on
the atomic states involved in the spin-wave. This introduces an extra
dephasing term in the phase factor of the state describing the spin-wave,
which becomes
|ψ(t)〉 = 1√
N
N∑
j=1
ei
∫ t
0 ∆ωj(t
′)dt′+i(xj+vjt)·(kW−kw)
|g1 . . . sj . . . gN 〉 . (6.10)
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Here, ∆ωj(t) is the relative detuning of the state associated with atom j in
|s〉, and is different for each atom. We can now reverse this inhomogeneous
broadening at a time Trev, such that the extra phase term will cancel
when
∫ Trev
0 ∆ωj(t
′)dt′ +
∫ t
Trev
∆ωj(t
′)dt′ = 0. If a read pulse is sent at this
moment, the spin-wave can be read-out efficiently. Otherwise, it will simply
dephase again. In our case, we use a magnetic field gradient produced by
the MOT coils to induce this inhomogeneous broadening. However, it
could also be induced by other effects such as light-induced ac Stark-shifts
[167].
Chapter 6. Towards a temporally multiplexed quantum repeater 143
6.2 Controlled rephasing of single collective spin
excitations in a cold atomic quantum mem-
ory
In this section, I will present our experimental results towards the real-
ization of a temporally multiplexed DLCZ-type quantum repeater node.
We demonstrated the first enabling steps, namely the controlled dephas-
ing and rephasing of single spin-waves, together with the selective readout
of a single temporal mode. I will first quickly present the experimental
setup and the sequence timeline, and then I will show our results before
discussing them.
6.2.1 Experimental setup
The experimental setup is shown in Fig. 6.7(a). We initially load the atoms
in the MOT, before preparing them in the |F = 2,mF = +2〉 Zeeman sub-
level. This is because in order to perform the CRIB with magnetic field
gradients, we need to use a magnetically sensitive transition. To do so,
we shine an optical pumping beam on the |F = 2〉 → |F ′ = 2〉 transition
together with the read light, both σ+-polarized, while applying an homoge-
neous magnetic field along the probing axis in order to lift the degeneracy
of the Zeeman levels and to define a quantization axis for the polarizations.
In this case, the angle between the pulses and photons detection mode arms
is set to 0.95◦ , and we use the spectral filtering cavities for both the write
and the read photons. The write and read pulses are σ−- and σ+-polarized
in the frame of the atoms, while the detected write and read photons are
σ+- and σ− respectively, as shown in Fig. 6.7(b). The timeline is shown
if Fig. 6.7(c). Each cycle starts with a 15 ms-long MOT loading phase
directly followed by a 1.6 ms optical molasses phase and a 10µs optical
pumping phase, during which the magnetic field gradient is switched off.
In order to generate an inhomogeneous broadening of the atomic states,
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Figure 6.7: Experimental setup for the controlled rephasing
experiment. (a) Schematic of the experimental setup. HWP: half-wave
plate, QWP: quarter-wave plate, PBS: polarizing beam splitter, SPDs:
single photon detectors. (b) Energy levels structure. (c) Experimental
sequence timeline for the active rephasing experiment. W: write pulse,
C: cleaning stage, R: read pulse, Ts: storage time, Ti: interrogation time
this magnetic field gradient is then switched on again during the inter-
rogation time, during which up to 200 write pulses, or write pulses pairs
depending on the experiment, are sent, followed each time by a cleaning
stage. The aim of the cleaning stage is to reset the initial state of the
atoms by emptying the atomic population transferred in |F = 1,mF = 0〉
by each write pulse, and ideally replacing them in |F = 2,mF = +2〉. In
case of a successful write photon detection (green event in the timeline),
the sign of the magnetic field gradient is reversed and a read pulse is sent
after a programmable storage time Ts.
6.2.2 Experimental results
I will now present the experimental results, starting with the case where a
single write pulse is sent at each trial.
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6.2.2.1 Controlled dephasing and rephasing of single spin-waves
Magnetic field gradient reversal
For this experiment, we used our MOT coils driving circuit described in
3.4.1 to reverse the magnetic field gradient after the detection of a write
photon. A trace of the amplitude of this gradient acquired with a Hall
probe placed near the science chamber is shown in Fig. 6.8. We observe
two different slopes due to the way the circuit operates, as explained in
appendix D.
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Figure 6.8: Magnetic field gradient reversal. Normalized ampli-
tude of the magnetic field gradient during the reversal, measured with a
Hall probe.
Retrieval efficiency in the standard and controlled rephasing ex-
periments
We use the retrieval efficiency, defined as
ηret(t) ∝ |〈ψ(0)|ψ(t)〉|2 , (6.11)
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to monitor the dephasing and rephasing of the spin-waves, which directly
represents the temporal evolution of the phase factor. We measure it as
pw,r/pw, as previously shown in section 4.2.1.
The results of this experiment are shown if Fig. 6.9. We plot the retrieval
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Figure 6.9: Retrieval efficiency vs. readout time. (Grey open
circles) Standard DLCZ experiment. The line is a fit using eq. (6.12).
(Blue dots) Controlled rephasing experiment, with the green line as a
fit. (Left inset) Zoom on the initial dephasing. (Right inset) Zoom on
the rephasing peak. The data are taken with pw = 1%.
efficiency ηret as a function of time, for the standard DLCZ experiment
(grey open circles) and for the controlled rephasing experiment (blue dots
and green line).
In the standard DLCZ experiment, we observe oscillations attributed to
interferences between two classes of spin-waves. Imperfect optical pumping
in |F = 2,mF = +2〉 allows some atoms to remain in |F = 2,mF = +1〉.
The write pulse can then create a spin-wave starting from this latter state
and transfer an atom to |F = 0,mF = −1〉. These data are fitted with the
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formula
ηretDLCZ (t) = η0DLCZe
− t2
2σ2
DLCZ
∣∣∣w + (1− w)ei2pi·2bt∣∣∣2 + d. (6.12)
Here, η0,DLCZ is the retrieval efficiency at zero storage time, with a value
of 30.1 ± 0.3 %. It is corrected for the FFC transmission (0.4) and sub-
sequent fiber coupling (0.5), and detection efficiency (0.43). The weight
coefficient w is an indicator of the atomic population distribution between
the different Zeeman levels, the parameter b is related to the period of
the oscillations due to the bias homogeneous magnetic field, and d is an
offset. σDLCZ is the standard deviation of the temporal Gaussian decay,
corresponding to a 1/e time constant of the decay in retrieval efficiency
equal to 57 ± 1µs. This decay is mainly due to thermal atomic motion
and spurious magnetic field gradients. Assuming a Gaussian distribution
of the atoms positions and only motional dephasing as explained in section
2.1.4 (see eq. (2.12)), we find
ηret(t) ∝ e−
kBT∆k
2t2
m = e−
t2
τ2 , (6.13)
with kB the Boltzmann’s constant, ∆k = kW − kw, T the temperature of
the atoms and m the atomic mass of 87Rb. The corresponding value for T
is 180± 6µK, which is a higher bound, since other causes such as spurious
magnetic gradients could also participate to the observed dephasing. We
find w = 0.957 ± 0.003, meaning that 96 % of the detected correlations
arise from atoms in the correct initial state |F = 2,mF = +2〉.
In the controlled rephasing experiment, the magnetic field gradient is kept
on during the interrogation time. This leads to a rapid dephasing of the
spin-wave as seen in the left inset, and the retrieval efficiency vanishes. The
magnetic field gradient is then reversed using the circuit described above
after the detection of a write photon, leading to the rephasing of the spin-
wave and an enhancement of ηret at the rephasing time Treph = 20.84µs, as
shown in the right inset. Note that the temporal profile of the rephasing
peak is given by the amplitude of the inhomogeneous broadening over
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the extent of the atomic cloud, and does not necessary correspond to the
temporal shape of the read pulses or photons. In our case, the FWHM
of the rephasing profile is ∼ 150 ns while the one of the read photons is
∼ 20 ns. The data are fitted with the formula
ηret(t) ∝
∣∣∣∣e−(µBσB0√2~ )2a2[ln(cosh( t−t0a ))−ln(cosh( t0a ))]2∣∣∣∣2 , (6.14)
obtained by combining equations (6.8), (6.10) and (6.11). This formula
corresponds to the phase factor while not considering atomic motion. We
correct it by multiplying it with the Gaussian envelope of the standard
DLCZ experiment data, and by a Lorentzian decay representing a slow
temperature drift of the FFC’s temperature, leading to a decrease in trans-
mission efficiency over the experiment time.
We observe a reduction in the retrieval efficiency at Treph with respect to
the Gaussian envelope of the standard DLCZ experiment. The maximum
efficiency for the fit in the controlled rephasing experiment corresponds to
56% of this Gaussian envelope at the same storage time. However, for the
fit of the controlled rephasing data, part of the reduction in efficiency is
due to the FFC temperature drift, which was not present in the standard
DLCZ experiment due to the much shorter duration necessary for the data
acquisition. If we don’t take the Lorentzian decay into account, the relative
efficiency increases to 73%.
To understand the decrease in efficiency in the rephasing experiment, we
use the following model for the rephasing curve. We approximate the
temporal behavior of the magnetic field gradient as a negative hyperbolic
tangent with a measured amplitude B0 = 20 G/cm (see Appendix D). The
only unknown parameter is σ, corresponding to the standard deviation of
the Gaussian spatial profile of the atomic cloud. A fluorescence measure-
ment with a CCD camera gives a FWHM of 2.2 mm for the size of the
cloud. Back-propagating this value into eq. (6.14) yields a FWHM for the
rephasing peak of 100 ns. However, the measured width of the rephasing
peak’s temporal profile is 150± 3 ns.
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The discrepancy between these two values, together with a reduction in the
efficiency, can be attributed to several effects. The main effect is probably
fluctuations in the rephasing time Treph. In an ideal case with a perfectly
symmetric inversion of the current in the coils, only the FWHM should
vary. However, due to the way our coils current driver circuit works, Treph
also depends on the current flowing in the coils. Such current fluctuations
have two causes. The first one is temperature fluctuations of the coils,
leading to current fluctuations, because we run the power supply in voltage
source mode. The second reason are shot-to-shot fluctuations, due to the
fact that we employ an external high-voltage source for the coils loading.
On the one hand, we measured a linear dependency of Treph with the coils
current around our usual operating value of 7 A. We observed a drift of
Treph of 2 ns per milliampere change in the current. On the other hand, we
simulated the resulting averaged temporal shape of many identical Gaus-
sians with a fluctuating mean value, as shown in Fig. 6.10. As a starting
point, we construct an initial Gaussian with a FWHM of 100 ns. The fluc-
tuations of the mean values are taken as a uniform distribution with a
range of ±70 ns around the original value. Averaging over 103 realizations
results in an approximate Gaussian profile of ∼ 150 ns FWHM and 68%
relative efficiency. This demonstrates that the observed rephasing shape
can be explained to a great extent by fluctuations in the coils current of
the order of 1%.
Signal-to-noise ratio of the rephasing peak
We measured the SNR at the rephasing time. It is calculated as the max-
imum efficiency of the fit at the rephasing time, divided by the averaged
background efficiency. In the case of the data shown in Fig. 6.9, we ob-
tain SNR = 13.3 ± 0.9. Its value also depends on pw, as can be seen in
Fig. 6.11. An interesting observation is that although the SNR displays a
similar behavior to the on of g
(2)
w,r as a function of pw, they have different
values. This can be seen by expressing them in terms of probabilities. On
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Figure 6.10: Effect of mean value fluctuations on a Gaussian
distribution. (Black line) Initial Gaussian with a FWHM of 100 ns.
(Red line) Average of 103 realizations with a mean value jitter of ±70 ns
corresponding to the grey shaded area. The resulting distribution is
approximately a Gaussian with a FWHM of ∼ 150 ns and a relative
efficiency of 68%.
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Figure 6.11: Signal-to-noise ratio at the rephasing time. The
value of the SNR varies with pw, reaching up to 26.4±5.8 for pw = 0.13%.
the one hand,
g(2)w,r =
pw,r
pw · pr =
ηret
pr
. (6.15)
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On the other hand, as we define it,
SNR =
ηret
ηbackret
, (6.16)
with ηbackret the efficiency in the background. It is expressed as η
back
ret =
pbackw,r
pw
,
with pbackw,r the probability to detect a coincidence outside of the rephasing
peak. Since in this case, all the spin-waves are dephased, those are only
accidental coincidences, so pbackw,r = pw · pbackr , and ηbackret = pbackr , with pbackr
the probability to detect a read photon in the background. When all the
spin-waves are dephased, the situation is similar to the one of the standard
DLCZ experiment presented in the second part of section 4.2.2. There,
we saw that pr is decreasing when the storage time increases, reaching a
minimum for long storage times, when the spin-waves are fully dephased
(see Fig. 4.12). As a consequence, pbackr < pr. Combining equations (6.15)
and (6.16) after the previous simplifications results in
g
(2)
w,r
SNR
=
pbackr
pr
< 1. (6.17)
Therefore, the value of g
(2)
w,r is always lower than the one of the SNR.
Auto-correlation measurement at the rephasing time
We investigated on the single-photon nature of the retrieved read photons
at the rephasing time. To do so, we modified the setup by preparing a
Hanbury-Brown and Twiss interferometer. This allows us to measure the
conditional auto-correlation function of the read photons αr,r (see section
2.1.5), also called anti-bunching parameter in the case of non-classical fields
where it takes values below one. We measured the values of αr,r as a
function of pw, as shown in Fig. 6.12. The fit is based on eq. (2.26).
This equation is obtained for a perfect two-mode squeezed state, and is
valid for ideal values of αr,r and g
(2)i
w,r . In order to account for various
experimental imperfections, we assume that the measured values of the
cross-correlation function g
(2)m
w,r are lower but proportional to the ideal
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Figure 6.12: Anti-bunching parameter of the read photons at
the rephasing time. The values of αr,r are plotted as a function of
pw, reaching values as low as 0.20 ± 0.14 for pw0.17%. (Solid line) Fit
of the experimental data. (Dashed line) Lower limit of one for classical
states.
ones, such that g
(2)m
w,r = c · g(2)iw,r with c < 1. We can the express the
measured value of αmr,r as a function of g
(2)m
w,r , leading to (see Appendix A)
αmr,r =
4
g
(2)m
w,r
− 2(
g
(2)m
w,r
)2 = 4c p1 + p − 2c2
(
p
1 + p
)2
. (6.18)
We derive the values of p from the ones of pw, knowing the transmission
losses and detection efficiency. Eq. (6.18) is used to fit the data of Fig. 6.12.
We see that for sufficiently low values of pw, the retrieved photons exhibit
anti-bunching, which is a proof of non-classicality.
After this characterization of the controlled dephasing and rephasing of
single spin-waves, I will now show the results obtained when sending two
write pulses in different temporal modes.
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6.2.2.2 Controlled dephasing and rephasing of multiple spin-
waves
We now send two write pulses separated by 600 ns, first independently
and then jointly, before sending the read pulse. The read-out time is
scanned around the rephasing time. Fig. 6.13 (a) shows the coincidence
probabilities per trial pw,r when each write pulse is send independently.
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Figure 6.13: Multiple write pulses creating spin-waves in sep-
arated time-bins. (a) Single rephasing case for pw = 1%: first write
pulse in green, second write pulse in blue. (b) Both pulses sent in black.
The histograms display the relative weight of each peak, at the circled
points. (c) Selectivity as a function of pw for each rephasing.
The readout time is defined as the time between the first write pulse and
the read pulse. As expected, the spin-wave created by the first write pulse
(green data) rephases later, while the one created by the second write pulse
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rephases earlier (blue data). Fig. 6.13 (b) shows the coincidence probabil-
ity when both write pulses are sent conjointly. The values at the maximum
of the rephasing peaks are similar, when background-subtracted. However,
the probability to detect an accidental coincidence in the background (out-
side the rephasing peaks) is higher in this case, which will lead to lower
g
(2)
w,r and fidelity, as explained in section 6.1.2.2. This can be explained by
expressing the coincidence probability in the background as pB = pw · pr.
Noting that pr ∝ pw [162], one gets pB ∝ p2w. In the case where we send
two write pulses, the write detection probability p2w is twice the one of the
single write pulse case pw. Therefore, the background probability for two
write pulses becomes p
(2)
B ∝ p22w = 4 · p2w. This factor of 4 is compatible
with the measured value of 4.1± 0.3 from our data. This is also consistent
with the discussion on the error originating from multiple spin-waves pre-
sented in section 6.1.2.2. In our data, the noise probability increases as the
square of the number of temporal modes, p
(N)
B ∝ N2. However, the error
can be defined as E = noise/(signal + noise) ∼ noise/signal. The signal
is also increasing with N , such that we find back that the error increases
linearly with N .
To investigate the cross-talk between the two spin-waves, we construct the
histograms shown in the insets of Fig. 6.13 (b) by performing start-stop
measurements. The starts are write photon detections, and the stops are
read photon detections. The two contributions are equally weighted in the
noise region, but on each rephasing peak, we detect a significant imbalance.
This shows that mostly only one spin-wave rephases at a time. To quantify
the process, we calculate the relative weight of each peak, which we call
selectivity: S(i) = pC,i/
∑
k pC,k, with pC,i the probability to detect a
coincidence in the binning corresponding to the peak number i. Its value
depends on the rephasing SNR which varies with pw (see Fig. 6.13 (c)).
For the results shown in Fig. 6.13 (b) we find an average selectivity S =
(S(1) + S(2))/2 = 76± 6%. For the lowest pw = 0.28% shown in Fig. 6.13
(c), we obtain an average selectivity of 92± 4%.
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The results of Fig. 6.13 show that when several spin-waves are created,
the rephasing efficiency of each one remains the same, but the background
noise increases. With the current status of the experiment, this limits the
benefit of multiple temporal mode storage, since the excitation probability
needs to be reduced for each pulse in order to keep the same SNR. However,
as explained in the previous section of this chapter, this issue is addressed
in the scheme proposed in [168].
We expect that the rephasing time Treph should be symmetrical from
the write pulse time with respect to the magnetic field gradient rever-
sal time Trev. First, this is confirmed by the fact that the separation of
600 ns between the two rephasing peaks of Fig. 6.13 is equal to the sepa-
ration between the two write pulses. Second, we also measured Treph as
a function of Trev, which in this case is defined as the delay between the
center of the write photon, and the moment when the reversal instruc-
tion is sent in the experimental sequence. This measurement is shown
in Fig. 6.14. The data are fitted with a linear function, and we find
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Figure 6.14: Rephasing time as a function of the magnetic field
gradient reversal time. Open circles: data points. Dashed line: linear
fit.
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Treph = (2.03± 0.04) · Trev + T0. The proportionality factor of nearly 2
is consistent with the expected behavior. We find a value of 14.26µs for
T0, which corresponds to the minimum rephasing time when the magnetic
field gradient is reversed at the exact same time of a write photon detec-
tion. This time is limited by the charge and discharge time of the MOT
coils allowed by our current driver.
Finally, we studied the width of the rephasing profile for several dura-
tions of the write pulse, which are translated in the durations of the write
photons, as shown in Fig. 6.15. The magnitude of the inhomogeneous
broadening applied to the atomic ensemble defines a minimal width for the
rephasing profile in our experiment. We expect the shape of the measured
rephasing to be the convolution of the write and read photons temporal
modes, and of that magnetically induced rephasing profile. In this case,
the duration of the write and read pulses should be short compared to
the rephasing profile in order to maximize the retrieval efficiency at the
rephasing time. To verify this, we measured the retrieval efficiency as a
function of the storage time for several write pulse durations. Longer write
pulses give rise to longer rephasing profiles with lower maximum efficiency,
which is consistent with our expectations.
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Figure 6.15: Temporal shape of the measured rephasing profile
for several write pulse durations. Blue and black dots: data points.
Blue and grey surfaces: Gaussian fits.
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In conclusion, we demonstrated active rephasing of a single spin-wave at a
controllable time by inverting the polarity of an external inhomogeneous
broadening created by a magnetic gradient. We showed that in this case,
the retrieved photons still exhibit anti-bunching, which proves that active
rephasing preserves single photons statistics. Finally, we demonstrated
experimentally that this technique enables the creation of a spin-wave in
multiple time-bins that can be read-out individually with high selectiv-
ity. These results pave the way towards the realization of a temporally
multiplexed DLCZ-type quantum repeater node.
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7.1 Summary of my PhD work
The goal of my PhD thesis work was to implement a proof of principle
experiment towards the realization of a functional temporally multiplexed
quantum repeater node based on the DLCZ protocol [15]. We focused on
two important properties for such systems. The first one is the demon-
stration of the multimode capability of a DLCZ quantum memory at the
single excitation level. The second one is to enable the connection of this
type of quantum repeater node to the telecom c-band via ultra-low noise
quantum frequency conversion, in view of future integration in the existing
telecom fiber network.
The first important step was the entire design and building of the cold atom
trap used for the rest of the experiments. This includes mainly the vacuum
chamber and the magnetic coils’ driving circuit, together with the laser sys-
tem for atom trapping and probing. We then implemented a DLCZ-type
quantum memory protocol using cold 87Rb atoms in a magneto-optical
trap. Our DLCZ quantum memory is capable of producing highly non-
classically correlated photon pairs, together with a reasonable retrieval ef-
ficiency and memory lifetime. The measured second-order auto-correlation
function reached up to 200, the inferred intrinsic retrieval efficiency in-
side the science chamber up to 44%, and the longest memory lifetime
was 55µs. In parallel, the quantum frequency conversion experiment has
been designed and built by other members of the group. We performed
and experiment on quantum frequency conversion of weak coherent pulses
compatible with cold atomic quantum memories. For this, we verified that
light with a frequency and bandwidth allowing it to interact with the 87Rb
atoms was converted, and that the process was preserving the coherence
of a time-bin qubit. We also showed that the device could operate at the
single photon level, and demonstrated a signal-to-noise ratio of 1.3 for a
mean input photon number µin = 1.
Afterwards, we used the DLCZ quantum memory in combination with the
quantum frequency conversion setup. The quantum memory was used as
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an heralded single photon source, connected at the input of the quantum
frequency conversion device. The detection of write photons was triggering
the readout of the memory followed by the detection of the converted read
photons. The performances of the quantum frequency conversion device
in terms of device efficiency and noise suppression have been improved
enough to significantly increase the signal-to-noise ratio, reaching up to 80
for µin = 1. This allowed us to show the preservation of the non-classical
nature of the correlations between the write and converted read photons,
via the violation of the Cauchy-Schwarz inequality.
Finally, we investigated the multimode capability of the DLCZ quantum
memory. Our goal was to show that a spin-wave could be created in the
atomic ensemble in multiple temporal modes, and that only a single one
of these could be read-out at a specific later time. This constitutes the
building block for the temporal multiplexing protocol proposed in [166].
First, we used the controlled and reversible inhomogeneous broadening
technique to demonstrate active dephasing and then rephasing of a single
spin-wave. The inhomogeneous broadening was generated by the magnetic
coils of the MOT. The magnetic field was applied during the write process,
before being reversed after the complete dephasing of the spin-wave, lead-
ing to a rephasing at a later and controllable time. The retrieval efficiency
was used in order to assess the phase of the spin-wave. We then showed
that in this case, the retrieved photons still exhibit anti-bunching, which
proves that non-classical photon statistics can be preserved by this active
rephasing technique. We also made sure that the rephasing time was de-
pendent on the delay between the write process and the reversal time of
the magnetic field gradient. Second, we performed a similar experiment
while sending two consecutive temporally-separated write pulses. In this
way, the spin-wave was created in two temporal modes. We verified that
in this new situation, the retrieval efficiency was similar to the previous
one. We then demonstrated the possibility to selectively read-out only one
out of the two temporal modes, with a selectivity up to 92%. In this way,
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non-classical correlations between the write and read photons are observed
only if their two temporal modes are matched with each other.
All these results pave the way towards the realization of future temporally
multiplexed quantum repeater nodes based on the DLCZ protocol.
7.2 Future directions
7.2.1 Improving the performances of the quantum memory
A general objective is to continue the optimization work of the quantum
memory. The retrieval efficiency could be improved by better mode match-
ing between the excitation and detection modes, together with the imple-
mentation of more advanced atom trapping and cooling schemes allowing
to reach higher optical depth. The storage time could be increased via
the obtention of a colder atomic cloud, and by creating spin-waves on
magnetically-insensitive clock transitions in the single-mode case. If CRIB
has to be implemented, one can use a passive magnetic shielding around
the science chamber in order to strongly reduce spurious magnetic field
gradients. Loading the atomic cloud in an optical lattice [169] and using a
collinear configuration [120] can also be used to eliminate motional dephas-
ing. Finally, the values of the auto-correlation function could be increased
at low excitation powers by using single photon detectors with lower dark
counts rates.
Following the quantum frequency conversion’s line of work, conversion
of the write photons followed by characterization of the correlations is
planned. This would lead to non-classical correlations between a telecom
C-band photon and a long-lived spin-wave, as required for the DLCZ pro-
tocol.
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7.2.2 Temporally multiplexed quantum memory
Work on the temporal multiplexing project is still ongoing. The next
step will be to include an optical cavity in the quantum memory setup,
in order to fully implement the temporal multiplexing proposal of [166].
This cavity will be of moderate finesse, resonant with the write photons
and invisible to the read photons. It will be challenging to achieve a high
finesse with the current setup, because the cavity will have to be placed
outside of the science chamber. However, similar cavities with moderate
finesses have been already built for DLCZ experiments in other groups
[16, 117, 120]. With this modified setup, it will then become possible
to create spin-waves in many more temporal modes, up to the finesse of
the cavity, without decreasing the quality of the non-classical correlations
between the photons pairs. If successful, this will be the first experimental
realization of a functional temporally-multiplexed DLCZ quantum repeater
node.
7.2.3 Temporal shaping of single photons
Temporal shaping of the heralded read photons is currently investigated.
The goal of this experiment is to enable the connection between our DLCZ
quantum memory, used as a heralded single photon source, and other quan-
tum systems of different types, which may have specific bandwidth re-
quirements. In this way, it will become possible to integrate such quantum
memories within future heterogeneous quantum networks. Single heralded
read photons with a Gaussian temporal profile exhibiting a FWHM dura-
tion ranging from ∼ 20 ns up to ∼ 10µs could be generated. This feature
will be used to connect our DLCZ quantum memory with two other quan-
tum memory experiments developed in the QPSA group. It could also be
used to connect atomic ensembles quantum memories to single ions [170].
Photons with a rising exponential temporal profile could be generated as
well, which is optimal for absorption by single atoms or ions [171] and can
also be advantageous for absorption in atomic ensembles [172].
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7.2.4 Collaboration with other projects in the group
Our experimental setup in its current state will be used as a heralded singe
photon source in combination with two other experiments done by differ-
ent members of the QPSA group. One is a Rydberg electromagnetically-
induced transparency (EIT) quantum memory in a cold 87Rb atomic en-
semble. The second one is an atomic frequency comb (AFC) quantum
memory in a praseodymium-doped crystal.
Connection to the Rydberg EIT quantum memory
Heralded single read photons will be sent to the Rydberg EIT quantum
memory. In order to do so, the bandwidth of the read photons must match
the one of the EIT quantum memory, which is typically ∼ 1.5 MHz, corre-
sponding to a duration of ∼ 300 ns for Fourier-transform-limited Gaussian
photons. These photons will then be retrieved, and cross-correlation mea-
surements between the write and retrieved read photons after Rydberg
EIT storage will be performed. Studying the behavior of the single pho-
tons statistics and of the cross-correlation function between the write and
read photons after passing through a Rydberg-blockaded ensemble is also
of interest.
Connection to the AFC quantum memory
Further work about QFC is on progress in our group, with the objective
of connecting the DLCZ quantum memory to a separate solid-state based
quantum memory operating at 606 nm. The idea is to convert heralded
read photons from 780 to 606 nm via two consecutive quantum frequency
conversion stages. This experiment would be the first proof of principle of
a hybrid quantum network segment able to connect a cold-atomic and a
solid-state quantum memory. The DLCZ quantum memory will be used
as an heralded single photon source for this project. The bandwidth of the
heralded read photons will have to be matched with the AFC bandwidth,
Chapter 7. Conclusion and future directions 165
which is typically 3 MHz, corresponding to a duration of ∼ 140 ns for
Fourier-transform-limited Gaussian photons.
7.2.5 Developments in the field of quantum communica-
tions
In order to build large-scale quantum repeaters, one requires scalable,
rapid and efficient quantum repeater nodes capable of producing and stor-
ing high-purity entangled photons pairs and of performing entanglement
swapping operations with high fidelity.
A promising platform in terms of efficiency and scalability is the coupling
between cold atoms and nanofibers. Trapping atoms around a nanofiber
with a sub-wavelength diameter by means of a nano-scale potential created
with evanescent light fields allows strong interaction with light guided in
the fiber. This allows one to achieve very high optical depth with very
few atoms [173]. Since the light remains confined in the fiber, the coupling
with different systems will be excellent. Such systems could be used to
engineer quantum states useful for precision measurements and quantum
information [174] and to realize optical quantum memories [175–177]. Spa-
tial multiplexing could be investigated by placing several nanofibers inside
a single atomic ensemble.
Scalability includes multiplexing and miniaturizing aspects. Besides the
temporal multiplexing explored in this thesis, spatial multiplexing can be
achieved with cold atomic ensembles by addressing several spatial modes
in the same atomic cloud [178]. The miniaturization is potentially more
demanding due to the need of ultra-high vacuum chambers. However, very
compact and functional experimental setups are commercially available.
An alternative approach is to use room-temperature vapor cells. Their
strong advantage is that they can present a reduced centimeter-scale size.
However, they usually have strong limitations with respect to the memory
lifetime due to thermal motion of the atoms. A solution to this issue
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has been proposed recently [179], where the concept of motional averaging
could enable room temperature discrete variable quantum memories and
coherent single photon sources.
The practical realization of a quantum repeater able to distribute entan-
glement over large distance would be a major achievement in the field
of quantum information, and would open new opportunities for quantum
key distribution and future quantum networks. However, although initial
steps have been taken (including in this thesis), the realization of such a
practical quantum repeater is still a distant goal, and will probably re-
quire improved quantum memories and a combination of several of the
techniques described above.
Appendix A
Cross-correlation function
g
(2)
w,r and anti-bunching
parameter α calculations
In this appendix, I will detail the derivation of the expressions of the second
order cross-correlation function g
(2)
w,r and the anti-bunching parameter α as
a function of p, obtained in Ch. 2. Here, p is the probability to create one
or more spin-wave or write/read photon pair per write pulse, appearing in
the two-mode squeezed state which I recall in the photon pairs case:
|Ψ〉 =
√
1− p
( ∞∑
n=0
pn/2 |nw, nr〉
)
. (A.1)
A.1 Cross-correlation function g
(2)
w,r
By definition,
g(2)w,r =
pw,r
pw · pr =
〈
: a†wawa
†
rar :
〉
〈
: a†waw :
〉
·
〈
: a†rar :
〉 =
〈
a†wa†raraw
〉
〈
a†waw
〉
·
〈
a†rar
〉 , (A.2)
167
Appendix A. g
(2)
w,r and α calculations
where the : symbol denotes the normal ordering of the photon operators,
which commute between each other.
Let us start by evaluating the mean photon number in the write mode〈
a†waw
〉
, which can be rewritten as
〈
ψ|a†waw|ψ
〉
= |aw |ψ〉|2 . (A.3)
Applying the write photon annihilation operator to the state of Eq. (A.1)
yields
aw |ψ〉 =
√
1− p
( ∞∑
n=0
pn/2
√
n |(n− 1)w, nr〉
)
, (A.4)
hence
|aw |ψ〉|2 = (1− p)
( ∞∑
n=0
pnn
)
= (1− p) p
(1− p)2 =
p
1− p. (A.5)
By symmetry of the two-mode squeezed state and the g
(2)
w,r, we obtain the
same expression for the mean read photons number, such that〈
a†waw
〉
=
〈
a†rar
〉
=
p
1− p. (A.6)
Proceeding in a similar way for the mean coincidences number
〈
a†wa†raraw
〉
,
we obtain
araw |ψ〉 =
√
1− p
( ∞∑
n=0
pn/2
√
n
√
n |(n− 1)w, (n− 1)r〉
)
, (A.7)
hence
|araw |ψ〉|2 = (1− p)
( ∞∑
n=0
pnn2
)
= (1− p)p(1 + p)
(1− p)3 =
p(1 + p)
(1− p)2 . (A.8)
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Combining equations (A.2), (A.6) and (A.8) we obtain the following ex-
pression
g(2)w,r =
p(1+p)
(1−p)2(
p
1−p
)2 = 1 + 1p. (A.9)
A.2 Anti-bunching parameter α
The definition of α is [152]
α =
p(r1,r2|w)
p(r1|w) · p(r2|w)
=
pw,r1,r2 · pw
pw,r1 · pw,r2
. (A.10)
Here, r1 and r2 are the two read photonic modes after sending the initial
mode through a 50/50 beamsplitter. We can then express α in terms of
the photonic annihilation and creation operators
α =
〈
a†wa†r1a
†
r2ar2ar1aw
〉
·
〈
a†waw
〉
〈
a†wa†r1ar1aw
〉
·
〈
a†wa†r2ar2aw
〉 . (A.11)
We rewrite the two-mode squeezed state as
|Ψ〉 =
√
1− p
( ∞∑
n=0
pn/2
1√
n!
(a†r)
n |nw, 0r〉
)
. (A.12)
In the case where the read photonic mode is sent through a 50/50 beam-
splitter, this formula becomes
|Ψ〉 =
√
1− p
( ∞∑
n=0
pn/2
1√
n!
(
a†r1 + ia
†
r2√
2
)n
|nw, 0r1 , 0r2〉
)
, (A.13)
which can be rewritten as
|Ψ〉 =
√
1− p
 ∞∑
n=0
(p
2
)n/2 n∑
j=0
ij
√
n!
j! · (n− j)! |nw, (n− j)r1 , jr2〉
 .
(A.14)
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Evaluating the terms of Eq.(A.11) with this state, one gets〈
Ψ
∣∣∣a†waw∣∣∣Ψ〉 = |aw |Ψ〉|2 = p1− p, (A.15)
〈
Ψ
∣∣∣a†wa†r1ar1aw∣∣∣Ψ〉 = |ar1aw |Ψ〉|2 = p(1 + p)2(1− p)2 , (A.16)〈
Ψ
∣∣∣a†wa†r2ar2aw∣∣∣Ψ〉 = |ar2aw |Ψ〉|2 = p(1 + p)2(1− p)2 , (A.17)〈
Ψ
∣∣∣a†wa†r1a†r2ar2ar1aw∣∣∣Ψ〉 = |ar2ar1aw |Ψ〉|2 = p2(2 + p)2(1− p)3 . (A.18)
Finally, combining equations (A.11), (A.15), (A.16), (A.17) and (A.18) we
obtain the following expression
α =
〈
a†waw
〉
·
〈
a†wa†r1a
†
r2ar2ar1aw
〉
〈
a†wa†r1ar1aw
〉
·
〈
a†wa†r2ar2aw
〉 = 2p(2 + p)
(1 + p)2
. (A.19)
Appendix B
Physical processes in a MOT
B.1 Doppler cooling
Doppler cooling derivation
Doppler cooling of neutral atoms was proposed in 1975 by Ha¨nsch and
Schawlow [180], and the first optical molasses has been realized in 1985
by Chu and coworkers, allowing them to cool sodium atoms down to a
temperature of about 240µK. It is based on the Doppler effect, which
changes the frequency of a wave for an observer moving relative to its
source. This effect can directly be applied to moving atoms illuminated
by laser beams. When an atom is moving with a velocity v, it will only
be able to absorb photons which are detuned from its resonant frequency
at rest ω0. A counter-propagating atom with respect to a laser beam
will see the light frequency up-shifted, while a co-propagating one will see
the light frequency down-shifted. Due to this effect, a laser light beam
with negative detuning (also called red detuned) can interact with the
atom only if they are counter-propagating. Since photons carry energy
and momentum, the atom gets a momentum kick each time it absorbs a
photon reducing its initial velocity. The subsequent spontaneous emission,
on the other hand, is isotropic, in average not affecting the velocity of the
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atom. This will produce a total net force in the opposite direction of the
atom’s propagation direction. It is a friction force, which is proportional
to the velocity of the atom. The following explanations are based on a
lecture by Helene Perrin in Les Houches summer school of 2012 [181] and
[182].
The force applied to the atoms can be expressed by the radiation pressure
for a plane wave of wavevector kL as
Frp =
Γ
2
s0
1 + s0
~kL, (B.1)
where Γ is the natural linewidth of the transition, s0 is the saturation
parameter which can be expressed in terms of the Rabi frequency Ω, the
natural linewidth and the effective detuning δ′ as s0 =
Ω2/2
δ′2+Γ2/4 . Frp is the
mean force due to the momentum transfer of one recoil ~kL each time a
photon is absorbed by the atom.
For an atom with a velocity v, the effective detuning includes the Doppler
shift and becomes δ′ = δ − kL · v, giving
Frp(v) =
Γ
2
Ω2/2
Ω2/2 + Γ2/4 + (δ − kL · v)2~kL. (B.2)
For low velocities where |2δkL · v| << Ω2/2+Γ2/4+δ2 (true for |kL · v| <<
Γ2/2), the expression of Eq. (B.2) can be linearized and becomes
Frp(v) ' Γ
2
Ω2/2
Ω2/2 + Γ2/4 + δ2
~kL +
Ω2/2
(Ω2/2 + Γ2/4 + δ)2
δΓ~(kL · v)kL.
(B.3)
The first term is the force for zero velocity, and the second term is pro-
portional to the atomic velocity component in the direction of the laser.
Calling ez the direction of the wavevector, kL = kLez, then (kL · v)kL =
k2Lvzez, with vz the z component of v, we obtain the final expression for
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the radiation pressure
Frp(v) ' Frp(v = 0)− α
2
vzez, (B.4)
where α = −2 s0
(1+s0)2
~k2L
δΓ
δ2+Γ2/4
is the friction coefficient. The friction
force is opposite to the direction of the atomic velocity only for α > 0,
which means δ < 0.
However, the main component of this force is for zero velocity, and would
accelerate the atoms in the direction of the laser beam. This term can
simply be canceled by adding a second counter-propagating beam with
wavevector k′L = −kL. Adding the two contributions, the total force in
the z direction becomes
Frp(v) = −αvzez. (B.5)
This can be generalized to 3 dimensions by using a pair of counter-propagating
beams in each directions of space.
Doppler cooling temperature limit
For a classical particle of mass m and initial velocity v0, the temporal
evolution of the velocity is calculated with Newton’s second law of motion
mdvdt = −αv, giving
V(t) = v0e
−αt/m. (B.6)
This would allow the velocity and temperature to reach a null value, which
does not happen in real experiments. In fact, a heating process due to
random recoil is competing with the Doppler cooling, due to the natural
linewidth of the transition. The Doppler temperature TD, which is the
lowest temperature achievable through the use of the Doppler effect, is
kBTD =
~Γ
2
. (B.7)
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For rubidium, this temperature is equal to 140µK, and can be achieved in
a few milliseconds only due to the important scattering rate of the relevant
atomic transition.
Cooling of the atoms only is not sufficient in order to keep them around
the same position for an extended period of time, since they are lost as
soon as they leave the laser beams intersection. This requires the addition
of a position dependent potential, which can conveniently be produced by
adding a magnetic field gradient on the atoms.
B.2 Quadrupolar magnetic potential
The magnetic field gradient is produced by a pair of magnetic coils. An
equal in amplitude but opposite in sign current flows in each coil. This
produces a gradient of magnetic field, passing from a positive maximum at
the position of one of the coils, to zero between the two coils, to a negative
maximum at the position of the second coil. This gradient can be linear if
the coils are setup in the anti-Helmholtz configuration. This means that,
in addition to having opposite sign currents, they must share a common
axis, and the distance separating them must be equal to their radius.
Magnetic interaction
The interaction of an atom with a non zero total spin (J = L + S) and a
magnetic field is
Vˆm = −Jˆ ·B(r). (B.8)
The Zeeman sub-levels denoted as |F,mF 〉 are shifted by an amountmJgJµBB,
with mJ the z-component of the total angular momentum, gJ the Lande´
g-factor, and µB the Bohr magneton. In order to simply explain the effect
of this interaction in the context of the magneto-optical trapping, let us
consider a transition between a ground state where J = 0 and an excited
state where J ′ = 1. The excited states |J ′,m′〉 will be shifted bym′JgJµBB.
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Consequently, the transitions frequencies between |J = 0,m = 0〉 and |J ′ = 1,m′〉
will be ω0 +
m′JgJµBB
~ = ω0 +
m′JgJµBb
′x
~ for a one-dimensional linear gra-
dient B(r) = b′x. In this case, the radiation pressure force will depend
on the position and internal atomic state, since the effective detuning of
Eq. (B.2) becomes
δ′ = δ − m
′gJµBb′x
~
= δ −m′γmb′x, (B.9)
where γm = gJµB/~ is called the gyromagnetic ratio. For this protocol
to work properly, the polarization of the laser beams must also be chosen
properly. Let us consider an atom along the x axis, and two counter-
propagating beams with opposite polarizations σ+ along +ex and σ
− along
−ex (in the reference frame of the atoms). The σ± polarized light induces
a transition between |J = 0,m = 0〉 and |J ′ = 1,m′ = ±1〉 with ∆m = ±1,
and the effective detunings are δ′ = δ∓γmb′x. If we consider an atom with
zero velocity, the expression of the radiation pressure force created by σ±
light propagating along ±x is
F±(x) = ±Γ
2
Ω2/2
Ω2/2 + Γ2/4 + (δ ∓ γmb′x)2~kL. (B.10)
Adding the two forces in the low saturation regime (s0 << 1) and around
the center (|x| << |δ|/(γmb′),Γ/(γmb′)), we obtain
F = −κxex, (B.11)
with κ = γmb
′
kL
α = −2 s0
(1+s0)2
δΓ
δ2+Γ2/4
~kLγmb′ the restoring coefficient. For
negative detunings, this is a restoring force which is proportional to the
position of the atoms. This can be generalized in 3 dimensions, noting
that the expression of the quadrupolar magnetic field is B(r) = b′(xex +
yey − 2zez), with z being the central axis of the coils:
F = −κxex − κyey − 2κzez. (B.12)
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Finally, we can see that for atoms close to the center of the trap and low
velocities, the total force given by the Doppler cooling and the magnetic
interaction can be approximated as a damped oscillator in the form
F ' −αv− κr. (B.13)
MOT size
The size of an atomic cloud is determined by re-absorption of scattered
photons by other atoms before these photons leave the cloud. This phe-
nomenon, called radiation trapping, creates an interatomic repulsive force,
and ultimately limits the achievable atomic density. In this case, adding
more atoms will then increase the size of the cloud instead of the density.
The photon scattering rate from a single atom in the low saturation limit
is
Γsc = 3Γs0. (B.14)
A second atom placed at a distance r with an absorption cross section σ =
σres
Γ2
4δ2+Γ2
where σres = 3λ
2/(2pi) is the resonant cross section, will absorb
a fraction σ/(4pir2) of these scattered photons. In case of reabsorption, a
momentum change of ~kL in the direction of the second atom occurs. This
leads to the following force, which is equivalent to a Coulomb force:
Freabs = 3Γs0
σ
4pir2
~kLur. (B.15)
This expression allows to find an expression for the atomic density in this
regime, considering the analogy with a positively charged plasma in an
harmonic trap:
n0 =
4
3pi
|δ|
Γ
γmb
′
Γ
k2L. (B.16)
For rubidium atoms, with a detuning δ = Γ/2 and a magnetic field gradient
b′ = 10 G · cm−1, the calculated value is n0 = 3 × 109 cm−3. Considering
an isotropic magnetic field gradient, the radius of such a cloud of N atoms
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can be approximated as
R =
(
3
4pi
N
n0
)1/3
. (B.17)
According to this formula, a standard MOT with a typical number of
trapped atoms of 2.5 × 108, the radius of the cloud would be 2.7 mm,
which is an estimation consistent with our measurements.
B.3 Sub-Doppler cooling
Experimental observations showed that temperatures below the theoretical
Doppler limit are commonly achieved in many atom trapping experiments.
This can be explained by considering the optical pumping dynamics of
atoms with multiple sub-levels of the ground states (like Zeeman levels)
by light fields with spatial polarization gradients [183–185]. This cooling
process is known as sub-Doppler cooling, or Sisyphus cooling.
Standing wave
Let us first consider two counter-propagating laser beams along the z di-
rection, of frequency ωl = 2pic/λ, and with identical polarization. The
resulting field has the same polarization as the one of the incoming beams.
The two plane-waves interfere and create a standing wave whose electric
field, for a linear polarization of unit vector  can be written as
E(z, t) = E0 cos(ωlt− kz) + E0 cos(ωlt+ kz)
= 2E0 cos(kz) cos(ωlt), (B.18)
where k = 2pi/λ is the modulus of the wave-vector.
Polarization gradient
A light field with a polarization gradient can be obtained as the result of
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two counter-propagating beams. There are two different cases to consider
here. In the first case, called “lin ⊥ lin”, the two counter-propagating
beams have orthogonal linear polarization, let us say along x and y. The
resulting field can be written as
E(z, t) = E0 [x cos(ωlt− kz) + y cos(ωlt+ kz)]
= E0 [(x + y) cos(ωlt) cos(kz) + (x− y) sin(ωlt) sin(kz)] . (B.19)
Its polarization will vary periodically over half of the wavelength, alternat-
ing between linear and circular with sign changes. At z = 0, we have
E(z = 0, t) = E0(x + y) cos(ωlt), (B.20)
corresponding to linear polarization at a +pi/4 angle. Similarly, at z = λ/4
the field has a linear polarization at a −pi/4 angle. For z = λ/8, the total
field is
E(z = λ/8, t) = E0 [x sin(ωlt+ pi/4) + y cos(ωlt+ pi/4)] . (B.21)
Here, the x and y components are out of phase by pi/2, corresponding to
σ− polarization, while when z = 3λ/8, the polarization is σ+.
The second case, called “σ+-σ−” is when one beam is σ+-polarized, and
the other one is σ−-polarized. The resulting field is
E(z, t) = E0 [x cos(ωlt− kz) + y sin(ωlt− kz)]
+ E0 [x cos(ωlt+ kz)− y sin(ωlt+ kz)]
= 2E0 cos(ωlt) [x cos(kz) + y sin(kz)] . (B.22)
This corresponds to a linear polarization uniformly rotating by 180◦ over
half of the wavelength. In the following, I will explain the lin ⊥ lin case.
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Lin ⊥ lin: optical pumping
Let us consider a transition between a ground state with electron angular
momentum Jg = 1/2 and an excited state with electron angular momen-
tum Je = 3/2, and a nuclear spin I = 1. In this case, the ground state
has two magnetic sub-levels Mg = ±1/2. In the places where the light
field is purely σ+, the optical pumping drives the atomic population in
Mg = +1/2, and in Mg = −1/2 where the polarization is σ−. This means
that traveling atoms will change ground states over a length of a quarter
of the wavelength.
Lin ⊥ lin: light shifts
The interaction of a nearly resonant light field with atoms also gives rise to
shifts of the energy levels, called light shifts. They are principally due to
the AC-Stark effect from the electric field of the light. In the low intensity
limit of two laser beams, the light shifts of the ground magnetic sub-levels
are given by
∆Eg =
~δs0C2ge
1 + (2δ/γ)2
, (B.23)
with δ the light detuning, s0 the saturation parameter, Cge the Clebsch-
Gordan coefficient for the transition, and γ the natural linewidth. In this
case, C2− 1
2
,+ 1
2
= 50 and C2
+ 1
2
,+ 3
2
= 150 for σ+ light, and resp. 150 and 50
for σ− light. This means that the light shift for the sub-level Mg = +1/2
is three times larger than for Mg = −1/2 when light is σ+-polarized. This
is illustrated in Fig. B.1. An atom starting in Mg = +1/2 at a place
where the polarization is purely σ+ moves towards the right. The light
shifts of the energy levels are changing on a length scale of λ/2 due to
the polarization gradient. Moving towards λ/4, some part of the kinetic
energy is converted to potential energy. When the atom reaches λ/4, it
can absorb a photon (black vertical arrows) and be optically pumped to
Mg = −1/2 because there the polarization is σ−. The potential energy
is radiated away by the emitted photon, since the emission is at higher
frequency than the absorption. This process can occur as long as the
energy of the atom is sufficient to reach the top of an energy potential
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Figure B.1: Polarization-dependent light shifts and optical
pumping of ground sub-levels.
hill. It is also more efficient for atoms whose velocity allows them to travel
over λ/4 in the timescale of the optical pumping process. Slower or faster
atoms will not be at a potential maximum when they absorb a photon,
hence dissipating less energy.
Appendix C
Frequency modulation
The electric field of the laser is E(t) = E0e
−iω0t, with E0 the amplitude
and ω0 the central frequency. A temporal phase modulation
φ(t) = β · sin(Ωt+ φm) (C.1)
is applied to the electric field via frequency modulation of the AOM through
which the laser is passing, with Ω the modulation of frequency, β the
modulation index and a phase φm. The electric field becomes E(t) =
E0e
−iω0t−iφ(t). The instantaneous optical frequency ωinst is given by the
instantaneous rate of change of the optical phase, such that
ωinst = ω0 +
dφ
dt
= ω0 + ∆ω · cos(Ωt+ φm), (C.2)
with ∆ω = β ·Ω the maximum frequency excursion. For a high modulation
index (β = ∆ω/Ω >> 1), but with the maximum frequency excursion still
low compared to the central frequency (which is the case for us), the voltage
given by a photodiode for light modulated around ω0 is given by
V (t) = V (ω0 + ∆ω · cos(Ωt+ φm)), (C.3)
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which can be expanded as
V (t) = V (ω0) +
dV
dω
∣∣∣∣
ω0
∆ω · cos(Ωt+ φm). (C.4)
This signal is then demodulated by multiplying it with a reference signal
at the same frequency as the one used for the modulation, written as
D(t) = D0cos(Ωt+ φd). (C.5)
This is done by a module called lock-in amplifier. The result is an error
signal
Err(t) = V (t) ·D(t) =
V (ω0) ·D0 ·cos (Ωt+ φd)+D0 ·∆ω · dV
dω
∣∣∣∣
ω0
(cos (Ωt+ φm) · cos (Ωt+ φd)) =
V (ω0)·D0·cos (Ωt+ φd)+D0·∆ω· dV
dω
∣∣∣∣
ω0
1
2
(cos (2Ωt+ φm + φd) + cos (φm − φd)) .
(C.6)
A low-pass filter then removes the components of Err(t) at frequencies Ω
and 2Ω, leaving
Err = D0 ·∆ω · dV
dω
∣∣∣∣
ω0
1
2
cos(φm − φd). (C.7)
This expression is then proportional to the first order derivative of the
spectroscopy signal and can be maximized by appropriately matching the
modulation and demodulation phases.
Appendix D
Magnetic field gradient
approximation
We use a negative hyperbolic tangent as the temporal profile of our mag-
netic field gradient in order to calculate the temporal behavior of the spin-
wave’s phase. The profile measured with a Hall probe placed on the coils
axis is shown in Fig. D.1. The blue solid line is the normalized amplitude,
which is proportional to the gradient. The dashed line is the normalized
integral of the field’s amplitude. The spin-wave is in phase when the inte-
gral is equal to zero, which is the case initially and at the rephasing time.
There are two different slopes in the field’s profile, corresponding to the
”unloading” and ”negative reloading” phases. During the unloading phase,
the power supply of the coils is disconnected, and they are connected to
the ground. For the negative reloading, the power supply is reconnected
in such a way that the current flows in the opposite direction. Moreover, a
capacitor loaded with high voltage is connected in parallel. This allows to
have a resonant RLC circuit with a fast energy transfer from the capacitor
to the coils. As a result, the current increases much faster than by passive
loading using the power supply alone.
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Figure D.1: Magnetic field gradient reversal. Blue solid line: nor-
malized magnetic field gradient amplitude measured with a Hall probe.
Green solid line: negative hyperbolic tangent used to approximate the
magnetic field. Blue and green dashed lines: normalized integrals of the
gradient amplitude and negative hyperbolic tangent.
The important point here is that the rephasing time does not depend on
the temporal profile of the magnetic field itself, as long as the cancellation
of the integral happens at the same time. In particular, it is not influenced
by the switching speed if the rephasing occurs in a region of constant cur-
rent. Moreover, the width of the rephasing peak depends on the amplitude
of the gradient around the rephasing time. As a consequence, we can faith-
fully approximate the measured temporal profile by a negative hyperbolic
tangent (green solid line). The corresponding integral is shown by the
green dashed line. This approximation allows to simplify the calculations
leading to eq. (6.14).
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