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Abstract 
It is argued that the world is a dissipative dynamic system, a phase flow of which is formed by conformal-
ly-symplectic mapping. The key assumption is that the concept of energy in microcosm makes sense only for the 
steady motions corresponding to quantum eigenstates. The constant, which determines the exponential phase 
volume contraction, is supposed to be a new universal constant, in addition to the speed of light and Planck con-
stant. It is shown that statistical treatment of quantum objects as the ensembles concentrated on smooth con-
nected attractors provides a simple explanation of stochastic behaviour of these objects as well as leads to a natu-
ral interpretation of the wave function, stationary Schrödinger equation, and scattering matrix. 
To validate the general hypotheses stated in the work, some physical models are presented. In particular, the 
models support the view that the inertial motion and quantum properties are basically determined by the vacuum 
as a dynamic subsystem. The matter-vacuum interaction is described formally by means of multivalued Hamilton 
function. A drawback of all these models is the non-locality of equations of motion stemming from the non-locality 
of variation of multivalued Hamilton function. This drawback can be overcome in the field theory using multivalued 
functionals with a local first variation opened by S. P. Novikov. Hence, a prospect of construction of the unified 
field theory in Einstein spirit, without a procedure of quantization is opened. 
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Introduction. 
 
This work suggests a conjecture about possible application of the conformally-dissipative 
systems (further – CD-systems, or simply CD) in theoretical physics. 
This term is used by the author for denotation of dynamic systems the phase flow of which 
conformally contracts a symplectic form1. In some respects such systems looks more funda-
mental, than Hamiltonian ones. Indeed, these systems give the simplest dissipative generaliza-
tion of Hamiltonian systems, are conceptually simpler, and at the same time admit a formal 
Hamiltonian limit. Conversely, it is impossible to obtain the CD from the Hamiltonian system as 
some kind of limit, obviously. In general case the CD-systems are irreversible and admit non-
trivial attractors, in particular limit cycles. 
The assumption is that conception of a CD-system, in its field variant, can become the basic 
dynamic principle of future fundamental physical theory. Here is implied that dynamics of the 
system will be described by the classic fields2, but the conception of quantized field will con-
nected with the next, statistical floor of theoretical building. 
To form this point of view the Newton’s dynamic postulate (NDP) served as a starting point. 
The exact formulation of this postulate will be set below. In addition to common considerations 
the dynamic models demonstrating the possibility of quantum behavior on the dynamic basis 
confirm this postulate. Among them are the model of quantum harmonic oscillator, model of 
relativistic massless particle, model of spin, and model of fermion type. 
Obviously, using of the dissipative dynamic systems at the fundamental level supposes 
changes in the physical foundations of existent theory. Among of these necessary changes I will 
note the following. 
Firstly, the restrictions on the conceptions of energy and Hamiltonian are necessary. Here 
the classic (not quantum) conceptions are meant. Secondly, non-existence of the «relativistic 
CD-systems» results in approximate nature of the known relativistic dependences. Thirdly, new 
frameworks inevitably lead to the conception of vacuum as a dynamic subsystem which pro-
vides quantization of the material fields and, presumably, generalizes gravitation. 
 
                                                             
1 Such systems could be called as conformally-symplectic ones, but it seems more important to emphasise their 
dissipative character. 
2
 Here a classic field is meant in wide sense: a) configurations of the field are locally set by the finite number of 
numerical functions on a finite-dimensional basic manifold; b) these functions admit local variations. 
6 
 
It should be emphasized once more, that NDP and all the mathematics of the CD-systems 
supposes the dynamic nature of theory and, in particular, the possibility in principle of unstatis-
tical, «deterministic» description  in a quantum domain. It is possible to say in this sense, that 
here offer a variant of mathematics for a «deterministic quantum theory»3. 
Another physical hypotheses being automatically introduced by the formalism of CD-
systems, is the assumption that there exist a new fundamental constant    in nature. This 
constant has a frequency dimensionality and is substantially different (to a less side) from 
Planckian frequency 43 110 secPl
 . Further we will call it the dissipative constant. Together 
with Planck constant, this constant is responsible for formation of the quantum eigenstates. 
Thus, the supposed theory must include three fundamental dimensional constants: , ,c  . 
Judging from the presented models, a value   must be small in comparison with typical 
atomic frequencies, but large enough on macroscopic measures, for example, belonging to an 
interval of 12 3 110 10  sec . Such a value is necessary for the accordance with quantum theory. 
The point is that the quantum spectrum of harmonic oscillator is reproduced only at 0  , 
with deviation of the second order 2 0( / )O   , where 0  is the oscillator frequency. On the 
other hand, a relaxation time to the quantum eigenstates must not be too large, that bounds   
from below. 
Of course, it would be desirable immediately to guess the phenomena in which so unusual 
scale of the dissipative constant can exhibits directly. In this respect the next observations can 
be presented. Firstly, new fundamental mass 2m c    can have an order of now unknown a 
mass of neutrino. Secondly, it is noticed (see, for example, [23]) that to the density of space va-
cuum measured recently 
 30 3 1 4(4 0.3) 10V Vg sm c          , 
the length of 1V mm   corresponds. This length V  is close to the average wave-length of 
cosmic microwave background, and the corresponding value 1 11 13 10 secVc 
     seems ac-
ceptable. 
In spite of their dissipativity, the CD-systems completely keep within the standard frame-
works of Lagrange formalism. If the unified field CD-theory is possible, then, as will be clear fur-
ther, the proper Lagrangian must look like 
  ( , )t dL e L
dt
       
 
q q q  , 
                                                             
3
 As an example of the mathematics, pursuing a similar purpose, but based on other initial ideas, point out to 
known works of G. `t Hooft (see, for example, [15]). 
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where t  is the absolute time, q  – the fields, in the conditional notation, ( , )L q q   some analo-
gue of a classic (relativistic?) Lagrangian, ( ) q  – the multivalued dimensionless functional, hav-
ing multiple 2  periods4. A multiplier   specifies that exactly this functional is responsible for 
the quantum behaviour of the system. It is natural to accept, that a total derivative ( )d dt q  
will have the form of space integral of some local density that will lead to equations in partials. 
General construction of such multivalued functionals is given in [8]. 
To avoid misunderstanding it should be noted that Hamiltonian description in variables 
 / ,L   p q q  corresponding to Lagrangian L  is not compatible with attractors and that is 
why it has no physical sense. In this case the true «Hamiltonian variables» are  / ,L  p q q , 
but in these variables system is not Hamiltonian, but a conformally-dissipative one. 
The structure of the work is as follows. There are three chapters and two appendixes at the 
end of the main text. 
Chapter 1 is devoted to general questions. It begins with criticism of the known objections 
against the dynamic ideology at fundamental level, then makes an attempt to comprehend the 
«dynamic essence» of the existent theory, and then proposes the hypotheses and heuristic 
considerations about of a future theory, which lead, in particular, to the conception of a CD-
system. 
Chapter 2 is the preliminary mathematical considerations of the CD-systems from the point 
of view indicated higher, and also the search of the connection with quantum formalism5. The 
proofs of the majority of mathematical statements (further called theorems, for the sake of un-
iformity) are omitted. Basically they have computational character and it is easy to prove them. 
In Chapter 3 the primary heuristic model of harmonic oscillator is generalized to the model 
of coherent states (the CS-model). Further the different special cases of it are examined that 
make possible to judge about the principle possibilities of the CD-systems for description of real 
physics. 
The physically most interesting local field models are not considered in the given work. At 
first it will be enough to demonstrate such systems do exist, at least, in formal sense6. I hope 
that results of this work will find continuation also in the field models of CD-type. 
                                                             
4 It is possible to suppose existence other periods. In particular, such periods can determine the type of statistics of 
particles. It should be noted also, that relations of different periods are mathematical constants.  
5
 It seems this class of dynamic systems does not especially be analyzed now. 
6 A problem is in checking a regularity of a system. 
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Chapter I. General reasonings and hypotheses. 
 
§1. Newton's dynamic postulate (NDP). 
I suggest to call so the basic Newton idea that physical world is (in modern terminology) a 
continuous dynamic system, with the equations of motion 
(0.1) / ( )dx dt V x . 
It is supposed, that these equations define a semi-flow tg  (continuous one-parametrical 
semi-group of transformations) on some manifold M which points represent the real states of 
system being understood regardless to any «observations» or «measurements». Newton, how-
ever, identified a dynamic parameter t  (absolute, truly mathematical time) with empirical time 
in any inertial system of reference though recognized the existence of «relative time». Taking 
account of the theory of relativity it is necessary, of course, to refuse from that identification. 
Let's emphasize, that contrary to the modern quantum-relativistic views, NDP assumes the 
following: 
 the world is objectively real, irrespectively of measurements, observers, consciousness; 
 time course is not an illusion (and of vague origin) in consciousness of observers; 
 the probability should not be as a fundamental principle but should be explained. 
These attractive (however, probably, not for all) consequences force to think once 
again on, whether there was a refusal from NDP in the last century only a provisional 
measure, and whether it is necessary nevertheless to accept it, as the basic physical hypo-
thesis. 
1.1. Quantum mechanics versus NDP.  
The main objections against NDP are put forward by the quantum theory. 
The first objection consists that the uncertainty principle is incompatible with the usual dy-
namic description the states of objects. Among the quantities describing the states of quantum 
objects, cannot be the canonically conjugated pairs of dynamic variables. 
The attempts to declare this principle erroneous, to prove that it is only the property re-
flecting incompleteness of quantum formalism has led to the opposite result, as is known. Later 
on all the doubts that the uncertainty principle concerns an essence of quantum objects have 
disappeared. 
However it would be an error to consider NDP as incompatible with this negative principle. 
Actually it is quite possible to agree with it. Eventually, the uncertainty principle asserts, that 
the quantum objects are not the objects in usual sense, and that the states of quantum objects 
is not the same as the states of a dynamic system. So, in such cautious formulation, the contra-
diction with NDP is absent. 
The second objection against NDP is given by known theorems of impossibility of theories 
of hidden variables, beginning from the von Neumann's theorem, and finishing at Bell's inequa-
lities and their generalizations. 
The answer to this objection is close to the answer to the first objection and, in essence, is 
already known. For example, in article [13] written in connection with discussion concerning 
the interpretation of quantum mechanics, it is noted:  
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«The system for which the Bell's inequalities are valid, can and should be exhaustively pre-
sented as actual set of some objects-elements which are characterized itself by actually inhe-
rent properties». 
In other words, similar theorems ignores the dynamic character of a quantum measure-
ment procedure which are not reduced actually to ascertaining of some «preexisting» proper-
ties as it is meant, for example, in the classic mechanics. Properties of quantum objects grow 
out of interaction of the device with some deeper essence, and in this sense they are similar to 
relations, i.e. have relational character, as well as the author of article confirms further. 
The third objection against NDP consists in obvious reference to probabilistic character of 
the quantum theory assuming experimentally confirmed «primary probability» at fundamental 
level. 
In opposition to similar views, however, it is easy to show that the visible probabilistic be-
haviour of quantum objects can be a simple consequence of their special dynamic treatment. 
The important help is given in this respect by multi-world interpretation of quantum mechanics 
of Hugh Everett. Recall that Everett has identified the formal unitary Schrödinger dynamics with 
the real world dynamics, and then has rather logically come to conclusion about Universe 
branching, occurring at each quantum measurement with potentially non-unique outcome. 
It is natural to think, what could it mean within the frameworks of usual dynamic approach. 
Here it is possible to begin with the remark, that the parallel Universes actually are thought up 
long before Everett, under the name of phase space of dynamic system. Mentally enough to 
actualize this space and then, at due change of terminology, it is possible to consider, that the 
phase points which are carried away by a phase flow, describe the «parallel existence of Un-
iverses». 
In such an interpretation to the idea about branching of some Universe there corresponds 
the thought about branching of a corresponding integral curve in the expanded phase space 
(including time). But it is impossible in usual dynamic theory, and the idea is necessary for mod-
ifying: the bundle of trajectories can branch only. After this minor editing the Everett concept 
becomes quite dynamic, and admits the translation into usual language, without a mention of 
the Universes. 
The basic heuristic statement obtained by this way, is that the unitary quantum evolution 
should be connected with a bundle (or with an ensemble) of usual dynamic trajectories. In par-
ticular, it means, that the state of a quantum system (or a quantum object) should be con-
nected not with a phase point but with some subset in phase space. Obviously, the converse 
statement is also valid, i.e. from the last assumption follows also the possibility of branching. In 
initial physical terms it is equivalent to an explanation of «probabilistic» behaviour of the quan-
tum objects, owing to their treatment as the statistical ensembles. 
Note, that the given approach turns the correlation of results of remote measurements to 
obvious possibility, in spite of the visible accidental outcome of each measurement (that forms 
the EPR paradox essence). The correlation becomes clear in view of presence of a dynamic ba-
sis of all measurements. Also, automatically is solved «a choice problem» at quantum mea-
surement, because ultimately we always deal with single phase trajectory. 
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1.2. Theory of relativity versus NDP.  
Let's consider now the objections against NDP which can be put forward in connection with 
the theory of relativity. Obviously, the basic objections here cannot be, as, in effect, the relativi-
ty proclaims the existence of the set of dynamic interpretations of reality equal in rights, instead 
of the one fundamental interpretation. The basic objection, possibly, is that NDP separates 
again all that the relativity theory has already united: the space and time, energy and momen-
tum, electric and magnetic fields, and so on. It looks as refusal from the symmetry, and from a 
beautiful geometrical picture (degeometrization). Besides, unlike the principle of relativity, NDP 
is represented purely speculative, in any way empirically not supported principle. 
In reply here it is possible to note, that the beauty and unifying tendencies of the relativity 
have basically a group-theoretical origin. The source of unification is the Lorentz group. But, as 
the history of quarks shows, for example, the symmetry reasons and the group approach can be 
only the first step on a way to deeper dynamic picture, in which this symmetry are not present. 
Besides, the beauty of the theory depends on the mathematicians who developed it. Therefore 
it is possible to assume, that, in the long term, the dynamic theory will become not less grace-
ful, than relativity. 
Let me remind also, that cosmic microwave background sets a natural absolute frame of 
reference. It is possible to reject mentally, of course, a matter, and to declare, that it fills a rela-
tivistic-invariant vacuum, but at the unbiased approach the given fact is the direct experimental 
evidence in favour of NDP. The answer to a problem where and how to search for others, more 
essential experimental evidences in favour of NDP, only the future theory can give. 
1.3. Philosophers versus NDP.  
Perhaps, it is necessary to mention a philosophical objection against NDP, as the concept of 
a determinism excluding the «creative evolution». 
Similar reasons, however, after opening of the possibility of dynamic chaos, and even in 
low-dimensional systems, have lost a sense. It is clear now, that the dynamic concept if not to 
absolutise it and to consider it «sensibly», is not identical to the idea of determinism. The im-
possibility of absolutely exact knowledge of initial data excludes the real possibility of exact 
predictions in the future. Besides, all models can be only approximate, and all real systems are 
open. Therefore, even the «deterministic» dynamic systems (including the classic mechanics) 
have physical sense actually only in a statistical variant that assumes, for example, replacement 
of point states by  -shaped phase distributions of probabilities. 
1.4. The plan for the further.  
So, nothing hinders us to accept NDP as a primary fundamental principle. 
The general plan of the further researches (partially realized in the given work) consists in 
the beginning to analyze the dynamic content of the theory of relativity and the quantum 
theory, and to try to find their true dynamic interpretation. This analysis should help the search 
of bases a new, adequate to NDP mathematical apparatus. The author believes that last prob-
lem is solved by the concept of the CD-systems. Then, as the deduction of quantum and relati-
vistic principles here is meant as approach to deeper dynamic laws, it is necessary to establish 
connection with the contemporary theory. As to connection with the quantum theory, at least, 
at basic level, the CD-systems give such a connection. It means, in particular, that CD-systems 
give one more, in addition to already existing, interpretation of quantum mechanics. As to con-
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nection with the relativity, probably, for solving of this problem we must consider only the field 
CD-systems. 
 
§2. Relativity and dynamics. 
Let's consider the features of the dynamic approach to the theory of relativity. 
2.1. The concept of inertial motion. 
Obviously, the concept of «a frame of reference» has the exclusively empirical sense, and it 
does not be entered in abstract frameworks of NDP. Owing to this circumstance the principle of 
relativity does not admit the equivalent dynamic formulation. On the other hand, the relativity 
principle is based on the concept of inertial motion which in the essence already is dynamic. 
Therefore it is natural to search for dynamic definition not for a relativity, but for inertia. It also 
will be a dynamic substitute of a principle of relativity. 
The only thing that is necessary for such definition is the concept of dynamic symmetry. 
The group G  of transformations of phase space is called a dynamic symmetry if the phase flow 
tg  belongs to this group, and tg  does not belong to the center of this group
7. In the special 
theory of relativity (SR) the role of such group G  plays the Poincare group. 
Suppose that some solution 0( ) tx t g x  to the equations of motion describes the isolated 
material system which is in a «rest state». Then the solution, having the initial data which are 
obtained by action of group transformation on the initial data of a «rest» subsystem, by defini-
tion describes the inertial «movement as a whole» of the same subsystem8. In other words, the 
transition from the system in rest to the inertially moving one looks like 
 0 0,t tg x g hx h G  . 
Such understanding of inertial motion is non-trivial for the case of the Poincare group. For 
example, from it Fitzgerald-Lorentz's reduction follows. It is important to note, that from the 
given definition it is possible to obtain the dynamic formulation of all relativistic effects9. In the 
standard interpretation these are considered to be purely «kinematic» or «geometrical». It al-
lows to consider the concept of the dynamic symmetry as adequate expression of SR ideas in 
the dynamic frameworks. 
It is necessary to note, that the given point of view does not use the concept of frame of 
reference (because it is supposed, that the states of a system are objective, «real» states) and, 
especially, does not use the space of events (i.e. space-time). 
2.2. The vacuum concept.  
However for the general theory of relativity (GR) the approach with dynamic symmetry any 
more does not work. Strictly speaking, the symmetry and «inertial motion» disappears. A me-
tric tensor ikg  becomes a dynamic variable owing to what the «free» Lagrangians of particles 
                                                             
7 Otherwise, the symmetry can be called as usual, or geometrical. Dynamic symmetry also can be subdivided into 
types. For example, the time course in moving system depends on whether tg  belongs to commutant G , or not. 
8 Change of the initial moment leads to the equivalent definition. 
9
 See Appendix 1. 
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and fields turn, as a matter of fact, into interaction Lagrangians with  as with a usual physi-
cal field. The inertial dynamics is replaced with some interaction of universal character. The 
concept of inertial movement remains only in approach when ikg  is considered as an external 
field and when the spin of particles is ignored. 
It is natural to accept, that in the future dynamic theory we will have some fundamental 
field of deeper level instead of a metric field. It means that metric tensor ikg  is necessary to 
understand as the incomplete empirical description of this more fundamental field in terms of 
characteristics of the approximate «inertial motion» of test particles, caused by interaction with 
the given field. Let's call this field a vacuum. The metrics can be only one of vacuum displays. 
Presumably, another display of the vacuum properties is the quantum effects10, for example, 
the wave properties of particles which are present also in flat space. 
The universality of interaction with vacuum demands some explanation. 
Hypothesis 1. Interaction with a vacuum concerns the nature of particles (e.g. is the cause 
of their existence), and causes the property of inertia of particles. 
The fact, that vacuum serves as «reference point» for forces, energy, and others «material 
characteristics» can be considered as consequence of this hypothesis. 
2.3. Reconstruction of effective geometrical structure of space-time. 
Generally speaking, NDP does not exclude the use of traditional geometrical description in 
the theory of relativity. At the empirical level this description has arisen as consequence of ex-
perimenting in various inertial frames of reference. But if we already have the equations of the 
dynamic theory, the laws of motion of test particles should become a sufficient theoretical basis 
for reconstruction of four-dimensional geometry at macroscopic level. 
It is logically admissible, that reconstruction of the metrics or other structure will be realiz-
able not always because the elementary or other test particles, under some physical conditions 
can simply not exist. The occurrence of geometrical singularities that will specify in necessity of 
search of a new suitable interpretation is in that case possible.  
Thus, the future theory should not only give a dynamic explanation to the relativistic de-
pendences, including the relativity principle, but also should establish the necessary restrictions 
for the geometrical approach. 
2.4. Remarks on a four-dimensional formalism. 
Probably, here and there we already have been faced with similar borders. Really, if GR will 
result from the approximate geometrical interpretation of a deeper dynamic theory, then the 
known singularities GR [5] can mean the borders of such interpretation. Possibly, the geome-
trical frameworks appear too narrow for a dynamics. That these general assumptions have not 
seemed too dubious, the toy model of a similar situation is presented in Appendix 2. 
It is known also, that not in each GR world there are the global hypersurfaces of Cauchy da-
ta uniquely defining the future [5]. In such situations, on the contrary, the dynamic frameworks 
set by NDP are too narrow for geometry. So, because NDP is accepted, there is a doubt in a 
                                                             
10
 For this reason the metric tensor ikg  is characterized here as the incomplete description of a vacuum. 
ikg
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physical sense of such «worlds». Also, in a sense of any others geometrical worlds containing 
the loops in time, additional time-like dimensions, and similar dynamic absurdities. 
Therefore geometrical and dynamic approaches lead, finally, to the nonequivalent theories. 
Thus, there is a potential danger of the absolutization of the existing geometrical formalism. 
 
§3. Quanta and dynamics. 
3.1. The basic hypotheses.  
The dynamic approach to the quantum theory, as well as any its other interpretation, 
should give some explanation to the basic non-classic features of this theory. In short they can 
be characterized as discreteness, probability, coherence.  
Possible dynamic interpretation of likelihood behaviour of micro objects already was dis-
cussed above. Most likely, the states of these objects are necessary associate not with the 
points, but with the statistical ensembles in a phase space. 
As to the nature of quantum coherence, this feature seems as a hint about the dynamic 
character of quantum background. Eventually, the phase flow can be characterized by some 
«phase». The existence of such «phase» is not something unusual to the dynamic systems. For 
example, in Hamilton mechanics to invariant Lagrange manifolds corresponds the action func-
tion S  satisfying the Hamilton-Jacobi equation, and the phase role play the function /S   . 
Quantum coherence and, in particular, quantum correlations seem mysterious only within 
the frameworks of quantum mechanics when the «natural» postulate on accident of an out-
come of each measurement is accepted. At the same time experimentally this postulate is re-
futed by correlation of outcomes of the simultaneous individual distant measurements. Actually 
experiment puts us before alternative: or quantum accident is non-local, or we deal with usual 
dynamic or «seeming» accident. 
The most essential feature of the quantum world, certainly, property of discreteness is. At 
first sight, the problem consists in explaining from dynamic positions the discreteness of spec-
tra of quantum observables, basic of which the energy is, first of all. However such formulation 
of a problem is not too fruitful because it is too adhered to an existing formalism. The matter is 
that this formulation implicitly assumes the «quantum jumps», which are incompatible with 
continuous dynamics. These jumps was entered already in the first Bohr model of hydrogen 
atom. We can say that Bohr had sacrificed a dynamic postulate in this model, but had pre-
served, however, as a more fundamental, the concept of the conservative energy. His relations 
m n mnE E     , obviously, express the energy conservation law. 
On the other hand, Bohr’s idea about the quantum steady-states is quite dynamical one by 
the nature because Bohr described these states within the frameworks of classic mechanics. 
Therefore, if we wish to keep NDP, we should construct a dynamic model of these states, refus-
ing at the same time from the quantum jumps. 
The fundamental nature of the steady-states concept for the quantum physics follows from 
experiments on measurement of values of physical observables, because these experiments are 
reduced, finally, to detection of such states. It is clear from the theory. So, for example, the 
possible results of measurement of electron spin projection are deduced from consideration of 
the eigenstates of Pauli’s Hamiltonian for electron in a magnetic field. If we could explain the 
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steady-states, then the observable «discreteness» of energy and of all other observables there-
by will be explained. 
The core what is required from quantum steady-states in respect of dynamics is their stabil-
ity and clear splitting into the certain kinds. It is known, that V. Weisskopf considered these 
properties as the cores in quantum physics, contrary to uncertainty and probability usually fo-
cusing attention. They provide the identity of atoms, molecules, elementary particles, and lead 
to definiteness of qualities of substance in the nature. 
One more distinctive property of the quantum steady-states is their flexibility: the atomic 
levels of energy are capable to «adiabatic deformations» under influence of slowly changing 
external conditions. Contrary to it, for example, the topological charges in the field theory pre-
serve the values. 
If to look for something similar in mathematics the answer will be obvious. All specified 
properties evidently are inherent also for the limit cycles describing the auto-oscillations and 
for other attractors formed in the dissipative dynamic systems. And, what is especially impor-
tant, any reasonable alternative to such connection of the continuous dynamics with discrete-
ness, apparently, simply does not exist. It should be noted also that the smooth attractors are 
the submanifolds in a phase space, and are described by the additional equations which quite 
can play a role of quantization conditions. 
On the other hand, it is necessary to recognize, that the idea of quantum auto-oscillations is 
absolutely not original and is rejected by the obvious reasons. Really, any auto-oscillatory 
process demands the constant inflow of energy from the outside. However, for example, for the 
isolated atom the similar process seems absolutely improbable. 
The elementary way of overcoming this «no go» is to sacrifice, contrary to the Bohr ap-
proach, the fundamental nature of the concept of energy in favour of NDP, and to accept the 
following general point of view. 
Hypothesis 2. The dynamic law in quantum domain, unlike of the Hamilton dynamics, 
should admit the contraction of a phase volume11 and the auto-oscillations. The concept of 
energy as secondary, arising on the basis of the dynamic law, should be modified. 
According to such approach, the «inflow and dissipation of energy» which is necessary for 
auto-oscillations, are only the admissible formal concepts which, however, should not be con-
nected with usual physical understanding of energy. The most important in the accepted hypo-
thesis is that it liquidates a taboo regarding use of the dissipative systems, and we immediately 
will take advantage of it. 
Hypothesis 3. To the quantum steady-states in the dynamic theory there correspond the 
limit cycles or others attractors. 
3.2. The qualitative consequences. 
Now we should understand more in detail the physical sense of a last hypothesis. It sup-
poses that we should operate with the limit cycles in the same manner as with the eigenstates 
in quantum mechanics (QM). In particular, having a limit cycle, it is necessary to be able to cal-
culate a corresponding average f   for any observable f , i.e. for a function. Obviously, such an 
                                                             
11
 In other words, the system should be dissipative. 
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average should be calculated as a usual time average. On the other hand, calculation of time 
averages leads to probability distributions. For example, if the point 0x  belongs to the basin of 
attraction of a limit cycle then the time average of 0( )tf g x  looks as an average with respect to 
the invariant distribution tg   localized on a cycle 
(1.1) 10 0
0
( ) lim ( ) ;
T
tTT
f x f g x dt f

  . 
Here tg  denotes a phase flow, and flow action on distributions is defined by the formula 
(1.2) ; ;t tg f f g   . 
Note, that a mix of distributions 
(1.3) 1 2 , 1, , 0           , 
corresponding to different limit cycles, cannot correspond to a QM eigenstate. It allows to im-
prove the formulation of the basic hypothesis. 
Hypothesis 3. The eigenstates of a quantum system will be described in the future dynamic 
theory as invariant distributions, concentrating on attractors, and indecomposable into a mix of 
the invariant distributions. 
Let's call such distributions q-states. Thus, there are states of two kinds – the usual states, 
and q-states. The usual state is the distribution localized at a point, but the support of the q-
state is the attractor or its invariant part. 
To all this we can attribute the following physical sense. Possibly, in quantum area we deal 
with the dynamic system the usual states of which, thanks to our ways of observation, and also 
thanks to the existence of «hidden» or fast dynamics, are empirically inaccessible. The «quan-
tum measurements» are not instant and comprise some temporal averaging. It leads to that 
the usual states become «not physical» and the role of the true, «physical» states is transferred 
to the q-states. The theory which considers this circumstance, and operates exclusively with the 
q-states, should coincide with QM or to be close to it12. 
However for low frequencies when the averaging is not adequate, the description by means 
of q-states becomes empirically incomplete. In such cases the q-states exhibit themselves only 
as statistical ensembles that supposes a set of measurements. Unlike it, the high-frequency q-
states are perceived in individual measurements. 
Further, if aspire to keep the formal concept going from classic mechanics according to 
which behind a set of «states» there should be the certain object characterized by these states 
it is natural to find out, what the new objects (it is possible to call them q-objects) correspond 
to q-states. Obviously, owing to hypotheses accepted above, they need to be identified with 
the observable quantum objects. It is clear, that such approach provides formal correspon-
dence between q-objects and usual objects. For this purpose it is enough to assume, that limit 
0  leads to contraction of the extended q-states to usual point states. 
                                                             
12
 Actually the situation is not so simple. As it was noted above, the dynamic approach demands to include a va-
cuum. Therefore transition to that type of the description which is accepted in QM should be accompanied also by 
the inverse procedure of an exclusion of vacuum. 
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And still q-objects are rather specific. The q-object states (i.e. the q-states) can form a com-
plicated set. It can be discrete, and also can be a smooth manifold. But the main difference is 
that q-states depend on the basic phase flow, contrary to the set of usual states, and, in par-
ticular, depend on the external conditions which define what and where are formed the limit 
cycles or others attractors. 
Besides, q-states are concentrated on sets, instead of separate points, so the behaviour of 
q-objects is of generally probabilistic character. For a dynamics of q-object to have a direct 
physical sense, the corresponding q-states should be, certainly, the «high-frequency» ones, as it 
was already spoken. 
Other obvious consequence of extent of q-states in phase space is the uncertainty of the 
observable values in these states: functions can accept the various values over attractors. Com-
paring this situation with that which is available in QM, we come to conclusion that the extent 
of q-states should be guaranteed by a nonzero value of Planck’s constant. At the same time the 
possibility of exact measurement of one of two canonically conjugate variables in QM gives the 
hint, that q-states, probably, are placed on Lagrange submanifolds of symplectic phase space. 
One more feature concerns the description of compound systems. If the subsystems inte-
ract, the attractor of compound system is not obliged to look like the direct product of attrac-
tors of subsystems. Therefore the q-state of compound system is not reduced to states of sub-
systems, and these subsystems are not in certain q-states. In this sense the compound q-object 
generally cannot be considered as «actually» consisting of q-objects which have originally 
formed it. 
In general this picture is close to that what is available in QM. However, in the given inter-
pretation of QM the Schrödinger equation can play the role of description of the steady mo-
tions only. But it is known, that this equation allows to predict the quantum transitions and to 
find their probabilities. The reasons of such discrepancy, obviously, that the Hypothesis 3 and 
corresponding dynamic interpretation, strictly speaking, concern only a stationary case. 
3.3. The de Broglie’s idea. 
The general-dynamic picture cannot clear the questions connected with the evident, space-
time interpretation of some paradoxical quantum phenomena. The phenomenon of interfe-
rence of single particles concerns that, first of all. 
For explanation of the given phenomenon it is necessary to involve the additional hypo-
theses including as well a postulate of locality of the basic equations. In this respect, the wave-
pilot theory, or the de Broglie-Bohm mechanics seems to be a step in true direction. 
In itself this theory, nevertheless, is unsatisfactory. First, in a case of many particles the giv-
en theory does not admit realization in three-dimensional space. Secondly, because the formal 
dynamics of Schrödinger equation is considered in this model as a part of real dynamics, the 
theory cannot describe a relaxation of arbitrary states to eigenstates. But the existence of simi-
lar property in the nature is supposed by the Hypothesis 3. 
These drawbacks, nevertheless, are substantially connected with concrete mathematical 
realization. The physical idea that interfere some field which is not transferring energy, and 
energy is transferred by the particles guiding by this field, is remarkable simple and general, and 
it is necessary to take advantage of it. Obviously, the role of «a field which are not transferring 
energy» in our case can play a vacuum. 
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§4. Heuristic reasonings about the mechanism of quantum auto-oscillations. 
Relying on the above qualitative picture, let's try now to formulate more or less construc-
tive requirements to the dynamic system. First of all, being guided by the Hypothesis 2, it is 
natural to reflect on search of a new definition of the energy more suitable to systems, admit-
ting attractors. Really, if we admit this hypothesis and consider the energy to be a function in 
phase space, then we face with the following problems: 
 energy cannot be the constant of motion defined on all states of system; 
 not clearly also, why energy is constant of motion over limit cycles as it is dictated by con-
formity with QM. 
It is interesting, that the idea about the necessity of special understanding of energy in 
quantum area was stated in 1926 by E. Schrödinger, in the letter to M. Planck [6]: 
Concept «energy» – it is something that we have introduced from macroscopic experience 
and only from it. I don’t think that it is possible to transfer directly this concept to micromechan-
ics and to speak about the energy of separate special oscillation. The energy property of sepa-
rate special oscillation is frequency. 
Thus, Schrödinger suggested to identify energy with frequency on the basis of Planck's for-
mula hE  . Basically, such a solution suits us, because, at least, auto-oscillations can have a 
frequency. Eventually, it means, that energy has physical sense only for the considered above 
q-states. A lack is that such a solution in any way does not take account of the idea of auto-
oscillations. Besides, not clearly, how (if not to use the quantum formalism) the property of ad-
ditivity of energy can be provided. 
Note, that nothing like the «own energy» exist for usual auto-oscillations. Instead, howev-
er, the other general characteristics are easily found out. Really, the physical auto-oscillatory 
process is characterized by such quantities: 
 the frequency T/1 ; 
 the energy dissipation   during T , equal to its inflow to the system for the same time; 
 the average energy dissipation rate /T , or  . 
Considering these quantities, it is necessary to note the similarity of last expression with 
Planck's formula for energy: 
  h  , 
that leads to the analogy h   connecting Schrödinger’s idea with the idea of auto-oscillations. 
So we come to the following heuristic statements: 
 the quantum systems are characterized by inflow and dissipation not energy, but action; 
 it is necessary to consider as energy of quantum auto-oscillation the average action in-
flow rate: 0 /E dS dt ; 
 the action inflow for the period is always equal to the Planck constant 02 0h S    . 
Here the last statement seems to be the most informative because it points to important 
feature of the quantum auto-oscillations. This feature, certainly, should have a general mathe-
matical reason. This reason is easy for guessing. 
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We can suppose that function 0 /S   behaves like a polar angle on a plane, i.e. is a mul-
tivalued function, with periods, multiple 2 . As a result we come to the following heuristic 
statement: 
there is a multivalued function 0S  having the dimensionality of action, defined on a phase 
space of a system, with periods, multiple Planck constant 2h    , and defining the energy as 
time average 
 0 /E dS dt . 
Obviously, for additivity of such energy it is necessary to assume also the existence of similar 
property for function 0S . 
Let's formulate one more hypothesis implicitly assumed till now. 
Hypothesis 4. The phase space of system should be symplectic. Attractors should be loca-
lized on Lagrange submanifolds. 
It is natural to assume also, that the dynamic system describing the quantum world should 
be the close relative of the Hamilton systems. 
Let's set the problem to consider all assumptions stated above and to build the elementary 
dissipative system, «close to Hamilton one», with use of function of action 0S , and with an at-
tractor of described «quantum type». 
Let ,I   be the variables of action-angle type for one-dimensional harmonic oscillator. We 
take a Hamiltonian  
 0 0H I E   , 
differing from usual by addition of the multivalued potential energy 0U E   . To avoid unli-
mited increase of amplitude, we add in the corresponding Hamilton equation a dissipative 
term13 f I  . Then the dynamic equations 
 0
0
/ /
/ /
dI dt H f E I
d dt H I
 
 
     

   
 
have the solution 
 
 0 0
0
( ) / (0) /
( ) (0)
tI t E e I E
t t
 
  
   

 
 
which shows, that oscillator converges to a limit cycle C , with the circular frequency 0   
and amplitude 0 /I E  . In this case the energy inflow is provided by the potential energy 
0U E   , and a role of multivalued action function plays 0S   . Therefore the «energy», by 
new definition, is a quantity 
 0 0/E dS dt    . 
Let's accept now, that 0E   . Then the value of usual Hamiltonian 0 0H I  on a limit 
cycle C  will coincide with the «quantum» value of energy 0 : 
 0 0CE H    , 
                                                             
13
 The reason for such choice a dissipative term will be clear later. 
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and, that is especially remarkable, the motion on a cycle will coincide with what is set by 0H . 
The possibility of such coincidence hints a hypothesis making the second definition of energy 
which we accept as a final one14. 
Hypothesis 5. Dynamics on smooth «quantum attractors» A  is defined by the classic15 Ha-
miltonian 0H .The energy spectrum is defined as the set of values of 0H  on connected compo-
nents of A . 
The correctness of given formulation is guaranteed by Hypothesis 4, owing to a known fact 
of symplectic geometry: 
if the Hamilton field of some function F  touches of isotropic submanifold L M  , then this 
function is locally constant on L . If L  is a Lagrangian submanifold, the contrary is true. 
The example constructed above admits natural and extremely wide generalization. Really, 
the auto-oscillations in usual dissipative systems arise as a kind of dynamic balance between a 
pumping, i.e. the energy inflow from the outside, and its losses, dissipations. In the given ex-
ample the pumping is provided by multivalued action function. In turn, a source of such func-
tions is the multiconnectedness of a phase space16, its general topological property. Therefore 
there is a tempting thought to use the multivalued Hamilton functions for construction of a 
special class of dynamic systems capable to auto-oscillations. For realization of this plan it 
would be desirable to find also the general mathematical mechanism playing a role similar to 
energy dissipation in usual auto-oscillatory systems. 
There is a simple, and somewhat, a unique solution to this problem. Note that the  phase 
flow of the oscillator belongs to the transformations of conformally-symplectic type, i.e. its in-
fluence on the symplectic form is reduced to its multiplication by decreasing exponential factor: 
 ( ) ( ) (0) (0)tdI t d t e dI d    . 
The solution consists in that this property of conformal contraction of the symplectic form 
to postulate. It should provide the desirable localization of q-states and attractors on Lagrange 
submanifolds. The corresponding dynamic systems will be called conformally-dissipative. It is 
that class of systems which is necessary to us. 
Certainly, only the dynamically non-trivial systems of the given kind are interesting. It 
means that the steady regimes of such systems must differ from the set of stationary points. 
We will suppose that this property should be provided by the multivalued function 0S . 
 
                                                             
14 Later we will find out, in what cases this definition coincides with the previous definition of energy in terms of 
frequency. 
15 The exact definition of a «classic Hamiltonian» is a problem for future. 
16
 In the example above, it is a plane without the origin or the cylinder, if to admit the negative values of action I. 
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Chapter 2. Elements of mathematics of CD-systems. 
§1. Definition and some general properties of CD-systems. 
Let ( )V x  be the vector field on symplectic manifold ( , )M   generating a semiflow (one-
parametrical semigroup of smooth mappings) : , 0tg M M t  , conformally contracting the 
symplectic form  : 
(1.1) * , 0ttg e const
      . 
Such dynamic system will be called the CD-system. In non-autonomous case (it is consi-
dered, that symplectic form does not depend on time) the role of semiflow plays the evolutio-
nary system17  2 1, 2 1,t tg t t . In this case (1.1) is replaced on 
(1.2) 2 1
2 1
( )*
,
t t
t tg e
    . 
The infinitesimal variant of definition of CD-system is reduced to the formula: 
(1.3) VL    . 
Here VL  denotes the differentiation along a vector field V . It is easy to see, that symplectic 
form   is always exact: d , and the potential   is defined canonically: 
 1 Vi 
   . 
Here Vi  is the operator of internal multiplication of the form by a vector V . 
On the contrary, any 1-form   with non-degenerate external derivative d  uniquely 
defines a vector field V  of some CD-system: 
(1.4) Vi d   . 
Using the standard operator J  transforming 1-forms   to vector fields [1]: 
 J XX i    , 
the dynamic field of CD-system can be written down in an explicit form  
(1.5) JV    . 
Comparing it with the definition of Hamilton fields JdH , we obtain a rule: to obtain CD-
system field, it is necessary in expression for the general Hamilton fields to replace the partial 
derivatives / iH x   to i , where i  are the coefficients of the form 
i
idx  . 
                                                             
17 It means, that 
3 2 2 1 3 1, , ,t t t t t t
g g g  for any 3 2 1t t t  . 
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We call the form   the canonical defining form, and will consider the formula (1.4) as the 
initial definition of CD-system, supposing also the dependence of the form   on time. But at 
first we will concentrate on the autonomous case. 
Thus, the system is set by a pair  ,M  , unlike of Hamilton systems which are set by a 
three  , ,M H . It should be noted, that the dynamic vector field V  is defined invariantly by a 
covector field  . In particular, if f  is a diffeomorphism then a substitution ( )x f y  gives for 
y  the equations of CD-type with the defining form 
*f  . 
The volume form is exact:  1n nd     , so a phase space of CD-system is always non-
compact. Besides, physically are interesting multiconnected M  with nonzero cohomology 
group: 1( ) 0H M  . Natural examples of such manifolds give the complements of complex 
hypersurfaces in the Kähler manifolds, in particular, in the complex projective space. Other ex-
ample is the cotangent bundles of multiconnected manifolds *M T N . 
To system  ,M   corresponds the invariant distribution of hyperplanes ker  defined 
everywhere out of the set  ( ) ( ) 0iNul x M x    . Obviously, ( )Nul   coincides with the 
set of stationary points. The distribution of hyperplanes are the symplectic compliment of dy-
namic vectors V : ker V  . Analogue of this distribution in Hamiltonian mechanics is the in-
tegrable distribution ker dH  corresponding to the foliation of level hypersurfaces of H . 
Now we give the list of the basic formal consequences of the definition (1.4). They look like 
identities for the form  , semiflow tg , dynamic field V , any Hamilton field JdF , and Poisson 
brackets. To shorten the notation, we will use XL
  for the extended Lie derivative: 
 X XL L
   , 
and also .X f  for the Lie derivative XL f  of a function f . 
Theorem. The algebraic consequences of definition (1.4) look like the following identities 
(formulas (1.6) and (1.14) relate to the autonomous case): 
(1.6) ttg e
   , 
(1.7) 0VL
  , 
(1.8) ( ) 0V  , 
(1.9)  [ , J ] J VV dF d L F , 
(1.10)    1J , or . JVF dF L F V F dF
      , 
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(1.11)  1JdF VL d L F   , 
(1.12) [ , ][ , ]V W V WL i i  , 
(1.13) 1 2 1 2 1 2{ , } { , } { , }V V VL F F L F F F L F    , 
(1.14) 1 2 1 2{ , } { , }tt t tg F F e g F g F   , 
(1.15)    [ , ]VL W V W  . 
Note, that any of equalities (1.7), (1.6) also can be used as a defining relation of CD-system 
because the form 1 ( )d V       satisfies (1.4).Then, equality (1.13) shows that the opera-
tor VL
  is the differentiation of Poisson algebra. So, it is possible to use (1.13) as definition of 
conformally-Poisson systems. 
Examples. 
1. In the case d  p q  a vector field V  of CD-system is proportional to the Euler field: 
 /V    p p . 
2. For the oscillator of Chapter 1: 
 1 10 0( ) ( )I d d I Id dH dS            . 
We see that the action form Id , Hamilton function 0H I , and action function 0S    
unite in the whole mathematical object. 
3. If ( )x t  is a phase trajectory of system  ,M   and :f M M  is a symplectomorfism: 
 tf
  , 
then  1( ) ( )y t f x t  is a phase trajectory of system  ,M dF f   . 
 
§2. The correspondence with Hamilton equations. 
At 0   the formula (1.3) characterises Hamilton systems. Consider   as a parameter on 
which the form   and the vector field V  depends. Suppose, that the symplectic form 
( ) ( )d     and the dynamic field ( )V   is analytic at 0  . Then a defining relation (1.4) 
gives that ( )   looks like 
(2.1) 10( ) ( ) dH       , 
where the form 0( )   is analytic at zero, and H  (may be, H  is multivalued) does not depend 
on  . Therefore the system field V  is a linear combination: 
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(2.2) 0( ) J ( ) JV dH      . 
At the limit 0   it is obtained the Hamiltonian system  , (0),M H . In particular, the 
Hamilton’s canonical equations are a limiting case of the equations of CD-system
 1,M d dH  p q : 
(2.3) 
/ /
/ /
d dt H
d dt H
   

  
p q p
q p
 
Equations (2.3) are, possibly, an elementary dissipative generalisation of the Hamilton equ-
ations. However the other form of these equations obviously reflecting the idea of «pumping» 
by means of multivalued Hamiltonian is more important here. Therefore we rewrite the full 
Hamiltonian in the form of difference 0H S , selecting the singlevalued part H  and the mul-
tivalued action function 0S . More strictly 0S  is a local potential of the closed form 0dS  
representing a nonzero cohomology class 1( )H M . However, sometimes it makes sense to con-
sider singlevalued18 action functions 0S . 
So, we get a system 
(2.4) 1 0( , , ) ( , )d dH t dS t   p q p q q  
with equations of motion 
(2.5) 0
/ / ( / ),
/ / .
d dt H S
d dt H
       

  
p q p q
q p
 
 
§3. The relation with Lagrange equations. 
Let ( , , )L tq q  be a Lagrangian, obtained from H  by means of Legendre transformation:
, /L H H    pq q p  . Then the dynamic equation (2.5) are equivalent to usual Lagrange 
equations for any of two Lagrangians (note that L  is multivalued in general): 
(3.1)    0 0 0/ / /
t tL e L dS dt e L S S t         q q , 
(3.2)  0
tL e L S    . 
In turn these equations are written as generalized Lagrange equations for L  obtained by 
addition of a «quantum force» f  to right member of equations: 
(3.3) 0
Sd L L L
dt

   
      
    
f
q q q q 
. 
                                                             
18
 The multivaluedness can disappear as a result of reduction of a system by the symmetry group. 
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We can consider formulas (3.1), (3.2) as a way of construction of CD-systems by the known 
classic Lagrangian L  and by the multivalued «nonclassic» summand 0S . 
In this place we return to physics and consider two questions, concerning concepts of clas-
sic Lagrangian and initial attempt to determine energy through frequency (see Chapter 1). 
3.1. What is a «classic Lagrangian»? 
It is known, that in classic dynamics the Lagrangian is defined to within addition of total 
time derivative ( , ) /df t dtq . In our case it is already incorrect, and Lagrangians L , equivalent in 
classic sense, now lead to different systems. Obviously, this uncertainty is formally reduced to 
arbitrariness in the selection of function 0S . 
But also within the limits of already fixed dynamic system there is a question what to con-
sider as a classic Lagrangian19, because the replacements are possible 
(3.4) 0 0( , ), ( , )L L t S S t      q q , 
still saving the form (3.3) of dynamic equations. 
The main criterion which should eliminate the given arbitrariness is dictated by simple 
physical reasons (unfortunately, this criterion is unsufficiently accurate). Really, «a classical lim-
it» in the sense of quantum theory is natural to connect with equality f 0 , because then equ-
ations (3.3) turn to usual classic Lagrangian equations. But the same equality can be considered 
also as a quantization condition in quasiclassic approximation. Therefore it is natural to expect 
this equality only for the steady motion. Thus, the criterion of selection a «true» classic Lagran-
gian consists in the minimisation of a «quantum force» for the steady motions, by means of re-
placements (3.4): 
(3.5) /    f f q . 
From here, by the way, follows that unlike the modern quantum theory in future CD-theory 
(if it is possible), a classical Lagrangian (and Hamiltonian) is not obliged to be set a priori. In 
general situation it should be calculated, being based on the analysis of steady motions of a sys-
tem with, probably, «not physical» primary Lagrangian. 
3.2. Whether it is possible to determine energy through frequency? 
Consider this question on an example of autonomous system (2.4), with the equations of 
motion (2.5). Assume, that the attractor of system belongs to the Lagrangian manifold 
 0 /S  p q , 
and a Hamiltonian H  is classic. It means, that on every connected component of attractor the 
stationary Hamilton-Jacobi equation is satisfied (the total action looks like 0( , ) ( )S t S Et q q ): 
                                                             
19
 The similar remark also concerns to a Hamiltonian. 
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  0 / ,H S E  q q , 
and the constant E  has sense of energy, according to Hypothesis 5. It is required to find out, in 
what cases this energy can coincide with time average of a derivative 0 /dS dt . We have: 
 0 0
dS S H
dt
 
   
 
q p
q p
 . 
Therefore for this coincidence the equality is sufficient: 
 
H
H

 

p
p
, 
claiming that a classic Hamiltonian is homogeneous first degree function of momentums. 
Examples. 
1. Let q  be an arc coordinate on a circle, and let a Lagrangian be  2 / 2tL e mq hq    . 
This system converges to the limit cycle mq h . Here a function 0S hq  provides the quantiza-
tion of a classic motion of Lagrangian system with 2 / 2L mq  . 
2. Let's consider a free relativistic particle with a fixed momentum b : 
 2 2 2 2 2 2 0, ( , ) ( )H c m c S t ct m c S Et      p q bq b q . 
Then the value 0 /dS dt  on attractor p b  coincides with the energy only at 0m   when the 
Hamiltonian is a homogeneous function of momentum. 
 
§4. The compound systems. 
As is known, a direct product of dynamic systems is described by the direct sum of vectorial 
fields 1 2V V V   on a direct product of phase spaces 1 2M M M  . To define a direct product 
of CD-systems, by analogy to the case of Hamiltonian systems it is natural to postulate the addi-
tivity of symplectic forms: 
(4.1) 1 2  . 
But then the sum 1 2V V V   will generate CD-system if only constants   for various parts 
of system wil coincide. Finally, it leads to the important conclusion that application of systems 
of the given type for the description of physical subsystems means that this constant should be 
considered as a fundamental dimensional constant, like a speed of light and the Planck con-
stant. Then a direct product of CD-systems will have a simple form: 
(4.2)      1 1 2 2 1 2 1 2, , ,M M M M       . 
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The compound systems interacting through Hamiltonian U  (probably, multivalued) have a 
similar kind. In this case the defining form also breaks up into the sum: 
(4.3) 1 1 11 2 1 1 2 2 1 2( ) ( )dU dU d U                    . 
Here the decomposition of differential in the sum of partial differentials is meant 
 1 2dU dU d U  . 
The equations of motion of such a system break up into a pair of equations for subsystems: 
(4.4) 
1 21 1 1 2 2 2
,V Vi d i d         . 
The interaction does not allow to consider separate subsystems as true dynamic systems 
because for them, generally speaking, there is no the concept of a phase flow. Nevertheless, 
there is an important approach when influence of a «small» subsystem on «big» one can be 
neglected. Then to each dynamic trajectory of a «big» subsystem there corresponds a time-
dependent phase flow in a «small» subsystem. That is the main physical sense of the concept of 
a non-autonomous dynamic system20. So, the relation (4.4) justifies the formal definition of 
non-autonomous CD-systems being made above. 
Example. 
Let's consider the compound system with the defining form: 
 1d Id dH    p q , 
where 2 1 21 2( , ) , ( , ) , / 2 ( ) cosn iM I e S M H m U I           p q p q fq  . 
The equations of this system 
(4.5) 
/ cos , /
sin ,
U m
I I
 
   
       

    
p p q f q p
fq
 
 
 
show, that the 
2n -subsystem obeys the equation of the second order 
(4.6) 1 1 0/ cos( )m U m t          q q q f  , 
which coincides with the equation of forced oscillations of mechanic system with a friction. In 
case of quadratic potential energy the system ( )U q  converges to single limit cycle with a fre-
quency  . 
 
                                                             
20 The non-autonomous systems can arise also in another way. For example, the equations in variations along the 
solution ( ), ( )p t q t  to autonomous system 1pdq dH    can be considered as the equations of motion of 
the system 
1
1 1 1 1 1 1( , , )p dq dH p q t    , with a Hamiltonian  2 211 1 1 1 12 2pp pq qqH H p H p q H q   . 
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§5. Systems on Kähler manifolds. 
Let U  be a global potential of the Kähler metrics on a complex manifold M . Then we can 
take the defining form of CD-system as 
(5.1) Im U   , 
where   is a holomorphic exterior derivative. Such systems are the gradient ones. Then, we 
can add the differential of the Hamilton function to the defining form: 
(5.2) 1Im U dH    . 
Thus, the obtained system is set by two scalar functions on a complex manifold. In particu-
lar, the induced CD-system on a complex submanifold is set by restrictions of these functions. 
Note, that a potential and Hamiltonian are determined not uniquely because the transforma-
tions are possible 
 Re , Im , / 2U U F H H F         , 
with holomorphic functions F . 
Often happens so that the phase space is constructed as complement of a set of singulari-
ties of local potential on the compact Kähler manifold. Then for the correctness of correspond-
ing dynamic system it is necessary, that these singularities were repelling. For this purpose it is 
sufficient, that at approach to singularities the potential becomes positively infinite, and the 
Hamiltonian field remains regular: 
(5.3) , JU dH const  . 
Let's write the general dynamic equations of the Kähler systems. Let kiU  be a reciprocal 
matrix to the Hermite matrix of second derivatives 2 / i k
ik
U U x x    . Then the equations look 
like: 
(5.4) / , / 2i ik
k k
H U
dx dt U i
x x
  
  
   
  
 , 
or in non-coordinate form, 
(5.5) / J graddx dt dH U  , 
where the gradient is understood relatively to Riemannian metrics 
(5.6) 
2 2 i k
ik
dx U dx dx  . 
Note, that for pluriharmonic (or zero) Hamiltonian 
 Im , 0H F F    , 
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the system (5.5) turns in pure gradient, with potential 
 ReU U F   . 
In the case of a single-valued potential U   almost all trajectories of gradient systems are 
attracted by the stationary points of its local minima. Thus, the non-trivial attractor can arise 
only for multivalued potential. 
If the system has a symmetry then usually critical points of potential form a manifold. To 
such situations is applicable 
Theorem. Let the set of critical points  Nul dU  of a potential of system (5.2) be a mani-
fold. Then 
a)  Nul dU  is symplecticly isotropic; 
b) the law of evolution of a potential looks like: 
(5.7)  
2 2
, grad , grad 2 ik i k
dU
H U U U U UU
dt
    ; 
c) if , 0H U  , and a potential U  is single-valued,then  Nul dU  is an attractor, with Ha-
miltonian flow on it: 
(5.8)  / J ,dx dt dH x Nul dU  . 
Example. 
The Kähler system with zero Hamilton function and potential  
2 2Re logU z c z  , where
c  , is regular at Re 0c  , and in the case Im 0c   converges to a limit cycle Rez c  . 
 
§6. Description in the expanded space. 
6.1. Defining form in the expanded space. 
It is convenient to consider non-autonomous systems in the expanded phase space includ-
ing additional time dimension: 
(6.1) 
2 1 2n nM M   . 
Let's agree about notations. The objects in the expanded space will be denoted by the 
barred symbols. For example, we will denote V  the dynamic field on M : 
 /V V t    . 
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Similarily, we will denote g  the dynamic semigroup  exp V  acting in the expanded 
space: 
(6.2) 
,
( , ) ( , )t tg x t g x t    . 
Sometimes, to emphasise that the differential is considered in usual phase space M  in-
stead of d f  we will write Md f . It is convenient to use also a special denotation for the elon-
gated operator of exterior derivative: 
  t td f e d e f d f dt f       . 
In expanded space the role of defining form will play the 1-form 
(6.3) 1 Hdt   , 
where 1  is some symplectic potential: 
 1Md   . 
As always, we will assume, that symplectic form does not depend on time. It is equivalent to 
the assumption of closedness of the form 1 1 / t    : 
 1 0Md   . 
It is known [1], that form (6.3) generates a Hamiltonian system in M . The corresponding 
vector field /W W t     is uniquely determined by relations  
(6.4)  0, 1Wi d dt W   , 
and for isochronous components of this field we get: 
  1JW dH    . 
It appears that the form   as well generates a CD-system. 
Theorem 1. a) The vector field /V V t     in expanded space, defined by the relations 
(6.5)  0, 1Vi d dt V   , 
is the field of CD-system  ,M   with canonical form  1 1 1dH   
   . This field is 
represented in the form of the sum of two fields: 
(6.6) V W R  . 
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The first field is Hamiltonian one:  1/ J /W W t dH t       . The second is an isochron-
ous dissipative field:  1J , 0R dt R    . 
b) Conversly, if the defining form , 0d    is known, then as the form   it is possible to 
take the form with a zero Hamiltonian H : 
(6.7) 
0
( )( ) ( )
t
t
t
t e d          . 
In the autonomous case it is possible to accept   . 
 
Such (non-autonomous, generally) system in the expanded space further will be denoted by 
 ,M  . 
Corollary. The system  ,M   admits a relative integral invariant of Poincaré-Cartan 
(6.8) te const   . 
Note a fundamental role of the 2-form d  determining a system. It is easy to see, that it 
has a rank 2n , is d -closed , expressed through the form  : 
 Md dt d dt         , 
and is conformally transformed by dynamic semigroup: 
 g d e d  
  . 
Unlike the form d  and canonical form  , the form   is defined non-uniquely because 
the gauge transformations are possible 
(6.9) d     , 
which preserv a dynamic field V . This gauge nonuniqueness will be used further as means for 
selection of the «physical» Hamiltonian (for it definition see §10). 
Note also, that the transformations ( )f t dt     don’t change both the fields ,V W . 
6.2. The features of standard gauge. 
Here we will consider some features of «standard» gauge 
(6.10) ( ) 0V  . 
This gauge also equivalent to 
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(6.11) ( ) 0W  . 
Note, that this gauge is automatically satisfied in the autonomous case if to accept   . 
About the degree of «rigidity» of standard gauge speaks 
Theorem 2. Residual gauge transformations (6.9), preserving a standard gauge ( ) 0V  , 
are generated by solutions to the equation 0
V
L   . 
Other properties of standard gauge are described by following theorems. 
Theorem 3. Fields V  and W  commute in only case when a function  V  does not depend 
on a point x M : 
(6.12)   ( )V f t  . 
Note, that transition from gauge (6.12) to the standard one is trivial. 
Theorem 4. If denote      exp , exp , expg V h W r R       . If ( ) 0V  , then: 
a) g r h h r       ; 
b) e ,g r h      
      ; 
c) Vi d   ; 
d) the form   admits the representation: 
(6.13)  
0 1 0t
P t  , 
where 
0 0t t
P P h   denote a projection mapping along the flow h  on a hyperplane 0t t : 
 
0 0 0 , 0
( , ) ( , ) ( , )t t t t tP x t h x t h x t  . 
In particular, the form   can be expressed through 2n  independent functions21, being inte-
grals of Hamilton field W . 
Thus, in standard gauge the dynamics of system in the expanded space is reduced to «su-
perposition» of usual Hamiltonian dynamics and isochronous dissipative dynamics. By the way, 
this fact allows to enter the concept of time-dependent attractor, as the dynamic trajectory of 
some «initial» attractor. 
                                                             
21 I.e. the form has a class 2n , see [4]. 
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Because the relation c) in last theorem looks similar to definition of CD-system it will be 
useful to indicate the following facts. 
Theorem 5. The necessary and sufficient condition for the solvability of the equation 
(6.14) Xi d    
is the equality   0V  . 
Theorem 6. Let   0V  . Then the general solution to equation (6.14) looks like 
 X V W   , 
where /V V t     is a CD-system field and ( , )x t   is an arbitrary factor. 
Let's consider now a question of the realizability of standard gauge. It is easy to see that the 
problem is reduced to solution to the equation 
(6.15) . ( )tV u e V f     
for the function ( , )u u x t  connected with the gauge function by equality tu e  . Hence, it is 
enough to show the solvability of equation (6.15). Unfortunately, it manages to be made only 
for the domain of the expanded space limited from above on time. 
Theorem 7. The solution to the equation 
(6.16) . ( , )V u f x t , 
in the domain 0t t  of an expanded space M , which satisfies to a «final» condition 
(6.17) 
0 0t t
u u

 , 
gives by the formula 
(6.18)    
0
00
0
( , ) ( , ) ( , )
t t
t tu x t u g x t f g x t d 

   . 
Examples. 
1. The autonomous Kähler system with potential U  and single-valued Hamiltonian H  is 
described in the expanded space by the form Im U Hdt    . 
2. To the form  
 ( , , ) ( , )d H t dt dS t   p q p q q  
there corresponds a canonical form 
 1 ( , , ) ( , )M Md d H t d S t    p q p q q . 
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Write down an integral invariant: 
    1t t te e d Hdt dS e d dH dS const              p q p q . 
For an isochronous contour of integration we will obtain 
 te const   , 
or 
(6.19) tMd d S e const
    p q . 
Taking account of the hypothesis about the periods of action function S , it should be clear 
that eventually the value of integral in the left part of (6.19) becomes whole multiple of the 
Planck constant. This fact is possible to understand as indication that the phase flow carries 
away a contour of integration on the attractor, satisfying the quantization conditions. 
3. The standard gauge for ( , , )d H t dt  p q p q  means, that Hamiltonian H  is a homoge-
neous function of the first degree on momentums. 
 
§7. Symmetries and integrals of motion. 
Because to Lagrangian CD-systems the Noether theorem is applicable, we can be limited 
here by considering in Hamiltonian framewoks, i.e. in symplectic phase space. 
At first we remind the notion of the symmetry of a dynamic system with the dynamic vec-
tor field V  (see [3]). 
Definition. The diffeomorphism of a phase space in itself is called the symmetry of the vec-
tor field V  being set on it and the corresponding autonomous differential equation, if it maps a 
field in itself. In this case a field is said to be invariant relatively to diffeomorphism. 
Let G  be a symmetry group. Then the group transformations commute with transforma-
tions of dynamic semigroup tg : 
(7.1) ,t tg h h g h G   . 
The one-parametrical symmetry groups exp( )h X   are generated by the vector fields 
X , commuting with a dynamic field V : 
 [ , ] 0V X  . 
Such fields X  are called usually the symmetry fields. Also it will be convenient for us to 
adopt the following definition. 
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Definition. A function F  will be called a quasi-integral of CD-system if te F  is a constant of 
motion: 
 ttg F e F
  , 
or, equivalently, if 0VL F
  . 
By means of identities §1 it is easily to derive 
Theorem 1. a)To any field of symmetry X  corresponds a quasi-integral ( )F X . Con-
versely, to any quasi-integral F  corresponds a Hamiltonian symmetry field JX dF . 
b) Function F is a quasi-integral iff the equality 
  JF dF  
is satisfied. 
c) Hamiltonian symmetry fields are characterized by the property to preserve the defining 
form: 
 0XL   . 
d) Any symmetry field X  uniquely breaks up into the sum of the Hamiltonian  1X  and 
non-Hamiltonian  2X  symmetry fields 
 1 2X X X  , 
and 1 2J ( ), ( ) 0X d X X   . 
e) The symmetry fields X  form a Lie algebra. The quasi-integrals form a Lie algebra with 
respect to Poisson brackets. 
Let's formulate still some facts connected with quasi-integrals. First of all, to every quasi-
integral there corresponds an invariant zero level set, if it is not empty. 
Also, to finite set of functionally independent quasi-integrals 1 2, , ... , kF F F  corresponds, ex-
cept intersection of zeroes, other invariant manifolds. Namely, out of this intersection, through 
each point 0x  there passes an invariant manifold of codimension 1k  , with the equation 
     11 2 1 0 2 0 0( ) : ( ) : ... : ( ) ( ) : ( ) : ... : ( ) kk kF x F x F x F x F x F x P   . 
Theorem 2. The quasi-integral F  vanishes on any compact invariant subset tQ g Q M  . 
◄ Let sup ( )
x Q
C F x

   . Then 
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 sup ( ) sup ( ) sup ( )
t
t t
t t
g x Q x Q x Q
C F g x F g x e F x e C  
  
    . 
Hence 0C  . ► 
Further, there is a following analogue of reduction theorem of a Hamiltonian systems with 
symmetry. 
Theorem 3. Let the defining form   be invariant with respect to some Lie group G , acting 
on M : 
 * ,h h G   . 
Then the following statements are valid. 
a) The action G  on M  is of Poisson type. The corresponding momentum mapping 
 *: ( )P M Lie G  
 is set by the formula 
(7.2)  
0
( ), , ( ) t
t
d
P x x e x
dt
   

    
This momentum is a quasi-integral : 0VL P
  . 
b) The bundle projection (in the assumption that /M G  is a manifold) 
 : /M M G   
is a Poisson morphism, and the projection of a dynamic field V  determines on /M G  the con-
fomally-Poisson system (see definition §1). 
c) Let 10 (0)M P  be the momentum level zero. Then 0M  is a G -space, and the phase flow 
on 0M  is G -invariant. The corresponding factor-system on 0 /M G  (in the assumption that 
/M G  is a manifold) is a CD-system, and their defining form coincides with the projection of a 
form   (this projection is uniquely defined). 
As well as in Hamiltonian mechanic, the factor-system on 0 /M G  will be called the reduced 
system. 
Examples. 
1. For a system with the form  1pdq d pq    the Hamiltonian H pq  is a quasi-
integral. The phase flow looks like ( 1){ , } { , }t tp q e p e q  . The set 0H   breaks up into the 
union of two invariant coordinate lines. One line is attracting, another – is repelling. 
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2. For a system  1 , ( )d d  p q p W q  the Euler field /   p p  is a non-Hamiltonian 
symmetry field. Hamiltonian component of this field is equal to quasi-integral 
  1( ) , ( )    p W q . 
3. Consider a magnetic monopole, fixed in a plane orthogonal to axis of a constant current, 
with a friction being proportional to speed. Such system is described by the form 
 1d dH hd    p q , 
where   is a polar angle in q -plane, and 2 / 2H m p . Passing to polar coordinates , , ,rr p p : 
  1 2 1 2, /i irq iq re p ip p ip r e      , 
we obtain 
    1 2 2 2/ / 2r rp dr d p p r m p h d        . 
To the symmetry      there corresponds the quasi-integral Q p h  . The reduced 
system is described by the form 
(7.3) 1rp dr dH 
   , 
with the reduced Hamiltonian 2 2 2/ 2 / 2rH p m h mr  . 
The reduced Poisson structure is set by Poisson brackets of (1)U -invariant functions de-
pending on , ,rp r p : 
(7.4)  , / / / /r rf g f p g r g p f r         , 
The dynamic field of this confomally-Poisson system looks like 
(7.5)  , /r rV H p p      , 
and 
V V
L L     is the differentiation of Lie algebra consisting of functions ( , , )rf f p r p . 
 
§8. The solutions of Lie’s type. 
It can happen, that some solutions ( )x t  to system  ,M   coincide with solutions to the 
Hamiltonian system  , ,M d H  . Such solutions will be called the Hamilton solutions. The 
following theorem is convenient for search of Hamilton solutions to autonomous CD-systems 
with symmetry. 
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Theorem 1. Let the defining form  be invariant with respect to the Lie group G, acting on 
M: 
(8.1) * ,h h G   , 
and let ( )x t  be the solution to dynamic equations of this system. Let's make time-dependent 
change of variables (passage to the «moving coordinate system»): 
(8.2) ( ) exp( ) ( )x t t y t , 
where  is some element of the Lie algebra ( )Lie G . Then ( )y t  satisfies the dynamic equations 
of an autonomous system  , QM   with the defining form 
(8.3) 1Q dQ  
  , 
where ( )Q     is a quasi-integral, corresponding to a fundamental field 
(8.4) 0( ) / exp( ) Jty d dt t y dQ   . 
This equations looks like: 
(8.5) / J ( ) JQdy dt V y dQ    . 
Further the solutions 0)exp()( xttx   will be called a Lie solution. Obviously, in conditions 
of theorem 1 every Lie solution is at the same time a Hamilton solution, with a Hamiltonian Q . 
The reason of interest to Lie solutions is that they often are placed on attractors. 
Corollaries. 
a) For dH10
   the passage to a moving coordinate system is equivalent to shift of a 
Hamiltonian: H H Q  . 
b) The set of all points 0)exp()( xttx   provided a fixed ( )Lie G  , belonging to Lie solu-
tions to system  ,M  , coincides with the set ( )QNul   of stationary points of moving system 
 , QM  . With respect to a primary system  ,M   the set ( )QNul   is invariant, symplecticly 
isotropic (provided this set is a manifold), and also carrying the dynamics of a Hamiltonian sys-
tem  , ,M d Q . The restriction of a quasi-integral Q  on ( )QNul   vanishes. 
The points 0 ( )Qx Nul   is defined by the equation 0 0( ) ( )x V x   or, equivalently, by: 
(8.6) 
0 0
1
x xT M T M
dQ  . 
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In a Kähler case when invariancy of potential and Hamiltonian with respect to a flow 
)exp(tht   is supposed, the equation for search of points 0 ( )Qx Nul   looks like 
(8.7)   0, / 2H Q i U       . 
Theorem 2. Let the pair 0( , )x  generates the Lie solution 0)exp()( xttx  , and let 0M  is a 
manifold of the zero level momentum mapping. Then 
a) for any g G  the pair 0(Ad( ) , )g gx  also generates the Lie solution, so the whole orbit 
0Gx  consists of the Lie solutions; 
b) if 0 0x M , then dynamics on orbit 0 0Gx M  is set by a Hamiltonian. If 0x  is a critical 
point of a function ,PH H P    then the role of the corresponding Hamiltonian any G -
invariant function ( )H x  can play; 
c) all G -orbits on 0M  is symplecticly isotropic; 
d) manifold 0M  is symplecticly coisotropic. 
As we will see further, the properties of G -orbits of Lie solutions are characteristic for at-
tractors, therefore these orbits are of interest in connection with the search of attractors. 
Connection of Lie solutions with the reduced system is given by the following theorem. 
Theorem 3. a) Any stationary point of reduced CD-system is a projection of the correspond-
ing Lie solution belonging to the set of the zero momentum (i.e. a relative equilibrium), and on 
the contrary. 
b) That Lie solution 0)exp()( xttx   belongs to the set of the zero momentum, it is suffi-
cient, that the operator ad( )  had no nonzero real eigenvalues. For example, it is so for com-
pact Lie groups. 
Let's compare a situation as concern of Lie solutions with the Hamiltonian case. 
Theorem 4. Let the potential   of the symplectic form d  and a Hamiltonian H  are 
G -invariant: 
 * *, ,g g H H g G    . 
Then the group G action is Poissonian, with the momentum mapping ( )P x : 
 0( ), ( ( )), ( ) / exp( )tP x x x d dt t x       . 
The mapping 0( ) exp( )t x t t x  is a solution to Hamilton system Jx dH  iff 0x  is a critical 
point of a shifted Hamiltonian 
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 ,PH H P    
Example. 
The Lie solutions can not belong to the level set of a momentum. To show this let’s consider 
the Euler system, with the defining form pdq   generating a phase flow 
(8.8)    , ,ttg p q e p q . 
This system admits symmetries 
        , , , , ,A p q e p e q B p q p q      , 
with generators ,A pq B p  . The mapping    : , ,P p q A B  coincides with the momen-
tum mapping of Poisson action of the line affinities group 
    1, ,p q a p aq b    . 
Take    0 0 0, 1,0x p q  . Then we have the Lie solution  0 0( ) ,0tt tx t g x e A x    , and the 
momentum P  at this solution is not a constant. 
§9. The properties of invariant manifolds. 
The basic interest for us is represented by smooth attractors22, as the possible model of ei-
genstates of QM. However, are interesting as well the other, unstable invariant submanifolds. 
Really, there is also a major set of unstable objects in the quantum world. 
It appears, invariant manifolds of CD-systems have the special properties. Here such three 
properties will be considered: isotropy, Hamiltonity, and quantizedness. The exact sense of 
these titles will be clear from the further text. 
Further N  will denote a smooth compact invariant submanifold of autonomous CD-
system: 
 , 0tg N N M t    . 
9.1. Isotropy. 
9.1.1. The autonomous case. At first sight, it seems almost obvious, that the steady motion 
in system  ,M   in which there is a constant contraction of the symplectic form, should hap-
pen on isotropic submanifold N M : 
 0
TN TN
d   . 
                                                             
22
 The exact definition of these objects (see , for example, [3]) play no role for us now. Still we will suppose the 
attractor to be a compact set. 
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It is really obvious if to use a distality condition which means, that the phase flow on N  
cannot arbitrarily reduce the length of tangential vectors, in some Riemannian metric on N . 
Formally it means the existence of a constant 0c   for which at all 0t   and x xT N   the in-
equality 
 t x xg c    
is valid. The proof follows from the fact, that a function 
 
1( ; ) ( ; )f x x       
satisfies the inequality 
 1( ; ) ( ; )tt tf g x g c e f x     , 
Therefore, for max sup ( ; )f f x   we get 1max maxtf c e f  , and max 0f  , i.e. 0TN  . 
However without this condition to prove the property of isotropy, possibly, is not a simple 
exercise. The problem is reduced to the lemma proof: 
Lemma 1. Let the one-parameter group of transformations tg  acts on a compact manifold, 
and such 1-form   is set that ttg e
   . Then 0  . 
Let me represent the probable reasonings in favour of this lemma. 
We already know that CD-systems  2 ,nM   with a compact phase space don’t exist. One of 
approaches to the proof of this fact consists in reviewing of the behaviour of total manifold vo-
lume 
(9.1)  ( ) n
M
v M d  , 
under the influence of a phase flow tg . If M  is compact, the inconsistency turns out: the vo-
lume should not vary because tg M M , and on the other hand, the formula (9.1) gives 
 ( ) ( )n ttv g M e v M . 
In our case it is possible to operate in a similar way. If 0  , we can consider the invariant 
integrable distribution ker d   defined in domain 2 pD  where the form d  has a constant rank 
2 p . We choose the domain 2 pD  of a maximum rank. This domain is invariant, together with its 
boundary, and the form  
p
d  induces the volume form on any manifold 2 pF  of dimension 
2 p , which is transversal to distribution ker d  , up to domain 2 pD  boundary. The simple rea-
soning further follows: at small 0t   the manifold 2 ptg F  is diffeomorphically projected on 2 pF  
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along the stratums of distribution ker d   owing to what the volume should remain unchanged. 
On the other hand, this volume should be multiplied by an exponential p te  , i.e. we obtain an 
inconsistency. 
Owing to the above there are reasons to assume, that the following theorem is valid. 
Theorem 1. Any compact invariant submanifolds N M  of the autonomous system 
 ,M   is symplecticly isotropic, i.e. 0
TN
d  . Moreover 0
TN
  . 
 
9.1.2. The nonautonomous case. Here the systems, nonautonomous on a finite interval of 
time will be considered. 
Let  1,M Hdt    be such a system considered in expanded space. It will be assumed, 
that in the remote past  0t t  the system moved on an «initial» isotropic smooth attractor 
N M . Let N M  be the trajectory of N  in the expanded space: 
    0 00 , 0
0 0
, ,t tN g N t g N t 
 

 
    . 
If to consider N  as nonautonomous generalisation of an attractor N , the analogue of iso-
tropy property of N  is described by the following lemma. 
Lemma 2. The restriction of the form  t td e d e    on the trajectory N M  of isotrop-
ic manifold N M  vanishes: 0
TN
d  . 
◄ The tangent vectors ,X Y  to manifold N  in some point ( , )x t  look like the sums 
 ,X X V Y Y V     . 
There ,X Y  touches of manifold N  isochronous cut ( )N t , and V  is a dynamic field on M . 
Considering that V  belongs to the form d  kernel we obtain 
 Y XY Xi i d i i d  . 
Now the expression of form d  through the canonical form 
(9.2) d dt    
gives: 
   0Y X Y X Y Xi i d i i dt i i       . 
The last equality follows from isotropy of isochronous cut N  which are passing through a point
( , )x t . ► 
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9.2. Hamiltonity. 
We will call an invariant submanifold a Hamiltonian one if in its neighbourhood there is a 
Hamiltonian field JdH  coinciding on this submanifold with a dynamic field V . If this invariant 
submanifold is an attractor, then a Hamiltonian H  will be called a physical one (PH). Clearly, 
that this definition does not fix PH uniquely, or to within an additive constant. It would be in-
teresting to discover the natural extra conditions eliminating this arbitrariness. 
9.2.1. The autonomous case. To prove the Hamiltonity of attractors of autonomous CD-
systems, the lemma is required. 
Lemma 3. Let the 1-form   vanishes on vectors, tangential to a connected smooth subma-
nifold N M : 0TN  . Then in a tubular neighbourhood of N  there is a function H  equal to 
zero on N  and with differential which coincides with the form   in any point x N : 
 
N NT M T M
dH  . 
◄ Let's introduce a Riemannian metric on M . We will identify a tubular neighbourhood of 
manifold N  with a neighbourhood of zero section of normal fiber bundle N( )N . Let ji yx , be 
local coordinates on N( )N  ( ix  are coordinates in base N , jy  are coordinates in fibers, the 
section 0jy   is identified with base). In these coordinates the form  looks like 
 ( , ) ( , )i ji ja x y dx b x y dy   , 
and 0)0,( xai . Let ( , ) jj WH b x y y i   . Here /j jW y y    is a local expression for a 
dilatation field W  of normal bundle. It is important that the function H  is invariantly defined 
in whole tubular neighbourhood of manifold N . To end the proof it is necessary to calculate a 
differential dH  at the point ( , 0)x y  : 
 ( ,0) ( ,0)i ji jdH a x dx b x dy    . 
► 
It is already easy to prove the property of Hamiltonity. 
Theorem 2. Let the vector field X  touches of an isotropic submanifold N M  of a sym-
plectic phase space  ,M  . Then in a tubular neighbourhood of this submanifold there is such a 
function H , that: 
(9.3) 0, J
N N N
H X dH  . 
◄ Applying the Lemma 3 to the manifold N  and form Xi     gives a relation at points of 
manifold N : 
 Xi dH , 
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from which the theorem statement follows. ► 
For CD-systems it gives the following statement. 
There exists a singlevalued PH on a smooth isotropic attractor N  of autonomous CD-
systems. Every PH take constant values on connected components of N . 
9.2.2. The nonautonomous case. 
Theorem 3. Let N M  be the trajectory of isotropic manifold N M . Then the dynamic 
field V  on N  coincides with some Hamilton field23, defined in a tubular neighbourhood of N : 
(9.4)  J /
NN
V dH t    . 
The equality (9.4) is equivalent to 
(9.5)  
NN
T MT M
d dH dt     . 
◄ We will use Poincare's relative lemma (see [2], p. 30): the closed differential k -form on 
 , equal to zero on T , in a tubular neighbourhood of    is represented as a diffe-
rential of the ( 1)k  -form equal to zero on T  . 
According to this lemma and by the previous theorem in a tubular neighbourhood of mani-
fold N M  there is such 1-form 1 0dt    , that 
(9.6)    t td e d e   , 
(9.7) 0
NT M
  . 
Writing more in detail the right and left members of equality(9.6), we obtain: 
 
1
1 1 0
,
.
M
M
d
d

   
 

  

 
Taking account of (9.7), at points of N  the equality becomes as 
  1 0
N
N
MT M T M
d    . 
Now it is necessary to check up the Md -closedness of the form 1 0Md 
 : 
  1 1/ / 0M Md t d t        . 
                                                             
23
 The Hamiltonian ( , )H x t  here can be not single-valued. 
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Here our standard supposition about autonomy of the symplectic form have been essentially 
used. Hence, a dynamic field JV    on N  is a Hamiltonian one: 
  1 0J JM MN NNV d d H   
 , 
that proves the theorem. ► 
As well as in an autonomous case a Hamiltonian ( , )H x t  will be called a physical Hamilto-
nian. Further the physical Hamiltonian will be assumed to be single-valued. 
9.3. The asymptotic representation of dynamics. 
The Hamiltonity of attractors leads, apparently, to one important result. I will formulate it 
here as a hypothesis. 
9.3.1. The autonomous case. Let H  be some everywhere defined PH, and let 
 exp Jth t dH  be the corresponding Hamiltonian flow. 
Hypothesis. For almost all x M  the mapping is defined 
(9.8) ( ) lim t t
t
x r x h g x

  . 
This mapping does not depend on choice of PH. For each smooth attractor N M  the mapping 
r  defines a retraction on N  of its basin of attraction: 
 ( ( )) ( )r r x r x . 
Corollaries. 1) There is the asymptotic representation of dynamics: 
(9.9) ,t tg h r t  . 
2) Relations are valid: 
(9.10) t t tg r r g h r    . 
3) There is the «energy quantization» formula: 
(9.11) k kr H E I
  . 
Here kE  is a value of PH on k -th connected component of an attractor, and kI  is a charac-
teristic function of this component of the basin of attraction. 
4) The Poisson brackets of functions having the form r F F r    vanishes. 
Let's comment on some of these consequences. The formula (9.9) shows, that if our «ob-
servations» concern only to the steady motions the effectively dynamic system looks as Hamil-
tonian, and all dissipativity is reduced to discrete mapping r  (to a projection onto attractors). 
Obviously, this property calls associations with ideas about «quantum jumps», or with «a re-
45 
 
duction of a wave function». 
Last consequence means, in particular, that in the basin of attraction of a p -dimensional 
smooth attractor 2p nN M  is defined a foliation of (2 )n p -dimensional coisotropic submani-
folds: 
 1 1 2 2, , ..., p pr F c r F c r F c
     , 
where 1 2, , ..., pr F r F r F
    is a maximal collection of functionally independent functions of the 
given sort. In the case of Lagrangian attractor it turns out a Lagrangian foliation. Such foliations 
being used in geometrical quantization are called the polarizations. 
I will add that for distal attractors N  the mapping r  can be defined without using of PH. 
Really, let in some metric   on M  the inequality ( , ) ( , ), ,t tg x g y C x y x y N      holds. 
The equivalence relation can be introduced then, by taking the definition: x y   iff 
 lim ( , ) 0t t
t
g x g y

   . 
Then the point x  is equivalent no more than one point y N  and it is possible to define 
( )r x y  . 
9.3.2. The nonautonomous case. The mapping r  in nonautonomous case can be defined by 
the former formula (9.8) if to pass to flows ,s sg h  in the expanded space: 
(9.12) ( , ) lim( )( , )s s
s
r x t h g x t

  . 
The important property of mapping r  is its isochronism: it is reduced to a time-dependent 
mapping tr . It follows from that projections of flows ,s sg h  on time axis are simple shifts: 
    , ,( , ) , , ( , ) ,s t s t s t s th x t h x t s g x t g x t s     . 
Therefore the definition (9.12) is reduced to the following: 
(9.13) 
, ,
( ) limt t t s t s t
s
r x h g x 

  . 
Note, that the basin of attraction of «instant attractors» to be defined by these mappings 
are functions of a time. As well as in the autonomous case, there is an asymptotic factorization: 
 
, ,
,s t s t tg h r s  . 
Apparently, there is some connection of mapping r  with a dissipative semigroup r  which 
was defined in §6. I will remind that in case of standard gauge ( ) 0V   the dynamic semigroup 
factorized: 
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(9.14) g r h h r       . 
Here h  is a Hamilton flow on M  with a known Hamiltonian. Comparing (9.14) with (9.12) we 
see, that a limit limf r
 
  if it exists, is an isochronous retraction onto some invariant subset in 
the expanded space. It is natural to assume, that in some cases this subset can be identified 
with the trajectory N M  of initial smooth attractor N M  and mapping f  can be identi-
fied with the mapping r  considered above. In that case the flow h  generator can be cosidered 
as PH. 
9.4. Quantizedness. 
Let me remind that according to the hypotheses of Chapter 1, we are interested only in CD-
systems with non-trivial dynamics to be ensured by «multivalued action function». The quanti-
zedness property concerns to such systems. As a matter of fact, this property was postulated in 
Chapter 1. 
To formulate this property we assume the existence of some selected symplectic potential 
1  which is not coinciding with the defining form  . Thanks to that there is a possibility of in-
troduction of nontrivial Hamiltonian and action function. Such potential 1 d p q  always exists 
for the systems derived from Lagrangians. In the autonomous case 
(9.15) 1 ( , ) ( )d dH dS   p q p q q , 
and the quantizedness property means that integrals of 1-form 1  over the cycles belonging to 
a smooth attractor N  are defined by periods 1,..., kh h  of multivalued function ( )S q : 
(9.16) 1 1 1 ... k kn h n h    . 
The equality (9.16) is an obvious consequence of isotropy of attractor N  and expression 
(9.15) for defining form. 
The nonautonomous variant of the same system is described by the form in the expanded 
space 
 ( , , ) ( , )d H t dt dS t   p q p q q . 
Let's write out an integral invariant: 
    1t t te e d Hdt dS e d dH dS C const               p q p q . 
Here integration goes on a contour which lies on the attractor trajectory N M . 
For isochronous contours this invariant gives 
 tCe   , 
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or 
(9.17) tMd d S Ce
   p q . 
In view of that in the past the system is supposed to be autonomous, it is necessary to ac-
cept 0C  , that again gives equality (9.16). The new is that now integration goes on the con-
tours lying on arbitrary isochronous cuts of the attractor trajectory N . 
Examples. 
1. The system  2 , xM e dy   has no attractors:    , ,tg x y x t y  . 
2. The monopole system considered in an example 3 §7, also has no attractors, however 
there is the three-dimensional attracting manifolds corresponding to quasi-integral Q p h  . 
At the same time there is an attractor semblance in system. It means the fast transition to dy-
namic regime (say, to an instant 0t ) with the approximate equality 
2 3/rp h mr . In this regime 
the monopole moves on a circle which radius slowly grows: 
 
1/ 42
4
0 0 02
4( ) ( ) ( ) ,hr t r t t t t t
m
 
    
 
. 
3. An arbitrary dynamic system in n : 
(9.18) ( ), 1,2,...,i ix W x i n   
extends to CD-system in 
nM T   : 
(9.19)   1i ii i
i
p dx d pW   . 
If the first derivatives of a vector field W  are bounded, for big enough a dissipative con-
stant (for example, if
,
sup /k i
x i k
W x    ) there is the attracting Lagrangian manifold 0ip  , 
and any attractor of system (9.18) becomes also the attractor of system (9.19). 
4. To integrable Hamilton system there corresponds a CD-system 
(9.20)   1 ( )d dH   I h φ I , 
where  1,..., nh hh  is the collection of constants selecting an invariant torus I h  of Hamil-
ton system. Obviously, it will be a global attractor of system (9.20). The given system is integra-
ble in the sense that a full collection of commuting quasi-integrals k k kQ I h   generating a 
global attractor exists. Clearly also, that a Hamiltonian ( )H I  is a physical one. 
Simple computations show, that mapping r  here exists for any smooth Hamiltonian ( )H I , 
and is given by the formula 
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    : , , ( )r I φ h φ Δ I , 
where the phase shifts are given by the formula 
    
2
0 ( )
( ) , ( )i j j
j i j
H
I h e d e
I I
 

   

 


       
 
 
I I
I I h I h . 
5. Let's consider an oscillator 
   1 0( ) ( )I h t d d I       , 
being nonautonomous on a finite time interval, and 0 1( ) , ( )h h h h    . As an initial attrac-
tor N  we take an attractor 0I h  of this system at t   . It is easy to derive from the analy-
sis of solutions, that the trajectory N  of this attractor is described by the equation ( )I f t , 
where 
 ( ) ( ) ( )
t
tf t h t e e h d   

    . 
If the motion on N  would be described by a single-valued Hamiltonian H , on a surface 
( )I f t  we would have an inconsistent equality: 
    
2 2 2
0 0 0
( ) 2 ( ) ( ) 0HId I h t d f t h t d
  
    


        
  
 . 
Actually PH here is multivalued: 
(9.21)  0( , , ) ( ) ( )H I t I f t h t       . 
In the expanded space the same nonautonomous oscillator is described by the form 
    0( )I f t d dt      , 
which satisfies a standard gauge   0V  . In this case the dissipative semigroup r  acts by the 
formula:    , , ( , ), ,r I t I t t    , where  ( , ) ( ) ( )I t f t e I f t    . The limit at     
gives a retraction on N : 
    , , ( ), ,r I t f t t  . 
6. At t   the function t tg F F h r
     is constant on stratums of a retraction r  and it 
takes the same values, as on the attractor. For a limit cycle this function represents a wave ro-
tating round it. 
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§10. The invariant manifolds and the Hamilton-Jacobi equation. 
As well as in the Hamilton mechanics in CD-case to a partial solution to the Hamilton-Jacobi 
equation there corresponds an invariant Lagrangian manifold. This solution allows to specify 
explicitly also the corresponding PH. 
Theorem 1. The submanifold ( , ) /S t  p q q  of a system  ,M   with the defining form 
(10.1) ( , , )d H t dt  p q p q  
is invariant iff the action S  satisfies the generalised Hamilton-Jacobi equation: 
(10.2) ( / , , ) / ( , ) ( )H S t S t S t f t      q q q . 
The dynamics on this submanifold is set by a Hamiltonian H H S   . 
◄ For invariancy of the submanifold being set by the equations ( , , ) 0, 1,2,...k t k  p q  it is 
necessary and sufficient that relations were satisfied 
(10.3) . 0k NV   . 
Here 
 
H H
V
t

     
    
     
p
p q q p
 
is a dynamic field in the expanded space. In this case 
 / kk kS q p     , 
and we obtain 
 
2 2
. ( / , , ) / ( , ) 0k kk k i k kN
i N
S H S H
V p H S t S t S t
q t p q q q q
  
     
            
       
q q q , 
that gives (10.2). The second statement of the theorem is obvious. ► 
Similarly the following statement is derived. 
Theorem 2. The submanifold N : 
 (1) ( )( , ) / ... ( , ) /mS t S t      p q q q q  
is invariant iff the functions 
(10.4) ( ) ( ) ( ) ( )( , ) ( / , , ) / ( , )i i i if t H S t S t S t     q q q q  
satisfy the equations: 
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 ( ) ( , ) / 0, 1,2,...,i
N
f t i m   q q . 
The dynamics on N  is set by any of Hamiltonians ( )iH H S   . 
Corollary. If all ( ) ( , )iS tq  are the various solutions to one and the same generalised Ham-
ilton-Jacobi equation (10.2), then N  is an invariant manifold. 
Let's give an equivalent statement of the theorem 1, possibly, more interesting in the physical 
plan. 
Theorem 3. The submanifold 
(10.5) ( , ) /S t  p q q  
of a system  ,M   with the defining form 
(10.6) ( , , ) ( , )d H t dt dS t   p q p q q  
is invariant iff the action S  satisfies the Hamilton-Jacobi equation: 
(10.7) ( / , , ) / ( )H S t S t f t     q q . 
The dynamics on this submanifold is set by a Hamiltonian ( , , )H tp q . 
Thus, ( , , )H tp q  is physical on manifold (10.5), if Hamilton-Jacobi equation holds. 
Remark. The theorem 3 can be interpreted as follows. Suppouse, we have the Hamilton 
system described by the form 0 ( , , )d H t dt  p q p q  and we want to construct the correspond-
ing CD-system for which the Hamiltonian H  would be physical. For this purpose we can take 
the solution S  to the equation (10.7). Also we do a gauge transformation 
 0 dS   , 
not changing Hamilton system, but changing the CD-system. Then, if it will appear, that mani-
fold (10.5) contains an attractor, the problem will be solved. 
Let's try now to generalise the theorem 3 on arbitrary systems  ,M  . Instead of Hamilton 
field / JW t dH     we will consider the Hamilton field defined by relations 
 0, ( ) 1
W
i d dt W   . 
It is required to find the invariant manifolds on which the dynamics is set by this field. Ob-
viously, any such manifold belongs to the set, on which the field W  coincides with a dynamic 
field: 
(10.8) W V . 
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Let's examine such set and when it is invariant. The answers to these problems gives 
Theorem 4. The set (10.8) coincides with the set of zeroes  Nul dt  . For invariancy of 
this set it is necessary and sufficient that function ( , ) ( )F x t V  satisfy equalities 
(10.9) 
( )
0
i
Nul dt
F
x 



. 
◄ Let's prove the first statement. We will use the identity 
(10.10) d d dt      . 
Let in some point there is a coincidence (10.8). Then taking account of definition of fields V  
and W , we obtain from (10.10): 
  0 ( )Vi dt V dt      , 
whence follows, that in this point 0dt   . Inversely, from the same identity follows, that in 
points of a set  L Nul dt   the form d  and d  coincide. The vectors V  and W  there-
fore coincide. 
For the proof of the second statement note, that L  is described by the equations 0i  , 
where i  is coefficients of form 
 iidt dx dt    . 
Therefore the condition of invariancy of manifold  L Nul dt M    is the equality 
   0
L
V T M
L dt   . 
Using the equality 
   ( )VL dt dt d V dt        , 
we get (10.9). ► 
It is easy to check up, that this theorem contains the previous one. Besides, it gives one 
more mode of deriving of invariant manifolds when instead of the Hamilton-Jacobi equation 
the standard gauge condition for the form   is used. 
Corollary. Consider the system  ,M  , satisfying a standard gauge condition ( ) 0V  , so 
   Nul dt Nul   . Let the set  Nul   be a submanifold. Then  Nul   is an invariant sub-
manifold, isotropic on isochronous cuts, the dynamics on which is set by a Hamiltonian field W . 
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Remark. The form d   also satisfies a standard gauge condition, if   is a quasi-integral. 
Therefore, if the system admits quasi-integrals, it is possible to put a problem of search of such 
linear combinations 
 1 1 ... m mc c      
of independed quasi-integrals  , 0i iVL   , for which the manifold ( )Nul d   is not emp-
ty. In some cases it can give the whole spectrum of invariant manifolds. In particular, within 
such scheme keeps a search of Lie solutions to autonomous systems. 
 
Examples. 
1. Consider an autonomous analogue of the generalised equation of Hamilton-Jacobi (10.2) 
for the system from an example §4, in case of one degree of freedom and with a square poten-
tial energy: 
  
2 2/ / 2 / 2 / cosS q m kq S fq S const            . 
Let's search for the solutions to this equation which are looking like 
    2 2, Re i iS q aq bqe ce     , 
where , ,a b c   . In the case  
1
20 2 /k m    there are only two solutions of such sort. 
To them there correspond the attracting Lagrangian surfaces which are intersected on a limit 
cycle. These surfaces merge at 0  , and disappear at 0  . Unlike these surfaces, the limit 
cycle exists at all 0  . 
2. In the expanded space the nonautonomous oscillator is described by the form 
    0( )I f t d dt      , 
for which   0V  . The set of zeroes   : ( )Nul I f t   is invariant. The Hamilton field W  
looks like: 
 0/ J , ( )MW t d H H I f t        , 
that agree with an example 5 §9, because ( ) ( ) ( )f t f t h t   . 
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§11. The statistical approach. 
11.1. The basic assumtions. 
Let's consider a system  1,M Hdt    in the expanded space, generally nonautonom-
ous, but autonomous in «remote past». It will be convenient to us to introduce special termi-
nology. 
Definitions. 1) The connected compact invariant submanifold of autonomous CD-system is 
called the quanton24 of this system. 
 2) The trajectory in the expanded space of the set of all initial quantons of nonautonomous 
system is called the skeleton of this system. 
In spite of the absence of the strict proof, further we will suppose that all quantons are iso-
tropic. 
Let N M  be a skeleton of the nonautonomous system. We will also assume further, that 
the Hamiltonian H  is «physical» for this skeleton. This property is ensured by the gauge trans-
formation preserving a dynamic field V : 
(11.1) d     . 
Let JH MX d H  be a corresponding Hamiltonian field on M , and let in expanded space 
 /H HX X t    . 
Thus, it is supposed, that on a skeleton N  the dynamic field V  coincides with a Hamilto-
nian field HX : 
(11.2) HN N
V X . 
Accordingly we have also 
(11.3)  
NN
M T MT M
d d H dt     . 
11.2. The dynamics of ensemble. 
Let's remind, that the statistical ensemble (at instant t ) in a symplectic phase space 
 2 ,nM   is set by the generalised probability density ( ) 0t x  , allowing to calculate the av-
erages of finite functions 0 ( )f C M : 
 ; nt t
M
f f    . 
                                                             
24 Possibly, it is useful also to include in this concept the isolated points. 
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The dynamics of ensemble is set by a condition of conservation of the probability, which is 
equivalent to the requirement that for any function 0 ( )f C M  and for any 0   the equality 
was satisfied 
(11.4) 
,
; ;t t t tf g f  

  . 
Here the mappings 
,
:t tg M M   are taken from the action of a dynamic semigroup g  in 
the expanded space M M : 
 
,
( , ) ( , )t tg x t g x t    . 
Using (11.4), it is easy to describe the dynamics of ensemble of nonautonomous CD-system 
with initial data 
0
( )t x  in terms of mappings  2 1,t tg : 
(11.5) 0 0 0 0 0
0
0 0
1
, ,
,
( ),  ( ),( )
0, ( ).
n
t t t t t
t
t t
e g x if x g M
x
if x g M

 





 


 
 

 
In turn, (11.5) is equivalent to invariance of the generalized 2n -form ( )n nt x    in 
the expanded space25: 
(11.6)  n ng      , 
or to the Liouville equation 
(11.7)   0nVL   . 
Usually the Liouville equation (11.7) is written in the form of a continuity equation for a 
density t : 
(11.8)  div 0t tV
t



 

. 
For CD-systems the last equation is: 
(11.9) / . 0t t tt V n       . 
The solution to Cauchy problem for the equation (11.9) is given by the formula (11.5). 
Further us the description of dynamics of ensemble in terms of Hilbert space will interest. It 
will be assumed besides, that the ensemble is localised on a skeleton. Therefore we cannot in-
                                                             
25 If the time-dependent density is considered in M  we will denote it by t , if it is considered as object in the 
expanded space M , we will write simply  . The similar remark concerns to notations of functions. 
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troduce vectors t  of Hilbert space starting from an equality 
2
t t  . At first the selection of 
singular «background»   of a density is necessary. After that we can consider the densities of 
the form 
2
  . 
11.3. An invariant measure on a skeleton. 
The identification a measure on a skeleton with a density   here is meant. It can be con-
structed as a solution ( , ) ( )tx t x   to Cauchy problem for the Liouville equation (11.9). As 
initial data 
0t
  we can take, for example, a time average of a measure on the initial cut N  of 
the skeleton, obtained from any Riemannian metric. Such distribution will be invariant distribu-
tion on M  for initial autonomous system26. 
In terms of the expanded space, the constructed solution ( , )x t  to Cauchy problem can be 
described as a generalized function of measure type on M  which at 0t t  is concentrated on a 
skeleton and for which the generalized 2n -form n  is invariant: 
  n ng      . 
The following theorem shows, that there is a possibility to describe a dynamics of ensemble 
on a skeleton, starting only from an initial density 
0t
  with the Hamilton system  , ,M H . No 
other information about the initial CD-system for this purpose is required. 
Theorem 1. Let t  be a solution to Cauchy problem for the equation (11.9) with initial data 
0t
  of measure type on the initial cut of a skeleton. Then t  is also a solution to Cauchy prob-
lem, with the same initial data, for the Liouville equation of Hamilton system with a Hamiltonian
H : 
(11.10) / . 0t H tt X     . 
◄ Let      ,exp : , ,H t th X x t h x t     be the one-parametrical group in expanded space 
generated by the Hamilton field /H HX t X     of physical Hamiltonian H . Then, for any 
0 ( )f C M  the function    , ,( ) t t t tx f g x f h x      vanishes, if x  belongs to the distribu-
tion t  support, i.e. to the isochronous cut of skeleton N . Since t  is of measure type, we get 
a relation 
 ; 0t   , 
                                                             
26 In Chapter 1 we consider q-states which turn out a time average of usual states and which, apparently, are phys-
ically more sensible, than arbitrary abstract ensembles. The invariance of initial distribution 
0t
  means, that this 
distribution can be expressed in terms of q-states. 
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or 
(11.11) 
, ,
; ;t t t t t tg f h f  
 
  . 
Let now t  be a solution to Cauchy problem for the Liouville equation (11.10), with the 
same initial data
0t
 . Then, using (11.11), and considering the general principle expressed by the 
formula (11.4), we obtain: 
 
0 0 0 0 0 0 0 0, ,
; ; ; ;t t t t t t t tf g f h f f      
 
       , 
whence 
 
0 0t t 
    , 
that proves the theorem. ► 
11.4. Construction of Hilbert space. 
Let's consider connection in a product fiber bundle M M  , set by a covariant deriva-
tive: 
(11.12) 1( )iX X X    . 
We need that curvature of this connection would be proportional to the 2-form 
 Md H dt  . 
Let's assume for this purpose, that the symplectic form admits a potential which is not depen-
dent on time: 
 1 1, / 0Md t     . 
Then we can take the 1  which looks like 
 1 1 Hdt dF    . 
However, in view of possibility of the gauge transformation of connection, it is sufficient to take 
the case 0F  . 
Theorem 2. Let t  be a solution to the Cauchy problem for the Liouville equation (11.10) 
with the initial data concentrated on the initial cut of a skeleton 
0t
N N , and let ( , ) ( )tx t x   
be a solution to the Cauchy problem for the equation 
(11.13) 0
HX
  , 
with finite initial data 
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(11.14) 
0 0 0
( )t t t C M    . 
Then the function 
2
t t   is a solution to the Cauchy problem for the equation (11.10), and an 
integral 
(11.15) 
2 2 n
t t
M
      
does not depend on time. 
◄ From (11.13) follows, that function 
2
t  satisfies the Liouville equation  
 
2
. 0HX   , 
or 
(11.16) 
2 2/ . 0t H tt X     , 
and therefore as well a density 
2
t t   satisfies the Liouville equation. Conservation of a total 
probability for this density leads to invariance of an integral (11.15). ► 
Remark. The pair  ,t t   where t  is the background density localised on isochronous 
cuts of a skeleton, and t  is the complex function defined in a neighbourhood of the density 
t  support, would be possible to call a coherent ensemble. Within the limits of such terminolo-
gy the equations (11.10), (11.13) are the equations of motion of coherent ensemble. To cohe-
rent ensemble there corresponds usual ensemble with a density 
2
t t t     , that should en-
sure the «square module» rule of quantum mechanics if to consider t  as an analogue of a 
wave function. 
The integral (11.15) is possible to use for construction of the time-dependent Hilbert space 
tH  of «wave functions» localised on the isochronous skeleton cut tN . Obviously, the equation 
(11.13) defines a set of invertible isometric operators: 
 
2 1 1 2,
:t t t tU H H , 
that allows to identify these spaces. 
In the autonomous case the system and a background density don’t depend on time, 
0t t
  , so the density 
0t
  is invariant on M . This case is interesting because all tH  are identi-
fied naturally, undependently on the dynamics. Then the operators 
(11.17) 
2 1 2 1,t t t t
U U   
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become usual unitary operators in the common Hilbert space H . 
11.5. Comparison with geometrical quantization. 
The basic problem of the theory of geometrical quantization (GQ), as is known, consists in 
twice to reduce the number of variables on which the wave function   of prequantum 
Schrödinger equation depends27, and to obtain thereby the true Schrödinger equation. The co-
variant constancy of   along the Lagrangian foliation (real polarisation) for this purpose is 
postulated. This condition selects separate stratums on which the wave function is localized. As 
a whole such stratums form the Bohr-Sommerfeld submanifold BS M . Further two cases are 
possible: 
- the Hamilton field HX  does not touches BS ; 
- the Hamilton field HX  touches BS . 
The basic difficulty is represented by the first case. The second case is much easier, as then 
the prequantum Schrödinger equations is automatically reduced to the equation in space of 
functions depending on twice smaller number of arguments, that solves a quantization prob-
lem. Fortunately, we are interested in the second case. 
The analogy of our constructions with the constructions of GQ consists in the following. We 
will begin that, as well as in GQ, we have a prequantum Schrödinger equation. 
Theorem 3. The equation (11.13) can be written in the form of a Schrödinger equation 
(11.18) ˆi H
t





 , 
with a prequantum Hamilton operator: 
  1ˆ H HH H X i X    . 
◄ Considering, that    1 1H HX X H   , we obtain 
(11.19)  1 ˆ( )H H HX
i i
X X H H
t t

 
        
  
, 
where ˆH  is the prequantization operator (see, for example, [11]). ► 
Let's add to the theorem the statement, that in an autonomous case the operator ˆH  is 
correctly defined in a Hilbert space H  and generates there the unitary group (11.17): 
(11.20)  ˆexp /tU itH   . 
                                                             
27
 Roughly speaking, it is required to pass from the equation for ( , , )p q t  to the equation for ( , )q t . 
59 
 
The following problem concerns the analogue of a polarisation. In this relation we can point 
out to the foliation of coisoptropic submanifolds, existing in basin of attraction of every isotrop-
ic attractor (section 9.3.1 see). Further, the submanifold BS  can be compared with the union 
N M  of all quantons. The isotropy of N , obviously, generalises the property of Lagrangiani-
ty of BS -manifolds. Besides, the manifold N , as well as BS , also obeys to some quantization 
conditions (section 9.4 see). 
Further, similar to how in GQ the wave functions are concentrated on BS , our wave func-
tions are localized on N . We will specify now the analogue of the property of wave function be 
a covariant constant along a polarisation. 
Theorem 4. In a tubular neighbourhood of the trajectory N M   of every quanton N  
there is a bundle M M   section  , covariant constant over N , and having the unit 
module: 1  . The restriction N  is defined to within a constant phase factor. 
◄ The connection (11.12) is locally flat over a skeleton N M : 
 1 0TNd  . 
Let's use the Poincare relative lemma. According to this lemma, there is such 1-form 1
  in a 
tubular neighbourhood of a skeleton N  that 
 1 1 1, 0
NT M
d d     . 
Let 1 1   
 . Then the form   is closed, and 
(11.21) 1
N NT M T M
  . 
According to a quantization hypothesis (section 9.4 see.), taken in its elementary aspect, 
the periods of a form   on a skeleton (and in its tubular neighbourhood) are whole multiple of 
the Planck constant. Hence, in this neighbourhood there is a multivalued potential S  of this 
form: 
 dS  , 
with periods multiple 2h   . Also the section /iSe    is correctly defined. 
Let now X  be the arbitrary vector field, tangential to a skeleton. Then we have 
  1( ) ( )iX dS X X      . 
Owing to equality (11.21) this expression vanishes over a skeleton. It also means, that /iSe    
is a section which is a covariant constant over a skeleton. We will note now, that a potential S  
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over a skeleton is defined up to the independent shift S  on the constant c  over each con-
nected component N . From here follows, that each a function  
 ( )
N
   
is defined to withing a phase factor. ► 
Note, that this theorem contains such statements: 
- functions ( )  satisfy the equation (11.18); 
- functions ( )  are covariant constant over quantons N . 
Corollary. In the autonomous case each ( )  is an eigenfunction for a prequantum Hamil-
ton operator ˆH : 
(11.22) ( ) ( )ˆH E   , 
and 
N
E H const

   . 
◄ In the autonomous case the field /X t    touches to N . Therefore, according to theo-
rem 4, 
 
( ) ( ) ( ) ( ) ( )
10 . ( ) /X
i i
X X t H               
 
. 
Comparing this equality with (11.18), we obtain 
 ( ) ( )ˆH H    . 
To end the proof, we must consider the property of physical hamiltonian be a constant over the 
connected components of smooth isotropic attractors. ► 
Further, the covariant constant functions ( )  have a finite norm owing to the compact-
ness of quantons. Hence, there are reasons to assume that exactly these functions generate the 
Hilbert «quantization space» QH , containing in H . 
So, we obtain a genuine Schrödinger equation, if: 
a) the system is autonomous, and the background density t  is stationary: 0t t  ; 
b) the wave functions having a form ( )t t Qc



   H  are considered. 
Under these conditions QH  will be an invariant subspace in H , and restriction of prequantum 
dynamics on QH  gives a stationary Schrödinger equation. Besides, owing to that squares of 
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modules of functions t Q H  are constant over quantons, the ensembles 
2
t t t      will be 
the invariant ensembles of the autonomous CD-system. Last property allows to formulate the 
following probable principle: 
The space QH  and background density t  of the autonomous system should be defined so that 
all invariant ensembles have the form 
(11.23) 
2
,t t t t Q      H . 
However for the above definition QH  this principle, generally speaking, is not valid. It is 
possible, for example, a degenerate case when on some quanton N  there is a set of invariant 
densities having the form ( )( )x   , where ( ) 0x   are invariant functions, and ( )  is some 
invariant background density28. 
In similar cases the modification of definition of space QH  is necessary. For example, in de-
generate case it is possible to accept, that QH  is a direct sum of Hilbert spaces: 
 ( )
Q Q


 H H , 
where every ( )Q
H  is generated by functions 
 ( ) ( )( )x     , 
having a norm being defined by invariant density ( ) : 
 
2 2( ) ( ) ( ) ( )n n
M M
   
        . 
For such definition the squares of modules of functions t Q H  will be invariant functions, 
but these can be not constant over quantons. 
But we will not go deep and consider here all conceivable possibilities. Further we will con-
sider non-degenerate autonomous systems. 
11.6. Connection with a quantum formalism. 
The basic problem which us now interests is that the space H  and unitary group of 
Schrödinger equation as we saw, make sense only in the autonomous case. How, in that case, 
to explain the seeming (or genuine) universality of a quantum formalism? 
For the purpose of situation clearing let’s take an example of asymptotically autonomous 
system for which an external perturbation is introduced only on a finite time interval  1 2,T T . 
                                                             
28
 The case of existing of unique invariant normalized density on every quanton can be called non-degenerate. 
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Let's assume, that the initial condition of the system being set in the remote past, is de-
scribed by the coherent ensemble  0 0,t t  , where function 0t H , and 0t  is an invariant 
background density. Then for the states  ,t t   of remote future the density t  will not coin-
cide with initial stationary density: 
 
0t t
  , 
and, moreover, will be non-stationary, in general. Hence, the dynamics after the «scattering» 
goes beyond of Hilbert space H . 
This problem, however, can be solved easily. As far from a scattering interval  1 2,T T  we 
deal with the same autonomous system, the support of a final asymptotic density t  will be 
close to the support of an initial background density 
0t
  and hence there is an equality 
 
0t t t
    , 
where t  is some function, which satisfy the Liouville equation 
 / . 0t H tt X     . 
Note also, that this function does not depend in any way on t H . Hence, from the pair
 ,t t   we can pass to the statistically equivalent pair
29 
(11.24)    0, ,t t t t t t        , 
where already tH . And, as it is easy to see, the function t   satisfies a prequantum 
Schrödinger equation, so the pair  0 ,t t    satisfies the dynamic equations of coherent ensem-
ble of autonomous system. 
Now it is possible to compare the initial and final dynamics, being within the limits of the 
same space30 H . Owing to the total probability conservation the functions 
1t
  and 
2t
  at 
1 2,t t   are connected by a unitary operator. Besides, the asymptotical behaviour of 
these functions assumes the existence of such functions ,in out  H  that 
                                                             
29 Pairs  ,t t   and  ,t t    are supposed to be statistically equivalent, if 
2 2
t t t t       . 
 
30 Similarly, we can consider the case when asymptotic autonomous CDs at t  are different, and  
in outH H . In that case we also can identify inH  and outH . Isomorphism of Hilbert spaces arises by itself, it has 
dynamic character. 
63 
 
 
1 1 2 2
,t t in t t outU U     , 
where  ˆexp /tU itH    is a unitary group of Schrödinger equation in H . Hence, in general 
situation it is natural to expect the existence of a unitary scattering operator ˆS  defined by the 
equality 
 ˆout inS  . 
On the other hand, the existence of scattering operator, together with a «square module» 
rule of probabilistic interpretation, are those beginnings which, apparently, are enough for a 
deduction of all quantum formalism. In this sense here the basic connection of CD-systems with 
the quantum theory has been established. 
There is, however, one difficulty. In general case the «quantization» subspace Q H H  will 
not be an invariant subspace for the operator ˆS . 
The possible way of solution this problem consists in reduction of initial autonomous sys-
tem to turn the quantons into points. In this case QH = H  and to go out of QH  limits is impossi-
ble. In the models of Chapter 3 such reduction is really realizable. 
Example. 
For the system ( ) ( )I d H I dt     the skeleton is set by the equation I    and we 
can take 1 ( )Id H I dt   . The operator of prequantization looks like 
  ˆ ( ) ( ) /H H I H I I i       , 
and 
 / /iS i itEe e e     , 
where ( )E H  . Obviously, ˆH E  . The space QH  here is one-dimensional, and the space 
H  is infinite-dimensional. 
 
§12. The local field systems. 
If we wish to build a dynamically nontrivial field CD-system it is necessary to begin, most 
likely, from a multivalued phase functional31 
 ( ) ( ) /f S f   . 
                                                             
31 In order to avoid a confusion, instead of an «action functional» we will speak about a «phase functional». 
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More strictly, instead of this functional we can say about the closed not exact 1-form    on a 
functional space of fields f . And, for the equations of motion to have the form of partial diffe-
rential equations, the variation    must have the form of an integral of a local field density. 
The remaining elements (the phase space, symplectic structure, Hamiltonian) are quite tradi-
tional. It is possible anyway to borrow them or to build just like their analogues in the known 
field Hamilton systems. 
There is a description of fields for which such multivalued functionals are possible (see [8]). 
Such fields f  are interpreted geometrically as mappings 
(12.1) : qf N E  
of fixed manifolds. In particular, the bundle sections can be such fields. Let the closed form 1q   
represents a nonzero cohomology class 11[ ] ( ; )qq H E    . Let's set in correspondence to a 
field f  and its small increment f  a narrow strip fS E   which in general case should be 
( 1)q  -dimensional: 
  : , ( ) ( ), , 0 1qfS x f x f x x N         . 
Then the form ( , )f f   is defined as a principal linear part of a flux of the form 1q   
through this strip: 
(12.2)  21 ( , )
f
q
S
f f O f

       . 
If the form 1q   is written in local coordinates  iy  in the form of sum (over all indices) 
 0
01 ...
( ) ... q
q
ii
q i i y dy dy     , 
with antisymmetric coefficients 
0 ... qi i
  then the functional   is defined by the formula: 
(12.3)     0 1
0 ...
; ( 1) ( ) ( ) ( ) ... ( )q
q
q
ii i
i i
N
f f q f x f x df x df x            . 
The main hypothesis of the given work is that the united field theory should be a local field 
CD-system with a local multivalued functional.  
Obviously, any ideas limiting arbitrariness in a choice of a field f  are important. Now we 
know two general restrictions of this kind. The first is the requirement to the periods of the 
functional  . The second is the condition of asymptotical additivity (which was already men-
tioned in §4 of Chapter 1) of this functional. For the field theory it means the additivity over the 
«physical space». It can be valid, if the physical space is identified with a base qN , or with a 
65 
 
base quotient set. For example, we can take the manifold qN  from the theory of Kaluza-Klein 
type. 
It should be noted also that multivalued functionals naturally arise for gauge fields. For 
example, in space of modules of non-Abelian field in 3E  the Chern-Simons functional is known, 
with a variation 
   314 Trijk ij kF A d      x . 
 
§13. A remark about the singularities. 
There is one more important condition for to limit arbitrariness in a choice of CD-systems. It 
is necessary to ensure a regularity of the constructed dynamic system. It means, that the sys-
tem should not be «blowing up», passing to infinity for finite time. Besides, the singularities in a 
phase space should be repelling.  
The existence of the repellent singularities, however, can seem a serious drawback. Really, 
this fact means the presence of singularities in the past , because time reversion converts the 
repellent singularities into the attracting ones. 
How to concern to such singularities? Note, that mathematically the system is quite cor-
rect, and problems arise at attempt to invert the dynamics of irreversible system, in general. 
From the physical point of view any concrete system actually is a part of wider system, and 
the singularity can be a price for the simplified description. For example, in the remote past our 
system generally could not exist as object, and have been separated from the big system at the 
moment of its birth. Then, obviously, not every extrapolation of the states of our system in the 
past will have a physical sense. Also the recipe of liquidation of singularities from here implies: 
we must expand the system. 
Sometimes, possibly, will be enough simple prolongation (with preservation of dimension) 
a system phase space. The example gives the oscillator model. We can describe the states ei-
ther by an action-angle variables 0,I  , or by a holomorphic coordinate iz I e  . In the 
second case we have the Kahler system with a repellent singularity in a point 0z  . To liquidate 
this singularity we can return to the action-angle variables ,I   and then admit arbitrary values 
of the action. 
 
§14. Dynamic symmetries. 
The definition of CD-system symmetry accepted in §7 is insufficient because it don’t include 
the usual constants of motion. However it is natural also to suppose their connection with 
symmetry.  
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Definition. A dynamic symmetry is a Lie algebra ( )Lie G  of vector fields in a phase space, 
containing a dynamic field of CD-system  ,M  . It means, that there are linearly independent 
fields 0 1, , ... , mX V X X  for which 
(14.1) , ki j ij k
k
X X C X     . 
We don’t speak here about the symmetry group because the dynamic semigroup  exptg tV  
is not obliged to be a group and consequently the Lie algebra ( )Lie G  generally cannot be inte-
grated to the genuine action of the Lie group G  in M . 
Let's select a part of relations (14.1) corresponding to the values of indexes 0, 0i j  : 
(14.2) 
0
,
k
j j k j
k
V X A X B V

      . 
Applying the form   to (14.2) and using identities of §1, we get for the functions ( )j jF X  a 
linear equations 
(14.3) 
0
k
V j j k
k
L F A F

 . 
From here the generalisation of theorem about the quasi-integrals follows. 
Theorem 1. In the case of dynamic symmetry there is a relation 
(14.4)  ( ) ( )ttF g x e F x A , 
where F  is a vector-function having the components ( )j jF X , and A  is the matrix  kjA . 
Obviously, for usual symmetry a matrix A  is zero, and (14.4) means, that all functions jF  are 
quasi-integrals. 
Let's assume now, that all fields iX , except a field 0V X , are the Hamiltonian ones: 
(14.5) J , 0i iX dH i  . 
Then this fields generate a Lie subalgebra ( ) ( )Lie G Lie G  . It follows from (14.1), if to consid-
er, that a commutator of the Hamilton fields is the Hamilton field. The commutator , jV X    
also is the Hamilton field, therefore32 0jB  . Besides, using the identities of §1, we derive the 
equalities 
                                                             
32 Note, that the equality 0jB   excludes a symmetry of relativistic type: the group G  cannot be the Poincare 
group, de Sitter group, etc. 
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(14.6) , , 0kV j j k jL H A H b j k
    , 
(14.7)  , , , , 0ki j ij k ijH H C H b i j k   , 
with some constants ,i ijb b . If it is impossible to liquidate these constants by overdetermination 
of Hamiltonians i i iH H c  , we will introduce the Hamiltonian 0 1H   linearly independent 
with the others Hamiltonians , 0iH i  . The expanded collection of Hamiltonians sets the mo-
mentum mapping 
(14.8)  0 1 1( ), ( ),..., ( ) ( ) ( )mx H x H x H x P x Lie G   
corresponding to Poisson action of some new Lie group 1G . This group is a one-dimensional 
central expansion of group G , in the sense that 1 1/G G Z , where 1Z  is a one-dimensional 
subgroup from the center. 
As a result of such expansion of a group the constants ijb  in equality (14.7) disappear, but in 
equality (14.6) constants jb  remain, in general. As a result, without loss of generality, we can 
accept the following 
Definition. By Hamiltonian dynamic symmetry of CD-system we will call a connected Lie 
group G , if the action of this group is Poissonian, and if the momentum mapping 
: ( )P M Lie G  corresponding to this action is transformed linearly by a phase flow: 
(14.9) VL P P b
  A , 
where ( )b Lie G  is a vector constant. 
Remark. Here is meant, that the operator A  and vector b  are uniquely defined by equality 
(14.9). We will assume for this purpose the following conditions. If among the Hamiltonians 
,H P   there are nonzero constants, should be 0b  . Besides, the Lie algebra ( )Lie G  
homomorphism : ,P H P   in a Lie algebra of functions should have the zero kernel:
ker 0P  . If it not so the given drawback is eliminated by replacement of ( )Lie G  by the factor-
algebra ( ) ( ) / kerLie G Lie G P  . 
Theorem 2. Let the action of connected Lie group G  in a phase space of CD-system with the 
defining form   is Poissonian. Then the following three conditions are equivalent: 
a) G  is a Hamilton dynamic symmetry, i.e.there is an equality 
(14.10) VL P P b
  A . 
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b) The relations are satisfied 
(14.11) 
1
, , ( )L d P Lie G

     A . 
c) The law of transformation of the defining form looks like 
(14.12) 1 , ( ) ,g d P g g G       , 
where P  is a momentum, and ( ) ( )g Lie G   is some function. 
Besides, in the case of dynamic symmetry, the following statements are valid. 
d) There is an equality 
(14.13)  
 
 
1( ) ( )
t
t
t
e
P g x e P x b




  

A
A
A
. 
e) The adjoint operator A  is the algebra ( )Lie G  differentiation. It is defined by the func-
tion ( )g  
(14.14)  
0
t
t
d
e
dt
  

 A . 
f) The constant b  satisfies a condition 
(14.15)  , , 0b    . 
g) As a ( )g  it is possible to take the following function 
(14.16)  1 0 0( ) Ad ( )g g Lie G     , 
where 0  is some element of Lie algebra ( )Lie G  or of their one-dimensional expansion 1( )Lie G
, for which  0ad 
 A . In the second case ( )Lie G  is an ideal in 1( )Lie G , and an operator of 
the adjoint representation  1Ad g  in (14.16) acts in 1( )Lie G . 
◄  The equivalence a) <=> b) directly follows from the identity: 
(14.17) 1 ,VL d L P


    . 
Let's prove the implication c) => b). For the proof we take tg e   and differentiate (14.12) 
with respect to t  at 0t  . At the same time we will get the formula (14.14). 
Let's prove the implication b) => c). It is easy to derive the differential equation for the form 
 ( ) tt e  

 : 
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(14.18)  1( ) ,Ad td t d P e D
dt
     , 
where  End ( )D Lie G A . Integrating, we get: 
(14.19)  1
0
( ) , Ad
t
st d P e D ds        , 
that gives c) for exponential elements of a group tg e  . So, the same is true for various finite 
products of such elements, i.e. for any elements of a group, owing to its connectivity. 
The statement d) is obvious. For the proof of e) I will remind that VL
  is a differentiation of 
Lie-Poisson algebra. Applying an operator VL
  to the Poisson brackets 
(14.20)      ,, , , ,H H H H P Lie G        , 
and considering a), we get a relation 
(14.21)        , , , , , ,P D D D b           . 
Further, let 0b  . Consider, that the kernel of momentum mapping as the Lie algebra 
( )Lie G  homomorphism into the Lie algebra of functions is null. Therefore the operator D  is a 
differentiation of Lie algebra: 
(14.22)      , , ,D D D       . 
Now, let 0b  . Owing to the agreement, that in this case the Hamiltonians ,H P   are 
not nonzero constants, both members of equality (14.21) should be zero. From here follows 
(14.22), and also the statement f). The formula (14.14) was already proved above. 
Let's prove the statement g). If D  is interior differentiation then 
(14.23)  0 0ad , ( )D Lie G   . 
If  is no interior differentiation it is possible to construct one-dimensional expansion 1( )Lie G  
of a Lie algebra, adding to ( )Lie G  a new basis vector 0 , with new commutators 
(14.24)  0 , , ( )D Lie G     . 
In both cases we have 
(14.25)  0adD  . 
So, we can calculate an integral in (14.19): 
D
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      ad( ) 0 0
0 0
Ad ad Ad( ) 1
t t
s s te D ds e ds e             . 
Hence, the formula (14.16) is proved for all exponential elements of group, that is why and 
for all finite products of such elements. Owing to connectivity of group G  the formula is true 
for all elements of group. ► 
Corollary. A dynamic symmetry is reduced to usual symmetry if the differentiation D A  
of the Lie algebra ( )Lie G  is interior. 
Really, in this case  0ad 
A , where 0 ( )Lie G  , and the defining form is represented 
in the form of the sum 
(14.26) 1 0,inv d P   
  , 
where inv  is a G -invariant form. Passing in a «moving frame», we get a system with the defin-
ing form inv . 
The Hamiltonian dynamic symmetry is the special case of the defined above symmetry of 
general type because the Hamilton fields Ji iX dH  together with the dynamic field V  satisfy 
relations (14.2). But the theorem 1 is in this case applicable, and a problem arises about the 
connection of functions ( )j jF X  with the momentum P . 
Theorem 3. In the case of Hamilton dynamic symmetry the vector function  JF dP  
expresses through the momentum by the formula 
(14.27)   1F P b    A . 
Examples. 
1. We take the system describing a falling of a rain drop33 (force of resistance is considered 
proportional to velocity): 
(14.28) 1 2, ( , ) / 2pdq dH H p q p q     . 
Also we will consider the Hamilton fields 1 2,X X  with Hamiltonians 1 2,H p H q  . Let's note 
the following facts. First, the dynamic field V  of a system is included in the Lie algebra: 
      1 2 1 2 1 2, 0, , , , 0V X V X X X X X    . 
Second, the linear differential equations with constant coefficients are satisfied 
                                                             
33 The same system describes a free particle with the fixed momentum. 
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    1 2 1 21 21,/ /V VL H L H H Hd dt H d dt H
         . 
They give an explicit dependece on time of two functions 1 2,H H  while only one quasi-integral 
1
1 1 1( )F X H      is derived from a usual symmetry field 1X . 
2. Let’s show, that the dynamic symmetry of the «rain drop» system (the previous example 
see) is not reduced to usual symmetry, in sense of a corollary to Theorem 2. In this case the 
group G  and the Lie algebra ( )Lie G  elements are identified with triangular matrixes 
(14.29)  
1 0
0 1 , 0 0 , ,
0 0 1 0 0 0
a c a c
g b b a b c
   
   
     
   
   
 
   , 
and the Poisson action of group on M  looks like 
(14.30)    , ,g p q p b q a   . 
The corresponding generators are equal 
(14.31) 1 2 0,H P pa qb c H a H b H c       
     , 
that gives the expression for differentiation D A  of a Lie algebra 
(14.32)    : , , , ,D a b c b b c a        . 
Considering the expression for a commutator 
(14.33)    1 2 1 2 1 2, 0, 0, a b b a      , 
we see, that this differentiation is not interior. 
 
§15. Remarks about the constants of motion. 
Note the properties of usual constants of motion of CD-systems, which distinguish them 
from the constants of motion of Hamilton systems: 
a) any constant of motion F  should satisfy almost everywhere a relation 
(15.1) F r F
 , 
where r  is a mapping from section 9.3; 
b) the Poisson brackets of all constants of motion vanishes. 
Let H  be a physical Hamiltonian of CD-systems and let F  be a constant of motion of the 
corresponding Hamilton system: 
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  , 0H F  . 
What is the general behaviour of such a constant of motion over the quanton N ? In this rela-
tion it is possible to tell the following. 
Clearly, that F  is a constant of motion on N . Therefore or hypersurfaces F const  
stratify N  on invariant manifolds, or the function F  is constant on N . In the first case the 
Hamilton field JdF  does not touch to N . In the second case the tangency is not obligatory, 
but if the manifold N  is Lagrangian, the field JdF  always touches to N . 
Example. 
Let's consider the system 
 11 1 2 2 0 2( ) ( ) ( )I h d I h d d I         , 
in which the role of PH plays the 0 2H I . Here there are two constant of motion of the Ham-
ilton system with the Hamiltonian H : 
 1 1 2 2cos ,F F I  , 
and 1F  is as well constant of motion the CD-system. The constant of motion 1F  takes various 
values on the Lagrangian attractor 1 2:N I I h  , and the Hamilton field 1 1 1J sin /dF I    
does not touch the attractor N . The constant of motion 2F  takes on N  a constant value h , 
and it is because the field 2 2J /dF     touches N . 
 
§16. A remark about the relativistic symmetry. 
As it was noted above, the symmetry of Poincare type cannot be the exact dynamic sym-
metry of CD-system. Nevertheless, a lack of this symmetry at fundamental dynamic level does 
not exclude a possibility of it occurrence at the empiric level when the steady motions are ana-
lyzing basically. We will consider a simple example. 
Let’s take the CD-system  ,M   describing a free relativistic particle with a fixed momen-
tum p b : 
(16.1) 2 2, ( ) , ( , ) , ( )pdq Hdt dS H p p m S q t bq Et E H b         , 
setting the light speed 1c  . Using the possibilities of an expanded space, we will make the Lo-
rentz transformation of variables and parameters: 
 
,
,
,
t t q q q t
H H p p p H
E E b b b E
   
   
   
      

      
       
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The coefficients ,   in these formulas are expressed through the velocity v  of a moving frame 
of reference: 
  
1
2 21 ,v v  

    . 
If to express the form   through the shaded quantities, we will obtain the form   which 
will look like  . Let V   be a dynamic field on M , expressed through the shaded quantities. As 
we know, it is defined by the relations 
(16.2)   0, ( ) 1tVi d e dt V     . 
Because the variable t  should play a role of new dynamic parameter, we accept a new 
normalisation of a dynamic field: ( ) 1dt V   . The integral lines in the expanded space, 
representing the dynamics of a system will not vary. 
As a result we get the defining relations for a CD-system: 
(16.3)    0, ( ) 1t qVi d e e dt V        , 
with a new dissipative constant    and with the form qe  . 
Lemma. The equations of motion of CD-system 
   , ( , ) ( , )qM e pdq H p q dt dS q t    , 
with a dissipative constant    look like: 
(16.4) 
   / / / ,
/ .
p H q p S q H S t
q H p
             

  


 
Because the action function S  in our example satisfies the Hamilton-Jacobi equation, and 
regardung this Lemma, we see that the motion over the attractor of system (16.4) is described 
by the usual Hamilton equations. Thus, the steady dynamics of system (16.1) is Lorentz-
invariant, and the dynamics of relaxation is non-invariant. 
 
Chapter 3.  Models. 
§1. Deducing and discussing the CS-model. 
1.1. Generalization of the oscillator model. 
Let's generalize the primary oscillator model from Chapter 1. The obvious shortcoming is 
that here is only one steady state, with energy 0E   , instead of a spectrum of such states 
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(1.1) 0nE n   . 
Let's introduce a holomorphic coordinate iz I e  . Then the defining form will become 
(1.2) 1 0Im( )zdz dH dS      , 
with the Hamiltonian 
2
0H z   and action function 0 arg( )S z  , and the point 0z   is ex-
cluded from a phase plane M   . Being guided by heuristic analogy of function 0 /S   
with a phase of wave function, it is natural to assume, that a wave function in this case is equal 
to ( )F z z . It is confirmed by the following. If ( )F z  is equal to a wave function of the n -th 
excited state of quantum oscillator in the Fock-Bargmann representation, ( ) nF z z , the energy 
of auto-oscillation will be equal to 0E n   , because arg( ) arg( )nz n z  . To generalize we take 
an arbitrary entire function34 ( )F z , and then take  0 arg ( )S F z  . Then the resulting system 
will be of Kahler type, with a potential 
(1.3) 
2 2( ) log ( )U z z F z   . 
There is also the many-dimensional generalization, which confirms the analogy F  with a 
wave function. Let the phase space be N , and  1 2, , ..., N Nz z z z  . Let the potential U  
looks like (further for simplicity 1 ): 
(1.4) 
2 2( ) log ( )U z z F z  , 
where ( )F z  is an entire function. Let’s take the square Hamiltonian ( ) i k
ik
H z A z z . Then if 
to introduce the Hamilton operator /i k
ik
A z z  H  the condition  , 0H U   is noted in 
the form of the requirement that F  was an eigenfunction: ,F F  H  . Besides, to points 
of a minimum of potential U  there correspond the points of maxima of density 
(1.5) 
22( ) ( ) zUz e F z e   . 
Nevertheless, being guided by a principle, that a wave function should be an element not 
dynamic, but the statistical theory, we will consider this analogy only as some favorable indica-
tion. However, this analogy should be explained at future. 
Let's return to an initial one-dimensional case. The analogy demands that the function F  
could vary. Hence, the function F  should appear in a role of an independent dynamic variable, 
and the direct product M  H , where H  is a Hilbert space of Fock-Bargmann entire functions, 
should be a phase space: 
(1.6) 
2 21 2( ) exp( )F F x xx d x   . 
                                                             
34
The poles of F , unlike the zeroes, are attracting singularities, and should be excluded. 
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As the potential of such expanded system we take the elementary generalization of poten-
tial (1.3) coming to mind: 
(1.7) 
2 2 2log ( )U F z F z   . 
The necessity of such choice of potential is dictated also by aspiration to reach of some 
symmetry between the «field» F  and «particle» z . Then, a Hamiltonian of the system we will 
leave the same, depending only on z . It corresponds to the idea that F  describes a vacuum 
with zero energy, and is confirmed by the analysis of solutions to the dynamic equations. As it 
will be shown in §3, the resulted system converges to the attractors coinciding at 0   with 
auto-oscillations described above, and at 0   the function F  becomes proportional to nz . 
The further generalizations are that. At first, we substitute the arbitrary Hamiltonian de-
pending on z  for H . Secondly, let’s pay attention to known identity 
(1.8)    1 2( ) , ( ) ( ) expF z F f z F x xz xx d x    , 
where  ( ; ) expf z x xz  are the coherent states, antiholomorphicly depending on a point
z . Regarding that 
2 2log ( )z f z const  , we can write potential (1.7) in terms of cohe-
rent states, regardless to a choice of concrete realization of the Hilbert space H : 
(1.9) 
2 log ( , )U F z F  . 
Here we have introduced a density in «particle» phase space: 
(1.10) 
 
2
2
, ( )( , )
( )
F f z
z F
f z
  . 
Further ( )f z  will denote the coherent states of general type, antiholomorphicly depending 
on a point z M , defining the symplectic and Kahler structures on M , or, on the contrary, be-
ing constructed by such structure. For example, they can be obtained from the representations 
of the Lie groups [10]. 
As a result we obtain the «model of coherent states» or the CS-model. This is the Kahler CD-
system with phase space M  H , set by the potential (1.9), with Hamiltonian ( )H z , and with 
equations of motion 
(1.11) 
 
J grad log ( , ), / 2
( )
( ),
z
dz
dH z F
dt
dF f z
F
dt f z F
   
 

  

   

 
1.2. The analogy with Schrödinger equation. 
Let's consider the case of maximal likeness of CS-model vacuum with a wave func-
tion. It will be so, if 
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a) the Hamiltonian looks like a covariant symbol of the self-adjoint operator: 
(1.12) 
 
2
( ), ( )( )
( )
f z f z
H z
f z

A
; 
b) the corresponding unitary dynamics preserves the variety of coherent states: 
(1.13)      0exp ( )it f z f z t A . 
At these suppositions it is easy to show, that ( )z t  in (1.13) is a solution to the classic Hamil-
ton equations:   0( ) exp Jz t t dH z . 
Let's note, that the density ( , )z F  is invariant with respect to transformations 
       , exp J , expz F t dH z it F A . 
Therefore these transformations are included into the group of symmetries of the system. The 
corresponding quasi-integral Q  is given by the formula: 
  ( , ) ( ) ,Q z F H z F F  A . 
From here one curious conclusion follows. Using this symmetry we can pass to a «moving 
frame» 
(1.14)    exp J , expz t dH z F it F    A . 
According to Chapter 2, the outcome will be such as though we replace the Hamiltonian ( )H z  
by a new Hamiltonian  ( ) ( , ) ,H z Q z F F F  A . Accordingly, the equations of motion (1.11) 
will be replaced by the new: 
(1.15) 
 
grad log ( , ),
( )
.( ),
dz
z F
dt
dF f z
i F F
dt f z F
 
 



    

A
 
It is evident, that the modification of vacuum dynamics at passage from the equations (1.11) to 
the equations (1.15) is similar to one that happens in QM at passage from Heisenberg represen-
tation (where a wave function does not vary) to Schrödinger representation. 
It is convenient to use the same terminology and for the given case. Thus, equations (1.15) 
describe dynamics of system in Schrödinger representation which basic peculiarity is that at the 
0   the equation for a field F  turns to the Schrödinger equation. 
77 
 
However at 0  , thanks to the general law, the system (1.15) converges to one of the 
steady states (i.e. to an attractor), so F , eventually, is approaching to one of eigenvectors of 
the Hamilton operator A : 
 
(1.16) ( ) ,ni t n n n nF t e F F F  A . 
As regards a «particle» z , from the first equation we see, that it aspires to appear on a 
density ( , )z F  crest in phase space. Owing to the density invariance mentioned above, the 
same is valid also in initial «physical» Heisenberg representation. 
The established analogy can be used in the heuristic purposes, for designing of CD-systems 
corresponding to quantum systems. 
1.3. Multiparticle generalization. 
The construction of CS-model by the classic Hamilton system can be considered as some 
analogue of the usual procedure of quantization. However, despite the general character of 
such «quantization», its result can be unacceptable from the physical point of view. 
For example, considering M  as a phase space of one particle, in the multiparticle case we 
must use the direct product ...M M  . Further, the analogy with QM demands to consider F  
as a vector of tensor product ... H H  of Hilbert spaces. On the other hand, a field interpre-
tation of the theory assumes that coherent states should be understood as the approximate 
description of solitons35. Therefore for the description of multiparticle system it should be suffi-
cient the collection of coherent states  ( )k kf z  and a vacuum field F  in physical space. 
With keeping in mind of such restriction, for the Kahler potential and Hamiltonian of the 
multiparticle system it is possible to offer the following variant36: 
(1.17) 
 
2
2
2
, ( )
log , ( )
( )
k k
k k
k kk k
F f z
U F H H z
f z
    . 
Let's note some properties of the model (1.17). 
a) The distant particles (when the wave packets ( )k kf z  are not overlapping) move as inde-
pendent ones. 
b) Let's assume, that particles can be of different sorts , , ,...A B C  in the sense that vectors 
f  of particles of one sort coincide, and vectors of particles of different sorts are orthogonal:
 , ... 0A Bf f   . Then the vacuum field breaks up into the direct sum of the fields , ,...A BF F  
                                                             
35 May be, these solitons will arise thanks to interaction between the fields of matter and vacuum. 
36
 For the sake of simplicity the coupling Hamiltonian of particles is omitted. 
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belonging to mutually orthogonal subspaces ,...A BH ,H  of total Hilbert space H , and each sort 
of particles interacts only with the corresponding component of vacuum field. Then, as it is easy 
to see, the dynamic system breaks up into a direct product of independent systems. 
 
c) The basic shortcoming of the given model is the nonlocality of dynamic equations, be-
cause of the nonlocality of action function  0 arg , ( )k k
k
S F f z  . However, as it was noted 
above, in a field theory we can use the local multivalued functionals leading to partial differen-
tial equations. 
Example. 
To descript the system of free particles, moving with the speed of light 1c  , we can take 
the Hamiltonians ( )k k kH z p , and the Schrödinger coherent states 32( ) ( )k kf Lz  : 
(1.18)  2 2 2 3 3( ; ) exp ( ) / 2 , ,k k k k k kf a ia      z x x z z q p x  . 
This choice leads to the potentials of 1-particle spaces: 
  
2
2 2 2 2
2
( ) 3log ( ) log( )
4 2
k k
k k k k kV f a a const
a


      
z z
z z p , 
and to standard N -particle symplectic form 
 Im k k k
k k
d V d d      p q . 
The one-particle case of this model is considered in section 3.4. 
1.4. Comparison with the de Broglie-Bohm mechanics. 
The last model (1.17) gives a description in quantum area and contains the objects of two 
sorts – the particles and a field, reminding the known model of a wave-pilot, or a mechanics de 
Broglie-Bohm. Therefore it is interesting to make clear connection of our model (and generally 
CD-systems) with a mechanics of de Broglie-Bohm. 
Remind, that in this mechanics the state of dynamic system is set by the coordinates q  of a 
particle and by the wave function ( ) x . The dynamical equations are the Schrödinger equation 
for the wave function   and the de Broglie guidance equation 
(1.19) /m S   q p q , 
where ( , ) / arg ( , )S t tq q  is a phase of the wave function at the point of disposition of a 
particle. 
Let's consider a semiclassic asymptotics of this system. According to polar representation of 
a wave function /iSe   , at 0  the system breaks up into three subsystems. The states 
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of these three subsystems are described, accordingly, by the particle coordinates q , action field
( )S x , and density field ( ) x . 
The first subsystem  q  obeys to the equation (1.19). The basic, driving system is the 
second  S , for which a wave equation role plays the Hamilton-Jacobi equation 
(1.20) ( , , ) 0S t H S t     x x . 
The dynamics of the third subsystem    is set by the continuity equation 
(1.21) div 0S
t m
   
  
  x
. 
Now for us the basic interest is represented by the closed subsystem    Sq  described 
by the equations (1.19), (1.20). The matter is that the similar equations arise for the CD-system 
(1.22) ( , , ) ( , )d H t dt dS t   p q p q q . 
According the Chapter 2, the Hamilton-Jacobi equation (1.20) ensures for this system the 
existence of invariant Lagrangian submanifold 
(1.23) /S  p q . 
The motion over this submanifold is described by a Hamiltonian H . It is obvious from the equ-
ations of motion 
(1.24) 
 / / / ,
/ / .
d dt H S
d dt H
       

  
p q p q
q p
 
Hence, the dynamics of a subsystem    Sq  can be described by combined equations 
(1.24), (1.20). Thus, something common at system (1.22) with a mechanics de Broglie-Bohm is 
available. To strengthen this effect, let’s construct the CD-system, for which the equations 
(1.24), (1.20) arise as a quasi-classic approximation. 
To do this, it will be useful to consider an example of a free particle: 
 2 2/ 2 , / 2H m S t m  p bq b . 
In this example the equation (1.23) describes an attractor37 of the system (1.22), which consists 
of trajectories of a Hamiltonian system, with the Hamilton function H . For these trajectories a 
particle momentum has a preset value p b . However to embrace all classic motions, it is ne-
cessary to consider the various solutions ( , )S tq  to the Hamilton-Jacobi equation, and, even-
                                                             
37
 Note, that this «attractor» is noncompact, and breaks the assumption § 9 of Chapter 2. 
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tually, the various CD-systems. This, at first sight, a strange situation, speaks about incomplete-
ness of our system. As well as in an example with oscillator, the system should be expanded by 
vacuum degree of freedoms, in the form of some field ( )F x . For this purpose, by analogy with 
the CS-model, we take the system 
(1.25)  ( , , ) Im ,d H t dt dS F F     p q p q . 
Here the action S  means a vacuum phase at the point, where a particle is disposed 
(1.26) ( , ) arg ( )S F Fq q . 
We see also that the action S  play a role similar to the role of particle-vacuum coupling Hamil-
tonian. 
Then equations (1.24) become a part of wider set of equations including in addition the eq-
uations for a vacuum component 
(1.27) 
( )
, / 2( )
dF f
F
dt F

     
q
q

. 
Here the vectors ( )f q  are defined from equality 
  ( ) , ( )F F fq q . 
At the heart of such formal construction two hypotheses lie: 
a) a particle is described by  -shaped field ( ) ( ) ( )f c   q x q x q , or by general «coherent 
state» 
,
( ) ( , ) ( )f c   p q x p q x q ; 
b) beside a particle the vacuum field looks like the wave  ( ) ( )exp ( ) /F a iSx x x  . 
If to compare the obtained system with the system of de Broglie-Bohm, then, at first sight, 
a vacuum field ( , )F tx  of our system should correspond to the de Broglie-Bohm wave function 
( ) x . However this variant is wrong, as the equation (1.27) has no anything common with a 
Schrödinger equation. 
To bypass this obstacle, let’s be restricted by the frameworks of CS-model. Let the particle 
be described by  -shaped coherent state: 
 
,
( ; ) ( )f z f p qx x . 
As an example it is possible to take the wave packets (1.18), adopting their breadth 0a . 
Let's demand also that the Hamiltonian looked like a covariant symbol (1.12) of the Hamil-
ton operator A  with a simple discrete spectrum. Then (section 2.4 see.) there is a whole series 
81 
 
of the «spectral» solutions to our system presumably disposed on an attractor for which 
( , )F tx  are close to operator A  eigenfunctions: 
 ( , ) ( )nF t Fx x . 
The closeness to eigenfunctions is guaranteed by a supposed smallness of the dissipative con-
stant. 
So, though the equation for a field F  is not a Schrödinger equations, the dynamics of sys-
tem as a whole is that, that in steady states this field is a solution to the stationary Schrödinger 
equation. Hence, the steady motions of our system differ from corresponding solutions in the 
de Broglie-Bohm mechanic only by a phase factor: 
 ( , ) ( )ni t nt e F x x . 
Full coincidence cannot be, at least for the reason, that the de Broglie-Bohm system does not 
describe a relaxation to the quantum steady-states. 
 
§2. The analysis of general CS-model. 
2.1. Further generalization and the equations of motion. 
The Kahler potential of an oscillator from section 1.1 can be rewritten without ex-
plicit use of coherent states ( )f z . To derive the corresponding generalization it is 
enough to note, that expression 
(2.1) 
 
2 2
2 2
, ( ) ( )
,
( ) ( ) z
F f z F z
F F
f z f z
   
is possible to consider as Hermitian square of holomorphic section  : ( ) , ( )F z F z F f z  of 
some fiber bundle. Therefore the oscillator potential will be noted in the form 
(2.2) 
2( , ) log ,
z
U z F F F F  . 
Also it is possible to start with holomorphic Hermitian line bundle L M , assuming, that L  
admits a rich enough set of holomorphic sections ( )F L . 
For example, if nM P , the holomorphic sections of L  are identified with the homoge-
neous polynomials 1( ), nF s s   of a fixed degree m , and Hermitian metric in fibers is set by 
the formula 
2 2
( ), ( )
m
p s
F F F s s

  . Here ( ) np s P  is a projection to projective space. At 
1n   such system the spin / 2m  describes. It will be considered in section 3.5. 
Apparently from this example, the sections are convenient to set by homogeneous func-
tions on the corresponding principal 
 -bundle :p E M , and homogeneity degree m  de-
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pends on the line bundle L . In such realization the Hermitian square of section is calculated by 
means of a homogeneous function 
2( , ) ( , ) 0mB s s B s s     : 
(2.3) 
2( )
, , ( )( , )z
F s
F F z p s
B s s
  . 
Note, that the Kahler and symplectic structures on M  are completely defined by the Hermitian 
metric on L . Namely, at the fixed section F , the expression (2.2) is necessary to consider as a 
local potential of the Kahler metric on M . This metric, obviously, does not depend on a sec-
tion. Besides, the Hilbert space ( )LH  of holomorphic sections is defined by the expression 
for quadrate of norm of the section 
(2.4) 
2
,
n
z
M
F F F  . 
Further, we will assume, that the Lie group G  acts on the fiber bundle E  by holomorphic 
automorphisms, preserving the Hermitian metric on L . Last requirement is equivalent to a 
condition of G -invariance of the function ( , )B s s . Owing to these suppositions, the unitary re-
presentation of group acts in H : 
(2.5)   1( ) ( ) ( )T g F s F g s . 
It is convenient to define the «coherent states» ( )E s H  by the relation 
(2.6)  ( ) , ( )F s F E s , 
as everywhere defined homogeneous antiholomorphic vector functions ( )E s H  on a princip-
al bundle E . They are connected with the ( )f z  by formula 
(2.7)  ( ) ( )f z E s z , 
where :s M E  is any local holomorphic section, and ( )z p s . Further we will use ( )f z  or 
( )E s , depending on convenience. It should be noted, that the various vector functions ( )f z  
obtained by this way, can differ only by a scalar antiholomorphic multiplier. Also, these func-
tions ( )f z  could be not globally defined. For example, in the case 1M P , the functions 
( )f z  , which is defined everywhere on M , don’t exist. 
Directly from definition of coherent states their important property follows38: 
(2.8)    ( )E gs T g E s . 
                                                             
38
 It can be invalid for the functions ( )f z . 
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Further we will consider a special case, apparently, closer to physics, when (at a due norma-
lization) the equality is satisfied39 
(2.9) 
2( , ) ( )B s s E s , 
meaning, that coherent states ( )E s  set the antiholomorphic isometric embedding of M  in a 
projective Hilbert space ( )P H . 
Now we can formulate the «one-particle» CD-system connected with given coherent 
states40. In the Kahler case which here is considered, the defining form looks like: 
(2.10) 1Im U dH    , 
and a phase space is the complement of set of incident pairs 
   , : ( ) 0, ( )N z F F s z p s M    H . 
Let's consider, that the Hamiltonian H  does not depend on a vacuum component F .To 
write out the equations of motion, it is convenient to use that our system locally is composite. 
We can take the direct product potential 
(2.11) 
2 ( )U F V z   , 
where ( )V z  is the local potential of Kahler metric on M , 
(2.12) 
2( ) log ( )V z f z , 
and Hamiltonian 
 0H H S   , 
containing an action function 
(2.13)  0 arg , ( )S F f z . 
Then from formulas of §5 Chapters 2 we obtain the equations of motion: 
                                                             
39 This equality is characteristic for Berezin’s quantization of homogeneous Kahler manifolds, see [9]. 
 
40 The adjective «one-partial» should not be taken here literally, because of absence of restrictions on physical 
interpretation of manifold M . 
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(2.14) 
 
2
2
, ( )( , )
log( , ) ( )
( , )
i
k
ik k k k k
F f zf Fdz
V iH V iH
dt f F z f z
dF f
F
dt f F
  
 
 
     



  

 
Here / 2  2/ , /k i k
k ik
V V z V V z z        etc. 
Let's note the important fact. According to the equations (2.14) the singularity  , 0F f   is 
repelling because near to it the inequality holds 
  
2
, 0d F f
dt
 . 
2.2. The symmetries and quasi-integrals. 
The potential (2.2) and corresponding Kahler structure on M  H  are invariant with re-
spect to transformations    , , ( )z F gz T g F . As a consequence, the action of group G  is 
Poissonian, and the momentum mapping *: ( )P M Lie G H  is set by the formula: 
(2.15)  ( , ); ( ) Im ( , ) ( ) ,P z F i U A z F F       A . 
Here ( )i   is an interior multiplication by a vector   of an infinitesimal group action on space 
M  H , and ( )Lie G   is an element of a Lie algebra. The function ( , )A z   in this formula 
is a covariant symbol of the self-adjoint operator  
 *
0
( ) ( ) ( )t
t
d
iT i T e
dt
 

 A  
with respect to system of coherent states ( )E s : 
(2.16) 
 
2
( ) ,( , ) E EA z
E

 
A
. 
Note the infinitesimal analogue of relation (2.8) 
(2.17) . ( )E i E   A . 
Considering, that the fundamental vector field ( )s  on fiber bundle E  is divided into ho-
lomorphic and antiholomorphic components: 
(2.18) ( ) ( )a a
a a
s s
s s
    
 
    
 
 , 
we can rewrite (2.17) in the form 
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(2.19) . ( )E i E    A . 
Note also the property of invariance of a symbol 
(2.20)  ( , ) ,Ad( ) ,A z A gz g g G   . 
It can be calculated by the formulas: 
(2.21)  
0
( , ) log , .log ( , )t
t
d
A z i B e s s i B s s
dt
 

    . 
Owing to a decomposability of the Kahler metric on M  H , from the equality (2.15) fol-
lows that the group actions on M  is Poissonian, and the corresponding momentum mapping 
( ) : ( )P z M Lie G  is defined by the same symbol ( , )A z  : 
(2.22) ( ); ( , )P z A z  . 
The obvious symmetry of given system is the group (1)U  of phase transformations 
(2.23) { , } { , }itz F z e F . 
To theses transformations correspond the quasi-integral 
(2.24) 
2
1 1Q F  . 
Other symmetry HG G  is represented by transformations preserving both the potential 
U  and Hamiltonian H . To each one-parameter group of transformations from HG  
(2.25) { , } { , ( ) }, ( )t t Hz F e z T e F Lie G    , 
there corresponds the quasi-integral 2Q , being a component of momentum (2.15): 
(2.26)  2 ( , ) ( ) , ( , );Q A z F F P z F    A . 
It is interesting, that the equality 1 0Q   is similar to a condition of normalization of wave func-
tion in quantum mechanics, and the equality 2 0Q   states about coincidence of corresponding 
momentums of «particle» z  and «vacuum field» F . 
2.3. The equations for search of Lie solutions. 
According to a definition, the Lie solutions to the dynamic equations (2.14), with the sym-
metry group (1) HU G , look like 
(2.27) 0 0( ) , ( ) ( )t i t tz t e z F t e T e F    , 
where ( )HL G  , and   is a real parameter. 
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According to §8 Chapter 2, the equations for the Lie solutions for a subgroup HG , are re-
duced to one relation at the point 0 0{ , }z F : 
(2.28) 1 2( )d Q Q   . 
In more details, we will obtain the equalities (a lower index 0 at z  and F  will be omitted fur-
ther): 
(2.29)  
 
( )
,
i E
i F
E F

    A , 
(2.30) 
2
2
( , )( ) ( , ) log 0
k
F const
E F
H z A z i
z E
 

 
     
   
. 
It is easy to see, that necessary and sufficient condition of resolvability of the equation 
(2.29) with respect to the vector F  is the equality 
(2.31)  Re , 0E E R , 
where  
1( )i i        R R A is the resolvent of operator ( )A . If this condition is true, 
the general solution to (2.29) looks like 
(2.32) F E R , 
where     is the arbitrary factor ensuring a normalization 
2 1F  . Hence, the vector F  is 
excluded from the equations (2.29), (2.30). As a result of such elimination we obtain the 
Theorem 1. a) The search of solutions (2.27) to dynamic equations (2.14) is reduced 
to a solution to finite HG -invariant set of equations with respect to unknowns 
, ( ),Hz M Lie G    : 
(2.33) Re ( , , ) 0R z i    , 
(2.34)  ( ) ( , ) log ( , , ) 0k H z A z i R z iz     

    

, 
where  
2( , , ) , /R z i E E E    R  is the resolvent R  symbol. 
b) If { , , }z    is the solution to the equations (2.33), (2.34), then { ,Ad( ) , }gz g    is 
also the solution, at any Hg G . 
c) From the equalities (2.34) follows  
(2.35) 
1Re ( , )( , , ) A zR z i       . 
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Therefore a consequence of equations (2.33), (2.34) the equality is 
(2.36) ( , )A z   . 
The system (2.33), (2.34) is equivalent to system (2.36), (2.34). 
d) Elimination of frequency   from the system (2.33), (2.34) with the help of (2.36) gives an 
HG -invariant finite set of equations on the HG -space ( )HM L G , which is reduced to a system 
on the set of orbits  ( ) /H HM Lie G G . 
e) From the equations (2.33), (2.34) follows, that on a corresponding solution to the dynam-
ic equations the momentums (2.24), (2.26) vanish. 
 
Let's present now some properties of resolvent symbol ( , , )R z i   . 
Theorem 2. The function ( , , )R z i   : 
a) is G -invariant: 
(2.37)  ( , , ) ,Ad( ) ,R z i R gz g i        ; 
b) satisfies the differential equation (it is used for a deriving of (2.35)): 
(2.38)  . ( , ) 1i R A z i R          , 
(here ( ) /k kz z      is a holomorphic component of the fundamental symmetry field 
( )z  on M ); 
c) satisfies the inequalities 
 1 Im 0R    ; 
d) admits the integral representation: 
(2.39) 
 ( )
0
,( , , ) ( , )
t
i t
B e s s
R z i i e dt
B s s

   

     . 
2.4. Connection with a problem on eigenvalues. 
The sense of equality (2.36) clears up in that specific case which here will be considered. 
Namely, we will assume in addition, that the Hamiltonian has a special form (for example, this 
is the property of oscillator model): 
(2.40) 0( ) ( , )H z A z  , 
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where 0 ( )Lie G   is some fixed element of a Lie algebra. To such a Hamiltonian naturally cor-
responds the Hamilton operator 0( )H A . 
It appears, in this case the equations (2.33), (2.34) have the solutions for which 0  . As a 
consequence, the (2.36) turns into the Planck formula 
(2.41) ( )H z  . 
Theorem 3. Let n  be the isolated simple eigenvalue of an operator 0( )A : 
(2.42) 0( ) , 1n n n nF F F  A ,  
and let nz  be a critical point of the density 
(2.43)  
2 2( ) , ( ) / ( ) ,n n n n zz F f z f z F F   . 
Let this critical point be nondegenerate in quotient space 
0
/M G , where 0G  is the isotropy 
group of element 0 : 
  
0 0 0
Ad( )G g g    .  
Then, at small enough / 2 0    there is a solution to the equations (2.33), (2.34) for which
0, ,n nz z      . On such «spectral» solution the Hamiltonian (2.40) approximately coin-
cides with a «quantum average»: 
(2.44)  0( ) ( ) ,n nH z F F A . 
The corresponding Lie solution to the dynamic equations looks like 
(2.45)  0( ) exp J , ( ) ,it i nz t e z t dH z F t e F const      , 
i.e. the Hamiltonian 0( ) ( , )H z A z   is close to a physical Hamiltonian for this series of solu-
tions. 
◄ The equations (2.33), (2.34) in this case are reduced to the following ones: 
(2.46) 0Re ( , , ) 0R z i    , 
(2.47) 0( , , ) 0k R z iz   

 

. 
Using the properties of a resolvent, at n   and at small  , we get: 
(2.48)  0
( )
, , ( , , )n
n
z
R z i z
i

     
  
  
 
, 
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where  
2 2( ) , ( ) / ( )n nz F f z f z   is a density function on M  corresponding to an eigenvec-
tor nF , ( , , )z    is some function bounded at 0, n    . Regarding, that at endpoints of 
an interval  ,n n      the function  
1( ) Re n i         accepts values 1/ 2    
we come to conclusion, that at small enough   there should be a solution ( )z   to the eq-
uation (2.46) in this interval. Further, the representation (2.48) supposes the z -differentiation, 
therefore the equations (2.47) are noted in the form 
(2.49)  
( ) ( , , )n nk k
z
i z
z z

     
 
   
 
. 
We are interested in the resolvability of these equations with respect to , nz M z z   , at 
( )z  . As a right member in (2.49) has an order ( )O  , the existence of a nondegenerate crit-
ical point nz  of the density n  will be sufficient to derive the solution by a theory of perturba-
tions. However, the HG -invariance of a density forms an obstacle. In this case HG  coincides 
with an isotropy group 
0
G  of an element 0 ( )Lie G  . But functions ( , , )z    and ( )z  have 
the same symmetry. Therefore the equation (2.49) (where after z -differentiation should be set 
( )z  ) admits a projection on the quotient space 
0
/M G , where the image nz  of nz  be-
comes a nondegenerate critical point of a density, owing to the theorem condition. Therefore 
in quotient space there is a solution 
0
/z M G  close to nz . To solution z  there corresponds 
the whole 
0
G -orbit of solutions on M , and as a solution z M , close to nz , it is possible to 
take the point of an orbit nearest to nz . The remaining statements of theorem are checked up 
directly. ► 
Remarks. 1) At the «steady-state», described by the theorem, the vacuum field F  is not 
strictly static, and slightly fluctuates round an average value, in agreement with (2.45). 
2) At small   the equation (2.46) has, in general, the «superfluous» roots41 ( )z   not 
close to eigenvalues n . To these roots can correspond the Lie solutions which are not «spec-
tral». If to consider, that a problem on eigenvalues (2.42) is similar to corresponding problem in 
quantum mechanics, then there is a problem on reasons of non-observability of such «not spec-
tral» solutions. Their instability can be an obvious reason. Probably also, that some «not spec-
tral» solutions actually are observed, because in the quantum world there is the whole set of 
worthy unstable objects42. 
                                                             
41 For example, between the roots 1 2( ), ( )z z   being close to eigenvalues 1 2,   must be one more root, be-
cause of the same signs of derivatives  0Re , ,R z i      in this roots at 0  . 
42
 For example, stable electron has unstable analogues in the form of mu-meson and tau-lepton. 
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3) In the case of simple discrete spectrum of operator 0( )A  the deviation from eigenva-
lues n  has a second order  2O  : 
(2.50) 
1
2 j n
n
j n j n
 
  
 


  

 . 
 
§3. Special cases of CS-model. 
3.1. The matrix model. 
1. Let’s consider the Kahler system having a phase space M  (with complex coordinates 
1 2 1 2, ,..., , , ,...,N N      ) as the complement in 
2N  the zero set of the bilinear form 
(3.1) 1 1 2 2 ... N N         . 
Here   is a column, and   is a line of length N . The system is set by the potential 
 
2logU        , 
and Hamiltonian 
 H   A . 
For example, it is possible to take as A  a Hamilton operator of finite-dimensional quantum 
system. Equivalently, it is possible to take the potential U        and multivalued Hamil-
tonian 
(3.2)   0argH H S    
      A , 
including the action function  0 argS   . The equations of motion have the following form 
(3.3) 
 
 
/ /
/ /
d dt i
d dt
     
    


   

  
A
 
where / 2  . At 0   they are reduced to the first equation becoming the Schrödinger 
equation, and admit the spectrum of auto-oscillations. Namely, to every normalized eigenvec-
tor x , 
 m Ax x , 
corresponds the solution 
(3.4) ( ) , ( )mi t it e t e    x x , 
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where ie   is an arbitrary constant phase factor.  
2. Let's consider the symmetry of system. To phase transformations 
 ,i ie e       
correspond the quasi-integrals 
 1 21, 1Q Q  
     . 
The reduction by this symmetry gives the reduced system defined on a subset 0   of prod-
uct of projective spaces    P P H H , with the reduced potential and Hamiltonian ( ,   are 
considered as homogeneous coordinates): 
 2log ,U H
    
 
  


 
A  . 
After the given reduction the solutions (3.4) turn into attracting equilibrium states (for a 
simple spectrum of A , these are isolated points). They can be described as intersection of criti-
cal manifolds of reduced potential and Hamiltonian43. 
The complete symmetry group G , besides the specified above phase transformations, in-
cludes also the unitary transformations generated by various self-adjoint matrixes C , commut-
ing with the Hamiltonian A : 
(3.5)    exp , exp ,is is s      C C  . 
To these transformations there corresponds a set of quasi-integrals 
 CQ    
  C C . 
3. Let the matrix A  has a simple spectrum. Then it is possible to consider ,A C  as diagonal 
matrixes 
(3.6)    1 1diag ,..., , diag ,...,N Nc c  A C . 
Let's describe the reduced system, which corresponds to action (3.5) of the group N . As 
coordinates on the corresponding quotient set M  of zero momentum is possible to take the 
coordinates of action-angle type: 
 , 0, 1, 2,...,kik k k kI e I k N
     . 
In these coordinates the defining form of reduced system on M  will become: 
                                                             
43
 Such intersection is an invariant set. 
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(3.7)  1 arg kik k k k k
k k
I d dI d I e        . 
4. The reduced system (3.7) has the residual phase symmetry 
(3.8) , 1, 2,...,k k t k N    , 
with the quasi-integral generator 
 1 2 ... 1NQ I I I     .  
Let's find all Lie solutions  ( ) , ( )k k k kI t I t t      corresponding to this symmetry. The 
problem is reduced to searching of nonempty subsets  Nul dQ  . Denote, for brevity, 
 kikF I e
  . 
Then 
  1arg Im ki k k kd F F e dI iI d
   , 
and, equating to zero the coefficients of the form dQ  , we obtain the equations for un-
known quantities , , , 1,2,...,k kI k N   : 
 
 1
1 1
1 Re( ) 0,
Im( ) .
k
k
i
k
i
k
I F e
F e

   

 
  

 
 
Note, that for each nonzero kI  the equality is satisfied 
  
2 211 k F  
   . 
In view of that all frequencies k  is different, such case is possible if only no more than two 
nonzero values kI  exist. From here we obtain two series of solutions on M
 . 
1) Solutions with unique nonzero value aI  (all remaining 0kI  ): 
 1 , 1a aI  
  . 
2) Solutions with two nonzero values ,a bI I : 
 
( ) 2
2
1 ( )1
, ,
2 2 1 ( )
b a
i
i b aa b
a b i
b a
I I e   

  

  
     
 
. 
Solutions to the first series correspond to the solutions (3.4) specified above and describe the 
steady limit cycles. Solutions to the second series are unstable. 
To all these solutions correspond Lie solutions to primary system on M , having the form 
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(3.9)    ( ) exp , ( ) expi tt it e t it   С x y С . 
They also consist of two series. 
1) Solutions (3.4) with C 0 . These solutions fill two-dimensional tori. 
2) Solutions, having vectors ,x y  with two nonzero components with numbers ,m a b . 
Besides, the unique nonzero diagonal elements of matrix C  are the elements ,a bc c . These so-
lutions fill three-dimensional tori. 
For the solutions to second series we have 
 
   
2 2 2 2 1/ 2,
/ 2, / 4 ,
a b a b
a b a a b b
x x y y
c c    
   
     
 
and phases of components of vectors ,x y  should satisfy the relation 
 2
2
1 ( )
1 ( )
i
b a
b b a a i
b a
y x y x 

 
 
 

 
. 
In other respects these phases can be arbitrary. 
5. Let’s check up, that solutions to the first series are steady, and the solutions of the 
second series are unsteady. For this we fulfil reduction by residual symmetry (3.8). Note the 
expression for defining form (3.7), restricted on manifold of zero momentum: 
(3.10)  10 argk k k kQ
k a
I d dI d   


    . 
Here 1 a N   is an arbitrarily selected index number, 
 , , 1 ( 1)kik k a k k a k
k a
I e      

        . 
It is possible to consider a collection  , , 0, 1k k k k
k a
I k a I I

 
   
 
  as local coordinates 
of action-angle type on «completely reduced» space M , and the form (3.10) as the defining 
form of reduced system. Write out the equations of motion: 
(3.11) 
  
 
1
1
1 Re ,
Im ( 1) .
k
k
ik
k
ik
k
dI
I e
dt
d
e
dt




 



    

    

 
Let's consider a solution from the first series on M , for which 1aI  . The solutions close to 
this solution, are characterized by a smallness of all action variables  
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 0kI  . 
Therefore the projections on M  of these close solutions are described by the equations 
 
 1 cos ,
sin .
k
k k
k
k k
dI
I
dt
d
dt
 

  

   

  

 
It is clear, that at k   there is an asymptotic stability: 
 lim ( ) 0k
t
I t

 . 
But if the difference of eigenvalues k k a     is small, there is an interesting phenomenon of 
a relaxation delay. Really, in this case the phase k  tends to the small constant values 
/k k   , and for action variables the exponential law of decrease is obtained 
 
2
exp
2
k
kI t


 
  
 
 , 
with extremely slow damping. 
Now we will consider the solutions close to the solutions to the second series on M , for 
which 
1
2a b
I I  , and others 0kI  . Projections on M
  of these solutions are described by a 
following collection of equations. 
At first, it is the equations for variables 
1
,
2b b b
I I 
 
  
 
 : 
(3.12) 
 
 
22 2
2 ,
tan sin ,
2 2
cos
2
2 tan .
2
b b k
b k
b k a b
b b
b
dI
I I O I
dt
d
O I
dt
 


 
 


      



    




 
Secondly, it is the equations for the remaining variables   , ,k kI k a b  : 
(3.13) 
 
 
2( cos sin ) ,
2 2
( ) cos sin .
2 2
k b b
k k k
k b b
k k k
dI
I O I
dt
d
O I
dt
 
   
  
   

     

     

 
Here the denotation is introduced 
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,
b k
k a b
I I I

   . 
The equation for b  shows, that asymptotically  tan 2 2
b b O I
 

  . Hence, asymptotically 
  
2
2
,
4
b b
b
dI
I O I
dt


  

  
whence follows the instability of solution, because 0b b a     , under the supposition. 
And, the less dissipative constant  , the more instability is. 
6. I will make some more remarks concerning the given model. 
1. The dynamics of solutions (3.4) to the first series is defined by the physical Hamilto-
nian H   A . Accordingly, for these solutions the energy is defined 
 mE   
 A . 
2. The solutions to the first series are steady irrespective of signs of eigenvalues m . 
3. If to draw an analogy of A  with the Hamilton operator of Schrödinger (or Dirac) eq-
uation for electron of hydrogen atom, then existence of solutions to the second series becomes 
the unpleasant fact as anything similar is not discovered in experiment. The supposition about a 
smallness of the dissipative constant ensuring acceptable instability of these solutions would be 
unique solution to this problem. 
4. The quantum force (i.e. a right member of dynamic equations, vanishing at 0  ) 
vanishes only on the solutions to the first series. Besides, the solutions to the second series dif-
fer from solutions to the first series by nontrivial dynamics of a vacuum component: / 0d dt  . 
5. The analogy with Schrödinger equation suggests also to investigate the behaviour of 
system under the influence of short-term exterior perturbation ( )t A A V , for the purpose 
of modeling of dynamics of quantum transition. The problem however is that Schrödinger equ-
ation includes an exterior field, which is statistically averaged and has a little in common with 
the real field describing, presumably, photons or other particles. Differently, the self-oscillatory 
model of quantum transitions can work only when we know not averaged, but actual perturba-
tion ( )tV . And if the Schrödinger equation predicts the transitions for whatever weak exterior 
field, within the limits of self-oscillatory model such is impossible, as the consequence of stabili-
ty of auto-oscillations. 
3.2. The model of fermion type. 
1. The impossibility of the dynamic quantum theory is argued sometimes by the reference to 
quantum statistics which show essential difference from the classic statistic in the very concept 
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of composite system. Therefore it is useful to have models which would make clear, what, as a 
matter of fact, is required from the dynamic system describing bosons or fermions. 
And it would be desirable not to appeal to quantum formalism, and to use those bases of 
quantum statistics which were known before developing this formalism. For bosons such basis 
is reduced to the Planck formula of quantization of oscillator energy E n   , and, accordingly, 
for energy of system of independent oscillators: 
(3.14) 1 1 2 2 ... N NE n n n        . 
In the fermion case it is enough to check up the Pauli Exclusion Principle. Also it is possible to 
express this principle in terms of the energy spectrum of system of noninteracting fermions: 
(3.15) 
1 2 1 2
... , 1 ...
ki i i k
E i i i N             . 
Here we will consider the elementary model of fermion type44. It is obtained as immediate 
generalization considered above matrix model. We will describe the states of a system by the 
matrixes ,ψ χ  of sizes N k  and k N  respectively, such, that det 0χψ , and k N  will be 
the analogue of a number of particles. The defining form is set by following formulas (further 
1 ): 
(3.16) 10 dH dS  
   , 
where 
(3.17)      0 ImTr , arg det , Trd d S H       ψ ψ χ χ χψ ψ Aψ , 
and A  is a constant Hermitian matrix, with eigenvalues 1 2 ... N     . Note, that this sys-
tem is of Kahler type, with potential and Hamiltonian 
(3.18)    2Tr log det , TrU H     ψ ψ χχ χψ ψ Aψ . 
Write out the dynamic equations: 
(3.19) 
 
 
1
1
/ ,
/ .
d dt i
d dt
 
 
  
  
   

   
ψ Aψ ψ χ ψ χ
χ χ ψ χ ψ
 
The regularity of this system is provided by inequality: 
(3.20) 
2log det 0d
dt
χψ , 
which is satisfied near to singularity. Let’s represent the law of change of action function: 
                                                             
44
 To obtain the boson variant, we must substitute a permanent for a determinant in the expression for the action 
function (see below). 
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(3.21)    
1 2/ ReTr ,dS dt   AΠ Π ψ χψ χ Π . 
The symmetry of system is described by transformations 
(3.22)    1exp , exp ,k kis is s
     ψ C ψ u χ v χ C   , 
with arbitrary unitary matrixes ,k ku v  and with traceless Hermitian matrixes C , commuting 
with marix A . The corresponding quasi-integrals are equal to  
(3.23)  1 2, , Trk k CQ        Q ψ ψ 1 Q χχ 1 ψ Cψ χCχ , 
where k1  is a unit matrix of k k . 
Let's search for the elementary solutions to dynamic equations in the form of exponen-
tial45: 
(3.24)    ( ) exp , ( ) expt it t it    ψ ψ ω χ ρ χ  
where ,ω ρ  are the Hermitian matrixes of k k  that reduces (3.19) to algebraic relations. These 
relations are easily resolved if at first to get a relations 
(3.25)    1 1 2 2, 2 , , 2i i  ω Q Q ρ Q Q . 
Really, from (3.25) the vanishing of quasi-integrals follows: 
(3.26) 1 2 0 Q Q . 
Using it, we obtain sequentially 
(3.27) 0, ,  ρ χ vψ Aψ ψω , 
where v  is some unitary matrix. Thus, also 0CQ  . As a result, all solutions (3.24) can be dis-
cribed as follows. Let 1 2, ,..., Ne e e  be a fixed orthonormalized basis of eigenvectors-columns of 
the matrix , i i iA Ae e . Then 
(3.28)    1 2 1 2... , diag , ,..., , , 0N Ni i i i i i  
        ψ e e e u ω u u χ vψ ρ , 
where 1 2 ... Ni i i   , and ,u v  are arbitrary unitary marixes of k k . Therefore the manifold 
Q  of all solutions consists of kNC  connected components 1 2( , ,..., )kQ i i i , isomorphic to a direct 
                                                             
45
 Obviously, they are the Lie solutions corresponding to the subgroup k kU U  of a complete symmetry group. 
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product of unitary groups k kU U . This manifold is symplecticly isotropic, because all solutions 
(3.28) lie on Lagrangian manifold  Nul dU  of critical points of a potential, 
(3.29)  ( ) , , ,k k k k kQ Nul dU       ψ χ ψ ψ 1 χ u ψ u u 1 . 
For the same reason the dynamics on Q  is set by Hamiltonian H . Besides, the action func-
tion restriction on Q  varies according to the hypothesis about energy, as 
(3.30)    ( ) ( )( ) ( )/ ReTr TrNul dU Nul dUNul dU Nul dUdS dt H
  AΠ Aψψ , 
and 
(3.31) 
1 21 2( , ,..., )
...
kk
i i iQ i i i
H       . 
It should be noted, that the restriction of matrix P ψψ  on  Nul dU  is an orthogonal 
projection operator of rank k , and the values (3.31) are strictly all extreme values of restriction 
 ( ) TrNul dUH  AP . 
Thus, the property (3.15) is observed, and in this sense we really have the system of fer-
mion type. It would be desirable to prove also, that except of manifolds 1 2( , ,..., )kQ i i i  other at-
tractors don’t exist. 
2. We will look now, how close the obtained finite-dimensional model can be approached 
to a field model in usual three-dimensional space 3 . The field theory makes the new essential 
demand – a possibility of an asymptotic decomposability of system into a direct product that 
should correspond to passage to the usual statistics of distinguishable particles. 
The elementary field version of the given model, which allows to hope for realization of this 
condition, consists in considering the columns of matrixes , ψ χ  as some fields in 3 , that cor-
responds to a limit N   . In «a distinguishable limit» each such field should look like a wave 
packet describing a separate particle. And the system decomposition on two mutually remote 
groups of fermions could be connected with decomposition of these matrixes into submatrixes 
of identical sizes: 
(3.32)    1 2 1 2, , ,   ψ ψ ψ χ χ χ . 
This implies also the orthogonality relations 2 1 1 2 0 χ ψ χ ψ . As it is easy to see, at such sup-
positions the dynamic equation (3.19) really break up into two pairs the same equations for 
these groups, as it is required. 
However on this way there is a difficulty connected with symmetry transformations 
from the subgroup k kSU SU . These transformations can «mix» the columns of matrixes ,
ψ χ  
describing mutually remote wave packets, generating their superpositions. But such superposi-
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tions contradict the idea of field treatment of particles. Exception is made only by the permuta-
tions preserving localization, but interchanging the position of packages. 
Possibly, it can be explained by primitiveness of given model. The true Hamiltonian can be 
slightly non-invariant. Or, more realistic model can arise by means of a holomorphic enclosure 
in the given model, and this enclosure can break the specified symmetry. 
Anyhow, in the given model the system of k  fermions, after a relaxation to a «steady-
state», is described by orthonormalized system of fields 
(3.33)  1 2( , ), ( , ),..., ( , ) ( )kx t x t x t t    ψ ,  
according to the equality 1 0k
  Q ψ ψ 1 . The full description of system, of course, should 
include as well χ -fields, but if us the states close to steady interest only, the ψ  -fields will be 
enough as shows (3.28). 
It is interesting, that the similar classic field model of fermions was offered in 1983 in work 
[14]. A. Ranada considered the Lagrangian system, including k  Dirac fields ( , )i x t , with pre-
serving scalar products 
(3.34) 
3
3
ij i jN d 
  r

. 
Also he had postulated, that real dynamics of a system flows on the subset of a phase space re-
stricted by equations ij ijN C , where a constant C  is of dimensionality of action. I will quote, 
how this model explains the process of shaping of atoms: 
As an example, let us consider two fields 1  and 2  of charge e , in the Coulomb potential 
of a helium nucleus. Let 1  be bound in the state 1S  spin up and let 2  be a wave packet far 
away from the nucleus at time 0t  . As 12 0N  , the state 1S  spin up is not accessible to 2  if 
1  remains in it. If 2  becomes bound, it must go to a state orthogonal to 1 . Consequently the 
process of formation of complex atoms by classic evolution follows the prescription of the Pauli 
principle, and two fields can never occupy the same state. 
Obviously, the relations (3.34) actually coincide with our relations k
 ψ ψ I  following from the 
general approach. It would be possible to try, starting from Ranada model, to expand this mod-
el by the «vacuum» χ -fields and by the phase function  arg det  χψ , and to obtain the field 
CD-system, the dynamics of which, after a relaxation, would be close to dynamics of Ranada 
model. However such model is difficult for accepting seriously, in view of its general aesthetic 
unattractiveness and non-locality. 
The genuine field model of fermions, certainly, should be mathematically more refined. 
Therefore let’s formulate the general conclusions which are extracted from our model. 
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a) First of all, possibly, it is necessary to connect fermion behaviour of system with the property 
of phase function /S    to vary on   under the permutation of arguments corresponding 
to particles: (mod 2 )     , or with the property of antisymmetry of function exp /iS   
(that should generalize the antisymmetry of  det χψ  as function of matrix ψ  columns). 
b) The property of asymptotic decomposability follows from the asymptotic additivity of defin-
ing form. It is reduced to the additivity of 1-form 0 , and to the asymptotic additivity of the 
Hamiltonian H  and phase function (or functional)  . 
Hence, the fermion character of theory basically should follows from the corresponding 
properties of phase function. A perspective classic field theory for realization of this scenario is 
the theory of monopoles [7]. In this book the low-energy dynamics of system of k  «static mo-
nopoles» is considered. The phase space of the system looks like M T N , and, it appears, 
that states in configuration space N  can be identified with rational functions ( )s z : 
(3.35) 11
1
( ) ( ) / ( ) ... kk k
k
aa
s z p z q z
z b z b
   
 
, 
where all ib  are different, as is supposed. In this theory the important role play the eliminant 
1( , )k kp q   of a numerator and denominator: its zero are excluded from the space N . Last 
property suggests, that the phase function   in the theory of monopoles needs to be built by 
means of an eliminant. Namely, it can be defined as the quantity proportional to argument of 
eliminant: 
(3.36)  1
1 1
arg ( , ) arg arg
2 2k k i i ji i j
p q a b b

         . 
Obviously, such definition ensures both the asymptotic additivity and necessary property of an-
tisymmetry. Besides, the summands 
1
arg
2 i
a  generate non-standard (multiple  ) periods of 
phase functional. Possibly, these periods should be connected with the spinor character of the 
wave functions of fermions. Standard periods, multiple 2 , happen from the summands 
 arg i jb b . Obviously, these summands can be interpreted as multivalued Hamiltonians of 
paired interaction of particles. The general supposition from here follows, that in a basis of fer-
mi-statistics the special, nonclassic interaction described by multivalued Hamiltonians lies. The 
definitive clearing of this problem demands the elaboration of the corresponding field theory. 
The first problem which should be become clear when elaborating such a model, is whether the 
variation    has a local form in the primary field variables. 
3.3. The harmonic oscillator model. 
Here the Kahler system with potential (for simplicity here 1 )  
(3.37) 
2 2 2log ( )U F z F z   , 
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and with Hamiltonian 
2
0H z  is considered. The function F  is understood as an element of 
the Fock-Bargmann Hilbert space H  of holomorphic entire functions: 
(3.38) 
2 21 2( ) xxF F x e d x    . 
Let / 2  . Then equations of motion of such system can be noted in the form 
(3.39) 
 0 log ( , )
( , ) ( ; )( , ) ( , )
dz
i z F t z
dt z
F t x f z x
F t x
t F t z
  
 
 
  
 

   
 
 
Here ( )f z  is a coherent state 
(3.40) ( ; ) exp( )f z x xz . 
Let's search for the Lie solutions ( ,   ): 
(3.41)  ( ) , ( , )it i t itz t e z F t x e F e x    , 
as we expect, that auto-oscillations interesting us are the solutions of such type. 
The basic equations for such solutions are derived in section 2.3. To formulate these equations 
let’s specify the corresponding general objects. 
The potential of Kahler metric of the very oscillator here is V z z( ) 2 . The scalar product of 
coherent states is equal to 
(3.42)    1 2 1 2( ), ( ) expf z f z z z . 
In this case we have the action of symmetry group (1) (1)U U : 
(3.43)    , , ( )i i iz F e z e T e F   , 
where T  is the unitary representation of subgroup (1)U : 
(3.44)  ( ) ( ) ( )i iT e F x F e x  . 
The infinitesimal operator of this representation looks like  
(3.45) ( ) /x x    A , 
and its covariant symbol is equal to 
(3.46) 
2( , )A z z  . 
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Write out the differential equation for a symbol of resolvent of operator ( )A : 
(3.47)  2 / ( , , ) 1z z z i R z i             . 
It allows to express a derivative /R z   through a function R  that will be used below. 
Let's accept as unknowns the dimensionless quantities 
(3.48) 
2
, /p z q    , 
considering, that frequency   will be defined from the formula ( , )A z   . Let's introduce 
also the dimensionless parameter of model 
(3.49) 0 /   . 
Let ( , )g p q  be the function ( , , )i R z i      expressed through the ,p q , after of substitution 
(the dependences g  on known parameters is not written out) 
(3.50) 
2
z p     . 
The function ( , )g p q  admits various representations. The first – in the form of a series: 
(3.51) 
0
1( , )
! ( )
n p
n
p e
g p q
n q i p n



 
 , 
the second – in the form of an integral 
(3.52)  
2
2 ( )
0
1( , ) exp ( 1 )
1
it
q ip
g p q p e it qt dt
e

 
   
 
. 
For a search of ,p q  the general relations of Chapter 2 give one complex equation 
(3.53) 2( , )
q
g p q
q pq p

 
. 
Note that for a qualitative computer analysis it is convenient to reduce the equation (3.53) 
to the system of two real equations: 
(3.54) 
2 0,
Re ( , )
Im ( , ) 0.
q
q pq p
g p q
g p q


   

 
 
First of all, it is interesting, whether equation (3.53) has the solutions corresponding to the 
known stationary states of quantum oscillator. To obtain such solutions, we must suppose , that 
0 /    is the big parameter,    . From the physical point of view this means that the 
dissipative constant   should be small with respect to characteristic atomic frequencies. In 
103 
 
that case from the representation (3.51) follows, that equation (3.53) supposes the asymptotic 
solutions 
(3.55) 2 1 3( ) , ( )p n O q O        , 
where n is arbitrary natural number. The orders of small deviations are explained by that func-
tions (1 / ), (1 / )p q   are even and odd respectively. Besides, for any value   there is a solu-
tion describing the ground state of oscillator. It corresponds to the value 0p  , but equation 
(3.53) does not concern to it, as (3.53) has been obtained with use of (3.47) in the supposition 
0p  . 
In the same conditions there is also a second infinite series of solutions for which, at in-
creasing, p approuches to half-integer values. A computer shows, at least for small quantum 
numbers n , that auto-oscillations of these two series differ by stability of solutions. Solutions 
to the first series are steady, and the second are unsteady. 
Further, it is easy to check up, that the vector F  of Hilbert space for n -th solution to the 
first series converges at     to the eigenvector of n -th steady state of quantum oscillator. 
Generally solutions exist for all ( )n N  , where ( )N   is the number of first (after a 
ground state) raised level of oscillator. It is clear from the qualitative analysis of solutions to 
equations (3.54) in a plane  ,p q  and from the study of asymptotics of big quantum numbers, 
i.e. the solutions with great values p , at arbitrary fixed value of parameter  . By the way, in 
view of the formula 
2 /p z   such asymptotics should describe a «classic limit» 0 . 
The solution to last problem is reduced to the search by a saddle point method of asymp-
totics of function ( , )g p q : 
(3.56)    2 3/ 21( , ) 1 1/ 6 / 3 cth ( ) ( )2
q
g p q q iq q ip O p
p p p

 
 
        
 
. 
After that, using the formula 
(3.57)  
sh( 2 ) sin(2 )
cth ( )
ch(2 ) cos(2 )
q i p
q ip
q p
 

 

 

, 
we obtain two series of asymptotic solutions to equation (3.53): 
(3.58) 1 1 12
2 th( / )( ) , ( )p n O n q O n
n
 

 
       , 
(3.59) 1 1 12
1 2 cth( / )( ) , ( )
2
p n O n q O n
n
 

 
        . 
To the solutions (3.58) there correspond solutions to the equations of motion 
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 0 0( ) , ( , ) / !i t i nz t e z F t x e x n   . 
From here follows, that the physical Hamiltonian (in the sense of §9 Chapters 2), in the re-
gion of the big quantum numbers, is close to a classic Hamiltonian 
2
0H z , and does not 
depend on F . Hence, we have obtained a usual classic limit (the Hamilton dynamics of a z -
subsystem with Hamiltonian 
2
0H z ). The solutions described by the formula (3.59), as un-
stable, don’t concern to a quantum spectrum. 
Let's estimate now how the number ( )N   grows at 0 / 0    . Let's use asymptotics 
(3.56) for a deriving of the approximate equation of n -th oval Im ( , ) 0g p q  , for which p n : 
(3.60) 
sh(2 )
sin(2 )
3
q q
p
n

 . 
Replacing, according to (3.58), q  by 1 , we obtain the inequality 
(3.61) 
1
sh(2 / ) ( )
3
n N  

  . 
We see that this growth is of exponential type. Actually it means the existence of boundary 
from below for the oscillator frequency 0  behind which a ground state is possible only. For 
clearing up of behaviour of an oscillator at such small values of frequencies, we will write out 
the dynamic equations in the second order of the perturbations theory: 
(3.62) 
  20
2 3
0
/ 2 / 8 ( ),
/ 2 ( ),
dz
i z O
dt
d
z O
dt
  

 

  

  

 
considering 0 /    as a small parameter. Here the phase ( )t  enters into the expression for 
a vacuum component of solution 
    ( )( ) ( ) / ( )i tF t e S z t S z t , 
and 
  2 2( ) ( ) / 2 / ( ) ( )S z f z i z z z f z O        . 
We see, that such low-frequency oscillator behaves as a damping classic oscillator, with 
frequency 0 / 2  and a damping factor 
2
0 / 8  . Such behaviour differs from that, which the 
usual quantum model gives. For example, in application to the oscillators of electromagnetic 
field46 it means, that the vacuum is opaque for the radio-waves, with wave length exceeding 
                                                             
46 For that, of course, we have not a solid ground now. 
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some critical value. Therefore the constant   should be extremely small. But too small it can-
not be, as it will reduce to the growth of the relaxation time to quantum-steady states. 
3.4. The model of a free massless particle. 
Let's show, that the idea of special interaction of particles with vacuum also gives an expla-
nation of inertial motion of particles. We will consider one more special case of the general CS-
model described in Chapter 2. 
Let * 3M T   be a usual coordinate-momentum phase space. We will consider it as the 
complex space 3M   . Points of this space will be denoted by (setting 1, 1c  ) 
(3.63) 2 3ia  z q p  . 
We take the following system of coherent states 32( ) ( )f Lz  : 
(3.64) 
2
2
( )( ; ) exp
2
f
a
 
  
 
x z
z x . 
Here a  is the fixed parameter defining the sizes of a wave packet ( )f z . Recognising that such 
packages should be something like to «frozen» solitons of the future fundamental field theory, 
it is necessary to accept, that package sizes are proportional to the fundamental length /c  : 
(3.65) /a c   , 
with the dimensionless multiplier   which value must be defined by the field theory. This mul-
tiplier is the dimensionless parameter of the model. 
Note, that for packages of the given form the transformation of a function F  to a holo-
morphic function  ( ) , ( )F F fz z  is known as the Weierstrass transformation. 
We choose the coherent states ( )f z  because the corresponding potential of Kahler me-
trics in 3 : 
(3.66) 
2
2 2 2 2 2
2
( ) 3 3log ( ) log( ) log( )
4 2 2
V f a a a
a
 

     
z z
z p , 
leads to the standard action form 
(3.67) ImM V d    p q . 
Let G  be the motion group of Euclidean space: 
(3.68) 3,g O  x x h x  . 
The unitary representation T  of this group in 32( )L   acts by the formula 
(3.69)    1( ) ( ) ( )T g F F O x x h , 
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and 
(3.70)  ( ) ( )T g f f gz z . 
The last, that is necessary for the CS-model deriving, is to choose a G -invariant Hamilto-
nian: 
(3.71)  H H p . 
Let's write out the dynamic equations of obtained system: 
(3.72) 
   
 
22 log ( ),
( ) / ( ),
H a i f F
F F f f F

 
       
   
p
z p p z
p z
z z


 
Our purpose consists in finding solutions to these equations, following the general scheme 
of Chapter 2. Let’s consider at first a subgroup of the shifts with generators 
(3.73) ( , ) ( ),A P   z z p v , 
where v  is a velocity vector. Therefore in this case the element   of a Lie algebra is reduced to 
a velocity vector, and the Lie solution looks like 
(3.74) ( ) , ( ; ) ( )i tt t F t e F t   z z v x x v . 
Let's use the results of Chapter 2. The function R  in this case: 
(3.75)  
2 2
2
0
( , , ) exp , / 2
4
t
R i i t i t dt
a
      
  
         
 

v
z p v , 
and the equations defining Lie solutions, are reduced to one vectorial relation 
(3.76)   1 0RH i R     

p
p v
p p
, 
and to one scalar relation 
(3.77)  p v . 
From (3.76) follows, that the momentum and velocity are proportional: 
(3.78)  p v . 
We will consider the case, when   0H  p . Then, as it is easy to see, 0  . 
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Let's choose a frame, in which (0, 0, )vv , and 3 0p  . Then 1 2 0p p  , the value 
3 0p   can be arbitrary, and all equations are reduced to scalar equations for parameter   and 
a particle velocity 0v  : 
(3.79)  ( ) 1 ( / )H v v v      , 
(3.80) 2v  , 
where we have introduced the function ( ), 0x x  : 
(3.81) 
 
 
2 2
0
2 2
0
exp
( )
exp
t x t t dt
x
x t t dt


 
 
 


. 
This function is monotonically decreasing and has the asymptoticses: 
(3.82) 
2 4
2
( ) 1 4 ( ), 0,
1( ) ( ), .
x x O x x
x O x x
x 

    
   
 
Let's consider the massless Hamiltonian H  p  which in the Hamilton theory describes 
particles, moving with the speed of light. Then equation (3.79) becomes the equation for defini-
tion of the velocity. Let ( )v   be a unique solution to this equation. Then ( )v   is a monotone 
function of parameter  , and (0 ) 1, ( ) 1/ 2v v   . Let's consider our particle well localised in 
the sense that 1  . This supposition ensures a particle velocity, close to the speed of light: 
(3.83) ( ) 1 ( )v O 

   . 
The frequency 0   can be arbitrary, and the equality (3.80) gives the value of parameter  . 
Thereby, all Lie solutions (for a subgroup of shifts) are discovered. 
If to ignore a vacuum component F , then these solutions exactly coincide with solutions to 
Hamilton system with the Hamiltonian 0H v  p . According the formulas (3.78) and (3.80), for 
the energy of a particle we obtain E   . It is remarkable, that the particle velocity does not 
depend in any way on its energy and momentum, or from frequency and length of a wave. This 
property is characteristic for the strictly relativistic theory. 
Let's check up, that, as well as in the model of an oscillator considered above, the vacuum 
component F  at a limit / 2 0    looks as a corresponding one-particle wave function. In 
this case we have a free particle, and we must get a de Broglie’s flat wave. According to the 
Chapter 2, we have, to within normalization, 
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(3.84)      ( )
0
i t tF f i e T e f dt  

     R z z , 
that gives, to within a constant factor: 
(3.85)
22 2
3 31 1 2 2
3 32 2
0
( )( ) ( )( ) exp exp
2 2
x q vtx q x q
F x ip x t dt
a a

       
        
   
 . 
Obviously, at 0   we will obtain formally a   , and really F  turns into a flat wave 
3 3exp( )F ip x . 
At the same time, at 0a  a particle becomes a point, and we see, that behind a particle 
arises a narrow wave tail, with the breadth a , and with the length /v  . 
Note one peculiarity. The Hamiltonian 
clH v  p  is not physical in the sense of §9 Chap-
ters 2 because the vacuum component F  is not stationary. Basically, the similar phenomenon 
is available also in oscillator model, but there the non-stationarity of F  has the character of 
oscillations near the average value. However, in the given case a particle makes unbounded 
motion and averaging of F  is not possible. 
Let's look still, for the completeness of a picture that turns out for the Lie solutions in more 
complicated case of the general motion group G  of Euclidean space. The purpose still consists 
in search of quantities , , z . In this case   will be identified with the pair  ,v u  including 
both a linear velocity v  and an angular velocity u . Indeed, the generator of three-dimensional 
motions exp( )t  on M  is the function 
(3.86)  ( , ) ( ), ,A P     z z p v q p u . 
The basic equations can be noted in the form 
(3.87) 
 
( , ) ,
/ ( , ) ( ), / 2
A
A O
 
   


    
z
z p z
 
and, at first glance, the elementary way to solve them is to apply the theory of perturbations to 
a solution with 0  . It is easy to transform (3.87) to the form 
(3.88)  
 
2
( ),
, ( ),
, ( ).
O
O
O
 
 

  


  



p
p
v u q
p
u p
 
In the case u 0=  the solution easily can be defined by the theory of perturbations and this 
solution coincides with already discovered. However, if u 0 , the third of equations (3.88) is 
not obliged to have a solution ,p q  at arbitrarily small function in a right member. It shows, that 
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in the case u 0  the critical point of the function ( ) ( , )f A  z p z  is degenerate and method 
of perturbations is inapplicable. More detailed analysis shows, that equations (3.87), unfortu-
nately, have no other solutions, except already discovered. 
Nevertheless, it should be noted, that the equations (3.88) give the grounds to believe, that 
such more general a Lie solution could describe inertial motion of the massive relativistic par-
ticle possessing a spin. In solutions of such type the particle moves on a circular helix and it is 
possible to consider, that vectors ,u v  are parallel. Then the following interpretation arises: 
  p  is an «energy», v  is an average velocity of the particle, and  
22 1 , const  v u q . 
Further, the projection of a momentum p  to a drift direction v  is a «physical» momentum, 
the module of an orthogonal component 
p  is a mass, and  ,q p  is the particle spin. 
Possibly the model considered here is too primitive to give a dynamic model of a massive 
relativistic particle. But, apparently, the principle obstacles for this are absent. Really, it is poss-
ible, using the toy example of Appendix 2 to construct the system describing a free motion of a 
massless particle in cylindrical space, obtained by adding of the closed additional space-like di-
mension. Also it is possible to consider the coherent states connected with twistors, etc. How-
ever construction of a realistic model of elementary particles is possible only within the frame-
works of local field theory. 
3.5. The spin model. 
Let's formulate a special case of the CS-model describing the spin / 2m . Here the phase 
space is a two-dimensional sphere 2 1M S P   . The holomorphic sections of a line fiber 
bundle are identified with homogeneous polynomials of degree m , and coordinates x  are 
considered to be the homogeneous coordinates in 1P : 
 11 2( ) ( : )p x x x P  . 
We can consider them also as usual coordinates in a principal bundle 2 1\{0} P  . The 
Hermitian metric in fiber bundle is set by the formula 
(3.89) 
2
( ), ! ( ) ( ) mp xF F m F x x x    , 
and coherent states look like 
(3.90) ( ; ) ( ) / !mE s x s x m , 
where the column 1 2
2
s
s
s
 
  
 
  is considered as usual spinor, because the symmetry group 
here is the spinor group of Euclidean space, (2)G SU . 
At a corresponding normalization of a scalar product in the space of sections we will have 
the formulas 
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(3.91) 
2 2 1 2
0 0
, где ( )
!( )!
k m km m
k k
k k
x x
F F F x F
k m k

 
 

  , 
(3.92) 
2( ) ( ) / !mE s s s m , 
(3.93)  ( ) , ( )F s F E s . 
The unitary representation of the group acts by the formula 
(3.94)    1( ) ( )T g F x F g x , 
and 
(3.95)    ( ) , (2)T g E s E gs g SU  . 
Let's identify the elements   of a Lie algebra with traceless Hermitian matrixes A  of the 
second order: 
 , , Sp 0iA A A A    , 
Also we write out expression for generators of rotations  exps itA s  on a sphere 
2 1M S P   : 
(3.96) ( ); p s
s As
P m
s s



  . 
As the Hamiltonian we take the function, proportional to a z -component of a spin vector. 
The spine vector 1 2 3( , , )S S SS  is built by means of Pauli matrixes 1 2 3, ,   : 
(3.97) , 1, 2,3
2
s sm
S
s s






   . 
Note also, that / 2mS  and that the correspondence ( )p s  S  realizes a known isomor-
phism: 
(3.98) 1 2P S . 
So, we take the Hamiltonian: 
(3.99)   03 0( ) , diag( / 2, / 2)
s A s
H p s S m A
s s
  


     . 
Definitively, the system is set by the Kahler potential 
(3.100)  
2
( )( ), log , p sU p s F F F F   
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and by the Hamiltonian (3.99). This system is symmetric with respect to the group (1)HG U  
coinciding with the group of rotations round an axis z . According to the general scheme of 
Chapter 2, the Lie solutions for a subgroup HG  in this case look like 
(3.101)      ( ) , ( ; )itA i t itAp s t p e s F t x e F e x    
with a diagonal matrix diag( , )A a a  , and their search is reduced to a solution to a finite set 
of equations concerning the quantities , a  and spinor s  (to within proportionality): 
(3.102) 
 
 0
Re ( ), , 0,
( ) log ( ), , 0.
k
R p s a
s A A s
m i R p s a
s s s

 




  
      
 
The resolvent symbol  
2( ; , ) ( ), , ( , ) /R z R p s a E E E    R  is easy calculated directly 
from the resolvent definition 
(3.103)    
1 1
1 1 2 2( ) ( / / )i a x x x x i    
 
           R A , 
because the eigenvectors are known: 
(3.104) 1 2 1 2
1( ) ,( )
p q p qx x x x p q m
a p q i 
   
   
R . 
Therefore 
(3.105)  
 
2 2 2
1 2
2 20
1 2
( ), , (2 )
k m kkm
m
m
k
s sC
R p s a
k m a i s s

 


 
   
 . 
Note also, that the «Hamilton operator», in the sense of Chapter 2, here is a differential 
operator 
(3.106) 1 1 2 2
1 ( / / )
2
x x x x      H . 
Unfortunately, equations (3.102) analytically don’t be solved, except the case 1m  . 
To model the given dynamic system on computer, it is more convenient to start with the 
expanded system. It is set by the potential 
(3.107) 
2 2( , ) log ( )U s F F s s F s   , 
and by the Hamiltonian 
(3.108) 0( )H s s A s . 
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Reduction of this system by group of phase transformations of a spinor s  gives the spin system. 
This expanded system has the following quasi-integrals 
(3.109) 
2
1 21,Q F Q s s m
    . 
Let's write out the dynamic equations of the expanded system: 
(3.110) 
  13
2
( )( ) ( ) ,
! ( )
/( )/ 2 , .
/( )
ms x
F x F x
m F s
sF s
s im s
ss sF s
 

 

  


                


 
The computer research of this system discovers only the limit cycles being the «spectral so-
lutions» described in Chapter 2. For these solutions the spin projection 3S  accepts the values 
3 / 2, 0,1, 2,...,S k m k m   . Hence, the remaining solutions are unstable. To prove the exis-
tence of such «not spectral solutions» we can investigate analytically the case of spin 12 . 
Remarks.1) That usually is called by «quantization of spin projection», in the given model 
means quantizations of the precession angle of the spin moment. The precession velocity is de-
fined by a numerical factor  , with dimensionality of energy. From comparison with the Pauli 
equation for electron in a magnetic field follows, that 2 /BH m  , where B  is the Bohr 
magneton, and H  is the intensity of a magnetic field which is considered parallel an axis z . The 
dimensionless parameter of the model is the ration /  . 
2) To zeroes of polynomial ( )F x  there correspond the poles on an sphere, repelling the 
phase point S  representing a spin state. In a «stationary» state of system when the phase 
point moves over a cycle 3 / 2S k m  , the k  poles are disposed near the south pole, and 
m k  poles near the northern. 
3) The value / 2m  of a spin is defined by polynomial ( )F x  degree, i.e. only by a vacuum 
component. On the other hand, in the unified field theory the vacuum is some field, and it is 
natural to assume, that it breaks up into components with a definite spin. Thus, if to rely on the 
model considered here, the spin of these vacuum components should be exhibited in form of 
the spin of stable elementary particles observed in the nature: neutrinos, electrons, protons, 
photons. In that case the vacuum field must contain only components of spin 12  and spin 1 . 
Appendix 1. Relativity as a dynamic symmetry. 
Let's illustrate the approach to relativity on the basis of concept of dynamic symmetry. 
For this purpose it is enough to consider the system of particles on a straight line. 
The state of a separate particle is described by the momentum and coordinate: 
 ,z p q . A role of dynamic symmetry the motion group G  of pseudo-Euclidean plane in this 
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case plays. Its generators are47 the Hamiltonian 2 2H m p  , momentum p , and the Lo-
rentz momentum N qH  . These variables generate the Lie algebra of the given group: 
(1.1)      , 0, , , ,H p N H p N p H   . 
The corresponding one-parameter groups of transformations of a phase space acts as follows 
(here , ,t h   are parameters): 
(1.2) 
   
   
    
1
1
: , , ,
: , , ,
: , ch( ) sh( ) , ch( ) sh( ) .
t
h
H p q p q t pH
P p q p q h
N p q p H q H H p    


 

  



 
The group tH  action, of course, is simply the phase flow of the Hamilton equations of motion 
for a free particle. 
The formulas (1.2) can seem complicated enough in comparison with simple linear 
transformations of Lorentz. It should be noted in this respect that the transformations of dy-
namic symmetry are linearized when passing to the momentums: 
(1.3) 
   
   
   
: , , , , ,
: , , , , ,
: , , ch( ) ch( ) , sh( ) ch( ) , .
t
h
H H p N H p N t p
P H p N H p N h H
N H p N H p H p N    
 
 
 



 
In particular, we see, that the parameter   makes the sense of an angle of hyperbolic turn. 
To consider effects of a relativity theory, the rigid body model, in the form of some one-
dimensional crystal is required to us. Generally speaking, it demands the fields ensuring a 
coupling of particles. But, not to think of fields, it is convenient to consider this interaction neg-
ligible. It is important for us that, basically, this interaction ensures the existence of an equili-
brium Z , maybe, very fragile, in the form of set of particles being placed through equal gaps of 
length d : 
(1.4)  0 0 1 1 2 20, 0; 0, ; 0, 2 ; ... ; 0,n nZ p q p q d p q d p q nd         . 
This equilibrium ( )tZ H Z Z t   will be our «rigid body». As the length of a body we will con-
sider the distance between its extreme points 0 0nL q q  . 
So, we will consider the system of free particles, neglecting fields, and using an equili-
brium Z  as the model of a motionless rigid body. Then the Hamiltonian, momentum, and the 
Lorentz moment of the system are equal to sums of corresponding one-particle quantities, and 
for these sums the commutation relations (1.1) are still valid. 
                                                             
47
 The speed of light is accepted to equal unit. 
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Now it is possible to start a deducing of consequences. They are based on the following 
definitions. 
Definition 1. The body Z  shifted on a distance h , is set by a phase trajectory 
(1.5)  ( )h t hZ t H P Z . 
Definition 2. The same body, moving by inertia, is set by a phase trajectory 
(1.6)  ( ) tZ t H N Z  . 
Despite their exterior simplicity, these definitions are very essential in the conceptual plan. Re-
ally, the first definition shows, in what sense usual Euclidean geometry is the part of dynamics. 
The second definition comprises all effects of a theory of relativity48. 
To show it, write out the values of phase coordinates of a -th particle of a moving body 
what they follow from (1.6), using the velocity parameter thv   instead of a hyperbolic angle 
 : 
(1.7) 2
2
( ) , ( ) 1 , 0,1,...,
1
a a
mv
p t q t a d v vt a n
v
     

. 
From here it is clear, that the momentum and energy of a moving body correspond to usual re-
lativistic formulas. The same is possible to tell about the body length 
 20 0( ) ( ) ( ) 1nL t q t q t L v    . 
Further, the definitions 1-2 are natural to expand from solid bodies to any isolated processes 
describing the dynamics of closed subsystems. It means that instead of Z  it is possible to take 
the initial conditions of these processes. Let’s consider, for example, the «process», including 
two particle. Let the first particle is immobile, and the second particle is moving with absolute 
velocity u : 
(1.8) 01 1 2 2 22
( ) 0, ( ) 0, ( ) , ( )
1
mu
p t q t p t q t q ut
u
    

. 
Then, acting on initial conditions by transformation N , we get the same «process», but mov-
ing «as a whole» with the absolute velocity thv  : 
(1.9) 0 21 1 2 2 22 2
( ) , ( ) , ( ) , ( ) 1
1 1
mv mw
p t q t vt p t q t q v wt
v w
     
 
. 
The absolute velocity of the second particle in these formulas is equal to 
                                                             
48
 A clear split into geometry and inertial motion is possible not always. The example is given by the dynamic sym-
metry corresponding to the de Sitter world. 
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(1.10) 
1
u v
w
uv



, 
demonstrating the relativistic addition of velocities. A mathematical base of this law is the 
group property of transformations N : 
(1.11) 
1 2 1 2
N N N     . 
In the role of an isolated process also it is possible to take a clock of any construction. For ex-
ample, we can take the «light clock», considering the oscillations of a massless particle between 
the body ends acting as mirrors. Then from the definition 2 the formula for the magnification of 
oscillation period of a moving clock is derived 
(1.12) 0
21
T
T
v


, 
expressing a relativistic effect of time dilation. Let's show also, that this effect does not depend 
on the clock’s mechanism. By the clock with the period 0T  it is possible to call any periodic 
process ( )Z t : 
(1.13) 
0
( ) t t TZ t H Z H Z  . 
Let's use now of a commutation relation49 
(1.14) th /cht t tH N P N H       . 
Applying it to a state Z  we obtain, that «moving process»  ( ) tZ t H N Z   possesses the fol-
lowing quasi-periodic property 
(1.15) 
00 ( ch ) th( ch ) ( )t TZ t T P Z t        . 
In translation on usual language the relation (1.15) means, that process ( )Z t  represents a 
clock, moving with velocity thv  , and with period 20 0ch / 1T T T v    , as it was re-
quired. 
Let's show now, that, according to the definition 2, the passage from rest to motion «as 
a whole» can convert simultaneous events into the non-simultaneous. We will consider the two 
identical bodies, moving with equal absolute velocities towards each other. Obviously, at some 
moment there will be coincidence of respective points of both bodies, i.e. this coincidence will 
be simultaneous events. However if to add to this «process» such common velocity at which 
the first body stops, the second body becomes shorter, and coincidence of bodies is excluded. 
We have formulated the basic relativistic effects in absolute frame of reference (in old 
terms – in the system connected with motionless ether). Considering these effects, it is possible 
                                                             
49
 To derive this relation, it is convenient to use the formulas (1.3). 
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to deduce a relativity principle, as the basic empirical consequence of existence of dynamic 
symmetry: by any measurements it is impossible to discover an absolute motion; all inertial ob-
servers are empirically equivalent. Such is the sense of the dynamic approach to relativity. 
Historical remark. There are no doubts what exactly in such spirit H. Poincare understood the 
relativity50. For him the concept of inertial motion, instead of a relativity principle was primary. 
That is why Poincare did not deduce the Lorentz contraction from a relativity principle, his pur-
pose was inverse. Dynamic understanding also excludes that «decisive step» which has been 
made by Einstein and which sometimes incorrectly is attributed also to Poincare (the new con-
cept of space and time means). Poincare's ideology was absolutely another51. This ideology, un-
like Einstein's approach, is quite compatible with a hypothesis of the immobile ether. 
 
Appendix 2. Singularities in geometrical interpretation of dynamics. 
Let's give an example to show that the Minkowski space in theory of relativity can play a 
role of the convenient method (but not obligatory and not universal method) for representa-
tion or interpretation of the dynamics of a system. 
Let's consider the expression for the energy of a relativistic particle 2 2E m p  as the 
Hamiltonian of geodesic motion of a mass point with the unit velocity on the four-dimensional 
cylinder 3 1S . For this purpose we will identify the parameter m  with the component of the 
four-dimensional momentum conjugate to arc coordinate s  on a circle 1S  of the fixed radius52, 
allowing the zero and negative values m . Then p  and m , obviously, will be the constants of 
motion. 
The sense of this model is that such a particle looks as usual relativistic particle with the 
mass m  and momentum p , if to consider the additional closed space-like dimension to be 
hidden (for example, because of a smallness of circle radius). The negative values 0m  should 
be understood so, that we deal with an antiparticle. 
The equation of motion 
2/ / sgn( ) 1ds dt m E m  x  
shows, that the «proper time»   of the particles appearing in relativity, here is necessary to 
define by equality d ds  . Differently, the proper time is proportional to number of rotations 
                                                             
50 And also H. Lorentz, till the moment when he has accepted the Einstein's point of view. 
51 The root of misunderstanding of Poincare’s views consists in considering the special theory of relativity as the 
unique correct and definitive point of view onto relativistic effects. 
52
 The value of radius does not play a role. 
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along the hidden dimension, and the circle 1S  plays a role of interior clock face of a particle. In 
particular, for zero mass the proper time is deprived of sense. 
Further, in the system of such particles it is possible to introduce gravitational interac-
tion, taking the Hamiltonian 
2 2/ ,a b c b c a a a
a b c
H E k E E E m

      x x p , 
where k  is the gravitation constant. Then a motion of a test particle of small energy is defined 
by the Hamiltonian 0( , , ) (1 )H m E U  x p , where /a a
a
U k E   x x  is the potential of ex-
ternal gravitational field. Such Hamiltonian, by the way, describes a geodesic motion on the cy-
linder 3 1S  endowed with the conformally-flat Riemannian metric 
 
2 2 2 2(1 ) ( )d U d ds   x  
In this metric a motion on the cylinder has a unit velocity53, therefore we have a relation 
2 2 2( / ) ( / ) (1 )d dt ds dt U  x , 
from which the effective pseudo-Euclidean metric of the Minkowski space is derived 
2 2 2 2 2 0(1 ) ,i kikd ds U dt d g dx dx x t      x . 
We will get the same pseudo-Euclidean metric if, fixing the mass of a test particle, will pass 
from Hamiltonian 0H  to Lagrangian. This procedure gives to us the standard Lagrangian 
 0
i k
ikL m g x x     
of the relativistic particle in special gravitational field. The corresponding metric ikg  is known as 
Newton’s approximation to the GR metric for slow motions. From the equations of motion fol-
lows, that the free falling test particle which is close to one of surfaces 1 0U  , infinitely ap-
proaches to this surface. Together with this process its gyration in the direction of the hidden 
dimension stops. The particle gets characteristics, impossible for a motion in the region of a 
weak gravitational field, where 0U  . Here the concept of proper time for it loses the sense, 
but the «mass» m  remains the same54, and this mass can be non-zero. There is also a sharp in-
crease of the energy and momentum, and the particle ceases to be a test one. 
We can now interpret this motion within the limits of a Minkowski space. The calcula-
tions show, that singularity on a surface 1 0U   will be the «true» space-time singularity. It 
                                                             
53
 It is the known fact for a geodesic motion in the metric ab , with the Hamiltonian 0
ab
a bH p p . 
54 To change the mass m  the Hamiltonian must depend on the hidden variable s . 
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follows from the fact that the Ricci curvature invariant ik ikR R  is equal to infinity on this singu-
larity. 
In this case we face with the singularity in interpretation of dynamics in geometrical 
terms of space-time. Moreover, if we include dependence on the hidden variable into the Ha-
miltonian (for example, replacing the three-dimensional Newton’s potential by the solution to 
Poisson’s equation on the cylinder 3 1S ) such interpretation in general becomes problemat-
ic. In this case the masses will not be preserved any more, up to transmutation of particles into 
antiparticles. 
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