We present a microscopic account of the linear and nonlinear optical response of an assembly of molecules with nonoverlapping charge distributions and arbitrary geometry. Our approach requires only the knowledge of single-molecule wave functions. The microscopic polarization is defined by a dipole distribution for each transition; we do not make the dipole approximation and it is then unnecessary to introduce the Ewald summation technique. Equations of motion are derived which provide a quasiparticle (anharmonic oscillator) picture of the optical response. As an application, we calculate both the linear susceptibility x(t) and the light scattering signal off a crystal in d dimensions (d= 1, 2, and 3). We find that retardation does not affect x(l), which contains a shift in the exciton frequency compared with the single molecule, but no signature of spontaneous emission. However, the scattered field is retarded and shows cooperative spontaneous emission in reduced dimensionality d= 1 and 2. The present approach can be applied to ordered nanostructures as well as disordered systems such as liquids and addresses fully the effects of retardation, polaritons, and cooperativity in linear as well as nonlinear optical processes.
I. INTRODUCTION
The study of excitons in restricted geometries, e.g., in molecular multilayers (quantum wells) ,le3 chains,C7 and clusters?" is currently drawing considerable attention. Of particular interest is the behavior of excitons in finite molecular crystals, which is both a topical and longstanding problem in physics. "-14 The optical response of low temperature crystals is characterized by the formation of polaritons, which are quasiparticles with combined field and matter character. In order to properly describe polaritons in two-dimensional lattices, the electromagnetic field must be fully taken into account. This has been done by using projection operators'.'* or by defining creation and annihilation operators for the polaritons."-" The former method is limited to the study of linear response, while the latter is not conducive to the formulation of the response in terms of the susceptibilities of the crystal, defined with respect to the Maxwell electric field. Both approaches lead to the correct dispersion relations for polaritons in infinite crystals, but neither method adequately presents an account of the nonlinear response of polaritons in restricted geometries. An additional point of interest is the correct and systematic incorporation of spontaneous emission into the optical response function. In reduced dimensionality, Choi8 has shown that the electric susceptibilities should not contain a radiative width. Spano and Mukamel,' on the other hand, incorporated spontaneous emission by working with the external field. Iqwidespread accounts in the literature, the various fields E(r), the Maxwell field, its transverse componept $ (r), the local field hlocal(r) and the external field E,,(r) have all been used phenomenologitally to describe optical response.19** ' In this article, we develop a fully microscopic method for the consistent treatment of intermolecular and field interactions in the optical response. We give a unified treatment of nanostructures valid for arbitrary size and confinement, whether smaller than or greater than the optical wavelength-this gives a consistent treatment of retardation (and polariton) effects without double counting of fields (notably the electrostatic intermolecular interactions) .
In our approach, we consider real charges and currents directly and do not invoke the electric dipole approximation (EDA). We follow Longuet-Higgins*' by working with the molecular charge density and recast it in terms of distributions of dipoles. This affords us several advantages, both conceptually and practically. We are able (i) to treat molecule-molecule interactions and molecul&ield interactions with equal footing-both are sets of oscillators and so their interaction is straightforward; (ii) to implement the EDA when treating the interaction of the matter with the field (this poses no problem for the most part, although we make sure to address properly the effects of cooperativity and spontaneous emission), but keep molecule-molecule interactions formulated through interaction of the molecular polarizations (we do not want to invoke the EDA here); (iii) to avoid the complexity associated with the multipolar expansion into quadrupole and higher moments (which even then is only accurate to a certain order), while retaining the option to obtain the EDA result, which is equivalent to the first moment of our results; (iv) to avoid the divergencies associated with short-and longrange limits in the dipole approximation which result in infinite self-energies and shape-dependent dipole sums. 22'23 Since we calculate the macroscopic polarization from a microscopic starting point, we directly address the relationship between the macro-and microscopic quantities, which is an important issue in the study of optical materials.24 Our equations allow a connection to be established between quantum chemistry (calculation of eigenstates of molecular systems) and the physics of numerical simulation. For example, a common model in the simulation of optical response (whether linear or nonlinear) of liquids is to take the molecules as dipolar hard spheres.*' The use of a polarization distribution to model the behavior of charges in liquids will greatly improve the accuracy of such calculations. s dr{s '(r)+ [Vd(r)]*) (2.2a) may be expanded in harmonic oscillator modes as r&&i 5 cok( C4i+f).
Our approach maps condensed phase systems into coupled anharmonic oscillators. We work in real space as opposed to momentum (k) space and are thus able to gain physical insight into how individual processes affect the optical response, e.g., retarded and electrostatic intermolecular interactions and single molecule Lamb shifts. This quasiparticle approach to optical response uses only singlemolecule (or atomic) wave functions as input and thus does not require the solution of a secular equation in order to calculate the eigenstates of the entire assembly. This greatly simplifies the numerical work involved when dealing with large systems. Our oscillator picture in the joint field-matter space also allows both linear and nonlinear optical response to be described using the same equations, thus giving a consistent account of nonlinear susceptibilities, This contrasts previous treatments of retardation in molecular monolayers,1*6*'2*13 whose nature (projection onto the matter subspace, incorporating field effects through a self-energy) necessarily confined the investigation to a study of linear optical response only.
The electric displacement field and vector potential are defined respectively by l/2 [4, exp(1k.r) -&exp(-zk*r)]eke, (2.3a) In the following section, we give the model and Hamiltonian, which has the Power-Zienau (multipolar) form,26 and present a general equation of motion, which we shall use in Sec. III to write oscillator equations for the transition operators associated with the elementary excitations of the assembly of molecules. These equations will be presented in different forms; we write them with respect to the transverse Maxwell field, the external field, and the local electromagnetic field. They constitute the basis for the remainder of the paper, since from them we are able to derive in Sets. IV and V the linear susceptibility of and light scattered from a molecular crystal, assuming periodic boundary conditions. We present our conclusions in Sec. VI.
+& exp( -zk*r)lek,, (2.3b)
where al, and &., are the creation and annihilation operators of the photon of field mode ke, with photon wave vector k and polarization E. .Y is the quantization volume of the field and eke is the unit vector of polarization of the photon. The Hamiltonian is subject to the field commutation relations In this section, we present our model and Hamiltonian. We consider an assembly of neutral, nonoverlapping multilevel molecules. The molecules need not be identical and are taken to be nonpolar, but polarizable with a well defined charge distribution. ,We denote an operator by a caret, e.g., 0, and write (O(t)) or simply O(t) as its expectation value at time t. The multipolar Hamiltonian in the Coulomb gauge17*26 is (neglecting magnetic terms) (2.9~)
The Maxwell field h(r) is related to the electric displacement field by the relation 6(r) =&r) +4?rfi(r), (2.10) which holds since we are considering neutral molecules only and hence 2' (r) = -4~91 (r). Note that 6(r) and not k(r) is the pure field variable in this Hamiltonian. The total electric polarization operator is made up of contributions from all molecules and is given by2* = v m-cm' dr 311 (r) l s&(r). m (2.14)
Although the total polarization field of a single molecule is localized to the region of its charges, satisfying Eq. (2.13), its transverse and longitudinal parts are finite everywhere as can be seen from Eqs. (2.8) and (2.9) (this is true for any vector field). The intermolecular potential energy is simply the interaction of the charge distributions associated with each molecule, namely, finter= mFm, J dr J dr ' "'m~rr) ~~~"r') , (2.15a)
where we have defined the molecular charge distribution as
where 4, is the position operator of electron a belonging to molecule m, which has center of mass (or charge) R,. The c integration is a number integration which ensures the correct coefficients of the multipolar expansion of the polarization operator. We next expand the polarization in the molecular basis set. The electric polarization of a single molecule is a sum of contributions from all levels. Thus
This approach is close to that of Longuet-Higgins,21 who calculated the intermolecular forces between nonoverlapping polyatomic molecules, which he pointed out are simply the interactions between charge distributions. LonguetHiggins termed such interactions long-range forces in the sense that electron exchange is neglected (we do not stipulate the magnitude of the separation between the polarization distributions-either the London2' or CasimirPolder3' dispersion interaction may apply). We do not consider pure electrostatic or charge-induced polarization interactions since we are considering neutral molecules. However, Eq. (2.15) does describe the complete dispersion interaction. Since the polarization is the key quantity in the optical response it may be convenient to recast the interactions in terms of the polarization density (rather than the charge density). To this end, we integrate Eq. (2.15a) by parts or rewrite Eq. (2.14) with the use of Eqs. (2.8) and (2.9). We obtain
are the polarization densities associated with the transitions In) c (g) and In) c (A'). These are obtained from the matrix elements of the polarization operator, provided we know the wave functions of the molecular levels. For molecules with nonoverlapping charge distributions, we have
The form of Eq. (2.16) is important as it allows us to work with the total polarization field and not the transverse field. The final term of the Hamiltonian is the modulu: square of the transverse part of the electric polarization P(r). Since it does not depend on the electromagnetic field, this term merely gives rise to an energy shift, which is often neglected.1*31 We do not make this approximation, since in the following derivation it is eliminated identically. The present approach is based on the derivation of equations of motion in the Heisenberg picture. We first derive from our Hamiltonian an equation of motion for an arbitrary operator which we shall use in later sections in conjunction with the form of electric polarization and electrostatic interaction which we have already defined. Standard practice'7V32 is to construct an equation of motion in terms of the transverse Maxwell field using the electric dipole form ,Z * T (R, -R,t ) * p of the intermolecular pos dr p(A(m);r-R,)p(~'(m');r-R,t)=O (2.13) for all A, A', and the electrostatic interaction is tential energy. This procedure then allows us to expand the polarization in powers of this transverse field and hence obtain the susceptibilities. Here we naturally extend this procedure to account for the complete charge distributions as opposed to point dipoles. We substitute for the displacement field equation (2. VXVX&r,t)+-j$i?(r,t)=~&r;t).
The general solution33 of Eq. (2.19) &r,t)=&(r,t)+ J:m dt'JcIrj dr'9(r-r',t-t') X&r',t') -Ti)(r;t) (2.20a) with the Green's function
Here ieXt (r,t) is an external field coming from sources not considered explicitly. The electric field given by Eq.
(2.20a) is defined at all points r. Within the extent of each charge distribution, the contribution to the field is given by the polarization (the final term). The region of integration in Eq. (2.20a) thus excludes the particular polarization to which r belongs and hence the second term on the righthand side gives the field due to all the other molecules. In a later section, we shall calculate the light scattered off a crystal with such polarization. Clearly r will lie outside the region of the polarizations and we may neglect the final term. The scattered field is the inhomogeneous part of the solution to Eq. (2.20a) superposed with the incident field. Provided we can relate % (r) to the full Maxwell field, then using Eq. (2.20a) we will be able to write an equation of motion in which the internal field has been eliminated completely and we require only the external field. Now we may partition the full electric field into its transverse and longitudinal components, each defined at all points r, such that it' (r,t) =&r,t) -I9 (r,t),
where the longitudinal part is given by $1 (r,t) = -qB(r;t)
which follows using Eq. (2.9a). In Eq. (2.2 lb), the longitudinal field at the point r has contributions from the local electric polarization and the electrostatic field due to the remaining dipoles outside the region of polarization containing r. Thus we may relate the polarization to either the external or the transverse electric field. This will allow us to calculate both the susceptibility to all orders and the field radiated by a lattice upon which an external field is incident.
Ill. REAL SPACE TREATMENT OF THE OPTICAL RESPONSE OF MOLECULAR ASSEMBLIES
We now show how the optical response of a finite assembly of multilevel molecules may be formulated with respect to the transverse, external, and local fields. For simplicity, we assume each molecule has a hydrogen-like level scheme with four levels satisfying the selection rules of an s-p transition in hydrogen. For this model, the polarization matrix element for the is2 L 2pJ t I 1s) transition of a hydrogen atom at the origin
where e is the electronic charge, Q,~ is the Bohr radius, and a and S can be x, y, or z. For Q, we take the transition operator gm(f) and construct its Heisenberg equation of motion using Eqs. (2.17) and (2.7). We obtain #id, zt
and where we have introduced the exciton population operato?
bP~(t)~2ij;tn(t)h,~(t).
(3.2d)
In Eq. (3.2)) the time dependence of the operators is written explicitly. The prime on the sum indicates that the m' =m term is to be excluded from the summation. To obtain this expression, we have implemented Eq. (2.13).
The quantity J(m/Z,m';l'), defined by Eq. (3.2c), may be calculated for each (m,m') if we wish to determine the optical response of a finite assembly of molecules in real space.
I Equation (3.2) is the basis for the calculation of the linear and nonlinear responses of our assembly of molecules. In order to solve Eq. (3.2)) we also require an equation of motionAfor the population operator kmn( t), which is coupled to B,(t) . We thus generate a hierarchy of equations of mot@ for variables which are products of higher numbers of B operators. We may combine Eq. (3.2) with its Hermitian conjugate equation of motion for kL( t) . We obtain the second order equation $~~(t)=--nZ,i~~A(r)+(n,/ti) I dr p&r-R,)
We see that each molecular transition may be viewed as a separate anharmonic oscillator. Equation (3.3) has immediate significance. The tensor T (r -r') accounts only for electrostatic interactions between the molecular charge distributions and so all terms are time local and all retardation is included within i? (r;t). The linear susceptibility, which we shall define with respect to the transverse electric field, will thus be nonretarded. . 9 (r-r';t--t') * p(il';r'-R,,).
X [-&&Y),l-*r&(t) I + , (3.5a) (3.4b) where Compare this equation with Eq. (3.3) . Now, of course, the equation of motion is nonlocal in time and thus does contain retarded interactions, which is natural since we have &iocal(r;t)& (r;t) -5 ' F s dr 'T(r-r') eliminated the field degrees of freedom; the field signature is represented by the Green's function contained within a. * p(/2';r'-R,,)~~,~,(t).
(3.5b)
The final term will be shown to lead to the single molecule Thus the local field at a point r is defined as the transverse Lamb shift and radiative width. In Sec. IV, we shall show Maxwell field at that point plus the static field of the pothat from Eq. (3.4) we may obtain the field scattered from larization distributions outside the distribution to which r a finite crystal. This field will depend on retardation effects belongs. and will show cooperative radiative decay in reduced diEquations ( 3.3 )-( 3.5) allow alternate approaches to mensions.
the calculation of optical response and the outcome of any such calculation will vary consequently, once approximations are made. It is customary to define the electric susceptibilities of a material as the coefficients of powers of the transverse Maxwell field in a series expansion of the macroscopic electric polarization. Equation (3.3) is the starting point for such a derivation. On the other hand, it is often more convenient to deal only with external sources, in which case, we choose Eq. (3.4). The two approaches are equivalent in the sense that the same information is contained within the respective equations. In Eq. (3.4), the internal field is contained as a memory within the retarded interactions. Similarly, all retardation and electrostatic interaction is included in the definition of the local field, which is the reason that the dielectric function calculated with respect to this field, as opposed to the transverse field, contains a different exciton frequency." We work with equations of motion rather than with an effective Hamiltonian since the result is more transparent and amenable to classical approximations.
IV. LINEAR RESPONSE OF INFINITE NANOSTRUCTURES OF TWO-LEVEL MOLECULES
The equations presented above are written in real space; they do not assume a periodic structure for the molecular crystal. This assumption will be made now in order to solve the equations for simple model systems. We consider a crystal which has arbitrary dimension d and lattice spacing a. We shall take Eq. (3.3), write it in reciprocal space, and use the resulting equation to obtain the linear susceptibility of the crystal. We then present explicit results for a crystal of two-level molecules. The generalization to the four-level sp model is given in Sec. V.
First we linearize Eq. (3.3). This amounts to making the Bose approximation for the commutation relations, defined in Eq. (2.7), to define [ bmA,&pl =4?tm&I (4.1) and thus discard all nonlinear effects, which were carried by the products of B operators. '7 We also assume that all molecules are identical, so that we may drop the m label from the exciton frequency C& which of course is identical for each level.
I
We define the continuous and discrete Fourier transforms as 
2b).
In the following derivation, we restrict the exciton wave vector to the first Brillouin zone (we neglect Umklapp processes); the complete expressions are derived in Appendix B. Using Eq. (4.2c), we take Eq. (3.3) and make a discrete transform to reciprocal space. In the frequency domain, we obtain = (2.rrp-3a-d dq3-dp(n;-q-K) l T(q+K) l p(il';q+K). 3) is derived explicitly. Second, the q integration arises from the Fourier transform Eq. (4.3b) for K confined to a chain or monolayer. The polarization will include an integration over the out of chain/plane part of k, the wave vector associated with the continuous transforms, representing a coupling to a two-or onedimensional continuum, respectively; (3-d) indicates the dimension of the continuum vector q which we are required to integrate over. Note that Eq. (4.3) is diagonal in K space. Since J(&A';K) is independent of the field frequency, it will be taken into the definition of the exciton frequency shortly. We have assumed periodicity of the polarization in order to obtain this result (in a similar way to the periodic Gaussian distribution used by Ewald;34 in our approach, however, the distributions follow naturally from the formalism). It is important to note that Eq. (4.3) holds regardless of the dimensionality of the crystal. It is only when we specify the crystal geometry that effects due to dimension enter in the different forms of J.
In order to obtain the polarization from our equations, we shall return to real space. We define the polarization in this model @mA(r;o) =p(4r-R,)~m,tn(o> to be given by the Fourier transform where a continuous transform was performed on the vector r and a discrete transform on the lattice points R,. Definitions Eqs. (4.4) reflect the periodicity of the charge distributions while acknowledging their three-dimensional nature. Note that the two wave vectors K and k are coupled due to the momentum conservation Sx,,x+i~ ,I* where kll denotes the part of k in the dimension of K. Effects of reduced dimensionality enter when K is not three dimensional. For one-and two-dimensional crystals, K is a wave vector confined to a chain or monolayer and k is a threedimensional wave vector. Momentum conservation is then restricted to the chain or plane.
We obtain ix'(w) directly from Eqs. (4.3). Then, using Eq. (4.4), we obtain the polarization for a d-dimensional crystal (d= 3 for a bulk crystal, 2 for a monolayer, and 1 for a linear chain)
where the linear susceptibility is given by (4.5a)
Equation (4.5b) is the general, nondipole form of the wellknown linear susceptibility for a crystal lattice; it is unusual in that it is a function of both K and k. Its unusual form results directly from the use of the polarization distribution as opposed to point dipoles.
The dipole approximation in this case is made by taking p(A;k) =pA, where pL is the transition dipole moment in the case of point dipoles-the polarization (2.12) is no longer a function of the continuous variable r and in reciprocal space we lose all k dependence. We put k=O in Eq. (4.5) and obtain 2(wi42~) (27#-3pp X"'(KP')= -w~+R~+~(R,~~)(~~~~-'S dq3-dp * T(q+K) l p ' (4.6) Note that for the monolayer in the dipole approximation, Eq. (4.5a) (with k=O) may be written equivalently in a form with the transverse field % (z=O, K;o) replacing the q integration. The susceptibility in this case is given by Eq.
(4.6) with d=2.
crystal. Equation (4.5) in the dipole approximation corresponds to the definition An important conclusion to be made from Eqs. (4.5) and (4.6) is that the susceptibility is real for this model, whether d= 1, 2, or 3. This follows since there is an absence of radiative decay in the denominators. The integration in the denominator (ford= 1 and 2) introduces a shift in the exciton frequency compared with the 3D case and therefore predicts a shift in the resonance energy of the
for the polarization of a crystal of two-level molecules. In the 3D case, there is no integration in Eq. (4.6), which then takes the well-known form" for a lattice of two-level molecules. For example, the exciton frequency is then
(4.8)
In addition to our conclusions here, we point out that higher-order susceptibilities, e.g., xc3) wiI1 be real, since they will also be defined with respect to the transverse field. This point agrees with the conclusion of Cho,'* who formulated a theory using a classical approximation for the field and vector potential within the minimal-coupling Hamiltonian. We have generalized this result and presented an analytic expression for the susceptibility.
We now use Eq. (3.4) to calculate the response with respect to the external field E,,,. We shall address here the issue of cooperative spontaneous emission. Observe that thii equation contains the retarded Green's function. The calculation is similar to the above derivation and we note likewise that the quantity Q, defined by Eq. (3.4b) should not be evaluated in real space (this is equivalent to making the dipole approximation), but in reciprocal space. Following linearization of Eq. (3.4) , we obtain terms which are convolutions in time. In the frequency domain, we obtain 
dq3-dp(A;-q-K) l 9 (q+K;w) * p(A';q+K).
(4.9c)
In the derivation of this result, we have used the definition that the J(mA,mA ') part of the final term of Eq. (3.4a) is zero (see Appendix C). The *(o;m,l.,mL ') term was added to the third term on the right-hand side of Eq. (3.4a) in order to generate the complete m sum. In k space, the Green's function is2' Y(k;w)=4ss.
(4.11)
We may obtain the scattered field off a semi-infinite crystal by taking K to be a 3D wave vector. The scattered field at r is obtained from the We thus obtain E( k,w) from this equation and Eq. (4.9), in an analogous way to the above derivation of the polarization. For our lattice of two-level molecules, the ;2' sum in Eq. (4.9) gives a single term and we thus obtain
;W) (4.14) Equation (4.14) is the form of the equations without invoking the dipole approximation. Earlier we stated that it was important to keep the nondipole form of the equation until this point. The reason for this is now apparent, since the non-point-dipole nature of the polarization ensures that Eq. (4.14) contains the q integration in the denominator and ultimately the cooperative spontaneous emission is introduced by performing this integration. If we make the EDA for the p's at this point, the integrand in the denominator agrees with the result of Orrit and Kottis.' Their derivation started with the dipole approximation and required the use of the Ewald summation technique. In our direct derivation, we did not need to introduce the polarization distributions simply to obtain Eq. (4.14), since they were a feature from the outset. We now turn to the consideration of how spontaneous emission enters into the form of the scattered field. We choose to make the dipole approximation now and write Eq. (4.14) as 2(n/tiad)(2rr)d-3~~~(k;w)S dq3-dEext(q+kl' ;w) E(kW) ='dkW) + -w~+~~-~(~,&z~) (~T)~-~J dq '-"p . 3 (q+kll ;a) .p (4.15) with 1 q+kll I= ($+/cl' *) "2 in the denominator of the unstable, since the exciton will have energy greater than Green's function (4.11). The entire polariton dynamics of the threshold of the photon continuum (q=O), into which the crystal are contained within this equation. If k/l < (a/ it will emit. Thus from Eq. (4.15) we may obtain the wellc), the 1D (or 2D) polariton state is radiatively stable; if k11 > (o/c), the integral gives rise to an imaginary part known polariton dispersion curves for finite (one-or twodimensional) crystals.'3P14 We will not repeat this analysis and corresponds to a polariton state which is radiatively
here. We will just show how cooperative spontaneous emis-sion effects arise. Performing the q integration, choosing kll =0, and taking the Markovian limit (i.e., w-Q) gives for the denominator of the second term of Eq. We have defined the wavelength x=c/R.
First it is well known that an infinite bulk crystal is radiatively stable. Equation (4.15) for a bulk crystal of two-level molecules possesses no radiative width, since there is no integration and Y (k;o) is real. The cooperative effects therefore arise only for the one-and two-dimensionalsystems;
we observe an additional width proportional to (A/u> d times the single molecule width with d= 1 and 2. The linewidth is therefore greater for the monolayer than the chain even though it is coupled to a continuum which is less dense. This is also well known; the effective oscillator strength is larger because of the greater number of dipoledipole interactions for a dipole in a plane compared with a dipole in a chain. This analysis is consistent with our comments of Sec. III, namely that these effects arise following the elimination of the internal field in favor of the external field. This is very different from the results of the first part of this section, where all retardation effects are present in the transverse field.
V. LINEAR SUSCEPTIBILITIES OF AND LIGHT SCATTERING BY PERIODIC NANOSTRUCTURES OF sp MOLECULES
In this section, we extend the two-level calculation and derive the polarization and scattered field for a lattice of four-level hydrogen-like molecules (sp molecules). We first derive the 3D result. The transition operators in the oscillator equations (4.3) and (4.9) are now coupled; Eq. 
In Eq. (5.2b), 0(K+k)-' is then the inverse of a ilxA matrix of the coefficients of the coupled equations for >K+L,I(ti), T denotes the transpose of the column vector, and ( l/u3) is the molecular density in the crystal. In Sec. IV, we discussed the meaning of these wave vectors and commented on the form of the linear susceptibility for the lattice of two-level molecules in the dipole approximation. For a 1D or 2D crystal, we follow the arguments of Sec. IV to obtain the coupling of the exciton to the out-ofplane/chain continuum. The polarization is then This is the Fourier component of the scattered field for a semi-infinite crystal. If the exciton wave vector K is confined to a chain or monolayer, the result is modified in direct analogy to the changes induced in x(l). For a &dimensional crystal, Eq. (5.7) becomes
The off-diagonal element of W(k), e.g., is
Equations (5.3) and (5.8) are the polarization and scattered field analogs, for a lattice of sp molecules, of the results (4.5) and (4.14) for the lattice of two-level molecules. The physics of the optical response is well described by both sets of results.
VI. CONCLUSIONS
We have calculated both the linear susceptibility of a molecular crystal of reduced dimensionality and the field scattered by this crystal. We have demonstrated the appropriate choice of field for such calculations; working with J? (r;o) by design gives us an unretarded description of the susceptibilities, with retardation entering only through the solution of the Maxwell wave equation. If we work with the external field, on the other hand, there are no field degrees of freedom, since they have been eliminated in favor of a polarization which has a memory of retarded interactions. Bedeaux and Bloembergen24 first proposed a susceptibility which is nonretarded. Their conclusion is correct, although they did not address the point of retardation directly. A further point of note here is the choice of working gauge. We chose the Coulomb gauge for convenience, since we wished the Hamiltonian to include an explicit Coulomb potential term. However, Maxwell's equations, the electric polarization, and the vectors of the transverse and total Maxwell fields, with which we work, are each gauge invariant; all of the results presented here are thus valid in any gauge.
In the derivations of Sets. IV and V, we chose to work with equations of motion for the transition operators Pmn rather than for the full polarization operator; in so doing, we are not invoking the EDA, yet we are assuming the advantages of its use, since we may still make the discrete transform to reciprocal space. Our approach has overcome the problems (divergences, etc. ) associated with the EDA. First, when dealing with short-range interactions in the EDA, a self-energy is introduced by the exclusion of a region, e.g., sphere around the point of singularity of the problem. In long-range problems, the nonconvergence of dipole sums 1T23 is usually overcome by the neat, yet artificial trick of the Ewald summation procedure in which the point dipoles are treated in part of the derivation as Gaussian dipole distributions before returning to the EDA. Ewald's method elegantly captures the physics of the problem, yet the point dipole is singular. Instead of introducing and curing this singularity, we obtain the correct result directly, without the requirement for such devices, and perform the dipole approximation, only for convenience, on our final result, which concurs with previous studies of cooperative spontaneous emission in confined geometries. Equation (4.16) may also be obtained from the superradiant master equation of Lehmberg3' written in reciprocal space.
Our results agree with the nonlocal susceptibility proposed by Cho.18 However, the present approach has two advantages (i) we work with single-molecule and not the global crystal states. Thus matrix inversion, required in order to calculate the scattered field as we have done here, would be much simpler (NX L by NX L as opposed to LN by LN in his method for a lattice of N L-level molecules)
should we have formulated our approach in his way; (ii) his formulation assumes a classical approximation for the field, necessary in order to express the nonlocal susceptibility in terms of a correlation function of the unretarded polarization operators. Since we are solving the linear optics, however, there is no requirement to take the classical approximation, as the equations are not affected by this; (iii) we do not invoke the EDA; (iv) the generalization to nonlinear optics is straightforward. Only when we address the higher-order susceptibilities must we consider the appropriate fa$orization approximation for the product of matter and E-field operators.
It is possible to extend this model by the inclusion of phonons (we may incorporate translational motion in the Hamiltonian to do this). We then must include the field at the outset in order to describe the damping of polaritons by the phonons." The calculation of optical response can thus no longer be separated into the two-step procedure of the calculation of x(i) and the solution of the Maxwell wave equation.
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We wish to thank Dr. Michael Hartmann for many useful discussions and critical comments. The support of the Air Force Office of Scientific Research, the National Science Foundation, and the Center for Photoinduced Charge Transfer is gratefully acknowledged. miss the pertinent physics. The correct derivation of the optical response is obtained only if the polarization densities are transformed to k space and the appropriate momentum conservation is applied. The EDA may be invoked only at the end of the calculation.
