Vision feedback control loop techniques are eficient for a great class of applications but they come up against dificulties when the initial and desired positions of the camera are distant. In this paper we propose a new approach to resolve these dificulties by planning trajectories in the image. Constraints such that the object remains in the camera field of view can thus be taken into account. Furthermore, using this process, current measurement always remain close to their desired value and a control by Imagebased Servoing ensures the robustness with respect to modeling errors. We apply our method when object dimension are known or not andor when the calibration parameters of the camera are well or badly estimated. Finally, real time experimental results using a camera mounted on the end effector of a six d-o-frobot are presented.
Introduction
Visual servoing is classified into two main approaches [15, 6, 81 . The first one is called Position-based Control (PbC) or 3D visual servoing. In PbC the control error function is computed in the Cartesian space. Image features are extracted from the image and a perfect model of the target is used to determine its position with respect to camera frame. The main advantage of this approach is that it controls the camera trajectory directly in Cartesian space.
However there is no control in the image space and the object may get out of the camera field of view during servoing. Furthermore, it is impossible to analytically demonstrate the stability of the system in presence of modeling errors. Indeed, the sensitivity of pose estimation algorithm with respect to calibration errors and measurement perturbations is not available [2] .
The second approach is called Image-based Control (IbC) or 2D visual servoing. In IbC the pose estimation is omitted and the control error function is computed in the image space. The IbC approach does not need a precise calibration and modeling since a closed loops scheme is performed. However, the stability is theoretically ensured only in the neighborhood of the desired position. Therefore, if initial and desired configurations are closed, IbC is robust with respect to measurement and modeling errors. Otherwise, that is if desired and initial position are distant, the stability is not ensured and the object can get out of the camera field of view [2] . Control laws taking into account this last constraint have been proposed for example in [13, 121 . We propose in this paper a more robust approach.
A third approach is described in [ l l ] and is called 2 IL2 D visual servoing. In this case the control error function is computed in part in the Cartesian space and in part in the 2D image space. An homography, computed at each iteration, is used to extract the Cartesian part of the error function. Hence, this method does not need a model of the target. Contrarily to the previous approaches, it is possible to obtain analytical results about stability with respect to modeling and calibration errors. However, the main drawback of 2 112 D visual servoing is its relative sensitivity to measurement perturbations. Furthermore, keeping all the object in the camera field of view is not obvious. In this paper, a new method, robust and stable even if initial and desired positions are distant, is described. The method consists in planning trajectories of a set of R. points lying on the target in image space and then tracking these trajectories by 2D visual servoing (see Figure 1 ). Using this process, current measurements always remain close to their desired value . Thus the good behavior of IbC in such configuration can be exploited. Moreover, it is possible to ensure that the object will always remain in the camera field of view by enforcing such constraint on the trajectories.
There are few papers dealing with path planning in image space. In [7] a trajectory generator using a stereo system is proposed and applied to obstacle avoidance. In [ 141 an alignment task is realized using intermediate view of the target synthesized by image morphing. However, none of them were dealing with robustness issues. Our path planning strategy is based on the potential field method. This where k is the increment index and Ek a positive scaling factor denoting the length of the kth increment.
The paper is organized as follows. We describe in Section 2 the method when a model of the target and the calibration of the camera are available. We present in Section 3 how we proceed if the object is planar but neither a model of the target and neither accurate calibration are available. In Section 4 we use the task function approach to track the trajectories. Experimental results are finally given in Section 5. 
Knowntarget
Here, we assume that the calibration parameters and a target model are available. The technique consists in planning camera frame trajectory bringing it from initial camera frame 3 i (Y = Yi) to desired camera frame 3g (Y = Yg) and then to project the target model in the image along the trajectory. Let gR,, gt,, U and t 9 be respectively the rotational matrix and the translational matrix between the current camera frame 3, and 3g, the rotation axis and the rotation angle obtained from gR,. We choose as parameterization of the workspace YT = [9tT Using a pose estimation algorithm [3], we can determine 'R,, it,, 9R, and 9t, that represent respectively the rotation and the translation from object frame 3, to 3 i and 3, to 3$ (see Figure 3) . The vector T i is then computed using the following relations : 9Ri = 9R, iR;f { 9ti = -9Riit, + 9 t , According to (1) we construct a path as the sequence of successive path segments starting at the initial configuration Yi. We now present how the potentials functions and the induced forces are defined and calculated.
Attractive potential and force. The attractive potential field V, is simply defined as a parabolic function in order to minimize the distance between the current position and the desired one :
where a is a positive scaling factor. The attractive force deriving from V, is : is the image Jacobian (or interaction matrix) [4] . It relates the variation of image feature s to the velocity screw of the camera T : 1 = LT. The well known interaction matrix for a point P with coordinate (X Y 2) in camera frame and coordinates p = (x 3) in the image expressed in meters, for a one meter focal length is :
When s is composed of the image coordinates of n points the corresponding interaction matrix is : , 2 1 ) ... LT(Pn, Z n ) 3 ' (4) is the 6 x 6 Jacobian matrix that relates where [ 111 :
[U]/\ being the antisymmetric matrix of cross product associated to U is easily obtained according to (3).
Let us note, using (2), (3) and (l), we obtain a camera trajectory in the workspace. A PbC could thus be used to follow it. However, it is more interesting to perform features trajectories in image in order to exploit the good behavior of IbC when the current and desired camera positions are close. 
F9.
The trajectory in image is obtained using the classical assumption that the camera performs a perfect perspective transformation with respect to the camera optic center (pinhole model) :
where A is the matrix of camera intrinsic parameters. In the next part, we extend this method to the case where the target model is unknown.
Unknown planar target
In this section, we assume that the target is planar but the target model is not available. After recalling the relations between two views of a planar target, we present the method with accurate calibration parameters and then we prove its robustness with respect to calibration error.
Euclidean reconstruction
Consider a reference plane II given in desired camera frame (Fg) by the vector 7rT = [n*T -d'], where n* is its unitary normal in Fg and d* the distance from ll to the origin of 3g (see Figure 3) . It is well known [5] that the projection of point Pj lying on II in current view pj = [uj uj 1IT and in the desired view pj* = [U; v j 1IT are linked by the projective relation :
where G, is a projective homography, expressed in pixels, of plane I f between the current and desired images and p a scaling factor. We can estimate it from a set of N 2 8 points (three points defining ll) in general case or from a set of N 2 4 points belonging to ll [ 11, 5] . Assuming that the camera calibration is known, the Euclidean homography H, is computed as follows :
The matrix H, can be decomposed using motion parame- From initial and desired images, it is possible to compute the homography Hn,i and then to obtain 9R,, td'i = g t i / d * , n* and thus Ti. As in the previous section, we construct a path starting at Ti and oriented along the induced forces given by : The Jacobian matrix Mr(d*) is given by :
Using the above equation, the vector T k can be computed at each iteration and from T k , the rotation matrix 9Rk and the vector td*,k = gtk/d* are obtained.
2D trajectories
The homography matrix Hn,k of plane II relating the current and desired images can be computed from T k using (7) :
Hn,k = 'R: -9RTtd*,kn*T According to (5) the image coordinates of the points Pj belonging to II at time IC are given by : pjPj,k = [ P j u j , k P j V j , k P j 1' = Gn,kPj * (11) pj,k is easily obtained by dividing PjPj,k by its last component, thus the equation (1 1) allows us to obtain the trajectories in the image. This assumption means that the initial error in the estimated homography is propagated along the trajectory. According to (1 1) and (6) we obtain : Fjej,k = AH,,kA-'pj*
A n n Considering (Hl), (12) and (13), we obtain : Fj6j,k = AHn,kA-'p; = )(ljPj,k Therefore, under assumption H1, the trajectories in the image are not disturbed by errors on intrinsic parameters. We will check this nice property on the experimental results given in Section 5 .
Control Scheme
In order to track the trajectories using an Image-based Control scheme, a vision-based task function e(r(t), t ) 141 is defined as : 
Experiments
The methods presented have been tested on a six d-o-f eye-in-hand system. The target is a planar object with four white marks (see Figure 4) . Displacement between the initial and final camera positions is very significant (t, = The obtained results (see Figure 5 ) using the method presented on Section 2 and correct intrinsic parameters are very satisfactory. The positioning task is accurately realized with regular velocities (because the error sk -s i keeps 3oomm, t , = 55omm, t, = 120mm, (ue), = a d g , a regular value). After the complete realization of the trajectory, servoing is prolonged with a small gai&and a constant reference. We can notice that the desired trajectories and the tracked trajectories are almost similar. The method presented in Section 3 has been tested with -two set of parameters. In Figure 6 , intrinsic parameters given by camera manufacturer and real value of d* has been used and in Figure 7 , an error of 20% is added on intrinsic parameters as well as on the parameter d*. In both cases the results are satisfactory. In particular and as expected, we will note that the planned trajectories are practically identical in both cases. 
Conclusion
In this paper, we have presented a powerful method to increase the application area of visual servoing to the cases where initial and desired positions of the camera are distant. Experimental results show the validity of our approach and its robustness with respect to modeling errors. Future work will be devoted to introduce supplementary constraints in the planed trajectories : to avoid robot joint limits, kinematic singularities, occlusions and obstacles. Another perspective is to generate the trajectories in image space of more complex features that n points in order to apply our method to real objects. 
