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a b s t r a c t
In this work the micro gas flow between two concentric cylinders is investigated by a
lattice Boltzmann equation (LBE) model with multiple relaxation times. A local kinetic
boundary condition is proposed for the LBE to model the gas–wall interaction. Numerical
simulations are conducted to examine the tangential velocity distribution under different
flow conditions. It is shown that the proposed LBE can capture the velocity inversion
phenomenon successfully. Comparisons with the Navier–Stokes solutions and DSMC
results are also made and it is shown that the LBE yields better predictions.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Cylindrical Couette flow between two concentric cylinders is a well-known classical fluid-dynamics problem. However,
recent analytical and numerical studies have shown that if velocity slip occurs at the cylinder surfaces, the flow can exhibit
some nonintuitive behaviors. For instance, as the inner cylinder rotates constantly while the outer one is kept stationary,
‘‘velocity inversion’’, i.e., the tangential velocity increases with distance from the rotating inner cylinder to the stationary
outer cylinder, may occur. Actually, a limiting case of this phenomenon was already noticed by Maxwell [1] more than a
century ago. It is well understood that velocity slip is essential in micro flows, therefore the velocity inversion phenomenon
may also occur in a micro-scale cylindrical flow under some conditions.
The velocity inversion phenomenon has been studied using different approaches. The first approach is to solve the
Navier–Stokes equations with certain no-slip boundary conditions. In literature a number of slip boundary conditions have
been proposed for flows with curved walls. For instance, Einzel, Panzer, and Liu (EPL) [2,3] proposed a generalized slip
boundary condition in which the surface curvature effect was incorporated. This boundary condition can be expressed as
vs = vt − vt,wall = ζv′t , where vt is the tangential component of the velocity, vt,wall is the tangential wall velocity, v′t is the
corresponding spatial derivative normal to the surface, and ζ is the generalized slip length, ζ = (1/ζ0 − 1/R)−1, with ζ0
being the slip length for a gas moving over a flat boundary, and R the radius of curvature of the surface. Using this boundary
condition, Einzel et al. solved the Navier–Stokes equations and observed the velocity inversion [2]. The EPL formulation
was developed mainly for continuum flows over rough walls. Some time later, Tibbs et al. [4] related the EPL formulation
to wall accommodation coefficients so that it can be applied to rarefied gas too. On the other hand, Lockerby et al. (LREB)
revisited the classical Maxwell’s boundary condition, and argued that the slip velocity vs should be related to the total shear
stress instead of v′t , i.e, vs = ζ0τw/µ, where τw is the shear stress evaluated at the wall, and µ is the viscosity [5]. With
this boundary condition, Sun et al. [6,7] developed an analytical model for isothermal rarefied cylindrical Couette flow. They
∗ Corresponding author at: State Key laboratory of Coal Combustion, Huazhong University of Science and Technology, Wuhan, 430074, China.
E-mail address: zlguo@mail.hust.edu.cn (Z. Guo).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.01.022
3520 Z. Guo et al. / Computers and Mathematics with Applications 61 (2011) 3519–3527
found that the occurrence of velocity inversion only depends on the wall accommodation of the outer cylinder. Emerson
et al. [8] also applied this boundary condition to the oscillatory Couette flow and observed a velocity inversion too. The
EPL and LREB formulations are both based on Maxwell’s slip boundary condition. Recently a boundary condition based on
Langmuir’s adsorption theory was developed and applied to the cylindrical Couette flow by Myong et al. [9].
The second approach in the study of velocity inversion phenomenon of the cylindrical Couette flow is based on the
solution of the Boltzmann equation. Under the diffuse-specular reflection boundary condition, Aoki et al. [10] performed
a detailed asymptotic analysis of the Boltzmann equation, and investigated the cylindrical Couette flow in both near
continuum and free-molecular cases. These authors also analyzed the flow behavior in thewhole range of Knudsen numbers
by solving the Boltzmann-BGK equation using the finite-difference method [10]. Direct simulations using the Monte Carlo
(DSMC)method, which can be viewed as a stochastic numerical method for the Boltzmann equation, were also employed to
study the velocity inversion problem. Actually, this nontrivial phenomenon was well-accepted only after it was confirmed
by the DSMC results [4]. Aoki et al. also used the DSMC method to support their analytical results of the cylindrical Couette
flow [10].
The molecular dynamics (MD) method (the third approach) has also been adopted to investigate the velocity inversion
recently [11,12]. Unlike the direct solution of Boltzmann equation and the DSMCmethods in which the boundary condition
depends on the accommodation coefficient, in MD simulations no explicit velocity boundary conditions are employed;
Instead, the slip at the surface depends on the strength of the fluid–solid interactions. Jung [11] applied the MD to a
nanometer cylindrical Couette flow, and found that the velocity inversion occurred as the fluid–wall interaction near the
outer cylinder was weak and the fluid density was low. Kim [12] further examined the phenomenon by combining the
Navier–Stokes equations with MD simulations.
The three approaches mentioned above are standard methods in fluid dynamics and each has its limitations. The
Navier–Stokes equations are limited to near-continuum flows, the DSMC and MD methods usually suffer from expensive
computational costs, while direct solving the Boltzmann equation using the finite-difference method is also limited to
simple flows. In this work we will study the velocity inversion phenomenon using an alternative method, i.e, the lattice
Boltzmann equation (LBE) method. The LBE is a discrete kinetic scheme which emerged about two decades ago. Originally
LBE was recognized as an improvement of the lattice gas automata [13], but later it was shown that LBE can be derived
systemically from the Boltzmann equation and therefore LBE is essentially a numerical scheme for solving the Boltzmann
equation [14–16]. The LBE method has gained much success in the past in a variety of fields [17]. However, the study and
applications of LBE for micro-scale flows did not appear until 2002 [18,19]. After that, numerous works have been published
on this subject (e.g. see the recent review [20] and references therein). However, most available works, if not all, only
considered flows with flat walls. Therefore, these methods cannot be directly applied to the cylindrical Couette flow. In this
paper we will first propose an LBE method for micro flows with curved walls, and then apply it to the cylindrical Couette
flow to investigate the velocity inversion phenomenon.
2. LBE method for micro flows with a curved wall
The LBE describes the evolution of a set of discrete velocity distribution functions,
fi(x+ ciδt , t + δt)− fi(x, t) = Ωi(f ), i = 0, 1, . . . , b− 1, (1)
where fi(x, t) is the distribution function associated with the gas molecules moving with the discrete velocity ci at position
x and time t ,Ωi(f ) is the discrete collision operator, δt is the time step, and b is the number of discrete velocities.
The most widely used LBE model is the so-called lattice Bhatnagar–Gross–Krook (LBGK) model, where the collision
operator is given by
Ωi = −1
τ
[fi − f (eq)i ]. (2)
Here f (eq)i is the equilibrium distribution function which depends on the gas density, velocity, and temperature,
f (eq)i = wiρ
[
1+ ci · u
c2s
+ (ci · u)
2
2c4s
− u
2
2c2s
]
, (3)
whereωi’s are themodel-dependentweight coefficients, cs =
√
RT (R is the gas constant and T is the temperature) is related
to the sound speed; for isothermal flows cs appears as a parameter and is determined by the lattice speed c = δx/δt , where
δx and δt are the lattice spacing and time step, respectively. In Eq. (3), the density ρ and velocity u of the fluid are defined as
the zeroth and first order moments of fi, respectively,
ρ =
b−1
i=0
fi, ρu =
b−1
i=0
cifi. (4)
The LBGK models have been widely used in many fields. However, some recent studies reveal that such models have
some limitations for micro-flows [20,21]. The main disadvantage of the LBGK model for micro-flows lies in the boundary
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condition. It is known from kinetic theory that the slip velocity us depends only on the Knudsen number Kn and the gas–wall
interaction (i.e. boundary conditions). In the LBGK model, however, us also depends on the value of the dimensionless
relaxation time τ [20,21], which can change with grid resolution for a given Kn (refer to Eq. (13)). This means that us in
the LBGK model contains some unphysical numerical artifacts in addition to the physical part. On the other hand, an LBE
model with a multiple-relaxation-time (MRT) collision operator can remove this artifact by choosing the relaxation times
properly. Therefore, in this work we will employ an MRT model which is defined by
Ωi(f ) = −
−
j
(M−1SM)ij[fj − f (eq)j ], (5)
where M is a b × b transform matrix that projects fi onto the moment space m = Mf, with f = (f0, f1, . . . , fq−1)T and
S = diag(τ0, τ1, . . . , τq−1)−1. The MRT-LBE can also be expressed in a vector form as
f(x+ cδt , t + δt)− f(x, t) = M−1S[m−m(eq)], (6)
where m(eq) = Mf(eq). From this equation it is obvious that τi represents the relaxation time of the i-th moment mi as it
approaches to its equilibriumm(eq)i due to collision. It is noted that MRT model reduces to the LBGK model as τi = τ .
In the present work we consider the two-dimensional nine-velocity (D2Q9) model where the discrete velocities ci are
defined by c0 = 0, c1 = −c3 = c(0, 1), c2 = −c4 = c(1, 0), c5 = −c7 = c(1, 1), and c6 = −c8 = c(−1, 1); The weights
in f (eq)i are given by w0 = 4/9, w1 = w2 = w3 = w4 = 1/9, and w5 = w6 = w7 = w8 = 1/36, and cs =
√
RT = c/√3.
Without loss of generality, we take c as the velocity unit. There are different choices for the transform matrix M, and here
we take that proposed in Ref. [22],
M =

1 1 1 1 1 1 1 1 1
−4 −1 −1 −1 −1 2 2 2 2
4 −2 −2 −2 −2 1 1 1 1
0 1 0 −1 0 1 −1 −1 1
0 −2 0 2 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1
0 0 −2 0 2 1 1 −1 −1
0 1 −1 1 −1 0 0 0 0
0 0 0 0 0 1 −1 1 −1

. (7)
The corresponding discrete velocity moments of the distribution functions are
m = (ρ, e, ε, ρux, qx, ρuy, qy, pxx, pxy)T, (8)
which have clear physical significance [22]. The relaxation matrix corresponding to the nine moments is
S = diag(τρ, τe, τε, τj, τq, τj, τq, τs, τs)−1, (9)
where τρ and τj can take any value since ρ and ρu are conserved variables during the evolution.
By performing a Chapman–Enskog analysis of the D2Q9 LBE (1), we can obtain the following hydrodynamic equations,
∂tρ +∇ · (ρu) = 0, (10a)
∂t(ρu)+∇ · (ρuu) = −∇p+∇ · S, (10b)
where p = c2s ρ is the pressure, S is the stress-tensor defined by Sαβ = ρν

∂αuβ + ∂βuα
+ ρ(η− ν)∇ · uδαβ , where ν and
η are the shear and bulk viscosities, respectively,
ν = c2s

τs − 12

δt , η = c2s

τe − 12

δt . (11)
In order to simulate micro flows, the mean-free-path of the gas λ should be incorporated into LBE. This can be achieved
by noticing that λ is related to the viscosity as follows [23],
λ = ρν
p

πRT
2
. (12)
Therefore, the relaxation time τs can be determined by λ:
τs = 12 +

6
π
λ
δx
. (13)
Another key issue for LBE in simulating micro flows is how to specify a suitable boundary condition. For continuum
flows the bounce-back scheme can be used to realize the no-slip boundary condition. However, for micro-flows this simple
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Fig. 1. Approximation of a curved boundary. Filled circle: boundary node with at least a neighbor node covered by the solid wall; Open circle: solid node
with at least a node occupied by fluid; Filled square: mid-point of the link between a fluid nod and solid node. Solid line: Physical boundary; Dashed line:
Ghost boundary.
boundary condition does not work in that velocity slip occurs at wall. Previously, some kinetic boundary conditions have
been proposed for micro flows with flat walls [24,25], and a detailed analysis has been presented in [20]. However, most
of those available boundary conditions are not suitable for flows with curved walls. For example, both the bounce-back-
specular reflection and discrete-Maxwell-diffuse schemes, which are the twomost widely used boundary conditions in LBE
for micro flows, are nonlocal due to the involving of the specular reflection. This will bring some difficulties when they are
applied to curved walls.
In order to simulate a micro flow with curved walls, we now propose a boundary condition that involves only local
computations. First, we approximate a curved surface with some points locating at themiddle of the links across the wall, as
shown in Fig. 1.Wewill call the node occupied by fluid a boundary node if at least one of its eight neighbors is covered by the
wall, or in otherwords, one of its links crosses the physical boundary. Obviously, the zigzag ghost boundary can approximate
the physical one well if the lattice is fine enough. Such a treatment has been widely used in LBE, and its reliability has been
confirmed in many previous studies (e.g., [26,27]).
With such an approximation,we now consider how to specify the unknowndistribution functions at the boundary nodes.
As shown in Fig. 1, for the boundary node xb whose neighboring node xb + cı¯ (cı¯ = −ci) is covered by the wall, we propose
the following Diffuse-Bounce-Back (DBB) boundary condition to specify the unknown distribution function fi(xb, t + δt),
fi(xb, t + δt) = (1− r)f (eq)i (ρb, uw)+ r
[
f˜ı¯(xb, t)+ 2ωi(ci · uw)c2s
]
(14)
where ρb = ρ(xb, t), uw is the wall velocity at the wall node xw , and f˜ (xb, t) is the post-collision distribution function
defined by
f˜(xb, t) = f˜(xb, t)−M−1S[m(xb, t)−m(eq)(xb, t)]. (15)
The DBB boundary condition (14) is a combination of the bounce-back scheme and the Maxwell diffuse scheme, which was
first proposed in [21] for flat fully diffusive walls at stationary. Eq. (14) extends the original one to curvedmovingwalls. This
scheme has a clear physical picture: as the post-collision populations arrive at the wall node, some of them are bounced
back directly, and others hit the wall and reach the equilibrium state immediately with the wall velocity and temperature,
and then are reflected back. The main advantage of this scheme is that only ci and cı¯ are involved, so that the computation
is completely local, which is a perfect feature for curved walls.
In the DBB scheme, the parameter r plays the vital role and has a direct influence on the slip velocity at the boundary.
In the work of [21], r was determined according to a first-order slip boundary condition for flat walls. Here we will discuss
how to specify it in more general cases. It is difficult to analyze the DBB boundary condition for a general flow with curved
walls, here we will consider a simple case, i.e., the force-driven Poiseuille flow between two parallel plates, which has also
been used in some previous studies [20,21,28,30,31]. Following the procedure in [20], we can obtain the slip velocity us at
the wall,
us
u0
= 1− r
1+ r

τs − 12

δx
H
+ 16(τs − 0.5)(τq − 1/2)− 3
12
δ2x
H2
, (16)
whereH is the channel width, u0 = GH2/(2ν), with G being the driven force. From Eq. (13), us can also be rewritten in terms
of the Knudsen number Kn = λ/H ,
us
u0
= 1− r
1+ r

6
π
Kn+ 16(τs − 0.5)(τq − 1/2)− 3
2π(τs − 1/2)2 Kn
2. (17)
In the limiting cases of fully bounce-back (r = 1) or fully diffusive (r = 0), the above results are consistent with previous
results [20,21].
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On the other hand, for non-equilibrium nonlinear flows the following second-order slip boundary conditions are widely
used [23],
us = L(1)λ∂nu− L(2)λ2∂2nu, (18)
where n is the unit vector normal to the channel wall, L(1) and L(2) are respectively the first and second order slip coefficients
that characteristic the fluid–wall interaction. For instance, for a fully diffusive wall the two coefficients are L(1) ≈ 1.146 and
L(2) ≈ 0.976, respectively [23]. Under the boundary condition (18), we can get the slip velocity of the Poiseuille flow at the
wall [20],
us
u0
= L(1)Kn+ 2L(2)Kn2. (19)
Therefore, we know from Eqs. (17) and (19) that r and τq should be set as follows in order to realize the boundary condition
(18) with the DBB scheme,
r =
√
6/π − L(1)√
6/π + L(1) , τq =
4πL(2)(τs − 1/2)2 + 3
16(τs − 1/2) . (20)
Although the above results are obtained based on the planar Poiseuille flow, they may also be applied to general cases
involving curvedwalls if the velocity profile in the near-wall region can be assumed to be a second-order polynomial locally.
This assumption is reasonable and has been adopted in some previous studies. For example, Ginzburg and d’Humiéres have
developed a set of boundary conditions where the parameters are set based on the analysis of the Poiseuille flow [28], and
Pan et al. [29] has shown thatwhen these boundary conditions are applied to flows in porousmediawith different structures,
the results are rather satisfactory.
3. Numerical results
3.1. Problem description
The problem considered is the isothermal Couette flow between two concentric cylinders with radii R1 (inner) and R2
(outer), respectively. The inner cylinder rotates with a constant angular velocity Ω1 while the outer one is stationary. The
gas–wall interaction is described by the Maxwell’s diffusive boundary condition with an accommodation coefficient [23].
Herewe assume the accommodation coefficients of the inner and outer cylinders are σ1 and σ2, respectively. In a cylindrical-
polar coordinate (r , θ ), the circumferential moment equation of the Navier–Stoke equations for this flow can be expressed
as
d2uθ
dr2
+ d
dr
uθ
r

= 0, (21)
where uθ is the tangential velocity and r is the radius. Based on Maxwell’s diffusive boundary condition, the slip boundary
condition for the Navier–Stokes equation can be expressed as
uθ |R1 − ωR1 = C1λ

duθ
dr
− uθ
r

R1
, uθ |R2 = −C2λ

duθ
dr
− uθ
r

R2
, (22)
where C1 = (2−σ1)/σ1 and C2 = (2−σ2)/σ2. The solution of Eq. (21) under the boundary conditions (22) can be obtained
analytically as [6]
uθ
ωR1
= 1
(A− B)R1

Ar − 1
r

, (23)
where
A = 1
R22

1− 2C2λ
R2

, B = 1
R21

1− 2C1λ
R1

Based on the above analysis, Sun et al. [6] have shown that if σ2 is smaller than a critical value, velocity inversionwill occur in
this Couette flow. However, it should be emphasized that these analysis are based on the Navier–Stokes with slip boundary
conditions, which is only valid for continuum or near-continuum flows; As the Knudsen number is relative large, the results
can only give qualitatively predictions. For instance, in the case of R1 = 3λ and R2 = 5λ, Tibbs et al. [4] demonstrated that
the DSMC results could deviate from the Navier–Stokes predictions greatly.
3.2. Validation
We first validate the proposed LBEmodel and the boundary condition with the Couette flow between two cylinders with
radii R1 = 3a and R2 = 5awhere a is a positive parameter. The computational domain is set to be−R2 ≤ x, y ≤ R2, where
the cylinder’s center is taken to be the coordinate origin and is covered by a square lattice with spacing δx (see Fig. 2). It is
noted that the cross points of the cylinders with the coordinate axes just lie at the middle of lattice nodes.
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Fig. 2. Computational domain and lattice arrangement.
Fig. 3. Tangential velocity of the Couette flow with different lattice size (a = 10λ).
In the test case, a is set to be 10λ so that the Knudsen number of the flow is Kn = λ/(R2 − R1) = 0.05, which lies in the
near-continuum region. The two cylinders are both assumed to be fully diffusive, i.e, σ1 = σ2 = σ = 1.0. In the simulation,
we set λ = 1.0 and ω = 0.001. The DBB boundary condition is applied to the two cylinder surfaces according to Eq. (20)
with L(1) = (2 − σ)/2 and L(2) = 0.0. The relaxation times τs and τq are determined from Eqs. (13) and (20), respectively.
The other two free relaxation times, τe and τε , are found to have little influence on the results, and we set them to be 1.1 and
1.2 respectively.
In Fig. 3 the tangential velocitieswith different lattice sizes are shown. It can be seen that overall the LBE predictions are in
quantitative agreementwith the analytical solutions, and the accuracy increaseswith increasing resolution. The discrepancy
between the numerical and analytical solutions can be attributed to two factors. First, the smooth cylinder surfaces are
replaced by some rough zig–zag segments, and the approximation error will decrease with decreasing δx; Second, the
parameter r in the DBB boundary condition and the relaxation time τq are determined according to the results for a flat
wall, and thus the accuracy for a curved wall will depend on the local curvature of the surface. Despite these intrinsic errors
of the method, the agreement between the LBE results and the analytical solutions are satisfactory.
3.3. Cylinders with identical accommodation coefficients
Nowwe consider the flowwhen the inner and outer cylinders have identical accommodation coefficients, i.e. σ1 = σ2 =
σ . The radii of the two cylinders are R1 = 3λ and R2 = 5λ, just as considered in [4] where DSMC results are available. The
Knudsen number of this flow is 0.5 so that it falls into the transition regime (0.1 < Kn < 10). In our simulations a lattice
with δx = R1/30 is employed, and it has been shown that the results are grid-independent.
Four sets of simulations are carried out, i.e., σ = 1.0, 0.7, 0.4, and 0.1. It is found that in each case the relaxation times τe
and τρ have little influence on the simulation results, but τq that depends on the second-order slip coefficients L(2) does. Here
we consider three values of L(2) for each case, i.e, 0.0, 0.5, and 0.976. L(2) = 0 means a first-order slip boundary condition,
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Fig. 4. Tangential velocity with different accommodation coefficients (σ ) and second-order slip coefficients (L(2)). Analytical solutions are given by
Eq. (23), DSMC data are taken from Ref. [4].
DSMC
Analytical
MRT-LBE
LBGK
Fig. 5. Comparison of the tangential velocities predicted by different models (L(2) = 0.1).
and L(2) = 0.976 is the same as that for a fully diffusive wall [23]. As σ = 0.1 the computation is unstable when L(2) = 0.0
and we set L(2) = 0.07 in this case.
In Fig. 4 the tangential velocities are shown and compared with the DSMC data [4] and the analytical solutions (23).
Clearly the LBE captured successfully the flow behaviors in comparison with the DSMC and analytical solutions. It is also
observed that the analytical solutions over predict the slip at the outer cylinder in all cases in compared with the DSMC
data. In general, the LBE solutions agree better with the DSMC results than the analytical solutions. Particularly, the results
with L(2) = 0.976 give the best predictions except for the case of σ = 0.1 where the velocity inversion occurs. However, it
is noted that as σ = 0.1, the analytical solution is almost linear, which is also the case of the LBE result with L(2) = 0.07;
On the other hand, the LBE with L(2) = 0.5 and 0.976 capture the nonlinear change of the velocity as demonstrated by the
DSMC data in this case. These results indicate that the second-order slip boundary condition with L(2) = 0.976 may be a
good choice for the LBE for micro flows with a curved wall.
The corresponding LBGKmodel is also applied to this cylindrical Couette flow. The unique relaxation time τ is determined
by Eq. (13), and the parameter r in the DBB boundary condition is determined by Eq. (20). In Fig. 5 the velocity distribution
in the case of σ = 0.1 is compared with the DSMC, analytical, and the present MRT-LBE results. As observed, unlike the
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a b c
Fig. 6. Tangential velocity with different accommodation coefficients at the outer cylinder (σ1 = 1.0). (a) Fully inverting; (b) Partially inverting;
(c) Non-inverting.
a b
Fig. 7. Inversion transitions of the cylindrical Couette flow (σ1 = 1.0). (a) From full inversion to partial inversion; (b) Frompartial inversion to no-inversion.
present MRT-LBE, the LBGK model fails to predict the velocity inversion in this case, which confirms the limitation of LBGK
model for micro-flows.
The good performance of the LBE can be expected. As shown in kinetic theory [23], it is necessary to use a second-order
slip boundary condition in order to capture the bulk flow behavior for nonlinear flows. In the LBE the second-order slip effect
is incorporated into the kinetic boundary condition implicitly. However, it is rather difficult to consider the second-order
slip in the Navier–Stokes framework in the cylindrical coordinates.
3.4. Cylinders with different accommodation coefficients
Based on the analytical solution (23), Sun et al. have shown that the occurrence of velocity inversion depends only on the
accommodation coefficient at the outer cylinder [6,7]. In this subsectionwewill investigate the Couette flowwhen the inner
cylinder is fully diffusive (σ1 = 1.0) while the accommodation coefficient σ2 varies between 0 and 1.0. In our simulations,
we use L(2) = 0.976 in the second-order slip boundary condition for both cylinders, and other parameters are set as in the
above subsection.
Sun et al. [6,7] classified the flow into three regimes in terms of σ2: (i) fully inverting as σ2 < σa. In this regime the
tangential velocity increases with r monotonously. (ii) Partially inverting as σa < σ2 < σb, where there exists a local
minimum between R1 and R2. (iii) Non-inverting as σ2 > σb, i.e, the velocity decreases with r monotonously. Here σa and
σb are defined as
σa = 2
[
1+

1+ R
2
2
R21

R2
2λ
]−1
, σb = 2

1+ R2
λ
−1
. (24)
For the problem considered here, the two critical values are σa = 9/47 ≈ 0.1915 and σb = 1/3. In Fig. 6 the velocity profiles
at different σ2 are shown. As can be seen, three inversion regimes are also identified by the LBE. However, the two critical
accommodation coefficients predicted are much smaller than those given by the Navier–Stokes equations. Our simulations
indicate σa ≈ 0.1 and σb ≈ 0.19. The transitions between different regimes are shown in Fig. 7.
4. Summary
Velocity inversion in micro-scale cylindrical Couette flow is a typical characteristic that distinguishes it from continuum
flows. In this work we have developed an LBE model with a kinetic boundary condition for curved walls, and also applied it
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to the Couette flow contained between two cylinders with radii of a few mean free paths. The simulation results indicated
that the proposed LBE can capture successfully the velocity inversion phenomenon quantitatively in compared with the
available DSMC results when both cylinders have identical accommodation coefficients. The results also shown that the LBE
can give better predictions than the Navier–Stokes equations when the second-order slip coefficient L(2) in the boundary
condition is taken to be the same as used for a fully diffuse wall, i.e. L(2) ≈ 0.976.
Simulations of the Couette flowwhen the two cylinders have different accommodation coefficients were also conducted.
The results confirmed the existence of three velocity inversion regimes which have been pointed out, previously based
on the solution of the Navier–Stokes equation with a first-order slip boundary condition. However, the critical transition
accommodation coefficients predicted by the LBE method are different from those predicted by the Navier–Stokes theory.
It is expected that the LBE results are more accurate since the second-order slip effects are considered. Of course further
validations of the results are needed using other methods such as DSMC.
The present study also indicates that the proposed LBE can serve as an effective tool for other microscale flows with
curved walls, such as flow around a circular cylinder or a sphere. We will investigate these flows in our future work.
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