Abstract
Introduction
Due to the heightened concern about bioterrorism and emerging/reemerging infectious diseases, there have been major initiatives for large-scale genomic and proteomic projects to study the basic biology and disease-causing mechanisms of human pathogens [1, 2] . As a result, a flood of molecular data is being generated, but important scientific discoveries regarding these pathogens and their host responses are often buried under the increasing volume of biomedical literature.
Over the years, biomedical literature mining advanced greatly. In this paper, our investigation focused on the development of an automated system to identify research articles describing pathogenicity and host-pathogen protein-protein interactions. Our goal is to facilitate literature-based curation of pathogenesis-related proteins in UniProt Knowledgebase (UniProtKB) [3] by incorporating pathogenesis information extracted from literature and promoting basic understanding of virulence and pathogenicity factors as well as host-interacting proteins of human pathogens. Such knowledge will facilitate the development of preventative and therapeutic strategies against human pathogens.
In the following, we first describe the research background and related work. The experimental method is introduced next. We then present the results and discussion, and conclude our work.
Background and related work
The task considered in this study is a special * Equal contribution to the work. case of identifying papers that describe protein-protein interactions (PPIs). There are several components in developing an automated literature mining system, including the construction of an annotated corpus, the selection of features and their representations, and the choice of machine learning algorithms. In the following, we present the research background and related work of each component.
Constructing annotated corpora from MEDLINE
One step towards constructing annotated corpora from MEDLINE is to select a subset of MEDLINE abstracts. There are different ways to obtain such subset. One approach is to use keyword search. For example, abstracts selected for the GENIA corpus were retrieved from MEDLINE using three MeSH terms, "human", "blood cell" and "transcription factor" [4] . An alternative way to obtain a subset is to exploit the use of existing biomedical databases. For example, in order to construct an annotated corpus for the Interaction Article Subtask at the second BioCreative workshop, contents of two existing interaction databases, namely IntAct and MINT, have been exploited [5] . After deriving such subset, domain experts can manually annotate them.
Feature representation/selection
In order to use machine learning methods, each document needs to be transformed into a feature representation, which is usually a feature vector. Commonly, features are based on words appearing in the document. Various feature selection techniques have been explored to overcome the high-dimensionality of word-based features [6, 7] , e.g., Term Frequency (TF), TF * Inverse Document Frequency (IDF), Information Gain (IG), Mutual Information (MI), or chi-square statistics. In this paper, we explored IG for feature selection. IG represents the quantity of information in a feature with regard to class prediction on the base of presence/absence of the feature in a document. Let [8] . It is assumed that the larger the IG value of a term is, the more important the term is in classifying documents.
Machine learning algorithms
A growing number of statistical and probabilistic machine learning algorithms have been applied to document classification, including K nearest neighbor, Bayesian approaches, decision trees, symbolic rule learning, and neural networks [9] [10] [11] [12] . Here, we chose Support Vector Machines (SVMs), a supervised learning algorithm proposed by Vladimir Vapnik and his co-workers [13, 14] . It has been widely used for text mining and achieved promising results. Given a training set with n class-labeled instances, (x 1 , y 1 ), (x 2 , y 2 ), ..., (x i , y i ), …, (x n , y n ), where x i is a feature vector for the i-th instance and y i !{+1, -1} indicates the class, an SVM classifier learns a hyper-plane as a decision boundary in the feature space. The class of an unlabelled instance x is determined by on which side of the hyperplane x lies. The purpose of training SVM classifiers is to find a hyperplane that has the maximum margin to separate the two classes [16] [17] [18] . Figure 1 illustrates the overall data flow of the classification system. It consists of several steps including i) generating annotated MEDLINE abstracts, where each abstract was annotated either positive or negative (e.g., +1 or -1) based on its relevance to host-pathogen protein-protein interactions (PH-PPI), ii) conducting machine learning experiments to evaluate different kinds of feature representations and feature selection methods, and iii) implementing a system that assigns confidence scores to abstracts based on their PH-PPI relevance.
Method

Generation of an annotated corpus
The annotated corpus was generated from two different sources. One was from UniProtKB database where the PH-PPI information is annotated for the protein entries and the relevant MEDLINE abstracts are cited. If a cited abstract contains an interaction pair consisting of one host protein and one pathogen protein, it is considered as positive. The other source was from PubMed, from which a set of MEDLINE abstracts was retrieved using keyword searches. Two domain experts reviewed and manually annotated this set, and categorized the abstracts as positive or negative. Additionally, for positive abstracts sentences describing the interactions were highlighted.
Machine learning
Instead of classifying a document as PH-PPI relevant or not, the machine learning task considered here is to rank a set of documents according to their PH-PPI relevance. We defined two machine learning tasks. One task is at abstract level (ALT), which uses the abstracts to build a system to rank a set of abstracts according to their PH-PPI relevance. The other is on sentence level (SLT) which ranks all sentences in abstracts by considering titles and highlighted sentences in positive abstracts as positive and all sentences in negative abstracts as negative. The ranking of a set of abstracts can then be obtained according to the rank of the most relevant sentence in an abstract.
Feature representation/selection
We normalized the text by changing nouns in plural forms into singular forms, verbs in past tense into present tense, and replacing nouns and adjectives by their corresponding verbs based on the SPECIALIST lexicon, a component in the Unified Medical Language System (UMLS). We also replaced punctuation marks with spaces and changed uppercase letters to lowercase letters.
After normalization, we used unigrams and bigrams as features, and the frequencies of unigrams and bigrams as their corresponding feature values. To reduce the dimensionality of the feature space, we used information gain to select features with high IG values. Note that we did not remove features that are stop or rare words in this work.
Machine learning algorithms
We used the SVM light package and chose a linear function as the kernel [13] . We also experimented with other types of kernels such as polynomial or radial basis function (RBF), but observed no performance improvement.
Experiments
The experiments were designed to i) compare IG feature selection (IG-FS) with no feature selection (NO-FS), and ii) compare ALT and SLT. We used 100 runs of 10-fold cross validation. For each run, the same 10 fold partitions were used for the following four settings: (IG-FS, ALT), (IG-FS, SLT), (NO-FS, ALT), and (NO-FS, SLT). For each setting, we obtained a ranked list consisting of abstracts in the annotated corpus ranked according to the results of the 10-fold cross validation experiment. The performance was then measured using true positive rate (TPR): given rank threshold P and ranked list L, TPR(P, L) is defined as the ratio of the number of true positives ranked as top P in L to P. We selected 18 different rank thresholds: from 10 to 90 (incremented by 10) and from 100 to 500 (incremented by 50). In case of IG-FS, we set 20 IG thresholds: 0 to 0.0009 (incremented by 0.0001) and from 0.001 to 0.01 (incremented by 0.001). For each IG threshold, we ignored all features with IG values less than the threshold when constructing the systems. The average TPR of 100 runs for each setting was computed to compare the performance. Confidence intervals at 95% Confidence Level were also computed [15] .
System implementation
As we have discussed, the machine learning task considered here is to rank a set of documents according to their PH-PPI relevance. In order to judge the PH-PPI relevance for any given abstract, we used the following method:
i) obtain N score lists by executing N runs of 10-fold cross validation using the corpus as described in Section 3.2.3 where scores were ones assigned by SVM classifiers, ii) build a SVM classifier C with all instances in the corpus, iii) for a new abstract, use classifier C to obtain score S, iv) for each score list that was obtained in i)
compute the percentage of instances that are positive among the instances with scores larger than S, and v) average the above percentage over N score lists and display the percentage as the relevance score. The higher the score, the more relevant the abstract.
To test the effectiveness of the proposed method, we used one run of 10-fold cross validation and measured TPRs for a given relevance score threshold.
Result and discussion
Most pathogen protein-protein interaction (PPI) information annotated in knowledgebases is for viral proteins or PPI within bacteria. We obtained less than 50 positive abstracts on specific bacterial pathogen-human host PPI from knowledge bases such as UniProtKB/Swiss-Prot and, IntAct, Brucella Bioinformatics Portal (BBP). Using key words "bacterial", "host", "pathogen", and "interaction", we retrieved around 214,000 abstracts, and we obtained 1,225 negative abstracts and 99 positive abstracts after manual annotation. Merging the two sets, the annotated corpus consists of 1,225 negative abstracts and 135 positive ones. Figure 2 shows the relationship between IG threshold and TPR averaged over 100 runs. The IG threshold of 0 corresponds to no feature selection (NO-FS). From Figure 2 , we can see that for IG thresholds between 0.001 and 0.005, the TPRs are comparable to the one without feature selection (i.e. NO-FS). However, the number of features used for classifiers with feature selection decreases dramatically. For example, in (IG-FS, ALT) with threshold 0.002 and (IG-FS, SLT) with threshold 0.001, the number of features after feature selection is reduced to only 10% (around 10,000) of the original (over 100,000). increase. The performance of sentence-level systems is comparable to that of abstract-level systems when the rank threshold is small (e.g., 10 or 20). When the rank threshold (e.g., > 20) is large, abstract-level systems tend to perform better. Table 2 shows the performance of the true positive rate when implementing the system using (IG-FS, ALT) with IG threshold 0.002 and the number of runs as 5. Given a relevance score threshold 0.5, the true positive rate is 50.7% which indicates that if an abstract receives a relevance score of larger than 0.5, the chance of the abstract to be positive is 50.7%.
Even sentence-level systems perform inferior to abstract-level systems, but one advantage of them is that sentences describing protein interactions are automatically highlighted. We can highlight sentences (and titles) yielding the highest ranks among sentences within the abstract when presenting the results to end-users. For example, for (IG-FS, SLT) with IG threshold 0.001, the average number of positive abstracts is 17 (or 37) among the top 20 (or 50) abstracts. Among those positive abstracts, an average of 13 (or 26) abstracts have the highlighted sentences ranked as the highest among all sentences in the corresponding abstract by the sentence-level systems, and an average of 16 (or 33) abstracts have the highlighted sentences ranked as the highest or the second highest.
We also noticed that sentence-level systems and abstract-level systems behave differently. The finding is consistent with the work of Ding et al where different text units (e.g., abstracts, sentences, or phrases) were investigated for information retrieval [16] . Given rank threshold 10, and IG threshold 0.001, the average number of overlapped true positives between sentence-level and abstract-level systems is around 4. We checked the combination of sentence-level and abstract-level systems by averaging the ranks of sentence-level and abstract-level. Figure 3 shows the result. There is some improvement of the performance after combination.
Conclusion
We have reported a study of constructing an automated system that can detect the host pathogen protein-protein interaction relevance of MEDLINE abstracts. The results indicated that feature selection can reduce the number of features at least 10 folds with no or little sacrifice of performance. Additionally, the majority of the highlighted sentences are ranked as the first or second among all sentences in the corresponding abstracts. We conclude that automated systems can be built for retrieving abstracts and highlighting sentences based on their relevance to host pathogen protein-protein interaction.
