Approximate Bisimulation Relations for Constrained Linear Systems by Girard, Antoine & Pappas, George J
University of Pennsylvania
ScholarlyCommons
Departmental Papers (ESE) Department of Electrical & Systems Engineering
August 2007
Approximate Bisimulation Relations for
Constrained Linear Systems
Antoine Girard
Université Joseph Fourier
George J. Pappas
University of Pennsylvania, pappasg@seas.upenn.edu
Follow this and additional works at: http://repository.upenn.edu/ese_papers
Postprint version. Published in Automatica, Volume 43, Issue 8, August 2007, 1307-1317.
Publisher URL: http://dx.doi.org/10.1016/j.automatica.2007.01.019
This paper is posted at ScholarlyCommons. http://repository.upenn.edu/ese_papers/304
For more information, please contact repository@pobox.upenn.edu.
Recommended Citation
Antoine Girard and George J. Pappas, "Approximate Bisimulation Relations for Constrained Linear Systems", . August 2007.
Approximate Bisimulation Relations for Constrained Linear Systems
Abstract
In this paper, we define the notion of approximate bisimulation relation between two continuous systems.
While exact bisimulation requires that the observations of two systems are and remain identical, approximate
bisimulation allows the observations to be different provided the distance between them remains bounded by
some parameter called precision. Approximate bisimulation relations are conveniently defined as level sets of a
so-called bisimulation function which can be characterized using Lyapunov-like differential inequalities. For a
class of constrained linear systems, we develop computationally effective characterizations of bisimulation
functions that can be interpreted in terms of linear matrix inequalities and optimal values of static games. We
derive a method to evaluate the precision of the approximate bisimulation relation between a constrained
linear system and its projection. This method has been implemented in a Matlab toolbox: MATISSE. An
example of use of the toolbox in the context of safety verification is shown.
Keywords
abstractions, approximation, bisimulation, lyapunov techniques, safety
Comments
Postprint version. Published in Automatica, Volume 43, Issue 8, August 2007, 1307-1317.
Publisher URL: http://dx.doi.org/10.1016/j.automatica.2007.01.019
This journal article is available at ScholarlyCommons: http://repository.upenn.edu/ese_papers/304
ApproximateBisimulationRelations for
ConstrainedLinear Systems ?
Antoine Girard a, George J. Pappas b,
aUniversite´ Joseph Fourier, Laboratoire de Mode´lisation et Calcul,
B.P. 53, 38041 Grenoble Cedex 9, France
bDepartment of Electrical and Systems Engineering, University of Pennsylvania,
Philadelphia, PA 19104, USA
Abstract
In this paper, we define the notion of approximate bisimulation relation between two continuous systems. While exact bisim-
ulation requires that the observations of two systems are and remain identical, approximate bisimulation allows the observa-
tions to be different provided the distance between them remains bounded by some parameter called precision. Approximate
bisimulation relations are conveniently defined as level sets of a so-called bisimulation function which can be characterized
using Lyapunov-like differential inequalities. For a class of constrained linear systems, we develop computationally effective
characterizations of bisimulation functions that can be interpreted in terms of linear matrix inequalities and optimal values
of static games. We derive a method to evaluate the precision of the approximate bisimulation relation between a constrained
linear system and its projection. This method has been implemented in a Matlab toolbox: MATISSE. An example of use of
the toolbox in the context of safety verification is shown.
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1 Introduction
Well established notions of system refinement and equiv-
alence for discrete systems such as language inclusion,
simulation and bisimulation relations have been shown
useful to reduce the complexity of formal verification [6].
More recently, the notions of simulation and bisimula-
tion relations have been extended to continuous and hy-
brid state spaces resulting in new equivalence notions
for nondeterministic continuous [21,26] and hybrid sys-
tems [15,22]. These concepts are all exact, requiring ob-
served behaviors of two systems to be identical. For sys-
tems observed over a metric space, approximate con-
cepts which give the possibility of an error, certainly al-
low for more dramatic system compression while provid-
ing more robust relationships between systems. Several
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research is partially supported by the Re´gion Rhoˆne-Alpes
(Projet CalCel) and the National Science Foundation Pres-
idential Early CAREER (PECASE) Grant 0132716. Corre-
sponding author A. Girard. Tel. +33-476514342. Fax +33-
476631263.
Email addresses: Antoine.Girard@imag.fr (Antoine
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approaches based on approximate versions of simulation
and bisimulation relations have been explored recently
for quantitative [7], stochastic [8] and metric [14] tran-
sition systems.
In [14], we developed an approximation framework which
applies for both discrete and continuous transition sys-
tems. We defined an approximate version of bisimula-
tion relations based on a metric on the set of observa-
tions by relaxing the observational equivalence required
by exact bisimulation relations. Approximate bisimula-
tion relations can be characterized as level sets of a so-
called bisimulation function. A bisimulation function is
a function bounding the distance between the observa-
tions of two systems and non-increasing under their par-
allel evolutions. This Lyapunov-like property allows the
design of computationally effective methods for the com-
putation of bisimulation functions. Computational ap-
proaches have been developed for constrained linear dy-
namical systems [12] and nonlinear (but deterministic)
dynamical systems [13].
In this paper, we improve and extend our work pre-
sented in [12] on approximate bisimulation relations for
a class of linear systems with constrained initial states
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and constrained inputs. We develop a characterization
of bisimulation functions based on Lyapunov-like differ-
ential inequalities. We show that for a specific class of
bisimulation functions based on quadratic forms these
inequalities can be interpreted in terms of linear matrix
inequalities and optimal values of static games. We de-
rive a method which evaluates the precision of the ap-
proximate bisimulation relation between a constrained
linear system and its projection. This method has been
implemented in a Matlab toolbox: MATISSE [11] avail-
able for download. We conclude this paper by applying
our framework in the context of safety verification of
constrained linear systems.
2 Approximate Bisimulation Relations
The notion of approximate bisimulation relations allows
one to quantify how far two systems are from being
bisimilar. The theory has been developed in [14] within
the framework of metric transition systems which makes
it possible to consider in a unified setting discrete, con-
tinuous and hybrid systems. In this paper, we focus on
continuous systems of the following form:
∆i :
{
x˙i(t) = fi(xi(t), ui(t)),
yi(t) = gi(xi(t)),
, i = 1, 2 (1)
with xi(t) ∈ Rni , yi(t) ∈ Rp and xi(0) ∈ Ii where Ii is a
compact subset of Rni . The inputs ui(.) are measurable
functions with values in Ui, a compact subset ofR
mi . We
assume that the functions fi are Lipschitz-continuous
and that for all xi ∈ Rni , fi(xi, Ui) is a convex set. The
functions gi are assumed to be continuous. Note that
both systems are observed on the same space (i.e. Rp).
The notion of approximate bisimulation relation is ob-
tained from the exact notion by relaxation of the obser-
vational equivalence constraint. Instead of requiring that
the observations of the two systems are and remain the
same, we require that the distance between these obser-
vations is and remains bounded by a given parameter δ.
Definition 1 A relation Rδ ⊆ Rn1 × Rn2 is called a δ-
approximate bisimulation relation between ∆1 and ∆2 if
for all (x1, x2) ∈ Rδ:
(1) ‖g1(x1)− g2(x2)‖ ≤ δ,
(2) for all T > 0, for all inputs u1(.) of ∆1 there ex-
ists an input u2(.) of ∆2, such that the solutions of
x˙i(t) = fi(xi(t), ui(t)), xi(0) = xi satisfy for all
t ∈ [0, T ], (x1(t), x2(t)) ∈ Rδ.
(3) for all T > 0, for all inputs u2(.) of ∆2 there ex-
ists an input u1(.) of ∆1, such that the solutions of
x˙i(t) = fi(xi(t), ui(t)), xi(0) = xi satisfy for all
t ∈ [0, T ], (x1(t), x2(t)) ∈ Rδ.
For δ = 0, we recover the definition of exact bisimulation
relation. Parameter δ can thus serve to measure how far
∆1 and ∆2 are from being exactly bisimilar.
Definition 2 ∆1 and ∆2 are approximately bisimilar
with precision δ (noted ∆1 ∼δ ∆2), if there exists Rδ, a
δ-approximate bisimulation relation between ∆1 and ∆2
such that for all x1 ∈ I1, there exists x2 ∈ I2 such that
(x1, x2) ∈ Rδ and conversely.
Therefore, if ∆1 ∼δ ∆2, then for all outputs y1(.) ob-
served from ∆1, there exists an output y2(.) observed
from ∆2, such that their distance remains bounded by
the precision δ. Thus, the problem of computing a tight
evaluation of the precision of the approximate bisimi-
larity of two systems is important and can be handled
more practically by a dual approach based on functions
rather than on relations.
2.1 Bisimulation functions
A bisimulation function is a function whose level sets
define approximate bisimulation relations.
Definition 3 A function V : Rn1 ×Rn2 → R+ ∪{+∞}
is a bisimulation function between ∆1 and ∆2 if for all
δ ≥ 0:
Rδ = {(x1, x2) ∈ Rn1 × Rn2 | V (x1, x2) ≤ δ}
is a closed set and is a δ-approximate bisimulation rela-
tion between ∆1 and ∆2.
Let us remark that the zero set of a bisimulation function
is an exact bisimulation relation. Given a bisimulation
function, a tight upper-bound of the smallest δ such that
∆1 ∼δ ∆2 can be evaluated by solving two static games:
Theorem 1 [14] Let V be a bisimulation function be-
tween ∆1 and ∆2 and
δ ≥ max
(
sup
x1∈I1
inf
x2∈I2
V (x1, x2), sup
x2∈I2
inf
x1∈I1
V (x1, x2)
)
.
(2)
If the value of δ is finite, then ∆1 ∼δ ∆2.
Before giving an effective characterization of bisimula-
tion functions, we define the following notations:
x =
[
x1
x2
]
, f(x, u1, u2) =
[
f1(x1, u1)
f2(x2, u2)
]
,
g(x) = g1(x1)− g2(x2).
Intuitively, a bisimulation function is a function which
bounds the distance between the observations of ∆1 and
2
∆2 and which does not increase during the parallel evo-
lution of the systems. More formally, for smooth func-
tions with finite values on Rn1 × Rn2 we can show the
following result:
Theorem 2 Let q : Rn1 ×Rn2 → R+ be a continuously
differentiable function and α ≥ 0. If for all x ∈ Rn1 ×
R
n2 ,
q(x) ≥ ‖g(x)‖2, (3)
and for all x ∈ Rn1 × Rn2 such that q(x) ≥ α2,
sup
u1∈U1
inf
u2∈U2
∇q(x) · f(x, u1, u2) ≤ 0, (4)
sup
u2∈U2
inf
u1∈U1
∇q(x) · f(x, u1, u2) ≤ 0. (5)
Then, V (x1, x2) = max(
√
q(x), α) is a bisimulation
function between ∆1 and ∆2.
The proof of this result is stated in appendix. An inter-
pretation of the form of the bisimulation function can
be given as follows: the term q(x) stands for the error
of approximation of the transient dynamics whereas α
stands for the error of approximation of the asymptotic
dynamics and is thus independent of the initial states of
the systems.
2.2 Related notions
Compared to other approximation frameworks for con-
tinuous systems such as model reduction techniques [2],
the problemwe consider is quite different andmuchmore
natural for some applications such as safety verification
which motivated this work. First, approximation of the
input-output mapping is not our main concern. In gen-
eral, the systems we compare even have different sets of
inputs. Second, contrarily to the model reduction frame-
work, the transient dynamics of the systems are not ig-
nored during the approximation process. In fact, the
quality of the approximation may critically depend on
the set of initial states. Finally, the error bounds we com-
pute are based on the L∞ norm whereas standard model
reduction techniques [2] deal with L2 or H∞ norms. In
philosophy, our approach is closer to the regulator prob-
lem [27] and more generally to the model matching prob-
lem [23]. The main difference is that we do not want the
systems behaviors to match exactly nor asymptotically
but that they remain within given error bounds for the
L∞ norm.
Also, Theorem 2 allows us to relate bisimulation func-
tions and approximate bisimilarity to some other notions
in control theory such as robust control Lyapunov func-
tions, input to output stability and incremental stabil-
ity. We give a short informal discussion of these relations
as a rigorous analysis of the connections between these
notions is out of the scope of this paper.
There are similarities between the notions of bisimula-
tion function and of robust control Lyapunov function
[9] for output stabilization of the composite system given
by vector field f and observation function g. Let us con-
sider the input u1(.) as a disturbance and the input u2(.)
as a control variable in equation (4). Then, the interpre-
tation of this inequality is that for all disturbances there
exists a control such that the bisimulation function de-
creases when the output is far from 0. This means that
the choice of u2(.) can be made with the knowledge of
u1(.). In comparison, a robust control Lyapunov func-
tion requires that there exists a control u2(.) such that
for all disturbances u1(.), the function decreases when
the output is far from 0. Thus, it appears that robust
control Lyapunov functions require stronger conditions
than bisimulation functions. If ∆1 and ∆2 are input to
output stable [24], then the composite system is also in-
put to output stable, thus there exists a function which
decreases for all inputs u1(.) and u2(.) when the system
output is far from 0. In spirit, it is clear that this func-
tion is also a bisimulation function. This should imply
that two input to output stable systems are approxi-
mately bisimilar. Further evidence of this will be given
in the following section for the class of linear systems.
Finally, let us remark that if ∆1 = ∆2 is an incremen-
tal globally asymptotically stable system [1], then there
exists a function which decreases for all inputs u1(.) and
u2(.) such that u1(.) = u2(.). This function can thus be
viewed as bisimulation function between ∆1 and itself.
3 Bisimulation Functions for Linear Systems
In this section, we show that for the class of constrained
linear systems, computationally effective characteriza-
tions of bisimulation functions can be given. Let us now
consider systems of the form:
∆i :
{
x˙i(t) = Aixi(t) +Biui(t),
yi(t) = Cixi(t),
, i = 1, 2 (6)
with xi(t) ∈ Rni , yi(t) ∈ Rp and xi(0) ∈ Ii where Ii is a
compact subset of Rni . The inputs ui(.) are measurable
functions with values in Ui, a compact convex subset of
R
mi . Ai, Bi and Ci are constant matrices of appropriate
dimension. We define the following notations
x =
[
x1
x2
]
, A =
[
A1 0
0 A2
]
, C =
[
C1 −C2
]
,
B1 =
[
B1
0
]
, B2 =
[
0
B2
]
.
Let us assume that both systems ∆1 and ∆2 are asymp-
totically stable (i.e. all the eigenvalues ofA1 andA2 have
strictly negative real parts). The non-stable case will be
considered later in the paper.
3
3.1 Truncated quadratic bisimulation functions
Regarding Lyapunov-like differential inequalities (4) and
(5) in Theorem 2 it is natural, for constrained linear
systems to cast the bisimulation functions in the class of
truncated quadratic functions:
V (x1, x2) = max(
√
xTMx,α) (7)
whereM is a positive semidefinite matrix. Then, a char-
acterization of V under the form of linear matrix inequal-
ities and optimization problems is given by the following
result:
Theorem 3 If there exists λ > 0, such that
M ≥ CTC (8)
ATM +MA+ 2λM ≤ 0 (9)
α ≥ 1
λ
sup
xTMx=1
(
sup
u1∈U1
inf
u2∈U2
xTM(B1u1 +B2u2)
)
(10)
α ≥ 1
λ
sup
xTMx=1
(
sup
u2∈U2
inf
u1∈U1
xTM(B1u1 +B2u2)
)
(11)
then, the function V (x1, x2) = max(
√
xTMx,α) is a
bisimulation function between ∆1 and ∆2.
Proof : Let q(x) = xTMx, equation (8) is equivalent to
equation (3). Let x ∈ Rn1 ×Rn2 such that xTMx ≥ α2.
Then, equation (10) implies that
sup
u1∈U1
inf
u2∈U2
xTM(B1u1 +B2u2) ≤ λα
√
xTMx.
Therefore,
sup
u1∈U1
inf
u2∈U2
2xTM(Ax+B1u1 +B2u2)≤
2xTMAx+ 2λα
√
xTMx.
Then, from equation (9)
sup
u1∈U1
inf
u2∈U2
2xTM(Ax+B1u1 +B2u2)≤
−2λxTMx+ 2λα
√
xTMx≤
−2λ
√
xTMx(
√
xTMx− α)≤ 0.
Thus, for all x ∈ Rn1 × Rn2 such that xTMx ≥ α2,
equation (4) holds. Similarly, from equations (9) and
(11), we can show that equation (5) holds. Then, from
Theorem 2, V is a bisimulation function between ∆1 and
∆2. ¥
An important consequence of Theorem 3 is that the class
of truncated quadratic bisimulation functions are uni-
versal for the class of stable constrained linear systems.
Proposition 1 Let ∆1 and ∆2 be asymptotically stable
constrained linear systems, then there exists a bisimula-
tion function of the form (7) between ∆1 and ∆2.
Proof : First, let us remark that (9) is equivalent to
ATλM +MAλ ≤ 0 (12)
where Aλ = A + λI. Since all the real parts of the
eigenvalues of A1 and A2 are strictly negative, it fol-
lows that there exists λ small enough such that, the real
parts of the eigenvalues of Aλ are all strictly negative.
Linear matrix inequality (8) is equivalent to say that
M = CTC +N where N is a positive semidefinite ma-
trix. Then, linear matrix inequality (12) becomes
ATλN +NAλ ≤ −(ATλCTC + CTCAλ). (13)
Let us remark that ATλC
TC + CTCAλ is a symmetric
matrix and then can be written as the difference be-
tween two positive semidefinite matrices Q+ and Q−:
ATλC
TC + CTCAλ = Q
+ − Q−. Let us consider the
Lyapunov equation ATλN +NAλ = −Q+. Since the real
parts of the eigenvalues of Aλ are all strictly negative,
there exists a unique solution N to this Lyapunov equa-
tion. This solution is positive semidefinite and clearly
satisfies (13). Thus M satisfies both linear matrix in-
equalities (8) and (9). Moreover,
sup
xTMx=1
(
sup
u1∈U1
inf
u2∈U2
xTM(B1u1 +B2u2)
)
≤
sup
u1∈U1
sup
u2∈U2
(
sup
xTMx=1
xTM(B1u1 +B2u2)
)
≤
sup
u1∈U1
sup
u2∈U2
√
(B1u1 +B2u2)TM(B1u1 +B2u2).
Since, U1 and U2 are compact sets, it is easy to see that
there exists α ≥ 0 such that (10) holds. By a symmetric
reasoning, there exists α ≥ 0 such that (11) also holds.¥
Corollary 1 Let ∆1 and ∆2 be asymptotically stable
constrained linear systems, then ∆1 and ∆2 are approx-
imately bisimilar.
Proof : The proof is straightforward from the fact that
the games given by equation (2) have obviously finite
values since I1 and I2 are compact sets. ¥
The previous result states that any two asymptotically
stable constrained linear systems ∆1 and ∆2 can be seen
as approximations of each other. However, the precision
δ with which ∆1 ∼δ ∆2 can be very large. An evaluation
of this precision is thus necessary in order to get useful
information on how well ∆2 approximates ∆1 and con-
versely.
4
3.2 Handling instability
When ∆1 and ∆2 are not asymptotically stable, the re-
sults of the previous sections cannot be used. Theorem 2
gives a characterization for a bisimulation function be-
tween ∆1 and ∆2 with finite values on R
n1 × Rn2 . Par-
ticularly, this implies that for any (x1, x2) ∈ Rn1 ×Rn2 ,
for any trajectory of ∆1 starting in x1, there exists a tra-
jectory of ∆2 starting in x2 and such that the distance
between the observations of these trajectories remains
bounded. When dealing with unstable dynamics, this is
generally not the case and therefore, bisimulation func-
tions with finite values on Rn1 × Rn2 cannot exist. In
the following, we search for bisimulation functions whose
values are finite on a subspace of Rn1 × Rn2 .
Let Eu,i (respectively Es,i) be the subspace of R
ni
spanned by the generalized eigenvectors of Ai associ-
ated with the eigenvalues whose real part is positive
(respectively strictly negative). Note that we have
Eu,i⊕Es,i = Rni . Let Pu,i and Ps,i denote the associated
projections. Eu,i and Es,i are invariant under Ai and
are called the unstable and the stable subspaces of the
system ∆i. Using a change of coordinates, the matrices
of system ∆i can be transformed into the following form
Ai =
[
Au,i 0
0 As,i
]
, Bi =
[
Bu,i
Bs,i
]
, Ci = [Cu,i Cs,i] ,
(14)
where all the eigenvalues of Au,i have a positive real part
and all the eigenvalues of As,i have a strictly negative
real part. Let us define the unstable subsystems of ∆i
∆u,i :
{
x˙u,i(t) = Au,ixu,i(t) +Bu,iui(t),
yu,i(t) = Cu,ixu,i(t)
where xu,i(t) ∈ Eu,i, yu,i(t) ∈ Rp, xu,i(0) ∈ Pu,iIi and
the inputs ui(.) are measurable functions with values in
Ui. For j ∈ {u, s}, we define the matrices
Aj =
[
Aj,1 0
0 Aj,2
]
, Cj =
[
Cj,1 −Cj,2
]
(15)
Bj,1 =
[
Bj,1
0
]
, Bj,2 =
[
0
Bj,2
]
.
and the projection defined by
Pjx =
[
Pj,1x1
Pj,2x2
]
.
The following theorem generalizes the result of Theorem
2 to the class of constrained linear systems with unstable
modes.
Theorem 4 Let Ru ⊆ Eu,1 × Eu,2 be a subspace satis-
fying:
Ru ⊆ ker(Cu), (16)
AuRu ⊆ Ru, (17)
Ru +Bu,1U1 = Ru −Bu,2U2. (18)
Let qs : Es,1 × Es,2 → R+ be a continuously differen-
tiable, and αs ≥ 0. If for all xs ∈ Es,1 × Es,2,
qs(xs) ≥ xTs CTs Csxs (19)
and for all xs ∈ Es,1 × Es,2 such that qs(xs) ≥ α2s,
sup
u1∈U1
inf
u2 ∈ U2
Bu,1u1 + Bu,2u2 ∈ Ru
∇qTs (xs)
(
Asxs +Bs,1u1 +Bs,2u2
) ≤ 0
(20)
sup
u2∈U2
inf
u1 ∈ U1
Bu,1u1 + Bu,2u2 ∈ Ru
∇qTs (xs)
(
Asxs +Bs,1u1 +Bs,2u2
) ≤ 0
(21)
Then, the function V : Rn1+n2 → R+ ∪ {+∞} defined
by V (x1, x2) = max(
√
qs(Psx), αs) if Pux ∈ Ru and
V (x1, x2) = +∞ otherwise, is a bisimulation function
between ∆1 and ∆2.
The proof of this result is stated in appendix. It can be
shown [21,26] that the subspace Ru is actually an exact
bisimulation relation between the unstable subsystems
∆u,1 and ∆u,2.
Similar to the case of stable systems, we can cast the
function qs in the class of quadratic forms. The proof of
the following result is similar to that of Theorem 3 and
is not stated here.
Theorem 5 LetRu ⊆ Eu,1×Eu,2 be a subspace satisfy-
ing equations (16), (17) and (18). If there exists λs > 0,
such that
Ms ≥ CTs Cs (22)
ATsMs +MsAs + 2λsMs ≤ 0 (23)
αs ≥
1
λs
sup
xTs Msxs=1
0
BBB@ supu1∈U1
inf
u2 ∈ U2
Bu,1u1 + Bu,2u2 ∈ Ru
x
T
sMs(Bs,1u1 +Bs,2u2)
1
CCCA
(24)
αs ≥
1
λs
sup
xTs Msxs=1
0
BBB@ supu2∈U2
inf
u1 ∈ U1
Bu,1u1 + Bu,2u2 ∈ Ru
x
T
sMs(Bs,1u1 +Bs,2u2)
1
CCCA
(25)
Then, the function V : Rn1+n2 → R+∪{+∞} defined by
V (x1, x2) = max(
√
xTPTs MsPsx, αs) if Pux ∈ Ru and
V (x1, x2) = +∞ otherwise, is a bisimulation function
between ∆1 and ∆2.
5
If there is a subspace Ru ⊆ Eu,1 ×Eu,2 satisfying equa-
tions (16), (17) and (18) then, similar to Proposition
1, we can show that there always exists a bisimulation
function as in Theorem 5 between ∆1 and ∆2. As a con-
sequence, we have:
Corollary 2 If there exists a subspace Ru satisfying
equations (16), (17) and (18), and such that for all xu,1 ∈
Pu,1I1, there exists xu,2 ∈ Pu,2I2 satisfying (xu,1, xu,2) ∈
Ru and conversely, (i.e. the unstable subsystems ∆u,1
and ∆u,2 are exactly bisimilar), then ∆1 and ∆2 are ap-
proximately bisimilar.
Proof : Let us consider the games given by equation (2).
For all x1 ∈ I1, there exists x2 ∈ I2 such that Pux ∈ Ru
then,
sup
x1∈I1
inf
x2∈I2
V (x1, x2) =
sup
x1∈I1
(
inf
x2∈I2, Pux∈Ru
max(
√
xTPTs MsPsx, αs)
)
.
Since I1 and I2 are compact sets, this game has a finite
value. ¥
4 Linear Systems Approximation
Projections are often used for linear systems approxima-
tion, in classical model reduction techniques [2] but also
in approaches based on exact simulation and bisimula-
tion relations [21,26]. In this section, we use the previ-
ous results to compute the precision of the approximate
bisimulation relation between a linear system with con-
strained inputs ∆1 of the form (6) and a projection ∆2.
Let us assume that the system ∆1 has been decomposed
into stable and unstable subsystems and that the matri-
ces A1, B1, C1 are of the form given by equation (14).
Given a surjective map x2 = Hx1, we define the projec-
tion of ∆1 as the linear system with constrained inputs
∆2 given by the matrices A2 = HA1H
+, B2 = HB1,
C2 = C1H
+, and the sets of initial states and inputs
I2 = HI1 and U2 = U1, where H
+ denotes the Moore-
Penrose pseudoinverse of H. For simplicity, we will as-
sume that the map H is of the form:
H =
[
Hu 0
0 Hs
]
.
Then,
A2 =
[
HuAu,1H
+
u 0
0 HsAs,1H
+
s
]
, B2 =
[
HuBu,1
HsBs,1
]
and C2 =
[
Cu,1H
+
u Cs,1H
+
s
]
.
Hence, the matricesA2,B2, C2 are also of the form given
by equation (14).
Lemma 1 The subspace Ru ⊆ Eu,1 × Eu,2 given by
Ru = {(xu,1, xu,2)| xu,2 = Huxu,1}
satisfies equations (16), (17) and (18) if and only if
Cu,1 =Cu,1H
+
u Hu, (26)
HuAu,1 =HuAu,1H
+
u Hu. (27)
In that case, ∆u,1 and ∆u,2 are exactly bisimilar.
Proof : Firstly, let us remark that equation (26) means
that Cu,1 − Cu,2Hu = 0 which is equivalent to Ru ⊆
ker(Cu). Secondly,equation (27) means that HuAu,1 =
Au,2Hu which is equivalent to AuRu ⊆ Ru. Finally, for
all u ∈ U1, HuBu,1u = Bu,2u. Since U1 = U2, equation
(18) holds. Therefore, Ru is an exact bisimulation re-
lation between T∆u,1 and T∆u,2 . From the specific form
of H, we have for all x1 ∈ Rn1 , HuPu,1x1 = Pu,2Hx1.
Then, for all xu,1 ∈ Pu,1I1, xu,1 = Pu,1x1 with x1 ∈ I1.
Let xu,2 = Huxu,1 = HuPu,1x1 = Pu,2Hx1, hence
xu,2 ∈ Pu,2I2 and (xu,1, xu,2) ∈ Ru. Similarly, for all
xu,2 ∈ Pu,2I2, xu,2 = Pu,2Hx1 with x1 ∈ I1. Let xu,1 =
Pu,1x1, then xu,1 ∈ Pu,1I1 and Huxu,1 = HuPu,1x1 =
Pu,2Hx1 = xu,2 and hence (xu,1, xu,2) ∈ Ru. Thus, ∆u,1
and ∆u,2 are exactly bisimilar. ¥
Let us assume that the mapHu is chosen such that equa-
tions (26) and (27) hold and that the map Hs is such
that the eigenvalues of the matrix HsAs,1H
+
s have all
a strictly negative real part. Then, from previous sec-
tions, we know that there exists a bisimulation function
between ∆1 and ∆2 as in Theorem 5. Let As, Bs,1, Bs,2
and Cs be defined as in equation (15). There exist a ma-
trix Ms and a real number λs > 0 satisfying equations
(22) and (23). Let us define the matrix
Qs =
[
I HTs
]
Ms
[
I
Hs
]
.
Theorem 6 Let αs be defined by
αs =
1
λs
sup
u1∈U1
√
uT1 B
T
s,1QsBs,1u1. (28)
Then, the function V : Rn1+n2 → R+∪{+∞} defined by
V (x1, x2) = max(
√
xTPTs MsPsx, αs) if Pux ∈ Ru and
V (x1, x2) = +∞ otherwise is a bisimulation function
between ∆1 and ∆2.
Proof : We assumed that Hu is such that Ru satisfies
equations (16), (17), (18). Furthermore, Ms and λs sat-
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isfy equations (22) and (23). Now, let us remark that
αs =
1
λs
sup
u1∈U1
√
uT1 (Bs,1 +Bs,2)
TMs(Bs,1 +Bs,2)u1
=
1
λs
sup
xTs Msxs
(
sup
u1∈U1
xTsMs(Bs,1 +Bs,2)u1
)
.
Since U1 = U2, this equation implies that equations (24)
and (25) hold. Then, fromTheorem 5, V is a bisimulation
function between ∆1 and ∆2. ¥
FromTheorem 1, the precision of the approximate bisim-
ulation relation between ∆1 and ∆2 can then be evalu-
ated by solving the games given by equation (2).
Theorem 7 Let αs be defined as in equation (28), let βs
be defined as
βs = sup
x1∈I1
√
xT1 P
T
s,1QsPs,1x1. (29)
Let δ = max(αs, βs). Then, ∆1 ∼δ ∆2.
Proof : Let us remark that
βs = sup
x1∈I1
√√√√[ xT1 PTs,1 xT1 PTs,1HTs ]Ms
[
Ps,1x1
HsPs,1x1
]
.
From the block diagonal structure of H we have that
Ps,2H = HsPs,1. Hence,
βs = sup
x1∈I1
√√√√[ xT1 xT1HT ]PTs MsPs
[
x1
Hx1
]
= sup
x1∈I1,x2=Hx1
√
xTPTs MsPsx
≥ sup
x1∈I1
(
inf
x2∈I2, Pux∈Ru
√
xTPTs MsPsx
)
.
Similarly, we also have,
βs ≥ sup
x2∈I2
(
inf
x1∈I1, Pux∈Ru
√
xTPTs MsPsx
)
.
Hence, the values of the games in equation (2) are
bounded by max(αs, βs) which implies, from Theorem 1,
that the systems ∆1 and ∆2 are approximately bisimilar
with the precision δ. ¥
We presented a method to evaluate the precision of
the approximate bisimulation relation between a con-
strained linear system and its projection. From the com-
putational point of view, it requires to solve the linear
matrix inequalities (22) (23). Then, if we assume that
I1 and U1 are polytopes, the precision of the approxi-
mate bisimulation relation between a constrained linear
system and its projection can be computed by solving
two linear quadratic programs given by equations (28)
and (29). Solving the linear matrix inequalities can be
done using semi-definite programming [25]. It should
be noted that the smaller the matrix Qs the smaller
the precision δ. Hence, to get a tight evaluation of the
precision of the approximate bisimulation relation be-
tween ∆1 and ∆2, it is useful to add to the semi-definite
program a linear objective function which can be, for in-
stance, the trace of Qs. An important parameter in this
method is the strictly positive scalar λs. On one hand,
λs must be chosen small enough so that the eigenvalues
of As + λsI have a strictly negative real part. On the
other hand, it appears experimentally that the larger
λs, the better the evaluation of the precision of the
approximate bisimulation relation between ∆1 and ∆2.
An open question is how do we choose the surjective map
H so that the precision of the approximate bisimulation
relation between ∆1 and its projection ∆2 of desired di-
mension isminimal. First, it is to be noted that the choice
of Hu is quite restricted. Any bijective map is obviously
an admissible choice for Hu. Using exact bisimulation
reduction techniques [21,26], admissible surjective but
non-bijective maps Hu can be chosen. The choice of Hs
is much less constrained and thus much more difficult.
For instance, it can be chosen according to traditional
model reduction techniques such as balanced truncation
[2]. It appears that in the context of approximate bisim-
ulation these techniques have quite poor results. This is
due to the fact that traditional model reduction tech-
niques aim to approximate the input-output mapping
associated to a linear system: the transient behavior is
completely ignored (the initial state is assumed to be
0). We have seen that in the context of approximate
bisimulation, the transient phase is as important as the
asymptotic phase. Therefore, it is not surprising that
model reduction techniques are not of great help for the
choice of the map Hs. Then, Hs can be chosen using the
following heuristic. Define Hs as the projection on the
subspace of Es,1 of desired dimension, invariant under
As,1 and which is the most likely to minimize the opti-
mal value of the optimization problems (28) and (29).
Experimentally, it appears that, most of the time, this
heuristic gives better result than model reduction tech-
niques. However, it is clearly not optimal. Further re-
search is definitely needed to design better methods to
find a good map Hs.
Our method has been implemented in a Matlab tool-
box available for download: MATISSE (Metrics for Ap-
proximate TransItion Systems Simulation and Equiva-
lence [11]). It uses several toolboxes such as the Multi-
Parametric Toolbox [18] for polytopes manipulation, the
interface YALMIP [19] to translate linear matrix in-
equalities into semi-definite programs which are solved
by the toolbox SEDUMI [25]. MATISSE allows the re-
7
duction of a constrained linear system ∆1 to a system
∆2 of given dimension, and the computation of the pre-
cision of the approximate bisimulation relation between
∆1 and ∆2.
5 Application to Safety Verification
In this section, we show an example of application of the
toolbox MATISSE 1 . Let us consider ∆1, a constrained
linear system as in equation (6) where the matrices
A1 =


1 0 −0.4 2 0.24 1.6 −0.6 0 0.54 0
0 0.8 −2 −0.3 4 −0.5 0 0.3 0 −0.18
0 0 0 4 0 0 0 0 0 0
0 0 −4 0.2 0 0 0 0 0 0
0 0 0 0 −0.2 −8 0 0 0 0
0 0 0 0 8 −0.2 0 0 0 0
0 0 0 0 0 0 −0.3 0 0 0
0 0 0 0 0 0 0 −0.7 0 0
0 0 0 0 0 0 0 0 −0.8 0
0 0 0 0 0 0 0 0 0 −1

 ,
B1 is the 10×10 identity matrix and C1 is the projection
matrix over the first two components of R10. The set of
inputs is U1 = [−0.1, 0.1]10 and the set of initial states is
I1 = [2.9, 3.1]× [−0.1, 0]× [1.9, 2]5× [2.4, 2.6]× [1.9, 2.1]2
Let T > 0, we define the reachable set of ∆1 on [0, T ] as
Reach[0,T ](∆1), the subset of R
p consisting of the points
y1 such that there exists an input u1(.) of ∆1, an initial
state x1 ∈ I1 and a time τ ∈ [0, T ] such that the solution
of x˙1(t) = A1x1(t) + B1u1(t), x1(0) = x1 satisfies y1 =
C1x1(τ). We would like to verify that the system satisfy
the following safety property:
Reach[0,T ](∆1) ∩Unsafe = ∅
where Unsafe is a set of observations associated with
unsafe states of the system. Here, the inputs u1(.) have
to be seen as internal disturbances introducing non-
determinism in the behavior of ∆1 rather than control
inputs. Safety verification can be handled by reachabil-
ity analysis for which several computational techniques
have been developed [3,5,17,20]. Though recent progress
has been made in the reachability analysis of high di-
mensional systems [10,16,28], it remains one of the most
challenging issues of the verification of continuous and
hybrid systems, motivating the use of simple approxi-
mate models for the verification of complex systems. Let
∆2 be a constrained linear system such that ∆1 ∼δ ∆2,
then it is easy to show that
Reach[0,T ](∆1) ⊆ N (Reach[0,T ](∆2), δ)
where N (., δ) denotes the δ neighborhood of a set. Con-
sequently, to prove that ∆1 is safe, it is sufficient to ver-
ify that
Reach[0,T ](∆2) ∩N (Unsafe, δ) = ∅.
1 This example is available as a demo file in MATISSE.
∆1 has a four dimensional unstable subsystem ∆u,1.
From Corollary 2, ∆1 and ∆u,1 are approximately bisim-
ilar. Following the method described in the previous sec-
tion we evaluate the precision of the approximate bisim-
ulation relation between these two systems. The compu-
tations give δ = 1.9027. We computed the reachable sets
(for T = 2) of both systems using zonotope techniques
for reachability analysis of constrained linear systems
[10] implemented in MATISSE. In Figure 1, we repre-
sented the reachable sets of the ten dimensional system
and of its four dimensional approximation. We can see
that the approximation does not allow us to conclude
though ∆1 is actually safe.
2 4 6 8 10 12 14 16 18 20 22
−15
−10
−5
0
2 4 6 8 10 12 14 16 18 20 22
−15
−10
−5
0
2 4 6 8 10 12 14 16 18 20 22
−15
−10
−5
0
Fig. 1. Reachable sets of the original ten dimensional system
(top left) and of its four dimensional and six dimensional
approximations (top right and bottom). The disk on the left
figure and the inner disks on the right and bottom figure
represent the set Unsafe. The outer disks on the right and
bottom figures consist of the set of points whose distance
to Unsafe is smaller than the precision of the approximate
bisimulation relation between ∆1 and its approximation.
Therefore, we need to refine the approximation. We con-
sider a six dimensional approximation ∆2 which is a
combination of the unstable subsystem ∆u,1 with a sta-
ble subsystem. Then, from Corollary 2, we know that ∆1
and ∆2 are approximately bisimilar. The better the sta-
ble subsystem of ∆2 approximates the stable subsystem
of ∆1, the better the system ∆2 approximates system
∆1. For our example, we chose the stable subsystem of
∆2 as the projection of the stable subsystem of ∆1 on
the two dimensional space spanned by the eigenvectors
associated to the two largest eigenvalues of the matrix
As,1. The precision of the approximate bisimulation re-
lation between ∆1 and ∆2 evaluated by the method pre-
sented in the previous section is δ = 0.76329. We can
see on Figure 1 that the approximation of ∆1 by the six
dimensional system ∆2 allows us to check the safety of
∆1.
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This example also illustrates the important point that
robustness simplifies verification. Indeed, if the distance
between Reach[0,T ](∆1) and Unsafe would have been
larger then the approximation of ∆1 by its unstable sub-
system might have been sufficient to check the safety
of ∆1. Generally, the more robustly safe a system is,
the larger the distance from the unsafe safe, resulting in
larger model compression and easier safety verification.
6 Conclusion
In this paper, we applied the framework of system ap-
proximation based on approximate versions of bisimu-
lation relations to a class of constrained linear systems.
We presented a class of functions which provide univer-
sal bisimulation functions for such systems. An impor-
tant consequence, is that any two systems with exactly
bisimilar unstable subsystems are approximately bisim-
ilar. We gave effective characterizations for this class of
bisimulation functions allowing us to develop an efficient
method to compute the precision of the approximate
bisimulation relation between a system and a projection.
This method only requires to solve a set of linear ma-
trix inequalities and two linear quadratic programs and
is therefore computationally effective.
This method has been implemented within a Matlab
toolbox, MATISSE [11]. MATISSE allows the reduction
of a constrained linear system to a system of given di-
mension and the computation of the precision of the
approximate bisimulation relation between the original
system and its approximation. An example of applica-
tion was shown. We saw that, coupled to reachable set
computation methods, it can be used to solve more effi-
ciently the safety verification problem of linear systems.
Future research includes extending the results for linear
systems to stochastic linear systems. We also aim to de-
velop such computational techniques for nonlinear and
hybrid systems.
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A Proof of Theorem 2
The proof of Theorem 2 requires several preliminary re-
sults.
Lemma 2 Let i = 1, 2, xi ∈ Rni and T > 0, then for all
inputs ui(.) of∆i, the solution of x˙i(t) = fi(xi(t), ui(t)),
xi(0) = xi satisfies for all t, t
′ ∈ [0, T ], with t ≤ t′
‖xi(t′)− xi(t)‖ ≤ sup
ui∈Ui
‖fi(xi(t), ui)‖e
λi(t
′
−t) − 1
λi
where λi is the Lipschitz constant of fi.
The proof of this result is not stated here but is a
straightforward consequence of Filippov’s Theorem (see
[4], p.170).
Lemma 3 Let (x1, x2) ∈ Rn1 × Rn2 and T > 0, then
for all ε > 0, there exists h > 0 such that for all inputs
u1(.) and u2(.) of ∆1 and ∆2, the solutions of x˙i(t) =
fi(xi(t), ui(t)), xi(0) = xi satisfy for all u1 ∈ U1, u2 ∈
U2, t, t
′ ∈ [0, T ], with t ≤ t′ ≤ t+ h
|∇q(x(t))·f(x(t), u1, u2)−∇q(x(t′))·f(x(t′), u1, u2)| ≤ ε
T
where x(t) = (x1(t), x2(t)).
Proof : From Lemma 2, we have for all t ∈ [0, T ],
‖xi(t)‖ ≤ ‖xi‖+ sup
ui∈Ui
‖fi(xi, ui)‖e
λiT − 1
λi
= mi.
Note that Ci = {zi ∈ Rni , ‖zi‖ ≤ mi} is a compact set.
Then, since ∇q(z) · f(z, u1, u2) is continuous on Rn1 ×
R
n2 × Rm1 × Rm2 it is uniformly continuous on C1 ×
C2 × U1 × U2. Particularly, for all ε > 0, there exists
ξ > 0 such that for all u1 ∈ U1, u2 ∈ U2, z1, z′1 ∈ C1,‖z1 − z′1‖ ≤ ξ and z2, z′2 ∈ C2, ‖z2 − z′2‖ ≤ ξ,
|∇q(z) ·f(z, u1, u2)−∇q(z′) ·f(z′, u1, u2)| ≤ ε
T
. (A.1)
From Lemma 2, we have for all t, t′ ∈ [0, T ], with t ≤ t′,
‖xi(t′)− xi(t)‖ ≤ sup
xi∈Ci,ui∈Ui
‖fi(xi, ui)‖e
λi(t
′
−t) − 1
λi
Therefore, there exists h > 0, such that for all t, t′ ∈
[0, T ], with t ≤ t′ ≤ t+ h,
‖x1(t′)− x1(t)‖ ≤ ξ and ‖x2(t′)− x2(t)‖ ≤ ξ. (A.2)
Then, equations (A.1) and (A.2) allow us to conclude.
¥
Lemma 4 Let q be a function as in Theorem 2. Let
(x1, x2) ∈ Rn1 × Rn2 satisfying q(x) ≥ α2, and T > 0,
then for all inputs u1(.) of ∆1, for all ε > 0, there
exists an input u2(.) of ∆2, such that the solutions of
x˙i(t) = fi(xi(t), ui(t)), xi(0) = xi satisfy
∀t ∈ [0, T ], q(x(t)) ≤ q(x) + ε.
Proof : Let h > 0 be given as in Lemma 3 (we assume
without loss of generality that T/h = N ∈ N). From
equation (4), there exists an input u2(.) of ∆2 such that
for all t ∈ [0, h], ∇q(x) · f(x, u1(t), u2(t)) ≤ 0. Let us
remark that for all t ∈ [0, h],
q(x(t))− q(x) =
∫ t
0
∇q(x(s)) · f(x(s), u1(s), u2(s))ds.
Then, from Lemma 3, for all t ∈ [0, h],
q(x(t))− q(x)≤∫ t
0
∇q(x(0)) · f(x(0), u1(s), u2(s)) + ε/T ds≤ hε
T
.
Now let us assume that for some i ∈ {1, . . . , N−1} there
exists an input u2(.) of ∆2 such that
∀t ∈ [0, ih], q(x(t))− q(x) ≤ ihε
T
. (A.3)
We showed that this is true for i = 1. If q(x(ih)) ≥ α2,
then, according to equation (4), we can choose u2(.) of
∆2 such that
∀t ∈ [ih, (i+1)h], ∇q(x(ih)) · f(x(ih), u1(t), u2(t)) ≤ 0.
Then, from Lemma 3, for all t ∈ [ih, (i+ 1)h],
q(x(t))− q(x(ih))≤∫ t
ih
∇q(x(ih)) · f(x(ih), u1(s), u2(s)) + ε/T ds≤ hε
T
.
Together with equation (A.3), we have
∀t ∈ [ih, (i+ 1)h], q(x(t))− q(x) ≤ (i+ 1)hε
T
.
If q(x(ih)) < α2. Let v2(.) be an input of ∆2, let z2(.) be
the solution of z˙2(t) = f2(z2(t), v2(t)), z2(ih) = x2(ih).
If for all t ∈ [ih, (i + 1)h], q(x1(t), z2(t)) ≤ α2, then
we choose for all t ∈ [ih, (i + 1)h], u2(t) = v2(t) and
therefore for all t ∈ [ih, (i+ 1)h],
q(x(t))− q(x) ≤ α2 − q(x) ≤ 0 ≤ (i+ 1)hε
T
.
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Otherwise, let t∗ ∈ (ih, (i+ 1)h) be the first time when
q(x1(t
∗), z2(t
∗)) = α2. Let x∗ = (x1(t
∗), z2(t
∗)). Then,
according to equation (4), we can choose u2(.) of ∆2
such that for all t ∈ [ih, t∗), u2(t) = v2(t) and for all
t ∈ [t∗, (i+ 1)h], ∇q(x∗) · f(x∗, u1(t), u2(t)) ≤ 0. Then,
from Lemma 3, for all t ∈ [t∗, (i+ 1)h],
q(x(t))− q(x(t∗))≤∫ t
t∗
∇q(x∗) · f(x∗, u1(s), u2(s)) + ε/T ds≤ hε
T
.
Hence, for all t ∈ [ih, (i+ 1)h],
q(x(t))− q(x) ≤ q(x(t))− q(x(t∗)) ≤ hε
T
≤ (i+ 1)hε
T
.
Then equation (A.3) holds for all i ∈ {1, . . . N} and
particularly (for i = N) there exists an input u2(.) of ∆2
such that for all t ∈ [0, T ], q(x(t))− q(x) ≤ ε. ¥
Lemma 5 Let q be a function as in Theorem 2. Let
(x1, x2) ∈ Rn1 × Rn2 satisfying q(x) ≥ α2, and T > 0,
then for all inputs u1(.) of ∆1, there exists an input u2(.)
of ∆2, such that the solutions of x˙i(t) = fi(xi(t), ui(t)),
xi(0) = xi satisfy
∀t ∈ [0, T ], q(x(t)) ≤ q(x).
Proof : Let {εn}n∈N be a decreasing sequence converg-
ing to 0. From Lemma 4, for all n ∈ N, there exists
an input un2 (.) of ∆2 such that the solution of x˙
n
2 (t) =
f2(x
n
2 (t), u
n
2 (t)), x
n
2 (0) = x2 satisfy for all t ∈ [0, T ],
q(x1(t), x
n
2 (t)) ≤ q(x)+εn. We can prove (see [4], p.101)
that the set S2(x2) consisting of the functions z2(.) such
that z˙2(t) = f2(x2(t), u2(t)) with z2(0) = x2 for some
input v2(.) of ∆2 is a compact subset of the space of
continuous functions supplied with the topology of uni-
form convergence on compact intervals. Therefore, there
exists a subsequence {xnk2 (.)}k∈N which converges uni-
formly on [0, T ] to some x2(.) in S2(x2). The end of the
proof is straightforward. ¥
We can now prove Theorem 2. Let δ ≥ 0, let (x1, x2) ∈
R
n1 × Rn2 , such that V (x1, x2) = max(
√
q(x), α) ≤ δ.
First, let us remark that from equation (3), we have
‖g1(x1) − g2(x2)‖ ≤
√
q(x) ≤ V (x1, x2) ≤ δ. Thus,
the first property of Definition 1 is satisfied. Let T >
0 and u1(.) an input of ∆1, if q(x) ≥ α2 then from
Lemma 5, there exists an input u2(.) of ∆2, such that
the solutions of x˙i(t) = fi(xi(t), ui(t)), xi(0) = xi sat-
isfy for all t ∈ [0, T ], V (x1(t), x2(t)) ≤
√
q(x) ≤ δ.
If q(x) < α2, let v2(.) be an input of ∆2, let z2(.) be
the solution of z˙2(t) = f2(z2(t), v2(t)), z2(0) = x2. If
for all t ∈ [0, T ], q(x1(t), z2(t)) ≤ α2, then we choose
for all t ∈ [0, T ], u2(t) = v2(t) and therefore for all
t ∈ [0, T ], V (x1(t), x2(t) ≤ α2 ≤ δ. Otherwise, let t∗ ∈
(0, T ) be the first time when q(x1(t
∗), z2(t
∗)) = α2.
Let x∗ = (x1(t
∗), z2(t
∗)). Then, from Lemma 5, we can
choose an input u2(.) of ∆2 such that for all t ∈ [0, t∗),
u2(t) = v2(t), and for all t ∈ [t∗, T ], the solution of
x˙2(t) = f2(x2(t), u2(t)), x2(t
∗) = z2(t
∗) satisfies for all
t ∈ [t∗, T ], V (x1(t), x2(t)) ≤
√
q(x(t∗)) = α2. Then,
for all t ∈ [0, T ], V (x1(t), x2(t)) ≤ α2 ≤ δ. Then, the
second property of Definition 1 holds. Similarly, we can
show that the third property of Definition 1 holds as well
which leads to the conclusion of Theorem 2.
B Proof of Theorem 4
The technical details of the proof are similar to that of
Theorem 2: using the same kind of arguments than the
ones leading to Lemma 5, we can show the following
result.
Lemma 6 LetRu ⊆ Eu,1×Eu,2 be a subspace satisfying
equations (16), (17) and (18), let qs be a function as in
Theorem 4. Let (x1, x2) ∈ Rn1×Rn2 satisfying Pux ∈ Ru
and qs(Psx) ≥ α2s, let T > 0, then for all inputs u1(.) of
∆1, there exists an input u2(.) of ∆2, such that
∀t ∈ [0, T ], Bu,1u1(t) +Bu,2u2(t) ∈ Ru
and the solutions of x˙i(t) = Aixi(t)+Biui(t), xi(0) = xi
satisfy
∀t ∈ [0, T ], qs(Psx(t)) ≤ qs(Psx).
Let us prove Theorem 4. Let δ ≥ 0, let (x1, x2) ∈ Rn1 ×
R
n2 , such that V (x1, x2) ≤ δ. Then, we must have Pux ∈
Ru and therefore V (x1, x2) = max(
√
qs(Psx), α). First,
let us remark that from equation (16),
‖C1x1 − C2x2‖ = ‖CsPsx+ CuPux‖ = ‖CsPsx‖.
Then, from equation (19), we have ‖C1x1 − C2x2‖ ≤√
qs(Psx) ≤ V (x1, x2) ≤ δ. Thus, the first property of
Definition 1 is satisfied. Let T > 0 and u1(.) an input
of ∆1, if qs(Psx) ≥ α2s then from Lemma 6, there exists
an input u2(.) of ∆2, such that the solutions of x˙i(t) =
Aixi(t) + Bui(t), xi(0) = xi satisfy for all t ∈ [0, T ],
qs(Psx(t)) ≤ qs(Psx) ≤ δ and Bu,1u1(t) + Bu,2u2(t) ∈
Ru. Moreover since Eu,1 and Eu,2 are invariant under
A1 and A2, we have that
Pux(t) = e
AutPux
+
∫ t
0
eAu(t−s)
(
Bu,1u1(s) +Bu,2u2(s)
)
ds.
Thus, for all t ∈ [0, T ], it is clear that Pux(t) ∈ Ru
and therefore for all t ∈ [0, T ], V (x1(t), x2(t)) =
max(
√
qs(Psx(t)), αs) ≤ δ. If qs(Psx) < α2s, let
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v2(.) be an input of ∆2 such that for all t ∈ [0, T ]
Bu,1u1(t) +Bu,2v2(t) ∈ Ru. Let z2(.) be the solution of
z˙2(t) = A2z2(t) + B2v2(t), z2(0) = x2. Clearly, for all
t ∈ [0, T ], (Pu,1x1(t), Pu,2z2(t)) ∈ Ru. If for all t ∈ [0, T ],
qs(Ps,1x1(t), Ps,2z2(t)) ≤ α2s, then we choose for all
t ∈ [0, T ], u2(t) = v2(t) and therefore for all t ∈ [0, T ],
V (x1(t), x2(t) ≤ α2s ≤ δ. Otherwise, let t∗ ∈ (0, T ) be
the first time when qs(Ps,1x1(t
∗), Ps,2z2(t
∗)) = α2. Let
x∗ = (x1(t
∗), z2(t
∗)). Then, from Lemma 5, we can
choose an input u2(.) of ∆2 such that for all t ∈ [0, t∗),
u2(t) = v2(t), and for all t ∈ [t∗, T ], the solution of
x˙2(t) = A2x2(t) + B2u2(t), x2(t
∗) = z2(t
∗) satisfies
for all t ∈ [t∗, T ], qs(Psx(t)) ≤ qs(Psx(t∗)) = α2 and
Bu,1u1(t) + Bu,2u2(t) ∈ Ru. Then, for all t ∈ [0, T ],
V (x1(t), x2(t)) ≤ α2 ≤ δ. Then, the second property of
Definition 1 holds. Similarly, we can show that the third
property of Definition 1 holds as well which leads to the
conclusion of Theorem 4.
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