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Social Networking Services such as Facebook, Twitter, Instagram, and Google+, 
allow us to communicate with people across the globe with great ease. We are able 
to find like-minded people anywhere in the world and share ideas with them about 
anything. The networks that arise from these activities are digitally recorded, 
creating a multitude of data on human interactions. The availability of such 
structured data has sparked new interest in the fields of Social Network Extraction 
and Analysis, especially within the computer science domain. However, social 
networks are not a new phenomenon. In fact, they have always formed the basis of 
society as we know it, which grows and evolves through our relationships and 
interactions with one another. As such, Social Network Analysis (SNA) has a long 
history as a research methodology within the social sciences (Wasserman & Faust, 
1994). It has been applied to answer questions related to decision making processes 
(Bavelas, 1950; Laumann & Pappi, 1973; Laumann, Marsden, & Galaskiewicz, 
1977), diffusion of innovations (Coleman, Katz, & Menzel, 1957; Coleman, Katz, & 
Menzel, 1966; Rogers E. M., 1979), fraud and corporate interlocking, which occurs 
when corporate board members serve on boards of multiple corporations at the 
same time (Levine, 1972; Mizruchi & Schwartz, 1992), social support (Gottlieb, 
1981; Wellman & Wortley, 1990), and more. One research area where use of SNA is 
less prolific is Social History. Still, study of the networks of people and 
organizations underlying historic events or movements could also lead to new 
insights for social historians. An example of this new insight is found in the work of 
(Düring, 2015) who investigates covert support networks that existed for persecuted 
Jews in Germany during World War II. The networks in this study are constructed 
from varied sources, including autobiographical accounts and Gestapo 
interrogation reports, in a large manual undertaking. 1  The amount of effort 
required to process these, often free text and not digitized, sources to a format 
suitable for network analysis is one of the reasons why little research has been done 
on the formation and evaluation of longitudinal, historical social networks. Social 
historians are also reluctant in adopting methods originating from other fields, 
especially if these methods are automated, because they trust only their own 
judgment. Still, computer science, specifically Natural Language Processing (NLP), 
                                                   
  Parts of this Chapter have previously been published in: 
− Van de Camp, M., Van den Bosch, A. (2012). The socialist network. Decision Support Systems, 
53(4), 761-769. 
1 http://programminghistorian.org/lessons/creating-network-diagrams-from-historical-sources 
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provides tools that can be utilized to delineate indirect traces of real-world 
interactions from historical, secondary sources and reconstruct the underlying 
social networks, making SNA a feasible enterprise for any field using textual 
sources. 
 
This thesis describes methods for extracting social networks that are implicitly 
recorded in unstructured data, making them explicit and ordering them on a 
timeline, to facilitate computational analysis. The methods are applied to a social 
historical dataset of biographical, free text documents. The resulting network is 
evaluated through visualisations and comparisons to manual annotations on the 





Considering the art of scientific research, there exist as many opinions on what is 
“good” research as there are researchers. They each have their own beliefs about 
what is correct, interesting, scientifically valid, and whether or not such terms even 
apply. For instance, the idea of interdisciplinary research is generally more 
contested than monodisciplinary research. This especially seems to be the case for 
researchers in the social sciences when it comes to the applicability and usability of 
computer science methods to their field. Although they can all bask in the idea of a 
super computer that finds them every piece of (textual) information related to their 
research, presenting it in an organized manner that highlights just the interesting 
bits that they are after, most are convinced that this is merely a futuristic dream. 
They are more comfortable relying on their own mind’s processing capabilities. In 
some respects they are right in taking this stance. Most of the tools that are 
currently available for text analysis perform best on relatively simple tasks such as 
part of speech tagging or stemming. Tools needed for deeper semantic analysis that 
would reveal the information relevant to social scientists often produce output that 
is far too noisy for further use in a scientific context. 
 
That said, there is definitely something to be gained from the combination of the 
social and computer sciences. The research presented in this thesis is motivated by 
the belief that the application of simple, straightforward NLP methods to 
collections of textual data can enrich that data in such a manner that it is reusable 
within the field that it originated from, providing a benefit over limiting oneself to 
the use of only domain specific methods of data collection, processing, and 
presentation. Since we respect and understand the hesitance of social researchers to 
trust the validity of automatically annotated or generated data, we are motivated to 
illustrate the advantage of the use of these methods by applying them to an existing 
collection of texts, and displaying the enriched results in targeted visualizations 
designed to complement various parts of the research process. Moreover, we aim to 




and useful for a variety of tasks, providing a powerful new set of tools for textual 
analysis that could enhance research across multiple fields. 
1.2. Problem	Statement	and	Research	Questions	
 
Overall, social historians agree that a tool that automatically gathers all the “facts” 
for them would facilitate their research. We say “facts”, since the word itself can stir 
up quite a dispute in these circles. The nature of the data used in historically 
inspired research is almost always such that the information contained in it is 
multi-interpretable. History deals with other people’s accounts of what happened, 
and in the case of secondary sources, to other people. It may seem absurd to try to 
extract hard facts from such soft data, let alone use them for any meaningful form 
of analysis. The task of turning unstructured text into structured, quantifiable data 
is indeed a precarious one. However, it may be assumed that there is at least some 
consistency across sources, and near to complete consistency within a single source. 
 
The general assumption made in the field of NLP is that, if a dataset is of 
considerable size and consistent in its contents as well as its style and use of 
language, recurring patterns will form that can be detected, and sometimes 
replicated or even predicted, uncovering the underlying structure and meaning. 
The obvious limitation of this kind of method is the fact that it can only uncover 
things that are represented in the data enough to form a detectable pattern. Under 
this assumption, we argue that considering a data source in isolation from its 
historical real-world context, and processing it using techniques developed for 
more straightforward tasks and resources, can aid in extracting at least the most 
obvious facts that hold true within the context of the source under consideration. 
Furthermore, we postulate that visualization and further computational analysis of 
the extracted information can be of added value to (social historical) research, if not 
by inspiring spontaneous findings, then by saving time otherwise spent searching, 
annotating, or fact checking. 
 
The aim of this thesis is to decrease the reluctance of social historians – and social 
scientists in general – to use automated methods in their research by proving the 
suitability of state-of-the-art NLP methods for tasks related to their domain. We 
focus on social networks as a research tool for Social History and design a method 
that will simultaneously improve source accessibility and efficiency of information 
processing for this domain. The main issue to be addressed is summarized by the 
following problem statement. 
 
PS  Can computational methods be used to successfully extract a detailed 
social network from historical, textual data, enriching the data in 
such a way that is of added value to social historical research? 
 
The dataset that we use for our experiments consists of biographies written in 
modern Dutch. We identify two main tasks with regards to the extraction of social 
network data from our dataset, namely the recognition of named entities, and the 
1.3 Research Methodology 
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recognition of temporal expressions. This leads us to formulate the following 
research questions. 
 
RQ 1 To what degree can we reliably recognize and identify named entities 
in Dutch biographical text using state-of-the-art techniques? 
 
RQ 2 To what degree and level of specificity can we reliably recognize and 
normalize temporal information in Dutch biographical text using 
state-of-the-art techniques? 
 
To validate the outcome of our extraction process, we determine some basic 
characteristics of social network models from literature regarding Social Network 
Analysis and investigate whether our model shows similar characteristics. To this 
end we formulate a third research question. 
 
RQ 3 Do social network models constructed with the described method 
adhere to properties commonly observed in social networks? 
 
To answer our problem statement and research questions, we develop and adapt 
methods resulting in the following thesis contributions: 
 
1. Evaluation of the current state-of-the-art for Named Entity Recognition on 
Dutch biographical text; 
2. A robust, competitive method for Dutch Named Entity Disambiguation; 
3. An accurate method for Dutch Temporal Expression Recognition and 
Normalization; 
4. A method for constructing accurate social network models from 
unstructured text. 
5. Evidence that automated methods, even at the most basic level, can aid in 




The research methodology used in this thesis consists of five parts: (1) reviewing 
relevant literature, (2) analysing the findings, (3) selecting the most robust and 
straightforward methods for each task, (4) adapting and combining the found 
techniques to test their applicability within the social history domain, and (5) 
evaluating the results both quantitatively and qualitatively. 
 
First, we conduct a literature study to catalogue the main methods, aspects, and 
pitfalls within the fields of social network extraction, social network analysis, and 
relation extraction within the context of both social history and computer science. 
Literature specifically related to subparts of the research will be reviewed when 
applicable. Next, we analyse our findings to determine what techniques and 




these techniques and methods to design a unique set of tools capable of extracting 
the networks and relations underlying collections of unstructured text, and 
recombining them in an insightful way. 
 
We test the developed tools by applying them on a collection of historical, 
secondary sources that describe the actions and whereabouts of a group of several 
hundreds of people. A quantitative evaluation of the results against manually 
annotated data is performed at intermediate stages. The specific evaluation metrics 
used are explained in their respective chapters. Finally, the entire process is 
evaluated qualitatively by comparing the results to those generally obtained on 




Chapters 1 and 2 form the introduction to this thesis. The motivation, research 
questions, and methodology are given in Chapter 1. Chapter 2 introduces the field 
of Social History by providing a description of the chosen dataset and highlighting 
some of the challenges faced by researchers in the domain. We include a review of 
related literature in the fields of social network extraction, social network analysis 
and relati0n extraction. In Chapter 3 we detail our approach to the recognition and 
identification of entity names (RQ 1), followed by an explanation of our method for 
temporal normalisation in Chapter 4 (RQ 2). In Chapter 5 we investigate the 
validity of the enriched data by interpreting it as a dynamic social network 
structure and testing this structure for phenomena common to social networks (RQ 
3). Finally, we answer our problem statement and conclude the thesis with 






Social history might be defined negatively as the history of a people with the politics 
left out. 




Social History deals with the thoughts and actions of the common man, and their 
effects on the historical development of our society. It studies, for instance, under 
which circumstances certain ideas arise, how they spread through a community, 
and how they are ultimately combined and transformed into an ideology. These 
processes are all grounded in interactions between human beings. Networks 
provide a convenient way to model and study such interactions between entities in 
general, whether they are people, countries, computers, or even proteins in the 
human body. Consequently, network analysis has since long been recognized as a 
valuable asset to many fields in the social, natural, and computer sciences. When 
the concept of the social network first arose in the early 20th century, all annotation 
and analysis had to be done by hand. Under this constraint, the type of longitudinal 
data that would most benefit social historians is costly to acquire and therefore not 
many have ventured into this avenue. In recent years, however, the growing 
availability of powerful computers and the involvement of computer scientists in 
the field of social network analysis have opened doors to finally make such large-
scale endeavors feasible. Our approach combines methods from the field of Natural 
Language Processing, or more specifically, Text Mining, into a processing pipeline 
that extracts those elements from unstructured documents that are needed to 
construct the social networks underlying the data. 
 
We introduce the Social History domain in Section 2.1, followed by a description of 
our dataset in Section 2.2. Section 2.3 describes challenges in social historical 
research that we have identified and aim to mitigate with our approach. We 
                                                   
  Parts of this Chapter have previously been published in: 
− Van de Camp, M., Van den Bosch, A. (2011). A link to the past: constructing historical social 
networks. In Proceedings of the 2nd Workshop on Computational Approaches to Subjectivity and 
Sentiment Analysis (pp. 61- 69). Portland, Oregon, United States: ACL. 
− Van de Camp, M., Van den Bosch, A. (2012). The socialist network. Decision Support Systems, 
53(4), 761-769.  
− Van de Camp, M., & Christiansen, H. (2013). Resolving relative time expressions in Dutch text 
with Constraint Handling Rules. In D. Duchier, & Y. Parmentier, Constraint Solving and 
Language Processing (pp. 166-177). Orléans, France: Springer. 
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conclude the Chapter with an overview of related research, both from the social 




In its current form, Social History has existed as a research area since the early 
1960s and continues to be a dominant branch of historical research overall. 
Subfields of social history focus on specific subparts of the population, dividing 
people by gender, ethnicity, location, social status, profession etc. Labor history, for 
example, pertains to matters related to the working class, including everything from 
their personal well being to their organization into worker’s unions, political 
parties, and protest movements. One of the more dominant branches of social 
history is demographic history, which concerns research into population history 
based on statistical data, such as population registries and census data. 
 
The analytical methodology of social history most resembles that of the social 
sciences, approaching matters both from the collective and the individual 
perspective. Methods used can similarly vary along the spectrum from quantitative, 
where phenomena are examined using logical, quantifiable data and statistical 
analysis, to qualitative, where research relies more on contextually subjective 
observations. It is worth noting that, even in cases where research is performed 
purely on statistical data, the interpretation of results is never completely objective. 
The perspective of the interpreter always influences the interpretation. Therefore 
social historians tend to prefer the use of primary sources, such as letters, diaries, 
autobiographies, interviews, newspapers, census data, and even artwork, such as 
drawings, novels, and plays, to get a full understanding of their chosen research 
subject. When such sources are not readily available, they fall back to secondary 
sources, which generally include databases created post-hoc, textbooks, and 
biographies. 
 
The International Institute of Social History 2  (IISH) in Amsterdam, the 
Netherlands, hosts an extensive archive of data on global social history and serves 
as a meeting place for social historians from around the world. On account of its 
own Dutch origins, IISH’s archive includes, among others, a large collection of both 
primary and secondary sources regarding the worker’s movement in the 
Netherlands. They have graciously provided us access to parts of the collection for 
the current research. One of the secondary sources included in it is the Biographical 
Dictionary of Socialism and the Worker's Movement in the Netherlands 









A biography can be seen as a summary of the most important events in a person’s 
life. It mentions the most relevant people and organizations that the person 
interacts with, often in a chronological order. It allows us to follow the path that 
someone walked and to see things more or less from their perspective, although 
always combined with the interpretation of the author. The BWSA is a collection of 
5733 biographies that describe a relatively coherent group of politicians, artists, 
thinkers, and the like, who were paramount to the rise of socialism in the 
Netherlands. Their lives span a period from 1778 to 1998. The biographees 
interacted with each other both professionally and personally, all of which is 
summarized in the texts. People from all walks of life and all facets of the political 
spectrum (as it existed at the time) are represented in the collection, so it provides a 
very broad view on the Dutch Socialist movement. 
 
The biographies were written by over 200 different authors, which under normal 
circumstances would result in a high variety of styles and vocabularies. However, 
the BWSA is under constant review of an editorial board consisting of domain 
experts. They ensure that every biography in the collection adheres to the same 
format and that none of the documents contradict any other document content-
wise, which makes the BWSA a consistent and high quality source. At the surface, 
this is directly evident from the structure that is imposed on the biographies, which 
can be summarized as follows. The introductory paragraph starts with the name of 
the biographee in the format “LAST NAME, First Names”, followed by a short 
description of their significance to the Socialist movement and their dates and 
places of birth and death (Figure 2.1). Next, their parents are named, followed by a 
list of spouses, if any, in chronological order. If the biographee has any known 
aliases, these are listed at the end of the introduction. Parents and spouses generally 
do not reoccur unless they also have a biography in the collection. The biographee 
largely gets referenced by his or her last name, which is sometimes preceded by 
their initials to clarify their identity. Consequently, most of the person names 
mentioned in the introduction do not occur anywhere else in the BWSA. The 
remainder of the biography reports further details relevant to the domain and 
subject in chronological order from the biographee’s childhood through their 
professional life up to their death and legacy. It may contain as many paragraphs as 
are needed to complete the story. The length of the biographies therefore tends to 
vary: the shortest text has 308 tokens, while the longest has 7,188 tokens. The mean 
length is 1,546 tokens with a standard deviation of 784. 
 
We can quantitatively validate the consistency of a document collection, or corpus, 
by considering its vocabulary growth rate. Figure 2.2 shows the vocabulary growth 
curve for the entire BWSA, which consists of 888,190 tokens (words and 
punctuation markers), 49,523 types (uniquely occurring tokens), and 39,433 
lemmas (the “dictionary” word forms underlying the word types). The graph shows 
 
                                                   
3 All numbers and statistics are based on the BWSA as it was donated to the project in September 






Figure 2.1 – Introduction of the BWSA biography of Ferdinand Domela Nieuwenhuis. The parts marked in 
green are included as fields in the BWSA database. Parts marked in blue and orange hold useful information 
regarding Domela’s life (parents, spouses, dates of weddings etc.) and can be extracted using named entity 








the cumulative number of unique lemmas as a function of the number of words 
seen when considering all documents sequentially. Curves such as these generally 
show a rapid increase at the start after which the growth rate quickly decreases and 
then seemingly stabilizes (Heaps, 1978). The growth rate will keep decreasing slowly 







Figure 2.3 – Alphabetical index of biographies on the BWSA website, available at 
http://socialhistory.org/bwsa/bios. The middle column lists all available biographies with a short description 
about the biographee. The right column lists people that were born or passed away on the current day of the 
year, followed by recent edits made to the collection. 
 
 
First name Ferdinand 
Last name Nieuwenhuis 
Year of birth 1846 
Date of birth 31-12 
Year of death 1919 
Date of death 18-11 
Extra info (bekend als Ferdinand Domela Nieuwenhuis) 
pionier van het socialisme, stichter van het blad 
Recht voor Allen, later sociaal-anarchist 
 
Figure 2.4 – Example record from the BWSA database showing the information for Ferdinand Domela 
Nieuwenhuis. The record overlaps with the green parts in Figure 2.1. Non-informative fields pertaining to 







entire vocabulary of a language. This phenomenon is easily explained for Dutch 
corpora, since the language allows for use of closed compounds of arbitrary length4, 
meaning that nouns may be compounded into longer words to create new words. 
 
For comparison, we include the vocabulary growth for SoNaR-15, which is a 
million-word reference corpus of contemporary Dutch. When considering both 
curves, the growth curve of BWSA seems very smooth whereas the SoNaR-1 curve 
shows many clearly visible bumps. SoNaR-1 contains documents from various 
genres describing  
a multitude of topics. When the text transitions into a new genre or topic, many 
new words are introduced and the vocabulary growth rate temporarily increases, 
which is what we see in the graph. The BWSA, on the other hand, is very specific in 
its domain and storyline, which leads to a smaller and more homogeneous 
vocabulary. We do, however, notice the same effect in the BWSA growth curve on 
closer inspection, but at a much smaller scale: the introductory paragraph of each 
biography also leads to a temporary increase in the growth rate, due to the 
aggregation of unique names. 
 
IISH hosts the BWSA online.6 The documents are presented as separate pages, 
accessible either through an alphabetized index of person names (Figure 2.3) or via 
keyword search using Boolean operators (AND, OR, NOT). A query result links to 
the full article in which the search terms are highlighted. Links between documents 
are minimal: only the first mention of a person who also has a biography in the 
collection, links to that biography; succeeding mentions and non-BWSA entities 
are not linked.7 The links were added manually; doing this for all mentions would 
definitely be an arduous task. The biographies are accompanied by a database that 
holds such metadata as a person’s full name, dates of birth and death, and a short 
description of the role they played within the worker’s movement (Figure 2.4). 
These details are used to generate the index on the website. When we compare the 
database records to the introductory paragraphs (Figure 2.1 and Figure 2.4), we 
notice that there are many easily detectible pieces of information in the 
introduction that are missing from the database. Moreover, these pieces and the 
techniques used to extract them form the exact basis of our method of Social 
Network Extraction. This simple comparison already demonstrates the potential of 
straightforward text processing techniques for the social (historical) sciences, since 
their application to the BWSA will directly allow us to expand the current database, 
which otherwise would cost many man-hours. 
 
                                                   
4 A popular example of a long Dutch compound is the 53-letter word Kindercarnavalsoptocht-
voorbereidingswerkzaamhedenplan. It translates to: a plan for preparation activities for a children's 
carnival procession. 
5 http://tst-centrale.org/producten/corpora/sonar-corpus/6-85 (last accessed on July 27, 2015) 
6 http://www.socialhistory.org/bwsa/ 
7 The online version of the BWSA has been updated since the start of this thesis, making use of some 






The existence of highly curated collections such as the BWSA is a necessary 
precondition for successful qualitative research, especially in domains where the 
interpretation of the data is highly subjective, which is definitely the case for Social 
History. Without such sources it becomes increasingly difficult to define a common 
ground and make useful comparisons between different research efforts. However, 
the mere availability of sources does not provide any guarantees. In fact, we 
recognize several factors that still inhibit the efficacy of social historical research. 
We highlight three of such factors that we aim to alleviate with our approach: 
source accessibility, efficiency of examination, and the reluctance of social historical 




Since it is a secondary, modern source, the BWSA has the benefit of being available 
in digital form. However, large portions of the data concerning social history 
remain locked away in paper documents. In recent years, IISH has put much effort 
into the digitization of its paper archive in order to increase its accessibility and 
sustainability. Despite these efforts, a number of challenges continue to hinder the 
archive’s accessibility. 
 
The main technique used by IISH to digitize the archive is called Optical Character 
Recognition (OCR). It entails the conversion of scanned images of typed, printed, 
or even handwritten text into data that is interpretable by a computer. Since this 
process is not flawless, it introduces noise into the data, for instance in the form of 
spelling errors or unknown characters. At the time of writing, most of the interfaces 
that IISH provides to its archival data allow only straightforward queries that rely 
on exact string matching. OCR errors greatly inhibit the success rate of these types 
of searches, since relevant documents containing spelling variations of the query 
term are not included in the results. Researchers accessing the institute’s archive 
may therefore never find documents that are crucial to the research questions. 
 
Accessibility is further hindered by the fact that different collections within the 
archive still exist largely disconnected from one another. This is partly due to 
metadata standards for this field being plentiful and difficult to consolidate. In 
some cases items are manually classified by attaching descriptive labels from a 
predefined, ordered set before being added to the archive, which allows for some 
structured querying over a partially integrated section of the total archive. 
Intelligent queries across larger subsets would aid researchers in quickly retrieving 
all documents related to their search, and may even increase serendipity by 
returning results not known to, or not expected by the researcher. However, these 
queries are as of yet largely impossible. Moreover, the task of assigning labels to 
documents falls on the shoulders of only a handful of people and, thus, the 
resulting classification is in all likelihood skewed towards their particular 
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vocabulary and interpretation. Researchers from other institutions, especially 
institutions in other countries, might use different terms for the same concepts and, 
consequently, experience difficulties in locating the data that they are after. 
 
The Social Network Extraction process inevitably includes a normalization phase, 
where different surface forms of the same name are aggregated and replaced with a 
uniquely identifiable label (e.g. “John Smith”, “J. Smith”, and “Mr. Smith” could be 
replaced with JOHN_SMITH). This operation can theoretically be performed on all 
of the digitized, textual sources in the archive. On the one hand this facilitates the 
translation of different search terms to the correct target, and on the other hand it 




An in-depth study on any topic in social history currently requires meticulously 
poring over numerous documents and manually tracking and connecting all the 
elements in play. As a result social historical projects usually run very long and 
many historians spend their entire career focused on a single topic. Studies tend to 
target very specific aspects of broader subjects so as to filter the input data and 
reduce the time needed to analyze all sources. However, too much specificity and 
filtering decreases the chance of spontaneous discovery, which is the true catalyst of 
any scientific domain. It also plays into the hand of a well-known problem that 
occurs in comparative statistical research, namely Galton’s problem (Naroll, 1961; 
Naroll, 1965). 
 
Galton’s problem refers to the statistical phenomenon of autocorrelation. In essence 
it describes the problem of making statistical inferences about a population when 
the elements in the sample are statistically dependent on a variable that is not 
accounted for by the model. For example, if two people from the same household 
are quizzed about the brand of cereal that they eat, their answers are likely to be 
dependent with respect to the fact that they live together. Therefore, the 
effectiveness of their answers to the research question “What brand of cereal do 
people prefer?” is lower than the answers of two individuals from different 
households would be. As the number of these external dependencies within a 
dataset increases, the statistical significance of inferences made over the data 
decreases (Murdock & White, 1969). 
 
Methods developed within the computer science domain allow for the processing 
of considerably more data in a shorter timespan, which in turn allows the 
researcher to cast a wider net. More data implies a larger sample. Theoretically, a 
larger sample size decreases the negative effect of external dependencies on the 
significance of inferences. More importantly, automation facilitates the creation of 
persistent, labeled connections within, but also across datasets. With respect to the 
BWSA and the entities described therein, these connections are in a sense a direct 




interconnected whole, we can break free from the ordered, linear view imposed by 
the (heavily edited) text. Visualization of the connections in matrices and graphs 
can further aid in identifying all dependencies between elements before any 
statistical model is applied to the data. Our method is specifically designed to 
uncover such relations. By increasing the data throughput and explicating all 
connections, it will serve to alleviate Galton’s problem while simultaneously 




Although social historians, and researchers in the social sciences in general, do 
recognize that methods for automated processing provide advantages, at the very 
least in terms of time saved, they remain reluctant still to actually incorporate them 
into their normal workflow. Some do not feel confident that they themselves have 
the skills to use these tools, while others simply do not trust analyses made by a 
machine. Computers take matters at face value, while the human mind can 
recognize multiple dimensions that are not visible on the surface. Social historians 
are mostly interested in these dimensions, as they capture the actual human 
experience. In these circles, a mere mention of the word “fact” can stir up quite a 
conversation. When human experience is involved, it quickly becomes difficult, if 
not impossible, to speak of hard data, since everything is subject to interpretation. 
 
We acknowledge the validity of social historians’ concerns regarding the accuracy 
of automated analysis versus manual analysis. Computers will most likely never 
reach the same level of accuracy as the human brain when it comes to the 
interpretation of qualitative data. However, we do not consider this a reason to 
discard them altogether. The type of quantitative analysis and manipulation of huge 
series of symbols that is needed for text analysis is much faster when automated, 
even if the results are not 100% accurate. We argue that the correction of the output 
will take less time than a full manual analysis of the same type and thus that the 
automated approach will provide an increase in efficiency. Furthermore, automated 
processes are easily repeated and can be adapted if necessary. This allows the 
researcher to conveniently view a single dataset from multiple perspectives, or to 
compare different datasets in the same light. 
 
As argued in this section, automation may solve some major issues plaguing social 
history as a research domain. Its application does not negate the validity or 
necessity of manual classification and analysis, as some researchers may fear. 





The use of Social Network Analysis as a tool for historical research has been 
demonstrated by various efforts. For instance, Barkey & Van Rossum (1997) 
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analyse social unrest among peasants in 17th-century Ottoman villages through a 
network approach and find that contention, or dissidence, is highest in 
intermediate villages located between the most central and most isolated villages. 
Fulminante (2012) apply the same methodology to the locations of early 
settlements in central Italy, connecting them based on their mutual access to rivers 
and roads as a way to model the flow of communication and goods through the 
area. They use the models to study how the geographic location and relative 
positioning of settlements influence the formation of complex societies. De 
Benedictis & Tajoli (2011) show the use of the network approach from an economic 
standpoint in their study of global trade relations and how they evolve over time. 
Sairio (2008) focus on first-order personal relations within an elite social circle with 
scholarly ambitions in 18th-century England. The connections between actors in 
this study are gathered from letters, biographies, and contemporary sources 
examining the same group of people. These are only a few examples of the many 
applications of SNA in a historical context. The datasets used in these studies were 
all constructed manually by the researchers involved, which means that much time 
was spent on data gathering. This time could have been spent on data analysis, and 
perhaps have lead to more substantial results, if the data had somehow been 
harvested automatically. 
 
Text Mining is a research field within the computer science domain that studies 
methods to convert unstructured, textual data into structured information that is 
reusable for further analysis. As such, it provides, at least in essence, exactly the 
tools needed to automate network construction from textual sources. Our research 
combines methods from several sub fields of Text Mining. The broadest of the 
fields is Relation Extraction, or more specifically, Social Network Extraction, which 
we review here. More focussed areas and associated methods are reviewed in their 
applicable chapters. Relation Extraction is applied in contexts where connections 
between elements of arbitrary types hold meaning with regards to the overall 
structure that they form as a whole. Social Network Extraction is the application of 
Relation Extraction to interactions between human entities. Most of the research in 
this area focuses on the largest data source that is openly available: the Internet. 
 
A widely used method for determining the relatedness of two entities was first 
introduced by Kautz, Selman, & Shah (1997) in the context of expert 
recommendation. They compute the relatedness of two entities by retrieving the 
number of results returned by a search engine to queries containing one or both 
names. They then divide the number of web pages mentioning both entities by the 
number of web pages mentioning either of the entities (Jaccard coefficient). If this 
measure reaches a certain threshold, the entities are considered to be related to one 
another. When multiple entities share the same name, keywords may be added to 
the queries to filter out irrelevant results. The process of determining to which 
entity an occurrence of a name actually belongs is commonly referred to as Named 





Matsuo & Ishizuka (2004) apply Kautz, Selman, & Shah’s method to find 
connections between members of a closed community of researchers. They gather 
person names from conference attendance lists to create the nodes of the network. 
The organizational affiliations of each person are added to the queries as a crude 
form of Named Entity Disambiguation. When a connection is found, the nature of 
the relation is determined by classifying the contents of websites where both 
entities are mentioned, based on the occurrence of several manually selected 
keywords. For instance, occurrence of the words “publication” or “presentation” is 
considered signs of a co-author relation, whereas “conference”, “symposium”, or 
“meeting” implies a conference attendance relation. 
 
A more elaborate approach to network mining is taken by Mika (2005) in his 
presentation of the Flink system. In addition to web co-occurrence counts of person 
names, the system uses data mined from other — highly structured — sources such 
as email headers, publication archives, and so-called Friend-Of-A-Friend (FOAF) 
profiles, which are profiles describing people using a particular machine-readable 
ontology (Brickley & Miller, 2012). Co-occurrence counts of a name and different 
personal interests taken from a predefined set are used to determine a person’s 
expertise and to enrich their profile. These profiles are then used to disambiguate 
the named entities and to find new connections. 
 
Even though search engine counts have become a popular measure of entity 
relatedness, the counts are not always reliable (Bollegala, Matsuo, & Ishizuka, 2007; 
Manning, Raghavan, & Schütze, 2008). Higher hit counts oftentimes are mere 
approximations of the actual web page count. Furthermore, due to indexing, the 
ever-growing size of the World Wide Web, and the distribution of servers over 
different locations, the result counts for a given query may vary over time. 
Bollegala, Matsuo, & Ishizuka (2007) propose to solve this by changing the queries 
to those that yield fewer results than the approximation threshold. They do so by 
adding an auxiliary term to the query, which is distributed uniformly throughout 
the web and independent of the original query term. The result count for the 
original term is estimated by dividing the result count of the query with the 
auxiliary term over the probability of the auxiliary term occurring on a web page. 
 
Outside the contexts of the web or scientific research, Social Network Extraction 
and Network Analysis have also proven to be useful assets to Linguistics and 
Literary studies. Texts themselves can be interpreted as graphs where words or 
sentences are connected for instance through co-occurrence or syntactic 
dependency relations. Syntactic dependency graphs are shown to be scale-free, self-
organizing structures, as opposed to randomly formed networks (Masucci & 
Rodgers, 2006; i Cancho, Mehler, Pustylnikov, & Díaz-Guilera, 2007). A 
comprehensive review of research into linguistic networks is found in Mehler 
(2008). In a literary context, Elson, Dames, & McKeown (2010) reconstruct the 
social networks of characters in classic novels, such as Jane Austen’s Mansfield 
Park, by searching the text for quoted speech, which occurs when characters are 
talking to themselves or each other in the first person. Character names 
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surrounding the quoted speech are automatically labelled as either the speaking, or 
spoken to party using a machine learning approach. The number of words spoken 
determines the weight of a connection from one character to another. An effort 
that goes beyond this and looks at actual relationship typing is described by 
Karsdorp, Kestemont, Schöch, & Van den Bosch (2015), who try to detect which 
characters are romantically involved with one another in French dramatic plays. 
They approach the problem as a ranking task where, given a character, the system 
returns a list of other characters in the same play ranked by the likelihood that they 
are lovers. 
 
More general efforts into Relation Extraction from text have focused on finding 
recurring patterns and transforming them into triples (RDF). Relation types and 
labels are then deduced from the most commonly occurring patterns (Ravichandran 
& Hovy, 2002; Culotta, McCallum, & Betz, 2006). These approaches work well for 
the induction and verification of straightforwardly verbalized factoids, but they are 
restricted in their ability to capture much of the subtlety that comes with human 
interaction. For instance, the details of a romantic relationship are rarely described 






It wasn’t me. 




The first step in the creation of a social network model (a graph) is the 
identification of the acting entities. These entities form the agents, or nodes, in the 
graph. Nodes in social networks traditionally represent people, or groups of people, 
such as families (Padgett & Ansell, 1993), clubs (Galaskiewicz, 1989), or even 
countries (Wasserman & Faust, 1994). The purpose of the BWSA as a biographical 
dictionary is to describe how socialist ideas have historically spread through a 
relatively closed community within the Netherlands. In this scenario, the nodes are 
logically formed by the biographees. Outside of this initial set, there are also plenty 
of references to other people, as well as organizations and locations, throughout the 
data. To fulfil our goal of creating an accurate and complete model of the social 
network underlying the BWSA, we need to recognize all mentions of all of these 
entities throughout the text. Moreover, we need to connect each mention to the 
correct real-world entity. In Natural Language Processing, these tasks are 
respectively referred to as Named Entity Recognition (NER) and Named Entity 
Disambiguation (NED). 
 
In this chapter we describe our approach to NER and NED for Dutch biographical 
texts. Most of the research into these problems is centered on newspaper data 
because of its abundant availability. In Natural Language Processing, however, 
good performance on one genre generally does not guarantee good performance on 
another. We aim to investigate the performance of methods for NER and NED 
developed on newspaper data when they are applied to biographical data. To 
increase our chance of success, we restrict ourselves to the use of only proven 
methods for the recognition, classification, and identification of named entities. We 
provide a side-by-side comparison of performance on both genres through a series 
of experiments that serve to answer our first research question: 
 
RQ 1 To what degree can we reliably recognize and identify named entities 
in Dutch biographical text using state-of-the-art techniques? 
 
We introduce the overall topic of named entities in Section 3.1 and explain what 
types of ambiguity exist in names and their effects on the identification process. We 
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provide a review of state-of-the-art research into NER and NED for unstructured 
text in Section 3.2 and relate it to our goal and dataset. We then select the approach 
that best fits the BWSA and motivate our choice, followed by a detailed description 
of our experiments in Section 3.3. In Section 3.4 we present our experiments and 
the results obtained on the BWSA, and compare these against results obtained on 
similar datasets. Finally, we end the Chapter in Section 3.5 with a discussion of the 




In data mining, the term named entity is formally used for phrases that refer to one 
distinct item from a clearly defined set (Grishman & Sundheim, 1996a). For 
example, named entities may refer to people, organizations, locations, publications, 
named events, phone numbers, etc. The ability to recognize and identify named 
entities in text is of fundamental importance to a myriad of tasks within NLP, 
including, but not limited to, summarization, topic detection and tracking, 
information retrieval, and relation extraction.  
 
Named entities come in different forms. For instance, a single person may be 
referred to by his or her first name, surname, both first and surname, or any other 
format that is valid within the language in question. Besides named entities, he or 
she might also be referred to by a title or position, a nickname, or simply by a 
pronoun. The members of the community described by the BWSA are sometimes 
related or married to one another and therefore they may have similar names. 
Keeping in mind our goal of creating an accurate model of their combined social 
network, we must take care to identify each name mentioned in the BWSA and to 




Names generally carry two types of ambiguity (Wan, Gao, Li, & Ding, 2005): multi-
referent ambiguity, which exists when one name refers to multiple distinct entities; 
and multi-morphic ambiguity, which exists when one entity is referred to with 
different names. Multi-referent ambiguity affects precision, while multi-morphic 




Within the BWSA, the common practice is to refer to the biographee by their (best 
known) surname throughout their own biography. However, because of existing 
kinship relations between different people described in the BWSA, two people 
might share a surname. At the document level, this becomes a factor when, for 
instance, two people with the same surname are both referenced by only that 
surname within the same biography. Similarly, at the corpus level, an occurrence of 
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“Troelstra” in the biography of Pieter Jelles Troelstra likely refers to a different 





Among the people described in the biographies are writers, artists, and activists 
who don’t shy away from a pseudonym or two. On top of that, the data that we are 
dealing with is of a historical nature. As the spelling of everyday language has 
evolved, so has the spelling of names. The biographies that we are studying were 
written by a multitude of authors, increasing the risk of spelling variations and, 
simultaneously, the multi-morphic ambiguity. This mostly comes into play when 
identifying names of organizations and locations. Fortunately, a biographee’s 
aliases are in most cases explicitly mentioned in the introduction of his or her 
biography. For our purpose, we can extract these using regular expressions and add 
them to a list of known names. 
 
A common phenomenon in Dutch surnames, which adds to the ambiguity of a 
name, is a surname prefix (“tussenvoegsel”): a string of one to three non-capitalized 
tokens which consists of mostly prepositions and determiners (e.g. “van”, “van de”, 
“op de”). These prefixes usually occur at the beginning of a surname, though in 
some cases they are found in the middle of the surname (“van den Bergh van 
Eysinga”). They come from a limited set of words that occur frequently in the 
language and thus many Dutch surnames have the same prefix. As a result, these 
tokens carry less information in the sense that an overlapping prefix between two 
surnames does not attribute much to matching them to one another. Titles form 
another such group of less informative tokens that are not officially part of a 
person’s name, but do help in identifying the referent. They are more informative 
than prefixes, because overall they are shared between a smaller number of entities, 
but still contribute to the ambiguity of a name. In the same way, organization 
names may contain more general terms that denote, for instance, the type of 




The connections between the nodes in our social network will ultimately be formed 
by co-occurrences of named entities within a span of text. An incorrectly identified 
entity can therefore severely change the structure of the network, and thus the 
outcome of any analysis made on the graph. Consider the example tree structure in 
Figure 3.1.a, representing a small organization with two departments, where a node 
represents one employee and all communication flows from top to bottom. 
Suppose employees E and F have the same first initial and last name, “J. Smith”. 
Without any further contextual knowledge, the two are indistinguishable from one 
another. If all communication from and to node F is mistakenly identified as going  
 




Figure 3.1 - a. Hierarchical tree graph representing a straightforward top-to-bottom information flow within 
a small organization. b. Graph representation of the information flow in the same organization if all 
communication to and from node F is mistakenly attributed to node E. 
 
from and to node E, node F is left completely disconnected from the graph and the 
overall structure is changed to such an extent that it is no longer a valid tree 
structure (Figure 3.1.b). By erroneously identifying one as the other, we run the risk 
of mistaking an influential node for a less influential one, or vice versa, and 
adversely changing the represented course of history. Luckily, our biographical data 
lends itself perfectly for conversion to a social network representation, since the 573 
documents already give us an equal number of distinct nodes for the network. Each 
document describes one person’s life and mentions other entities with which the 
biographee interacts. Any of those entities that we can classify as being of a specific 




The task of automatically detecting and identifying named entities in text has 
received much attention since the mid 1990’s (Grishman & Sundheim, 1996a; 
Nadeau & Sekine, A survey of named entity recognition and classification, 2007). 
Research in this area covers many domains and languages. Platforms such as the 
Message Understanding Conference and the Conference on Computational 
Natural Language Learning have included shared tasks on Named Entity 
Recognition (MUC-6, MUC-7, CoNLL-2002, and CoNLL-2003), resulting in an 
increased availability of systems and datasets (Grishman & Sundheim, 1996b; Tjong 
Kim Sang E. F., 2002; Tjong Kim Sang & De Meulder, 2003). CoNLL-2002 even 
included a Dutch dataset in their shared task. 
 
Both MUC and the Automatic Content Extraction (ACE) program have included a 
within-document coreference task, where all references to a single entity within the 
same document needed to be grouped together (Chinchor & Hirschmann, 1997; 
Doddington, Mitchell, Przybocki, Ramshaw, Strassel, & Weischedel, 2004). This 
disambiguation task was not limited to named entities, but also included references 
in the forms of nouns and pronouns. This problem is commonly referred to as 
Coreference Resolution. When resolving entities across document boundaries it is 
called Cross-Document Coreference Resolution (CDC). For our purpose, we 
restrict ourselves to a review of disambiguation of named entities alone, and do not 
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consider other word types, such as personal pronouns and descriptive nouns. We 
realize that, for most types of input data, the inclusion of pronouns in the entity 
analysis would likely increase the recall of the relationships found in the text. 
However, the vast majority of the pronouns in the BWSA refer to the biographee of 
the document that they occur in. Since we consider the presence of the biographee 
to be implied throughout his biography and connect him to all other entities 
mentioned anyway, analysis of pronouns does not reveal any additional 
information for our graph. In fact, it might do more harm than good, since it could 




Nadeau & Sekine (2007) provide a comprehensive overview of methods and 
features commonly used in NER, of which we will discuss only the most relevant 
points here. The first systems for NER were mostly based on handcrafted rules 
(Black, Rinaldi, & Mowatt, 1998; Hanisch, Fundel, Mevissen, Zimmer, & Fluck, 
2005). One disadvantage of using a rule-based approach is that the system will 
never recognize any instances that do not match the rules. While it may intuitively 
seem that the format of names, especially person names, follows a distinct set of 
rules, it actually appears to be highly dependent on the context, domain, and 
language (Maynard, Tablan, Ursu, Cunningham, & Wilks, 2001; Minkov, Wang, & 
Cohen, 2005). 
 
Nowadays, the common approach is to use Machine Learning techniques to solve 
the task. These fall into three categories: supervised learning (SL), semi-supervised 
learning (SSL), and unsupervised learning (UL). SL requires a training set of 
considerable size in which both positive and negative examples of named entities 
are given, accompanied by features that describe contextual and/or structural 
aspects of each example. The system determines which of the features are most 
distinctive for each type of entity and uses this information to identify them in 
unseen documents. Methods commonly used in SL for NER include, but are not 
limited to, Hidden Markov modelling (Bikel, Miller, Schwartz, & Weischedel, 
1997), Support Vector Machines (Kazama, Makino, Ohta, & Tsujii, 2002; Asahara & 
Matsumoto, 2003), Maximum Entropy Models (Borthwick, 1999; Chieu & Ng, 
2002), and Conditional Random Fields (CRF) (McCallum & Li, 2003; Finkel, 
Grenager, & Manning, 2005). All of these methods incorporate the Markov 
property, which implies that decisions about the current state of the system, i.e. the 
decision whether or not the current word is part of a named entity, depends only 
on local properties. As noted by Finkel, Grenager, & Manning (2005), this approach 
inhibits consistency of labels across a dataset. This means that two occurrences of 
the same name within a single text might be mistakenly classified as different types 
of entities, because the properties of one occurrence have no effect on the 
classification of the other. To overcome this issue, they combine a CRF sequence 
labeller with the approximate inference algorithm Gibbs sampling, instead of the 
more commonly used Viterbi algorithm (Lafferty, McCallum, & Pereira, 2001; 
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Geman & Geman, 1984; Forney Jr., 1973). Gibbs sampling allows the encoding of 
non-local dependencies for sequence models. Finkel, Grenager, & Manning (2005) 
report F-measures of 92.3, 81.7, and 88.5 for the classes PERSON, 
ORGANIZATION, and LOCATION, respectively, on the CoNLL-2003 dataset, 
which are among the highest scores that have been reported on this dataset. 
 
When training data is not available, SSL or UL can be applied. SSL methods require 
only a few positive examples. The system extracts features from the given examples 
in context and uses this information to bootstrap the recognition process (Nadeau 
& Sekine, 2007; Ekbal & Bandyopadhyay, 2008; Buchholz & Van den Bosch, 2000). 
UL, on the other hand, requires no pre-classified examples, but instead uses the 
lexical and statistical properties of the input data and compares them to those of 
other existing lexical resources (e.g. WordNet, thesauri, other corpora) (Alfonseca 
& Manandhar, 2002; Nadeau, Turney, & Matwin, 2006). 
 
Many NER systems rely on word-level features, such as capitalization or 
morphology (Bick, 2004). These can be observed on the word itself, and on any of 
the words surrounding it, or combinations thereof, allowing the feature space to 
grow and encode more details. Features might also be derived from external 
resources. For example, gazetteers are precompiled lists or dictionaries of known 
entities by name that can be used to look up strings suspected to be names in an 
input document (Mikheev, Moens, & Grover, 1999). External corpora can provide 
useful prior probabilistics, such as the likelihood of a word being capitalized when 
not at the beginning of a sentence, or the probability of a multi-word unit 




A method that is now widely used for named entity disambiguation was first 
developed by Bagga & Baldwin (1998). For within-document coreference, they 
make use of the UPenn CAMP system (Baldwin, et al., 1998). Personal names are 
resolved by matching rule-induced alternate forms of a full name with names found 
in the text. Organizations and locations are not disambiguated. To solve cross-
document coreference, they first create a summary of each entity in each document 
by extracting all sentences containing a mention of that entity. Next, they calculate 
similarity among the summaries using the Vector Space Model for Information 
Retrieval (Salton, 1989) to determine which summaries are about the same entities. 
They report F-Measures up to 84.6% on a collection of articles from the New York 
Times with a similarity threshold of 0.1 (Bagga & Baldwin, 1998). 
 
Gooi & Allan (2004) implement a simplified version of Bagga & Baldwin’s 
algorithm for cross-document coreference. While their system achieves equivalent 
scores on Bagga & Baldwin’s corpus, they show that it does not translate well to 
larger corpora. They also experiment with two other forms of clustering, 
agglomerative clustering and clustering based on Kullback-Leibler Divergence 
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(Kullback & Leibler, 1951; Kullback, 1968). They find agglomerative clustering to 
be the best approach. 
 
Mann & Yarowsky (2003) take an unsupervised approach by generating patterns 
using Web queries that can extract biographical facts surrounding the entity 
mention. These rich features are then used to cluster mentions of the same entity. 
The task of the Web People Search Evaluation Workshops (WePS) is to cluster a set 
of search results, obtained using an ambiguous person name as the query, in such a 
way that each cluster of documents describes one unique entity (Artiles, Gonzalo, & 
Verdejo, 2005; Artiles, Gonzalo, & Sekine, 2007; Artiles, Gonzalo, & Sekine, 2009). 
Documents can be in multiple clusters, turning this into a fuzzy, instead of a strict 
clustering task. Many of the systems that have participated in WePS use an adapted 
version of the algorithm described by Bagga & Baldwin (1998) (Chen, Lee, & 
Huang, 2009; Ikeda, Ono, Sato, Yoshida, & Nakagawa, 2009). Other clustering 
algorithms used to solve the disambiguation task include k-means clustering 
(Pedersen, Purandare, & Kulkarni, 2005), and more semantically motivated methods 
such as Pointwise Mutual Information (Bollegala, Honma, Matsuo, & Ishizuka, 
2008; Chen, Lee, & Huang, 2009) and Latent Semantic Analysis (Balog, Azzopardi, 
& De Rijke, 2008).  
 
In an attempt to validate the reliance on the cluster hypothesis in much of the name 
identification research, Balog et al (2008) compare two different clustering 
techniques on this task, namely single pass clustering and Probabilistic Latent 
Semantic Analysis (PLSA). They implement single pass clustering with two types of 
similarity measures: Naive Bayes and cosine similarity calculated on tf.idf weighted 
term vectors. Despite the encoding of semantic relatedness between documents in 
PLSA, single pass clustering with the standard Information Retrieval vector 
representation is reported to work best and produces state-of-the-art results (Balog, 




Much of the NLP research into named entities focuses on newspaper data, resulting 
in an increased availability of training data of this genre. As a domain, we consider 
news to be much broader than a biographical dictionary surrounding a specific 
theme such as Socialism. While anything may be, and is, reported in the news in 
greater or lesser detail, biographies in general, and the BWSA in particular, require 
only the most important events to be described, and only in such detail as is 
deemed necessary for the telling of the overarching story. Borthwick (1999), among 
others, note the importance of consistency across training and test data. They 
report a drop in performance of their system on the MUC7 NER task of almost 7 
points when training on airline disaster articles and testing on articles about rocket 
and missile launches, compared to both training and testing on airline disaster 
articles. If a mere shift in topic can already have such a detrimental effect on 




will not suffice for acceptable classification of the entities in the BWSA. Because of 
its non-specific nature and abundant availability newspaper data might make a 
useful additional resource for the processing of more specialized datasets, but it 
would seem to require a combination with data from the target domain. In order to 
ensure optimal performance of our NERD system on the BWSA, we therefore need 
to investigate the effects of training on a dataset from one domain and applying it 
to the other. Unfortunately, there currently are no datasets available that include 
annotations for NERD for Dutch text that are suited for comparison to the BWSA. 
For this task we will instead compare our scores to those reported for a comparable 




We use the Stanford NER8 system for the classification of named entities in 
biographies. This system is an implementation of the CRF approach described in 
(Finkel, Grenager, & Manning, 2005), but utilizing the standard Viterbi algorithm 
instead of Gibbs sampling. F-measures reported for this implementation are 90.4, 
80.8, and 88.2 for classes PERSON, ORGANIZATION, and LOCATION, 
respectively. These scores are slightly lower than those reported for the Gibbs 
implementation, but still representative of the current state-of-the-art. We also 
choose the Stanford NER system because of the ease with which it is retrained for a 








































Figure 3.2 - Example of data annotated with named entities in the BIO-format. B-ORG means that ‘Centraal’ 
is the first token in an organization name; I-ORG means that ‘Woningbeheer’ is the consecutive token in the 
same name. Since the next token ‘,’ is tagged with O, it is not considered as part of the named entity and the 
full name is, consequently, ‘Centraal Woningbeheer’. The next named entity is a one token person name, 
‘Baart’. 
                                                   
8 http://nlp.stanford.edu/software/CRF-NER.shtml 
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 BWSA BD98 CoNLL-2002 
training test training test training test 
PER total 3,576 1,655 3,569 944 4,716 1,098 
per 1,000 31.9 32.0 21.5 18.7 23.3 15.9 
avg. # occ. 2.55 2.27 1.82 1.80 1.86 1.62 
overlap 21.9 % 38.3 % 6.2 % 17.8 % 8.7 % 24.7 % 
ORG total 2,082 961 1,739 536 2,082 882 
per 1,000 18.6 18.6 10.5 10.6 10.3 12.8 
avg. # occ. 2.40 2.05 2.02 1.68 2.62 2.52 
overlap 42.7 % 54.4 % 17.7 % 28.4 % 35.1 % 47.5 % 
LOC total 1,391 702 3,869 1,299 3,208 774 
per 1,000 12.4 13.6 23.3 25.7 15.8 11.2 
avg. # occ. 3.57 3.22 2.82 2.38 3.43 2.52 
overlap 65.2 % 74.1 % 45.9 % 59.3 % 49.3 % 56.5 % 
 
Table 3.1 - Descriptive statistics regarding the training and test sets for the NER experiments. For each set the 
total number of annotated entities is given, their frequency per 1,000 tokens, followed by the average number 
of occurrences per unique entity, which indicates their global consistency. The overlap measure expresses the 
percentage of the total number of entity types in the training set that is also included in its accompanying test 
set, and vice versa. 
 
 PER ORG LOC 
BWSA BD98 CoNLL BWSA BD98 CoNLL BWSA BD98 CoNLL 
BWSA - 4.4 % 1.3 % -   7.1 %   3.9 % - 61.2 % 49.1 % 
BD98 3.0 % - 6.2 % 5.6 % - 14.9 % 23.6 % - 23.4 % 
CoNLL 0.8 % 4.6 % - 2.9 % 12.9 % - 23.0 % 49.8 % - 
 
Table 3.2 - Percentages of entity type overlap per entity category between all three datasets. The training and 
test sets have been merged for this purpose. 
 
 
To test the transferability of one genre to the other, we compare performance 
between CRF-classifiers trained on newspaper data with those trained on 
biographical data, and a combination of the two. Though the biographies are 
written in modern day Dutch, the contents are of a historic nature, which is 
reflected in the formulation of some of the names. Therefore, comparing the 
datasets also allows us to test whether modern day data is suitable training data for 
the recognition of historic names. 
 
We use three datasets in our experiments: 
 
• BWSA: A subset of the BWSA biographies, manually annotated with classes 
person, organization, and location. The training set contains 70 biographies 
with a total of 112,228 tokens. The test set contains 30 biographies with a 
total of 51,690 tokens. 
• BD98: A selection of issues of a Dutch newspaper, Brabants Dagblad, from 
January 1998, annotated with classes person, organization, and location 
(Buchholz & Van den Bosch, 2000). The training set contains 166,286 




• CoNLL-2002: The Dutch dataset as it was compiled for the Named Entity 
Recognition task at CoNLL-2002 (Tjong Kim Sang E. F., 2002), consisting 
of four editions of Belgian newspaper De Morgen published in the summer 
of 2000. The dataset is supplied with two test sets, of which we only use one, 
set b. It contains 68,875 tokens, versus 202,644 tokens in the training set. 
 
We create an additional training set by combining the training sets from all three 
sources. This set contains 481,158 tokens. Entities are annotated according to the 
BIO-scheme (Figure 3.2), where a B-[class] tag denotes the first token in a named 
entity and can be followed by one or more I-[class] tags marking tokens that are 
inside the named entity. Tokens that are not part of a named entity are tagged with 
O. 
 
Table 3.1 shows per dataset, for both the training and test sets, how many named 
entities are annotated of each class in total, their ratio per 1,000 tokens, the average 
number of occurrences of a unique name, and the percentage of overlap the set has 
with its counterpart (training versus test). Even though the BWSA sets are much 
smaller than the other sets, the density of person and organization names in the text 
is a lot higher judging by their occurrence per 1,000 tokens. This is a clear signal of 
the differing genres. Considering the average number of occurrences, the entities 
also show far greater consistency in the BWSA for all classes, except organization 
names. Here, the CoNLL-2002 set clearly diverges from both the other sets. Since 
we have not disambiguated these named entities, we cannot conclude with absolute 
certainty from this that less unique organizations are mentioned in the CoNLL-
2002 data, though it seems to be the most plausible explanation. The fact that the 
CoNLL-2002 data has a Belgian instead of a Dutch origin may also play a part, 
since Flemish is lexically and grammatically slightly different from Netherlandic 
Dutch. 
 
When comparing the three named entity classes amongst one another, we see that 
location names show the highest consistency across all sets. This is logically 
explained by the fact that there exists a finite number of named locations, which is 
considerably smaller than the number of distinctly named organizations or persons 
that exist in the world. It also explains the relatively high overlap for this category 
in all sets. Location names in the BWSA occur at a lower rate than in the BD98 sets, 
but the names that do occur have a higher number of average occurrences. This is a 
consequence of the BWSA describing a specific group in a specific location (i.e. the 
Netherlands). The general nature of BD98 allows for the occurrence of any location 
in the world, which is reflected by the high number of unique locations in these 
sets. The CoNLL-2002 sets show more similarity to the BWSA with regards to the 
location name density. This is possibly explained by the short period over which the 
CoNLL-2002 articles were published (4 months, versus 1 month for BD98). 
 
Perhaps the most interesting measure in Table 3.1 is the percentage of entity 
overlap between the training and test sets. This can be seen as a crude baseline for 
the performance of a set on itself. Again we see the largest consistency across the 
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BWSA sets. A higher consistency between a training and test set increases the 
expected performance of that training set on that test set, but at the same time it 
decreases its transferability to another, unseen dataset. This is not desirable, since 
we ultimately aim to apply the trained classifier to the entire BWSA. Combining the 
BWSA training sets with the other training sets decreases the percentage of entities 
from the training set that overlap with the test set, while the percentage of entities 
from the test set that overlap with the training set stays the same. Theoretically, this 
would increase the expected performance on unseen data because of the presence of 
more entities in the training data, while expected performance on the test set 
remains roughly similar. For completeness, we also report the measured overlap 
between the different datasets (Table 3.2). Judging from these numbers, the BWSA 
and CoNLL-2002 sets are furthest apart, with the BD98 set in between. We 
therefore expect this last set to be most suitable as training data for the other two. 
 
We perform three experiments on our chosen datasets. In the first experiment, we 
cross-validate the three datasets to find out whether a classifier trained on one 
domain performs well on a dataset of another domain, or even on a different 
dataset from the same domain. We expect to see a drop in performance when 
training and testing on different domains. Since both BD98 and CoNLL-2002 are 
composed of newspaper articles and from roughly the same period, we hypothesize 
that these sets will translate fairly well to one another. Since the BWSA set does not 
just differ from the other two sets in genre (biographies versus news), but also in 
temporal domain (historical versus contemporary), this experiment concurrently 
allows us to test the temporal transferability of the data for this task. The classifiers 
have been configured to use the following word-level features: 
 
• the previous, current, and next token (i.e. words or punctuation markers); 
• capitalization of the previous, current, and next token; 
• bigrams constructed from the previous, current, and next token; 
• character n-grams with a maximum length of 6 constructed from the 
current token. 
 
In our second experiment, we train a single classifier on the combined training sets 
of all three datasets to investigate whether additional training data from a different 
domain improves performance. In an attempt to further boost performance on the 
BWSA set, which is our primary goal, we run a third experiment, in which we 
supply external, domain-dependent information to the classifier. This information 
comes in the form of a domain-specific gazetteer containing 127,083 person names, 
7,053 organization names, and 2,266 location names. The list consists of terms 
extracted from the archival files of the IISH (Zervanou, Korkontzelos, Van den 
Bosch, & Ananiadou, 2011), supplemented with all current Dutch municipalities 
and provinces, and all current countries. Since the gazetteer has been prepared 
from data specifically comparable to the BWSA, we expect it to boost performance 
especially on this dataset. The existence of overlap between the different datasets 
(Table 3.2) implies that performance on BD98 and CoNLL-2002 should also 




Stanford NER provides two options for applying the gazetteer in the NER process: 
clean, which means that only names that fully match names on the list are accepted, 
or sloppy, which means that names which partially match with a name on the list 




Name disambiguation is similar to Word Sense Disambiguation (WSD) in the 
sense that both assume that two words that are similar in meaning will appear in a 
similar context (Miller & Charles, 1991; Balog, Azzopardi, & De Rijke, 2009). 
Motivated by this hypothesis, a common approach to the task of identifying named 
entities in unstructured text is to use a clustering technique. However, the main 
difference between NED and WSD is that in WSD, the number of possible clusters 
(senses) for a word are limited and usually known a priori. Names are more 
ambiguous in the sense that a single name may be a valid reference to multiple real-
world entities. For instance, several of our biographies are about people with the 
last name Cohen. When we encounter the string “Cohen” in the biography of 
someone not named Cohen, it can refer to any of them, or even to another person 
for whom we have no biography. The same applies to organization names, and in 
rare cases even to locations. Since we also want to locate and identify these entities 
that do not have their own document in our dataset, we cannot determine the 
desired number of clusters beforehand. This rules out k-means clustering, since the 
method requires the number of clusters to be known in advance. A solution to this 
problem would be to apply k-means clustering with the number of clusters set to 
the total number of mentions found in the corpus, and stopping the process when a 
certain condition, for instance a minimum similarity between cluster members, is 
met. However, the result depends on which clusters are chosen as the initial seeds 
and this makes the method too unreliable in comparison to single pass clustering, 
which will generate the same result in each run. 
 
Our method for named entity disambiguation is closely related to that of Bagga & 
Baldwin (1998). However, the task solved by their method differs somewhat from 
ours. We aim to disambiguate every mention of a named entity in every document, 
while Bagga & Baldwin try to cluster documents as a whole based on the occurrence 
of one specific personal entity with an ambiguous name (‘John Smith’). We use the 
ambiguity of a name as an aid in resolving its reference by allowing a name to only 
be matched to a name with less or equal ambiguity. To determine the ambiguity of 
a name, we compare each of its substrings against predefined lists of general terms 
(Appendix B) and assign an ambiguity value to each substring based on the entity 
class and term type. For person names, we check the name for the occurrence of 
titles and prefixes, which respectively have an assigned ambiguity of 0.25 and 0.5. 
Organization names are checked for the occurrence of infixes, domain-specific 
adjectives (‘Rooms-Katholiek’, ‘Internationaal’), and collectives (‘Bond’, ‘Comité’), 
with respective ambiguity values of 0.5, 0.25, and 0.25. We calculate the ambiguity 
of the entire name by taking the average of the ambiguity values of its substrings, 
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weighted by the length of the substring. By including string length in the 
calculation, we ensure that longer strings are always less ambiguous than shorter 
ones. Location names are compared to lists of terms denoting different types of 
locations, such as addresses, buildings, or municipalities (Appendix B). All types 
carry equal ambiguity, so this classification serves recognition and further 
processing more than it serves disambiguation. 
 
To disambiguate the entities in the BWSA we apply strict single-pass agglomerative 
clustering. In this approach, every newly encountered entity is compared to all the 
clusters that have already been identified on a predefined set of properties. If any 
clusters are found that match above a set threshold, then the entity is added to only 
the best matching cluster, since a named entity inherently refers to a single entity. If 
no matches are found, a new cluster is created. Entities are processed in their order 
of occurrence in the text under the assumption that an ambiguous name is always 
preceded by a less ambiguous variation of the same name. For instance, the 
occurrence of the surname ‘Troelstra’ can only be disambiguated if it has been 
preceded by an occurrence of the same name combined with an initial or first 
name, such as ‘P.J. Troelstra’. Most of the research into NED focuses strictly on 
resolution of personal names. We extend this to include names referring to 
organizations and locations in order to investigate whether the method also 
performs well on these types of entities. We compare our method to three baselines: 
 
• OneInOne: Each entity mention/cluster is placed in its own cluster. This baseline 
favors precision over recall. 
 
• AllInOne: All entity mentions/clusters are added to the same cluster. This 
baseline favors recall over precision. 
 
• Match: All exactly matching entity mentions/clusters are added to the same 
cluster. This baseline completely ignores the issues of both multi-morphic and 
multi-referent ambiguity. 
 
The NED process is split into two parts. First, we disambiguate the entities within a 
single document. Second, we resolve the references across document boundaries. 
We apply all methods first to a development set consisting of 10 biographies from 
the BWSA in order to determine the optimal similarity thresholds for both stages. 
The methods are then applied to a separate test set of 25 biographies with the 
threshold set to the best performing value to measure performance on unseen data. 





When disambiguating the entities at the document level, for each name that we 




document containing an exact match on string level. For entities of type 
organization that contain an abbreviated name, we also check for any full names 
that are compatible with the abbreviation. For instance, ‘Sociaal Democratische 
Arbeiders Partij’ is compatible with the abbreviation ‘SDAP’, and ‘Partij van de 
Arbeid’ is compatible with ‘PvdA’. If multiple matches are found, we add the entity 
to the cluster containing the closest preceding name with less or equal ambiguity. If 
no matches are found, we compare the entity’s name to every name in each existing 
cluster, regardless of their ambiguity or position in the text. We anticipate that this 
will help in identifying any names for which the preceding, less ambiguous form 
was not recognized by our NER system. 
 
Names are compared on string similarity. We first calculate their distance using the 
Levenshtein edit distance metric (Levenshtein, 1966), where we count character 
replacements as having distance 1. The distance is converted to a normalized 
similarity measure within the 0 to 1 range using the following equation: 
 





where 𝑀 denotes the sum of the lengths of the matching substrings of 𝑛! and 𝑛!. 
The similarity of an entity to a cluster is calculated by taking the mean of the 
similarities with the names in the cluster. If this measure is above the set string 
similarity threshold, the cluster is accepted as a match. Again, if one matching 
cluster is found, we add the entity to that cluster. If multiple matches are found, we 
add the entity to the cluster with the highest similarity, containing the closest 
preceding name with less or equal ambiguity. If no matches are found, the entity is 




After we have clustered all entities in each document, we move on to identification 
at the corpus level. We apply the same clustering mechanism as in the within-
document setup, but here we consider similarity at the level of the cluster rather 
than a string. Each cluster from each document (“document-level cluster”) is 
compared to each cluster that has already been identified at the corpus level 
(“corpus-level cluster”), with the added constraint that the corpus-level cluster may 
not contain any document-level clusters originating from the same document as 
the current document-level cluster. This constraint exists to ensure that the cross-
document disambiguation process does not override the outcome of the within-
document disambiguation. If the least ambiguous name in the document-level 
cluster has a similarity over a predefined string similarity threshold with the least 
ambiguous name in the corpus-level cluster, then the corpus-level cluster is 
considered to be a possible match for the document-level cluster. 
 
In a second step, we compare all possibly matching corpus-level clusters to the 
document-level cluster based on the context of the entities contained within them. 
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The context of a cluster consists of all lemmatized nouns, proper nouns, verbs, and 
adjectives that occur within a 50-word window around all the names of all entities 
in the cluster. Each lemma is added to the cluster’s context vector with a weight 
equal to its absolute number of occurrences divided by the total number of lemmas 
in the context. This normalization is applied to cancel out the total context size as a 
factor in the comparison of document-level clusters and the expectedly larger 
corpus-level clusters. The final cluster similarity is then measured by taking the 
cosine similarity between the clusters’ context vectors. If this measure is above a set 
context similarity threshold, then the corpus-level cluster is considered a definite 
match for the document-level cluster. The document-level cluster is merged into 
the corpus-level cluster with the highest context similarity. If no matching cluster is 
found, a new corpus-level cluster is created from the document-level cluster. The 
thresholds for string and context similarity are first determined on a development 
set consisting of 10 biographies from the BWSA. The best performing settings are 




In this Section, we offer the results of our methods for NER and NED on 
biographical Dutch text, where possible specifically compared to the same methods 
applied to Dutch newspaper data. We first present the outcomes of our three 
experiments into NER and its domain transferability. This is followed by our 




Experiment I ― Testing transferability 
 
Table 3.3 lists the NER results when we train the Stanford NER system on each of 
our three data sources’ training sets, and test it on their own, and each other’s test 
sets. All presented scores are F1-scores as reported by the CoNLL-2002 evaluation 
script.9 Overall, the BWSA-trained classifier tested on the BWSA test set delivers 
the best results, which is promising for our task. It outperforms even the BD98 and 
CoNLL-2002 classifiers when applied to their own test set, which is also where the 
best results for these sets are achieved. Neither of the classifiers trained on 
newspaper data perform particularly well on the BWSA, or on each other. Out of 
the two, BD98 seems to be a better fit for the BWSA than CoNLL-2002, which is in 
line with our expectations based on entity overlap. Still, scores drop around 20 
points for all classes with this change of genre. CoNLL-2002 proves only slightly 
better at classifying BD98 than the BWSA is, but again both score around 20 points 
lower than the BD98 classifier itself. Vice versa, BD98 performs reasonably well in 
comparison for person and location name recognition on the CoNLL-2002 data. 
Organization names turn out to be the most problematic for BD98, both with 
                                                   
9 http://www.cnts.ua.ac.be/conll2002/ner/bin/conlleval.txt 
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regards to their recognition within the BD98 test set, as to the ability of the BD98 
classifier to recognize entities of this class in the other test sets. In both cases the F1 
score never goes beyond 68 points, which is quite low for this class in this task. This 
is in all likelihood a consequence of the lower density, consistency, and overlap in 
organization names across this set, as shown in Table 3.1. When the training set 
contains less examples of a class, the classifier will learn fewer cues for 
distinguishing instances of that class. Hence, the performance for that class will 
deteriorate. 
 
Experiment II ― Combining forces 
 
The classifier for our second experiment is configured to use the same features as 
described in Experiment I, but this time it is trained on the combination of all three 
training sets. The results for our tests on each individual test set are listed in Table 
3.3 under ‘All’. The results on the CoNLL-2002 test set show a definite 
improvement over training on just its own training set. Surprisingly, combining the 
corpora does not help much to improve the scores for the BWSA or BD98 in 
comparison to the classifiers trained on their own test sets. In fact, when it comes to 
the recognition of person names, scores drop more than a full point. When we 
consider this outcome in conjunction with the results from our first experiment, we 
can conclude that most of the cues needed to successfully recognize entities in the 
BWSA that exist in the newspaper corpora, also exist in the BWSA itself. Therefore, 
adding the extra samples to the training data does not provide the classifier with 
better information for the task. Moreover, some of the cues in the newspaper data 
actually seem to contradict cues in the BWSA data, causing a mild drop in 
performance for the PER class. 
 
Experiment III ― Adding domain knowledge 
 
For our third experiment, we train two classifiers on each individual training set, 
plus two classifiers on all combined training data, and we add a gazetteer to each 
pair. One classifier is configured to accept only clean, exact matches on the 
gazetteer, while the other also accepts sloppy, partial matches. Results are listed in 
Table 3.4. 
 
As expected, performance on the BWSA set improves with the addition of a 
gazetteer, whether it is sloppy or clean, which underlines the substantive 
compatibility between BWSA and the domain-specific gazetteer. The combined 
training set delivers slightly better results when compared to the BWSA classifier 
without gazetteer from Experiment I, but the overall best performance is achieved 
by the classifier trained on the BWSA alone with sloppy gazetteer, improving scores 
with around two points for each class. The results on BD98 are improved only for 
the ORG class, and only when the classifier is trained on the combined training set. 
This supports our earlier assumption that the BD98 training set by itself does not 
contain enough examples of organization names to reliably recognize this class. 
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Test set Training set PER ORG LOC 
BWSA BWSA 89.3 85.7 88.3 
BD98 70.3 67.9 67.5 
CoNLL-2002 68.5 60.7 67.1 
All 88.1 86.0 88.8 
BD98 BWSA 63.5 49.0 58.6 
BD98 83.4 66.3 84.4 
CoNLL-2002 68.2 50.3 61.9 
All 82.2 67.4 83.6 
CoNLL-2002 BWSA 59.3 40.9 53.9 
BD98 73.7 50.9 74.9 
CoNLL-2002 83.0 72.2 81.7 
All 85.3 76.0 86.2 
 
Table 3.3 - F1 scores for the different named entity classes trained 
and tested on all three datasets separately, and combined. 
 
 





clean 92.8 87.6 90.9 
sloppy 93.8 88.2 90.9 
All clean 90.5 86.8 90.5 




BD98 clean 83.8 66.7 85.5 
sloppy 83.3 67.2 85.5 
All 
 
clean 81.9 69.5 84.6 
sloppy 80.7 68.8 84.0 
CoNLL-2002 CoNLL-2002 clean 73.9 68.6 79.4 
sloppy 80.2 71.3 81.7 
All 
 
clean 87.4 76.7 87.0 
sloppy 88.3 76.4 87.6 
 
Table 3.4 - F1 scores for the different named entity classes trained on the combined training sets and the 
separate training sets, and tested on each separate test set. 
 
 
Cues learned from the other training sets and the examples provided by the 
gazetteer manage to increase performance with three points when applying clean 
gazetteer matching. The greatest gain is achieved on the CoNLL-2002 set, where 
scores increase with around five points for each class when we train on all training 
sets and add a sloppy gazetteer. The extra data contributes most to the 
improvement of organization and location name recognition, while the gazetteer 




The results for the within-document disambiguation on the development set are 
displayed in the charts of Figure 3.3. The graphs show, for each of the named entity 
 














set algorithm t F1 
dev CosSim 0.5 92.1 
 Match - 84.5 
test CosSim 0.5 92.0 













set algorithm t F1 
dev CosSim 0.6 94.8 
 Match - 90.1 
test CosSim 0.6 95.6 












set algorithm t F1 
dev CosSim 0.7 98.8 
 Match - 98.2 
test CosSim 0.7 99.2 
 Match - 99.0 
 
Figure 3.3 - Left: Within-document disambiguation results for, respectively, person, organization, and 
location names averaged over the 10 documents in the BWSA development set. All reported scores are F1 
scores. The labels on the x-axis represent the string similarity threshold. Right: Results obtained on the 
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 PER ORG LOC 
dev test dev test dev test 
CosSim 84.9 86.1 87.8 81.6 78.6 75.5 
Match 77.2 77.6 82.7 76.3 78.2 76.5 
 
Table 3.5 - Cross-document disambiguation results obtained on the development and test sets using the best 
performing CosSim algorithm and the best performing baseline. All reported scores are F1 scores. 
 
classes, the F1 score achieved by our algorithm, which we have labeled CosSim, 
compared to our three baselines. In order to determine the optimal threshold to 
apply to the test set, we test our approach with similarity threshold values ranging 
from 0.1 to 1, with intervals of 0.1. For all three of the entity classes, we observe an 
initial increase in performance as the string similarity threshold rises. It reaches its 
peak at threshold values of 0.5 for person names, 0.6 for organization names, and 
0.7 for location names. After a very slight decrease the performance evens out for 
the highest tested threshold values. The tables accompanying the charts in Figure 
3.3 show the performance of our CosSim method on both the development and the 
test set with the optimal threshold values for each class. For means of comparison, 
we also provide the equivalent scores for the best performing baseline. 
 
The best performing baseline is Match. CosSim succeeds at defeating it for all 
categories, though the performance increase for location names is only minimal. 
Since the Match algorithm does not solve the problem of multi-morphic ambiguity, 
it fails to cluster different forms of the same name, such as ‘Henriette Roland Holst’ 
and ‘H. Roland Holst’ for a person, and ‘Sociaal-Democratische Arbeiderspartij’ 
and ‘SDAP’ for an organization. For the location category, CosSim gives 
approximately the same performance as the Match baseline. Both give near perfect 
outcomes. We can conclude from this that the use of location names in the BWSA 
is very consistent. Further inspection of the output shows that the only instances 
where the CosSim algorithm outperforms the baseline are instances where there is a 
spelling error in the name, which increases multi-morphic ambiguity. 
 
Parts of the BWSA have been digitized through Optical Character Recognition, 
where a scanned image of the text is converted into a digital text document. 
Misrecognition of characters has introduced spelling errors into the data. However, 
the BWSA is actively maintained and when errors are found, these are manually 
corrected. Therefore, we can assume that the number of errors is kept to a 
minimum, which is reflected by the small difference in outcomes between CosSim 
and Match. We achieve F1-scores of around 92% for person names, 95% for 
organization names, and 99% for location names. In all cases, precision approaches 
100%, while recall varies between 86% and 98% for CosSim, and between 73% and 
97% for Match on the development set. The same is observed in the results 
obtained on the test set. This implies that both algorithms are able to distinguish 
different entities from one another. However, CosSim is less capable of solving the 
multi-morphic ambiguity, and Match does not solve this problem at all. This results 
in the generation of more clusters, and thus more nodes in the social network than 
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Table 3.5 displays the results for cross-document disambiguation, where the 
clusters from different documents are merged when judged to be describing the 
same entity. In contrast to within-document disambiguation, we observe no change 
in performance when we vary the context similarity threshold for cross-document 
disambiguation. This implies that the similarity of cross-document contexts is 
generally low and almost all information needed for disambiguation is derived 
from the names themselves. To ensure that we do not miss those cases where the 
context does supply differentiating data, we do not discard it completely. For the 
rest of our experiments, we set the threshold to 0.01 for all classes and report only 
the F1 scores for this value on the development and test set. The tables list the 
results achieved using the CosSim algorithm and the best performing baseline, 
which again is the Match algorithm. For the person class, CosSim achieves an F1 
score of 84.9 on the development set, with precision and recall at 98.9 and 74.7, 
respectively. These results are comparable to the results obtained by Bagga & 
Baldwin on their ‘John Smith’ corpus with a context threshold of 0.1 (Bagga & 
Baldwin, 1998). The Match algorithm achieves an F1 score of 77.2, with precision at 
99.9 and recall at 63.3, on the development set. The high precision scores indicate 
that we are able to correctly separate the different entities in this category. CosSim 
reaches a recall score approximately 11.5 points higher than Match, confirming its 
superior ability to cluster different references to the same entity based on string and 
context similarity. 
 
However, performance is nowhere near perfect. In the within-document 
disambiguation process, we reach an F1 score of around 92 when resolving person 
names. These errors carry over to the cross-document disambiguation, since we do 
not allow matching between clusters that come from the same document. This 
results in an increased number of clusters and a lower recall. On top of that, the 
CosSim algorithm does not succeed in clustering all references to one entity, 
because in most cases their contexts just aren’t similar enough. 
 
For organization names we achieve an F1 score of 87.8, with a precision of 97.0 and 
a recall of 80.6. Match scores around 5 points lower with an F1 score of 82.7, a high 
precision of 99.8, and a recall of 72.0. A factor that greatly increases the multi-
morphic ambiguity in this category is the use of abbreviations of organization 
names, which happens throughout the BWSA. CosSim successfully clusters these 
with their full name on document level. In some instances, however, an 
abbreviation is considered to be so well known, that it is used without first 
mentioning the organization’s full name. In other cases, the full name is not 
recognized by our NER system. When this happens, the abbreviation is the least 
ambiguous name in the cluster and, thus, it is used to compare the cluster against 
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the corpus clusters. If the abbreviation overlaps with the abbreviation of another 
organization (such as ‘NV’ for ‘Nederlandsche Vereeniging voor Spoor- en 
Tramwegpersoneel’, and ‘NVV’ for ‘Nederlands Verbond van Vakverenigingen’), 
they often exceed the string similarity threshold, and thus are considered a possible 
match, while they are not. This lowers the precision score for CosSim. The wrong 
pairing of names could also play a factor in CosSim’s inability to fully solve multi-
morphic ambiguity, by reducing the coherence of the cluster’s combined context. 
 
The average F1 score for this location class is 78.6, with precision and recall at 99.5 
and 65.3, respectively. The Match algorithm achieves approximately the same 
results, with 78.2, 99.3, and 74.9 for F1 score, precision, and recall. The low F1 
score is surprising, considering the high score we achieved on this category for 
within-document disambiguation. Inspection of the data reveals that some of the 
errors are caused by wrongly recognized named entities which contain a place 
name, such as the organization name ‘Universiteit van Amsterdam’, or the 
conjugation ‘Engelschen’ (English, old Dutch spelling), which we would classify as 
miscellaneous, a category which is not included in the current setup. In the gold 
standard, these instances have been given the same identifier as the location name 
that they refer to: ‘Amsterdam’ for the first; ‘Engeland’ for the latter. There are also 
instances where a location name occurs in the data in multiple languages. The 
Match algorithm cannot cluster these entities because the names are not the same. 
The CosSim algorithm fails to cluster them together because either the strings or 




In the experiments outlined in this Chapter, we set out to investigate the 
compatibility and transferability between newspapers and biographical data for the 
task of Dutch NER and NED in order to answer our first research question: 
 
RQ 1 To what degree can we reliably recognize and identify named entities 
in Dutch biographical text using state-of-the-art techniques? 
 
As shown by the results of our experiments, NER classifiers trained on newspaper 
data perform better on biographical material than the other way around. This is in 
line with our initial assumption that newspaper data is of a more general nature, 
and thus more suitable as input for domain-specific datasets. However, our results 
show that the combination of biographical texts and newspapers in a single 
classifier does not significantly improve performance on either genre. Therefore, 
the application of generalised input only seems to be a viable solution if no training 
data from the target domain is available. From the perspective of the BWSA this 
implies that it is a mostly self-contained dataset, meaning that the entities therein 
are drawn from a relatively small and closed set, and that they occur in structurally 
very similar contexts within the dataset. Considering the results in light of the fact 




conclude that less training data is needed to successfully perform NER on a 
specialized and curated biographical source, if the training data originates from this 
same source. This is most likely caused by the high consistency and high density of 
entities in the BWSA, which in turn is a direct result of the biographical genre in 
which encounters and other events are presented in a condensed manner. 
 
Inclusion of a gazetteer with examples of domain-specific named entities provides a 
definite advantage over classifying based on the training data alone. The 
recognition of person names most benefits from the addition of this extra data. 
Overall, organization names prove to be the most difficult to recognize, especially 
when transferring from one domain to another. Here the historic nature of the 
BWSA undoubtedly plays a part, since organization names tend to be of a rather 
descriptive nature, explicating the nature and goal of the organization, often in era-
dependent words. For instance, during the period described in the BWSA, the 
ideological background of an organization was of far greater importance than it is 
nowadays and was often explicitly included in the name, such as in “Bond van 
Christen-Democratische Propagandaclubs” and “Amsterdamse Sociaal-
Democratische Vrouwenpropagandaclub”. 
 
Our scores for NER are comparable to what is reported for state-of-the-art systems 
on this task. On our BWSA test set we achieve F1 scores as high as 93.8, 88.2, and 
90.9 for the recognition of persons, organizations, and locations, respectively. 
When we apply the best performing classifier to the remainder of the BWSA we 
have to take into account the possibility that the unseen biographies contain 
instances that are less compatible with our training set. We therefore add some 
caution to our prediction of its ultimate performance on the totality of the BWSA. 
Based on the variation in our results, we feel confident in stating that our BWSA 
NER classifier can classify named entities in Dutch biographical text from the 
Social History domain with F1 scores between 90 and 94 for person names, 
between 86 and 88 for organization names, and between 88 and 91 for location 
names, which is still compatible with the state-of-the-art. 
As shown by our experimental results for NED, multi-morphic ambiguity forms 
the biggest problem in resolving the entities in the BWSA corpus. Compared to a 
naïve baseline, our algorithm performs well for both person and organization 
names, reaching state-of-the-art scores, but it does not contribute much for the 
location category. This is in part due to the already consistent nature of location 
names in general. It could be argued that the errors made due to entities 
misrecognized as locations are not really errors and that they in fact should have 
been separated in the gold standard. This issue would be resolved with improved 
NER. However, given the already state-of-the-art performance of our NER 
classifier, it is unreasonable to assume that this problem can be fully resolved via 
that avenue. The multi-morphic ambiguity in instances where one location name 
appears in multiple languages could be resolved using a geocoding service, though 
we chose not to apply this technique to the current dataset at this time. 
 
 





Figure 3.4 - a. Hierarchical tree graph representing a straightforward top-to-bottom information flow within 
a small organization, where one node has been wrongly split into two nodes. b. Graph representation of the 
information flow in the same organization where the two nodes are merged based on common attributes. 
 
The errors made in the person and organization categories are largely attributed to 
the fact that the contexts of the clusters are too dissimilar. This can be seen as 
evidence supporting Gooi & Allan’s finding that the Bagga & Baldwin algorithm is 
less suitable for larger corpora (Gooi & Allan, 2004), since the BWSA contains over 
900,000 tokens, compared to approximately 170,000 in Bagga & Baldwin’s ‘John 
Smith’-corpus. Their corpus is also much more focussed than the BWSA, since it 
describes 35 distinct people from completely disjoint communities, whereas the 
BWSA describes several hundred entities whose lives and actions are all 
intertwined. It is uncertain at this point whether adding more data, whether it be 
from the BWSA itself or from another domain-specific source, would help in 
increasing context similarity.  
 
The multi-morphic ambiguity that is left in the data after the complete 
disambiguation process varies among the entity categories. For person names it 
comes down to approximately 15%, compared to 18% for organization names, and 
25% for location names. These errors will ultimately cause our graph representation 
to contain too many nodes, resulting in an unnecessarily, and undesirably, high 
fragmentation of the social network. Although improved NER would definitely also 
help in improving the results for persons and organizations, this is only part of the 
problem and, as of yet, there exists no automated service to look up all people or 
businesses, let alone historic ones. However, there are other possible solutions. 
 
For instance, we could add extra features to the disambiguation process. These 
features could be gathered from other data sources, such as Wikipedia (Ratinov, 
Roth, Downey, & Anderson, 2011), or more domain-specific documents from 
IISH’s archive. But they could also be derived from the disambiguation results 
themselves. When we build the graph structure, we could for instance place a 
minimum on the number of aggregated occurrences of an entity before accepting it 
as a node in the network. Entities that fall below this threshold can be analysed 
separately, comparing their structural properties (e.g. the other nodes that they are 
connected to) and merging them if these are similar enough. 
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We illustrate this with an example. Consider the graph in Figure 3.4.a. It is the same 
graph as is displayed in Figure 1a, representing a hierarchically structured 
organization, only in this case different references to the same node B have been 
mistakenly separated from one another. Since nodes B1 and B2 actually refer to the 
same person, they show similar characteristics: they both communicate with nodes 
A, C, D, and E. Since there are no other nodes in the network that have these exact 
properties, we could merge them, by which we restore the tree structure (Figure 
3.4.b.). This example shows how the social network extraction process itself can 
serve to signal possible errors in the data and allows the researcher to decrease 




Now that we have located and identified all named entities in the data that belong 
to the categories of people, organizations, and locations, we can build our first 
social network model. The core of the socialist community roughly consists of the 
573 people whose biographies are present in the BWSA. There are also references 
to person entities outside of this set. However, these entities on average are 
mentioned only once or a few times in a few biographies, and as such they do not 
contribute much to the overall community structure. In light of these 
considerations, we include only the 573 biographees as person nodes in our 
network models. From a SNA perspective, organizations and locations perform 
vastly different roles than people do. Compared to an individual person, an 
organization is a collective. It may seemingly carry out actions, though these are 
actually performed by the people within the organization. A location performs the 
same type of role when it is used as a reference to its inhabitants. However, when it 
occurs in reference to a geographical location, it loses its power to act altogether 
and can only be acted on by other types of entities. Essentially, each role forms a 
different layer, or mode, in the network, each with different abilities for 
connectivity. For now, we will focus solely on the person nodes. 
 
The edges in the graph are formed by the actual co-occurrences of the different 
entities in the dataset. For this purpose we need to define what we mean with “co-
occurrence”. Considering the BWSA, two entities can co-occur at different levels: 
they appear in the same biography, in the same paragraph, or in the same sentence. 
The particular genre of the (short) biography is characterized by its compact 
description of events, due to its need to condense an entire life span into a few 
paragraphs. We won’t know how long of a period is described by each paragraph or 
sentence until we perform an analysis of all temporal expressions in the text. 
However, given that a document describes an entire life, we can assume that a 
paragraph describes several years, if not decades. If we would calculate our co-
occurrences based on paragraphs, we would likely group together many unrelated 
occurrences, which create unrealistic connections in our graph. Therefore, we base 
the edges exclusively on within-sentence co-occurrences using the following 
approach. For each biography we collect all sentences that mention one or more 
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entities, not including occurrences of the biographee. Entities that occur in a 
sentence by themselves are connected only to the biographee, while entities that 
occur together in the same sentence are connected both to the biographee and to 
each other. Each occurrence increases the weight of the edge by one. We evaluate 
the quality of our graph by comparing it to a graph constructed directly from the 
original BWSA HTML pages. As previously mentioned, the BWSA editorial board 
manually adds hyperlinks between biographies. We can safely assume that the 
connections resulting from these links are valid, because of the expertise and 
diligence of the editors. As such, the total network of inter-biography hyperlinks 
can be seen as a gold standard of connections that need to be present in our graph 
for it to be an accurate representation of the described community. Besides this 
gold standard, we also generate a baseline graph model by scanning each biography 
for exact occurrences of names of BWSA community members and connect these 
to the person whose biography they occur in. The names are gathered from the 
accompanying BWSA database. For each person we include their full name (e.g. 
“Pieter Jelles Troelstra”), their last name (e.g. “Troelstra”), their last name with all 
initials (e.g. “P.J. Troelstra”), and their last name with the first initial (e.g. “P. 
Troelstra”). Occurrences of multi-referent last names are not included, since it is 
impossible to determine the correct referent using this technique. 
 
The gold standard HTML graph model and the person-to-person graph 
constructed from our disambiguated data (from here on: NED P-P) are displayed 
in Figure 3.5 a and Figure 3.5 b, respectively. Nodes are sized in proportion to their 
degree, which is equal to the total number of edges attached to the node. The 
colours express the modularity class or community that a node belongs to (Blondel, 
Guillaume, Lambiotte, & Lefebvre, 2008). Modularity classes are calculated based 
on structural similarities between subparts of the graph, i.e. by grouping together 
nodes that have many connections in common. The layout of the graph is decided 
by a force-directed algorithm, which tries to minimize the number of edge 
crossings, thus grouping together nodes in a way that is aesthetically appealing and 
easy to interpret. At first glance, the graphs look very similar, both consisting of a 
large, highly interconnected group (right) and a smaller, less connected group (left). 
The similarity in shape is an indication that our method is successful at extracting 
the edges that also exist in the HTML graph. However, the larger node sizes and 
thicker edges reveal that the NED P-P graph is a lot denser than the gold standard. 
Furthermore, the communities seem to be distributed slightly differently across 
both graphs, which most logically implies that our method also finds edges that are 
not identified in the HTML. 
 
We calculate several statistics to further investigate the (dis)similarities of our 
graph models, the results of which are listed in Table 3.6. In the HTML graph, we 
are able to connect 564 out of 573 biographees, with a total of 2,969 edges. The 
average degree is not much lower than its weighted counterpart. This reflects the 
limited number of hyperlinks that are added to the BWSA HTML and, 
consequently, the limited number of occurrences that we find for each connection. 
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Table 3.6 – Statistical comparison of the baseline and NED P-P graph models to the gold standard HTML 
graph. 
 
The diameter of the graph is 7, which means that from any node in the graph it 
takes at maximum 7 steps to reach any other node. The baseline graph model is 
much denser than the HTML graph, with 4,800 edges that connect 100 % of the 
nodes. This results in a lower network diameter (4) and a higher average degree 
(16.8). We also see a great increase in the average weighted degree, which implies 
that more occurrences of the same edges are found using this technique. The NED 
P-P graph model connects 567 nodes with 3,530 edges. The average degree is closer 
to that of the HTML graph, while the average weighted degree is higher, as it is in 
the baseline graph. This means that our method finds more occurrences of edges 
that also exist in the gold standard than the baseline method, while it also finds less 
new edges than the baseline method. We confirm this by calculating Precision and 
Recall of unweighted edges for both graphs. The F1 score for NED P-P reaches 
84.2, which is in line with our disambiguation results for the person class. The 
baseline F1 score is a mere 58.4, which is caused by the large number of new edges 
in this network (2,530). In comparison, the number of new edges in NED P-P totals 
795. We cannot say if the new edges are valid or not from the statistics alone and 
without the proper domain knowledge. However, when we consider the HTML 
graph as a gold standard, it is fair to assume that it is a good representation of the 
structural composition of the actual network, and that any newly added edges 
should not alter that structural composition too rigorously for the graph to remain 
an accurate representation. We test structural similarity by calculating Spearman's 
rank correlation coefficient on the nodes ranked by unweighted degree, as well as 
betweenness centrality. The degree rank correlation measures to what extent the 
overall importance of nodes in the graph correlates. Betweenness centrality 
combines importance with (structural) position by incorporating measures taken 
over adjacent nodes. As such, it is a slightly more precise measure. Both the 
baseline and NED P-P graphs show significant correlations with the gold standard 
(p < 0.00001). Nevertheless, the correlations are considerably higher for our NED 
P-P graph, leading us to the conclusion that it is indeed the more accurate of the 
two. 
 





Figure 3.5 – a. Force-directed visualization of the links between the BWSA HTML pages. b. Force-directed 
visualization of the static social network of BWSA biographees constructed from sentence-level co-occurrences. 
In both graphs, the nodes are colored by modularity class to distinguish communities, and sized by degree 








Who controls the past controls the future: who controls the present controls the past. 




After the identification of all nodes and edges for our graph we are able to view the 
accumulated social network of the BWSA as a static structure. This shows us who is 
connected to whom, but it reveals no information as to the period, duration, or 
order of the connections, which would help to expose the evolution and flow of 
ideas through the community. To be able to add this information and transform 
the network into a dynamic graph, we need to recognize and normalize all temporal 
expressions and events in the text. When we read a text or listen to a story, our 
mind processes numerous cues related to the ordering of events in time. These cues 
may be explicit in their reference, such as "1911" or "May 25th, 2013", or vague, 
such as "later" or “around the same time”. We also process signals that order events 
relative to one another, as happens in the sentence "We had a beer after work". 
There may be other, more subtle hints related to order or causality which we, 
humans, have no problem processing and relating to our general knowledge of the 
world, while a computer will encounter problems deriving the actual timeline of 
events. Consider the following fragment: 
 
(1) Mary's hair was wet. She went for a swim in the lake. 
 
Knowledge of the fact that water makes things wet helps us to deduce quite easily 
that the event of Mary going for a swim must have started before the event of her 
hair getting wet. Without this piece of knowledge, one might mistakenly infer that 
Mary went for a swim because her hair was wet, placing the events in reverse order 
on the timeline. For our current purpose – the construction of a social graph that 
evolves over time – it is crucial that we place the events and their resulting 
connections in the correct order, as not to give a misrepresentation of history as it 
is described in the text. 
 
                                                   
 Parts of this Chapter have previously been published in: 
− Van de Camp, M., & Christiansen, H. (2013). Resolving relative time expressions in Dutch text 
with Constraint Handling Rules. In D. Duchier, & Y. Parmentier, Constraint Solving and 
Language Processing (pp. 166-177). Orléans, France: Springer. 
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In this chapter we investigate methods for the automatic recognition, 
normalization, and ordering of temporal expressions and events in Dutch 
biographical text to answer our second research question: 
 
RQ 2 To what degree and level of specificity can we reliably recognize and 
normalize temporal information in Dutch biographical text using 
state-of-the-art techniques? 
 
We discuss related research into temporal analysis in Section 4.1. Our methods for 
its subtasks are detailed in Section 4.2, followed by our experiments and results in 




Initially, research in Text Mining regarded temporal expressions in the same light 
as named entities. Their recognition was therefore generally included in the NER 
task. However, as more advanced systems required more sophisticated temporal 
analysis, the tasks became separated. Over the last decade or so, research into 
temporal text analysis has greatly expanded. A major catalyst for this expansion was 
the definition of the TimeML ISO-standard for temporal annotation (Pustejovsky, 
et al., 2003), which provides exact rules for the markup of temporal events in 
documents. It allowed for a more formal approach to temporal expression analysis 
in which systems can be easily evaluated and compared to one another. To facilitate 
this process and further research in this area, three iterations of challenges 
regarding temporal expressions were organized under the flag of SemEval1, which 
provides a periodic evaluation of the computational semantic analysis domain in 
the form of focussed tasks. The temporal task is known as TempEval and has 
provided a host of baseline systems for the recognition, normalization, and 
ordering of events and temporal expressions in unstructured text. In this 
Subsection we introduce the TimeML annotation standard, followed by a brief 
overview of the TempEval tasks and their best performing systems. It should be 
noted that most of these systems are implemented only for English language 
newswire or newspaper text. We therefore provide a separate overview of research 




Many approaches to automated temporal text analysis involve a machine learning 
(ML) component, whether it be on its own, or in conjunction with a rule-based 
approach in a hybrid system. The training and evaluation of ML-based systems 
usually require some amount of data in which the targeted information has been 
consistently marked. This ensures that datasets are sufficiently consistent to allow a 
comparative evaluation, and that the annotations may easily be ported to different 





genres or languages. The most widely used scheme for temporal annotation is 
TimeML. It provides a broad framework to annotate events and temporal 
expressions in many languages, allowing for straightforward interpretation and 
evaluation of automatically induced temporal information. TimeML annotation is 
specifically designed to serve the following purposes (Pustejovsky, et al., 2003): 
 
• anchoring of events to temporal expressions; 
• temporal ordering of events, both within the same sentence and across 
sentence boundaries; 
• interpretation of contextually underspecified temporal expressions, such as 
“two months later”, or “yesterday”; 
• reasoning involving the duration of events. 
 
TimeML uses four different entity classes, each with a specific role and meaning. 
Complex expressions can be represented through combinations of these base types, 
which can be summarized as follows: 
 
TIMEX3: denotes a temporal expression. Its main attributes are type and value, 
with a possible modifier. Type can be of value TIME, DATE, or DURATION. The 
value is a normalized value of the temporal reference formatted according to 
specifications defined within TimeML. The modifier can be used to define 
imprecise temporal expressions by indicating their position relative to the given 
value (e.g. “before”, “during”, “at the end of”). 
 
EVENT: used to indicate linguistic expressions that refer to eventualities, which 
include both happenings and states. Events have three attributes: class, tense, and 
aspect. Class denotes whether the event refers to an action or state, both with and 
without intent (e.g. “to have” versus “to want”), plus several other types such as a 
reporting event (e.g. “say”, “claim”) or an aspectual event (e.g. “begin”, “stop”, 
“continue”). We should note that we make a distinction between these linguistic 
events and historical events. A historical event refers to a unique happening or 
process that took place at a certain point in time. A linguistic event is the part of a 
sentence that refers to the action described by the sentence, which in most cases is 
the main verb. From here on, we shall use the term event to refer to historical 
events, and linguistic event or EVENT to refer to the expressions marked by the 
EVENT tag. 
 
SIGNAL: indicates words that express how the linguistic events and temporal 
expressions are related to each other. It is used for temporal prepositions (e.g. 
“before”, “from”, “until”), connectives (e.g. “when”, “then”), subordinators (e.g. 
“if”, “or”), quantifiers (e.g. “twice”, “repeatedly”), and polarity shifting words (e.g. 
“no”, “not”, “none”), yet it does not include any attributes to actually define the 
type. 
 
LINK: expresses one of three types of relations: a logical temporal relation between 
two linguistic events, or between a linguistic event and a temporal expression 
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(TLINK); a subordination relation between two linguistic events, or between a 
linguistic event and a signal (SLINK); an aspectual relation between two linguistic 
events (ALINK). We will focus only on the TLINK entity in this chapter. The types 
of relations that can be expressed by a TLINK are drawn from James Allen's 
interval logic (Allen, 1983). This logic contains 13 possible relations that may exist 
between two linguistic events, broadly falling into the categories before, during, 




TempEval is a platform for the periodic evaluation of the state-of-the-art in 
temporal analysis. It is organized as part of the SemEval workshop for Semantic 
Evaluation in the form of a predefined task to be performed on a supplied dataset. 
This type of controlled evaluation allows for a fair comparison of the available 
systems. The main goal of TempEval is to stimulate research into the recognition, 
normalization, and ordering of temporal expressions and events in text, and to 
provide a useful framework for the evaluation of such temporal analyses (Verhagen, 
Gaizauskas, Schilder, Hepple, Katz, & Pustejovsky, 2007; Verhagen, Saurí, Caselli, & 
Pustejovsky, 2010; UzZaman, Llorens, Allen, Derczynski, Verhagen, & Pustejovsky, 
2012). So far, the task has been organized on three occasions (SemEval-2007, 
SemEval-2010, and SemEval-2013). Even though TempEval is directly inspired by 
the definition of TimeML, it does not employ the exact TimeML annotation 
scheme. The most notable differences are as follows: 
 
• for TIMEX3 the type attribute can also be SET, which is applied to temporal 
expressions that refer to a repeated occurrence, such as “twice a week”, or 
“every Friday”. In TimeML this is included through the use of the SIGNAL 
entity, which in return is not included in the TempEval data; 
• two extra attributes are encoded for EVENT: modality and polarity. 
Modality reflects the modal verb that governs the event expression. Polarity 
can either be positive or negative (binary) and refers to the affective polarity 
of the event. An extra binary attribute mainevent denotes whether the 
current event is the main event in the current sentence; 
• regarding relation encoding, TempEval exclusively considers the TLINK 
category. SLINK and ALINK are not encoded. 
 
In our method, we apply the modified TempEval annotation scheme, with one 
exception: we do not include TIME or SET as a class for TIMEX3. These classes 
have little significance in the context of biographies, where the ordering of events is 
more important than their exact timing. Instead, we add an extra class 
REFERENCE for the annotation and recognition of temporal expressions that refer 








The tasks featured within TempEval have varied over the years, but always centered 
on the topics of recognition, normalization, and ordering. The full list of tasks 
specified for TempEval is the following: 
A. Recognition and classification of temporal expressions 
B. Recognition and classification of events 
C. Relating events to temporal expressions in the same sentence 
D. Relating events to the document creation time 
E. Relating events in consecutive sentences to one another 
F. Relating events from the same sentence between which a syntactic 
subordination relation exists 
 
The first TempEval included only tasks C, D, and E, and provided datasets 
exclusively in English. The data was preprocessed to split the sentences and each 
sentence was manually annotated with TIMEX3, EVENT, and TLINK entities. 
TempEval-2 included all tasks and datasets in six languages, though participants 
only developed systems for English and Spanish. TempEval-3 consequently offered 
only datasets in these two languages. The most notable difference between 
TempEval-3 and its previous instalments is in the setup of the tasks. Participating 
teams could choose to implement a solution to only one of the tasks, or to solve all 




Regarding the evaluation, TempEval and TempEval-2 implemented two 
approaches: strict and relaxed (Verhagen, Gaizauskas, Schilder, Hepple, 
Moszkowicz, & Pustejovsky, 2009). TempEval-3 only implemented the strict 
scoring method. The strict evaluation only regards an assigned label as correct if it 
is exactly the same as the label in the gold standard. The relaxed method allows for 
some fuzziness and also counts partial matches as correct, though it weighs the 
score depending on the overlap with the gold standard answer. For example, if the 
answer given by the system for a particular TLINK is before, while the gold 
standard answer is before-or-overlap, then under the relaxed evaluation method the 
answer is considered as being correct with a weight of 0.5, while the strict method 
considers it as false. For both scoring methods, precision and recall are calculated 
over all answers using the following equations: 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑅!  / 𝑅 
𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑅!  / 𝐾 
 
where 𝑅!  is the number of correct answers, 𝑅 is the number of answers in the 
system's output, and 𝐾 is the number of answers in the gold standard key. The F1 
metric calculated from these values is used to determine the final score for a system 
on a task (Van Rijsbergen, 1979). 





Many systems have participated in the TempEval tasks using many different 
approaches. Here, we review a few of the best performing methods (WVALI, 
HeidelTime, TIPSem, and ClearTK-TimeML) and discuss their suitability for 
temporal analysis on the biographical genre.  
 
The WVALI system displayed the best performance in the first instalment of the 
TempEval task (Puscasu, 2007). In this approach, temporal relations between 
events, between events and temporal expressions, and between events and the 
document creation time (DCT) are all determined using heuristics. Parameters 
used include tense and aspectual features for the events, the TimeML types of the 
constituents, syntactic relations between them, and the presence of temporal signal 
words. Puscasu (2007) breaks the process down into three steps. First, they derive 
temporal relations between constituents of a clause from the syntactic dependencies 
between the constituents and add this information to the parse tree of the clause. In 
a next step, each pair of clauses from the same sentence is related to one another 
based on the tenses of their main verbs and the dependency relations between the 
clauses. Finally, the temporal relation is determined based on propagation of the 
previously derived temporal relations between the constituents through the parse 
tree. WVALI’s best scores for each of the tasks (C, D, E) are, respectively, 64%, 81%, 
and 64%. 
 
Before determining the temporal relation between an EVENT-TIMEX3 pair, 
WVALI applies common-sense reasoning to test whether a certain temporal 
relation must logically exist between the entities based, among other things, on 
their relation to the DCT. For instance, they argue that if a TIMEX3 is classified as 
before the DCT and the verb tense of the EVENT is future, then the EVENT must 
be after the TIMEX3. While this assumption may generally hold for texts of a 
reporting genre, such as the newswire text in the TempEval corpus, it cannot be 
taken for granted when processing other genres of text. Especially in fiction one can 
make references to timelines that have no logical relation to the DCT whatsoever. 
In historical genres, such as the BWSA, literal quotes are often included, which 
cannot be interpreted from the perspective of the static DCT. In fact, the DCT 
seems completely irrelevant in these contexts, since the time of writing or 
publishing is of no consequence to the description of the events in the text. 
Moreover, in the case of digitized historical documents, the digital DCT differs 
from the actual DCT, complicating matters even further. 
 
The HeidelTime system first participated in TempEval-2 (Strötgen & Gertz, 2010). 
It was the best performing system for the detection and normalization of temporal 
expressions (task A) with a score of 86%. It participated again in TempEval-3 for 
the same task. This time HeidelTime was the second best system with a score of 
90.3%, only 0.02% below the best performing system. HeidelTime uses handcrafted 
rules, which are defined separately for each type of TIMEX3 entity (TIME, DATE, 




against regular expressions) with a normalization function and a TIMEX3 type 
label. The regular expressions are constructed using a combination of actual tokens, 
part of speech tags, and normalized values representing commonly occurring 
tokens, such as day and month names and numbers possibly representing a time, 
date, or year. The rules are first applied to the entire document. The normalization 
functions allow for varying degrees of specificity, which may result in the extraction 
of underspecified temporal expressions. For example, “mid 90s” is initially 
normalized to ‘XX95-XX-XX’, where day, month, and century are left undefined. A 
single mention of “June” is normalized to ‘XXXX-06-XX’. In a next step, 
HeidelTime applies some basic reasoning to these cases, trying to resolve them by 
relating the expression to either the DCT, or to the other temporal expressions that 
occur in the document. If these do not provide sufficient information, the system 
looks for linguistic cues, such as verb tense, to further determine the value of the 
expression. Regular expressions are a powerful tool, but limited in their application, 
since only exact matches are processed. This requires the input text to be as clean as 
possible, without any spelling mistakes or OCR errors. Unfortunately, it is these 
types of errors that occur most often in historical, digitized data like the BWSA. 
Therefore, the HeidelTime system seems less appropriate for this genre.  
 
The TIPSem system, which participated in all tasks of TempEval-2 for both English 
and Spanish, approaches temporal annotation as a supervised sequence labelling 
task using Conditional Random Fields (CRF) (Llorens, Saquete, & Navarro, 2010). 
The CRF method requires as input a matrix X of random variables over a sequence 
of data instances, plus a vector Y containing the categorical labels for the instances 
in sequence (Lafferty, McCallum, & Pereira, 2001). It then defines a conditional 
probability p(Y|x)  over label sequences Y given a particular observation sequence 
x, and assigns the label sequence y with the highest conditional probability.  This 
approach seems highly appropriate for temporal analysis tasks, since the extent of 
linguistic events, temporal expressions, and their relations are dependent on the 
structural properties of the sentence. For English, TIPSem scored comparable to 
HeidelTime for task A (85%) and was the best performing system for the tasks of 
event recognition (B) and identification of event-DCT relations (D) with respective 
scores of 83% and 82%. It should be noted that the system achieved the lowest 
scores on English data of all systems participating in task C, relating events to 
temporal expressions in the same sentence. It scored a mere 54-55%, while all other 
systems scored between 62% and 65%. For the Spanish version of the same task, 
however, the system reached a score of 81%. This difference in performance could 
be attributed to a number of factors, including the quality of the two datasets and 
linguistic differences between Spanish and English. However, the exact cause of the 
difference in performance was not investigated by the researchers. 
 
ClearTK-TimeML (Bethard, 2013) was one of the best systems participating in 
TempEval-3 for all English tasks. It placed first on the combined tasks, fully 
processing all temporal information from raw text input, yet with a low score of 
30.98%. This underlines the complexity of the task at hand. ClearTK approaches 
the TIMEX3 and EVENT recognition tasks (A and B) both as sequence labelling 
4.1 Related research 
 
54 
tasks, using features such as token, stem, part of speech, and word form for each 
token and its surrounding 6 tokens. The normalization of TIMEX3 values is 
handled using an existing rule-based system, TimeN (Llorens, Derczynski, 
Gaizauskas, & Saquete, 2012). All other tasks are dealt with in a multi-class 
classification setup, with varying, but straightforward, features. For the relation 
identification tasks, only EVENT-TIMEX3 pairs are considered where the path of 
syntactic relations and sub-/superordinations between them matched a predefined 
regular expression. This ensures a certain level of consistency in both the training 
and test instances, which expectedly improves a system’s precision. Bethard (2013) 
compares performance between CRF classifiers, Maximum Entropy classifiers 
(MaxEnt), and Support Vector Machines (SVM). SVM classifiers are found to 




To get a full understanding of the options and challenges in analysing the temporal 
expressions in the BWSA, we also need to review research into Dutch temporal 
expressions. However, automated temporal analysis of Dutch text has not received 
much attention. Instead, most efforts in this field focus only on purely (cognitive) 
linguistic and logical aspects of expressing and processing temporal information 
(Maes & Oversteegen, 1999; Oversteegen, 2005). However, within the context of 
several large research projects (D-Coi, AMASS++, SoNaR) a linguistically 
motivated annotation scheme for temporal and geospatial information has been 
developed, which is named STEx (previously MiniSTEx) (Schuurman, 2008; 
Schuurman, Hoste, & Monachesi, 2010). STEx has been designed to be applicable to 
a wide range of genres and languages. Besides temporal expressions, STEx also 
covers geospatial expressions, and geotemporal expressions, which combine 
geospatial and temporal properties (i.e. historic place names). One key aspect of 
STEx is that it makes use of document metadata beyond the DCT in the 
annotations. For instance, if the origin of the text is known, the intended audience 
can be determined, which serves a role in the definition and interpretation of 
ambiguous references. Compared to TimeML, STEx provides a much broader 
framework. Expressions such as “winter” or “Christmas” are not covered in 
TimeML, while they are in STEx. The exact dates of seasons and holidays may 
differ across regions, but STEx solves this through the connection of the temporal 
and the geospatial information. The disambiguation of geospatial and geotemporal 
expressions is solved using a large database of entities. This somewhat hampers the 
applicability of STEx, since such databases are not always available. Because it has 
only recently been developed, STEx is not yet in wide use as an annotation scheme 
and has not been fully evaluated with respect to its applicability in an automated 
setup. We therefore do not consider STEx to be part of the state-of-the-art and as 
such do not judge it as a viable solution to our problem. 
 
In a previous effort, we ourselves have attempted to resolve implicit and referential 




implemented in Prolog, which is a logical programming language (Van de Camp & 
Christiansen, 2013). CHR entails the definition of rules for the extraction and 
logical reformulation of constraints posed by the data itself, and tries to resolve 
these constraints into simpler ones that are computationally more comprehensible 
(Fruhwirth, 1998; Fruhwirth, 2011). For instance, if a biography refers to “the 20s” 
and the biographee lived from 1785 to 1840, then the temporal expression can 
logically be inferred to refer to the 1820s in consideration of the constraints posed 
by the biographee’s lifespan. Intuitively, a logical approach to temporal analysis 
makes sense, if time is viewed (and referred to) as a linear process. However, 
references to time in text may not adhere to such a chronological order. 
Furthermore, the references themselves may appear in a multitude of forms, which 
are not always logically explained. In CHR, each surface form requires its own rule 
in order to be recognized correctly. The rules that need to be defined for acceptable 
coverage of the data thus quickly grow to an infeasible number. Moreover, the rules 
are applied to the data continually, until no further resolution is possible. In this 
process, the resolution of one expression may provide information for the 
resolution of another. Any errors that are made early in the process will 
consequently have a detrimental effect on the final result. In our application of the 
method, we find that the effort required to define the rules is too great compared to 




Our current goal is to locate all information in the BWSA that pertains to the 
temporal ordering of the edges in our social network model. To this end, we at least 
need to recognize and normalize all temporal expressions in the text, as defined by 
TempEval task A. In an attempt to further enrich the graph, we also aim to extract 
all linguistic events and relate them to the temporal expressions, which is equivalent 
to TempEval tasks B and C. This will hopefully allow us to uncover some of the 
events that are pivotal in the forming, endurance, and dissolution of connections 
between the biographees of the BWSA. We apply both rule-based and machine 
learning (ML) methods to solve the tasks at hand. The data for our experiments is 
gathered by randomly selecting 100 biographies from the entire BWSA. From this 
we create three random subsets: a training set of 50 biographies (84,835 tokens), a 
development set of 30 biographies (45,970 tokens), and a test set of 20 biographies 
(28,136 tokens). The temporal information in these biographies is annotated by two 
independent human annotators (both male) without any linguistic background, but 
with good understanding of the task. All disagreements are resolved by a third 
annotator (female) with expert knowledge of linguistics and temporal analysis. 
Next, we describe our exact approaches to each of the three temporal entity classes, 









We approach the TIMEX3 recognition task as a straightforward sequence-labelling 
task according to the BIO scheme (Ramshaw & Marcus, 1995; Tjong Kim Sang & 
Veenstra, 1999). In this approach the tokens of a sentence are sequentially fed into 
the classifier, which then assigns one of the following three class labels: B-TIMEX3, 
I-TIMEX3, and O. These respectively imply that the token is the beginning of a 
TIMEX3 expression, that it is inside a TIMEX3, or that it is outside a TIMEX3. In 
our gold standard, 6,501 tokens out of 158,941 are found to be part of a temporal 
expression (4.1 %). Together they constitute 3,262 temporal expressions. Of these, 
2,346 (71.9 %) are of type DATE, 781 (23.9 %) are of type DURATION, and 135 
(4.1 %) are of type REFERENCE. 
 
For the classification we use two different types of machine learning algorithms: a 
MATLAB implementation of Conditional Random Fields2, and the k-nearest 
neighbours algorithm (k-NN) as implemented by MBT (Daelemans, Zavrel, Van 
den Bosch, & Van der Sloot, 1996). k-NN is a lazy learning algorithm, which means 
that no computation or modelling is done on the data until the moment of 
classification. To classify a new instance, k-NN compares it to its k most similar 
instances in the training set and assigns the majority class of this set of neighbours 
to the instance. MBT implements a slightly altered version of k-NN, namely k-
nearest distances, in which the set of neighbours is comprised of all instances that 
are at one of the k shortest distances from the test instance in the feature space. 
Distance is weighted based on exact feature overlap, a metric that is also suitable for 
processing of categorical feature values. For each token in a sentence we include the 
following features: lemma, part of speech tag, named entity type (Chapter 3), and 
word form. We add the same features for the three preceding and the three 
following tokens to the feature vector. The feature vectors for the CRF classifier are 
numerically encoded before being fed into the classifier. The encoding is done 
through a numeric index of all unique non-numeric features in the entire dataset. 
We use the same types of classifiers for the TIMEX3 identification task, where all 
previously recognized temporal expressions are labelled with one of the following 
type labels: DATE, DURATION, or REFERENCE. For this task we again include 
lemma, part of speech tag, named entity type and word form for the current token 
and its six direct neighbours in the feature vector, supplemented with numeric 
representations of the date components included in the temporal expression. For 
instance, “November” is converted to 11, and “Monday” is converted to 1. We also 
run experiments with classifiers that try to detect and identify the TIMEX3 entities 
in one step. The concatenation of multiple classifiers commonly results in a 
decreased accuracy, since the errors made by one classifier are fed into the next. We 
aim to investigate whether the recognition and identification of temporal 
expressions is best approached as a 1-step, or a 2-step problem. 
 





In order to be able to compare our ML systems to an intelligent baseline, we 
implemented a rule set for Dutch in HeidelTime.3 In a first step, we translated all 
regular expressions already included in the German and English rule sets to Dutch. 
In a second step, we converted the normalization rules in the German set to match 
Dutch syntax. We choose the German set for this, since this language is 
syntactically more similar to Dutch, compared to English. In a third step, we 
checked the Dutch normalization rules against the rules for English to make sure all 
similar cases were covered by both sets. In total, 150 rules are defined (date: 83; 
duration: 26; set: 19; time: 22). 
 
Regarding the type classification of TIMEX3 entities, we do not consider 
expressions of types TIME and SET. Biographies describe the flow of major events 
occurring during a timespan of usually several decades. Expressions referring to 
specific times are very unlikely to occur in this genre and when they do, the exact 
time of the event is of negligible consequence to the flow of events surrounding it. 
Similarly, sets rarely occur in the BWSA. Recurring events that do occur are mostly 
in the form of named events, such as “Pasen” (“Easter”) and “Kamerverkiezingen” 
(“parliamentary elections”). Moreover, we observe many occurrences of dates as 
part of a duration in the BWSA. For instance, when giving an overview of 
someone's professional career, the authors often choose a construction of the 
following form:  
 
(2) "Vanaf 1920 was zij als eerste vrouw als waarnemend griffier verbonden aan 
het Amsterdams Gerechtshof. Van 1924 tot 1928 was Katz bestuurslid van 
de Nederlandsche Advocaten Vereeniging en de Internationale Vereeniging 
van Vrouwelijke Advocaten." 
 
(“From 1920 onward she was the first woman as Acting Registrar attached 
to the Amsterdam Court. From 1924 to 1928 Katz was a board member of 
the Dutch Lawyers Association and the International Association of Women 
Lawyers.”) 
 
According to the TimeML guidelines, "1920" in the first sentence should be 
annotated as DATE. However, the event described in the sentence is not restricted 
to a single date or year, but rather starts at the given date and lasts for an as of yet 
undetermined amount of time. Similarly, "1924" and "1928" should formally both 
be annotated as DATE, while they clearly indicate the boundaries of a duration. We 
choose to deviate from the TimeML annotation standard in this respect, and 
consider these instances as being of type DURATION. The annotators are also 
asked to mark whether a selected DURATION describes a starting point, an 
endpoint, or a full duration. The inter-annotator agreement (mutual F-score) for 
the TIMEX3 type attribute is 94.6 % over all classes, 94.7 % for DATE, 79.7 % for 
DURATION, and 72.1 % for REFERENCE. The agreement for the DURATION 





subtypes is 86.7 % for starting points, 90.0 % for endpoints, and merely 60.5 % for 
full durations. 
 
We interpret temporal expressions as describing a period or interval, as is done in 
James Allen’s interval logic (Allen, 1983). He views time in terms of intervals that 
may or may not overlap, connect, or include one another. We motivate our choice 
for an interval-based logic with the following example: 
 
 
(3a) John arrived at 7.12 PM. 
(3b) John arrived in the evening. 
 
Sentence 3a considers the event of John's arrival as a momentary happening of 
which the exact time is given. Sentence 3b is much more fuzzy in its indication of 
the actual moment that the event occurred, but gives us a timespan within which it 
happened. If time is treated as a sequence of moments or points, the timespan in 
sentence 3b could be represented by (one of) the points within the subset of points 
that fall between 6 PM and 12 AM. However, the event of arriving somewhere in 
itself can be further decomposed into smaller events. For instance, John might have 
travelled to his destination by car, in which case the arrival could include the 
parking of the car, turning off the engine, opening the door, stepping out of the car, 
closing the door, and so forth. If we would consider 7.12 PM to be one point, we 
would not be able to further represent its components if needed, resulting in a loss 
of information. An interval-based representation of time preserves all of the 
information that is given, and leaves room for the addition of information of a finer 
granularity if and when it becomes available. In this representation, "7 PM" and "the 
evening" can be easily compared to one another. With this in mind, we use two 
attributes to describe the TIMEX3 value: start and end. 
 
To normalize a TIMEX3 to an interpretable start and end value, we apply a 
straightforward rule-based algorithm. For temporal expressions of types DATE and 
DURATION we match the string of the expression to several regular expressions in 
order to locate any possible references to a day, month, year, decade, or century. 
For the DATE type, the extracted values are assigned to the appropriate slot in both 
the start and end date of the TIMEX3. For instance, the string “24 september 1863” 
will return the values 24 (day), 11 (month), 3 (year), 6 (decade), and 18 (century) 
for both the start and end attributes, which are then combined into “1863-11-24”. 
Missing values are replaced with zeroes, so a single mention of “1863” will be 
marked as “1863-00-00”. Season names and signals such as “het begin van” (“the 
beginning of”) are also parsed and converted to day and month values. For entities 
of type DURATION the context of the expression is then parsed in an effort to 
determine whether the expression denotes a starting point, an endpoint, or a full 
date. For instance, a starting point will most often be preceded by a preposition 
such as “van(af)” (“from”) or “sinds” (“since”), and an endpoint will be preceded by 
“tot” (“until”). Full durations can be described in numerous ways, for example by a 




period”) or “de jaren” (“the years”) followed by a temporal expression, or the name 
of a season. If the TIMEX3 is determined to be a starting point, only the start 
attribute is assigned its extracted date, while the endpoint is set to “0000-00-00”; the 
reverse is done when the duration is found to be an endpoint. 
 
Temporal expressions of type REFERENCE require a different approach. To be 
able to assign a value to a reference, we need to determine the distance value and 
unit described by the expression, and the referent, which is selected from the 
temporal expressions occurring before the referential expression. The referent is set 
to the end value or, if that is not defined, to the start value of the last occurring 
TIMEX3 that is part of the running text. This implies that temporal expressions 
which occur between brackets or quotes are not considered as candidates for 
reference, since they may not adhere to the chronology of the biography. The value 
of the REFERENCE entity is then calculated by adding or subtracting the distance 




The recognition and classification of EVENT entities is handled in a rule-based 
setting and depends largely on the syntactic analysis delivered by Frog (Van den 
Bosch, Busser, Canisius, & Daelemans, 2007). In fact, we use the verb and noun 
phrases detected by Frog’s chunking module as the baseline for this experiment. 
For our own method, we depend on Frog’s dependency parser (Canisius, Bogers, 
Van den Bosch, Geertzen, & Tjong Kim Sang, 2006). The rules are defined as 
follows. From the dependency parse of a sentence, we first select all finite verbs. 
Next, we locate any verbal complements that are dependent on the selected finite 
verb. We then check for any reflexive pronouns dependent on the verb phrase and, 
if the verbal complement is an infinitive, we also check for a dependency relation to 
the word “te”, which can be considered the Dutch equivalent of the English “to be” 
when it is followed by an infinitive (e.g. “to be standing”). Next, we look for verbal 
particles and, finally, we check for the occurrence of a direct dependency to or from 
any of the negation words “niet” (“not”), “niets” (“nothing”), “geen” (“none”), 
“nooit” and “nimmer” (both: “never”). The complete phrase is then marked as an 
event with a binary attribute negated. As is done in TempEval, we add an attribute 
indicating whether the event is the current clause’s main event. Additionally, we 
add two event type markers based on the main verb in the event phrase. The first 
type is described by one of the following labels: “alteratie” (“alteration”), “actie” 
(“action”), “gebeurtenis” (“happening”), and “verloop” (“course”). The label is 
determined by querying Cornetto (Vossen, et al., 2013), the Dutch equivalent of 
WordNet, for a chain of hyperonymy relations between the input verb and the four 
verbs corresponding to the type labels: “wijzigen” (“to alter”), “handelen” (“to act”), 
“gebeuren” (“to happen”), and “gaan” (“to go on”) in that order. The label 
corresponding to the first verb with which such a path of relations is found is set as 
the event’s main type. The subtype is set to the first hyponym of the main type verb 




events on three levels: the main type, the subtype, and the main verb, thus 
synthesizing a hierarchical taxonomic perspective on the data. Further attributes 
for the event include its tense, its modality, and its aspect, the last two of which are 
determined by the occurrence of any of the auxiliary verbs listed in Table 4.2. We 
repeat this process for any remaining infinitives and past participles occurring in 
the sentence. In total, 3,729 unique verbs occur in the BWSA. 
 
Nouns referring to events are selected using Cornetto. All nouns occurring in the 
BWSA are compared to the words “ontwikkelingsgang” (“development”), 
“alteratie” (“change”), “evenement” (“event”), and “handeling” (“action”). These 
 
 



































go, as in “I’m going fishing” 





* in the sense of “being” 
 
Table 4.1 - Overview of modal and aspectual auxiliary verbs occurring in the BWSA 
 
 
noun translation frequency 
functie function / position 496 
oorlog war 443 
congres conference 425 
strijd conflict 345 
raad advice 343 
leiding leadership 328 
vergadering meeting 315 
dienst service 313 
ontwikkeling development 280 
actie action 270 
 






Figure 4.1 - Example of the rule-based EVENT extraction process applied to one sentence of the BWSA 
 
words are not among the most commonly used words in modern Dutch. They are 
chosen because of their high position in the tree of semantic relations within 
Cornetto, which implies a great coverage over the target words. If the first sense of 
the input noun is a hyponym of the first sense of any of these four words in the 
Cornetto database, then the noun is considered to refer to an event. We filter the 
nouns to keep only those with 25 or more occurrences in the BWSA, resulting in a 
list of 266 unique nouns. After manual inspection, 85 nouns are removed that do 
not refer to an event, which include three of the most common nouns in the 
Rule-based EVENT extraction
In 1861 begon zij zich voor te bereiden op het onderwijzersexamen dat zij wegens langdurige              
ziekte van 1864 tot 1869 niet heeft afgelegd.
(Translation: “In 1861 she began to prepare for the teachers exam which she did not complete               
due to prolonged illness from 1864 to 1869.”)
finite verbs: In 1861 begon zij zich voor te bereiden op het onderwijzersexamen dat zij              
wegens langdurige ziekte van 1864 tot 1869 niet heeft afgelegd.
verbal complements: In 1861 begon zij zich voor te vcbereiden op het onderwijzersexamen            
dat zij wegens langdurige ziekte van 1864 tot 1869 niet heeft vcafgelegd.
reflexive pronouns: In 1861 begon zij obj1/sezich voor te bereiden op het           
onderwijzersexamen dat zij wegens langdurige ziekte van 1864 tot 1869 niet heeft afgelegd.
infinitive completion: In 1861 begon zij zich voor nonete bereiden op het           
onderwijzersexamen dat zij wegens langdurige ziekte van 1864 tot 1869 niet heeft afgelegd.
verbal particles: In 1861 begon zij zich svpvoor te bereiden op het onderwijzersexamen dat             
zij wegens langdurige ziekte van 1864 tot 1869 niet heeft afgelegd.
negation: In 1861 begon zij zich voor te bereiden op het onderwijzersexamen dat zij             
wegens langdurige ziekte van 1864 tot 1869 modniet heeft afgelegd.
noun events: In 1861 begon zij zich voor te bereiden op het onderwijzersexamen dat zij              
wegens langdurige ziekte van 1864 tot 1869 niet heeft afgelegd.
extracted EVENTs:
EVENT 1: begon zich voor te bereiden
mainevent = 1
aspect = beginnen
main type = actie
subtype = werken (“to work”)
EVENT 3: onderwijzersexamen
main type = actie
subtype = experiment
EVENT 2: heeft niet afgelegd
negated = 1
main type = actie
subtype = werken
EVENT 4: ziekte
main type = alteratie
subtype = proces





collection: “partij” (“[political] party”), “organisatie” (“organisation”), and 
“beweging” (“movement”). Although the latter two strictly speaking do refer to 
events  -  namely, the events of organising and moving  - within the BWSA 
“organisation” generally refers to a previously mentioned named entity of the same 
type, while “movement” refers to the overall topic of the collection, the labour 
movement, or any of its submovements. Table 4.3 list the top ten occurring event 
nouns. 
 
The success of this approach to event detection is principally dependent on the 
performance of Frog’s parts-of-speech tagger and dependency parser, and the 
integrity of the lexical relations in Cornetto. However, the method itself is 
applicable to text of any genre or domain without any adaptations. We evaluate our 
approach on two sets of 100 manually annotated sentences, one originating from 
the BWSA, the other from the BD98 contemporary news corpus previously 
introduced in Chapter 3. The sentences in the BWSA set are selected based on their 
expected complexity with respect to the current task, which is measured by their 
verb to token ratio. The higher the ratio, the higher the expected complexity. The 
sentences in the training, development, and test sets used for the TIMEX3 tasks are 
ordered by their complexity in descending order. Sentences that do not contain a 
TIMEX3 are filtered out. From the remaining sentences, the top 100 is selected for 
this task. The BD98 sentences are selected at random and may or may not contain a 
TIMEX3 entity. This is done to test how the method performs on less complex 
sentences. The BWSA set is randomly split into two equal parts, one of which is 
used to model the event extraction process. The remainder of the BWSA set, and 




Since the network based on this analysis is aimed to be a tool for reliable historic 
investigation, we want to maximize its accuracy. We choose to restrict the temporal 
relation analysis to only those same-sentence TIMEX3-EVENT pairs between 
which a dependency relation exists, under the assumption that these explicitly 
dated events represent the most significant events from a historic perspective. 
Further analysis of the relations between same-sentence events can be achieved 
through analysis of the sub- and superordination relations between the tokens of 
the sentence. However, we choose not to apply such a technique here as to not 
decrease the reliability of the outcome too much. 
 
The type of the TIMEX3 determines the relation label that is attached to the TLINK 
entity. The labels are selected from the 13 relations in Allen’s logic, which are 
described in Table 4.3. The label is determined as follows: 
 
• DATE: if an event and a temporal expression referring to a specific date, 




most likely occurred during the timespan described by the TIMEX3. The 
TLINK is therefore labeled with the relation “equal”; 
DURATION: if the duration includes both a start and end value, then the 
event could occur somewhere within this timespan, or it could be ongoing 
during the entire timespan. We labels these connections with the label 
“EduringT”, which in our interpretation spans Allen’s classes “equal”, 
“EstartsT”, “EendsT”, and “EduringT”. Thus the original fuzziness of the 
expression is retained. When only the start value is defined, the event is 
judged to have started at the given point in time. If the next occurring 
TIMEX3 is of type DURATION and only has an end value, then this date is 
considered to be the end point of the event. In this case two TLINK entities 
are added, the first with relation “TstartsE”, the second with relation 
“TendsE”. If no endpoint is found, then the event, for the time being, is 
considered to last for the remainder of the biographee’s lifetime. Similarly, if 
an event is connected to a duration endpoint, then it is checked whether the 
previous TIMEX3 is the start of a duration that can serve as the event’s 
starting point. If it is not found, the event is considered to have started at the 
biographee’s birth; 
 





















































Figure 4.2 - Example of the rule-based TLINK classification process applied to one sentence of the BWSA 
 
• REFERENCE: since references are calculated as if they refer to dates rather 
than durations (though technically, this is a possibility), TLINKs between 
events and references are also labeled with the relation “equals”. 
 
In some cases, an EVENT is dependent on multiple TIMEX3 entities. When this 
happens, we check the types and values of the two closest TIMEX3 entities and 
apply the following rules: 
 
• if one of the TIMEX3 entities is of type REFERENCE or contains a 
DURATION without specified values, then the EVENT is linked to only the 
non-referential, specified TIMEX3;  
 
 
• if both TIMEX3 entities are of type DATE, then we add two TLINKs: one 
between each TIMEX3 and the EVENT, thus creating a repeated event; 
• if one of the TIMEX3s is of type DATE, and the other is of type 
DURATION with only a starting or endpoint, then the DATE value is set as 
 
● if both TIMEX3 entities are of type DATE, then we add two TLINKs: one between each               
TIMEX3 and the EVENT, thus creating a repeated event;
● if one of the TIMEX3s is of type DATE, and the other is of type DURATION with only a                  
starting or endpoint, then the DATE value is set as the missing value of the DURATION               
entity and the EVENT is linked to the entire resulting timespan;
● if one of the TIMEX3s is of type DATE, and the other is of type DURATION with both a                  
start and end value specified, then the EVENT is linked only to the DURATION;
● if both TIMEX3 entities are of type DURATION, but only one of them has a start and end                 
value, then the EVENT is linked only to the fully specified TIMEX3;
● if both TIMEX3 entities are of type DURATION, and both have a start and end value,               
then the EVENT is linked only to the closest fully specified TIMEX3.
Rule-based TLINK classification
In 1861 begon zij zich voor te bereiden op het onderwijzersexamen dat zij wegens langdurige              
ziekte van 1864 tot 1869 niet heeft afgelegd.
TIMEX3 dependency EVENT
classified TLINKs:
TLINK 1: TIMEX3 = 1861
EVENT = begon zich voor te bereiden
relation = equal
TLINK 2: TIMEX3 = 1864
EVENT = ziekte
relation = TstartsE
TLINK 3: TIMEX3 = 1869
EVENT = ziekte
relation = TendsE





set classifier relaxed F1 strict F1 
training HeidelTime 87.7 (± 2.2) 84.6 (± 2.4) 
MBT-k1 91.6 (± 2.3)* 90.2 (± 2.5)* 
CRF 94.0 (± 1.5)** 92.5 (± 1.8)** 
dev HeidelTime 89.7 87.6 
MBT-k1 91.8 90.4 
MBT-k3 92.7 91.3 
MBT-k5 92.6 91.2 
CRF 93.9 92.5 
test HeidelTime 87.6 85.1 
CRF 94.7 93.5 
 
Table 4.4 – F1 scores for TIMEX3 recognition. Scores reported for the training set are averages taken over ten 
10-fold cross validation experiments. Scores marked with * are significantly better than the lowest scoring 
system (p < 0.0005). Scores marked with ** are significantly better than all other systems (p < 0.0005). The 
scores for the development and test sets are F1 scores for a single run on the entire set. The highest score for 




set classifier DATE DURATION REFERENCE 
training HeidelTime 80.9 (± 4.2) 8.8 (± 6.7) 6.4 (± 7.1) 
MBT-k1 88.3 (± 2.9)* 59.1 (± 10.9)* 73.2 (± 14.6)* 
CRF 94.0 (± 1.7)** 78.4 (± 6.8)** 77.8 (± 15.2)** 
dev HeidelTime 82.7 12.6 11.5 
MBT-k1 89.1 55.8 60.2 
MBT-k3 89.0 53.6 67.1 
MBT-k5 88.7 50.3 67.5 
CRF 95.9 83.0 67.9 
test HeidelTime 78.9 10.8 0.0 
MBT-k3 89.0 63.2 64.2 
CRF 94.5 82.3 61.2 
 
Table 4.5 – F1 scores for 2-step TIMEX3 identification. Scores reported for the training set are averages taken 
over ten 10-fold cross validation experiments. Scores marked with * are significantly better than the lowest 
scoring system (p < 0.005). Scores marked with ** are significantly better than all other systems (p < 0.005). The 
scores for the development and test sets are F1 scores for a single run on the entire set. The highest score for 
each class in each set is displayed in bold. 
 
 
classifier evaluation DATE DURATION REFERENCE 
HeidelTime relaxed F1 81.8 (± 3.8) 27.7 (± 20.4) 5.7 (± 6.5) 
strict F1 81.5 (± 3.7)* 19.7 (± 19.6) 0.0 (± 0.0) 
MBT-k1 relaxed F1 82.4 (± 3.7) 66.5 (± 8.7)* 73.2 (± 13.0)* 
strict F1 79.9 (± 3.5) 53.6 (± 11.1)* 70.3 (± 13.1)* 
CRF relaxed F1 90.3 (± 2.2)** 80.5 (± 6.3)** 70.4 (± 16.9)* 
strict F1 90.2 (± 2.2)** 76.3 (± 7.4)** 67.6 (± 16.4)* 
 
Table 4.6 – F1 scores for 1-step TIMEX3 recognition and identification training. Scores reported are averages 
taken over ten 10-fold cross validation experiments on the training set. Scores marked with * are significantly 
better than the lowest scoring system (p < 0.005). Scores marked with ** are significantly better than all other 





• the missing value of the DURATION entity and the EVENT is linked to the 
entire resulting timespan; 
• if one of the TIMEX3s is of type DATE, and the other is of type 
DURATION with both a start and end value specified, then the EVENT is 
linked only to the DURATION; 
• if both TIMEX3 entities are of type DURATION, but only one of them has a 
start and end value, then the EVENT is linked only to the fully specified 
TIMEX3; 
• if both TIMEX3 entities are of type DURATION, and both have a start and 





In this Section we detail our experimental results with regards to temporal analysis 




The results for the TIMEX3 recognition task are displayed in Table 4.4. All 
reported results are F1 scores. We calculate a relaxed and a strict score using the 
same formulas as used in TempEval (Section 4.1.2). The HeidelTime rule-based 
baseline performs comparable to the English version of HeidelTime, which 
competed in TempEval 2 and 3. The relative ease with which new rules are 
implemented in this system combined with its high recognition accuracy 
underlines the competitive strength of the HeidelTime implementation. For the 
experiments on the training set, MBT is used with k set to the default value 1. This 
means that each token receives the class label that is attached to the majority of the 
instances at only the lowest distance from the input instance. A measure such as 
this is rather crude and therefore becomes less suitable as the complexity of the task 
- and thus the complexity of the partition of different classes in the feature space - 
increases. However, it performs significantly better than HeidelTime, scoring 
almost 6 points higher in the strict evaluation. The CRF classifier performs 
significantly better than both the HeidelTime baseline and MBT. Since CRF does 
not just take into account the current feature vector, but rather processes them in 
blocks, the structural composition of the context of a TIMEX3 entity plays a bigger 
role in the classification. This makes CRF more suitable for complex problems such 
as temporal analysis. We also see that the CRF results are slightly more consistent, 
judging from the lower standard deviations for this classifier. Next, we run the 
same classifiers on the 30 biographies in the development set. We use MBT with 
three different values for k, to investigate whether increasing the search space 
increases the performance. Increasing the value of k does lead to a better 
classification, though it still does not reach the same levels of accuracy as the CRF 
classifier. We therefore only tested the latter on the test set, which results in a score 




classifier evaluation DATE DURATION REFERENCE 
HeidelTime relaxed F1 82.9 40.5 9.1 
strict F1 82.7 34.8 0.0 
MBT-k1 relaxed F1 84.7 69.8 57.0 
strict F1 83.8 42.8 50.0 
MBT-k3 relaxed F1 84.7 69.8 57.0 
 strict F1 83.8 42.8 50.0 
MBT-k5 relaxed F1 83.9 65.7 55.7 
 strict F1 83.0 32.3 51.0 
CRF relaxed F1 91.4 85.1 61.2 
strict F1 90.9 80.0 56.5 
 
Table 4.7 – F1 scores for 1-step TIMEX3 recognition and identification on the development set. The highest 
score for each class is displayed in bold. 
 
classifier evaluation DATE DURATION REFERENCE 
HeidelTime relaxed F1 78.8 38.5 0.0 
strict F1 78.7 32.6 0.0 
CRF relaxed F1 90.5 86.9 63.4 
strict F1 90.4 82.7 59.3 
 
Table 4.8 – F1 scores for 1-step TIMEX3 recognition and identification on the test set. The highest score for 
each class is displayed in bold. We only report the scores of the baseline and best performing system. 
 
We run two sets of experiments to determine the type labels for the TIMEX3 
entities. In the first setup, the output of the TIMEX3 recognition process is used as 
input for the type classification (Table 4.5). In the second setup, the input is 
untagged and the classifier has to perform recognition and identification in a single 
step (Tables 4.7 to 4.9). What immediately stands out in both setups, is that the 
HeidelTime baseline scores extremely low on the DURATION and REFERENCE 
classes. For the DURATION class, this is explained by our different interpretation 
of what constitutes a duration. HeidelTime conforms to the TimeML guidelines in 
this respect, and marks a date as DATE even if it implies the start or end of a 
duration. For the REFERENCE class, HeidelTime also assigns the DATE label as 
type and stores the reference classification as the value of that TIMEX3. In our 
setup, these are converted to entities of type REFERENCE with an undefined value 
before the score is calculated. Still, the score of this category is much lower than it is 
for the ML-based approaches. This is explained by the low number of REFERENCE 
entities that actually occur compared to DATE entities. A wrong classification of a 
single entity will consequently have a great effect on the score. This is also reflected 
by the comparatively large standard deviations measured on the results of MBT and 
CRF for these smaller classes. 
 
Overall, CRF delivers the best performance in the 2-step setup. Only for the 
REFERENCE category does MBT outperform CRF on the test set, though the 
increase is a mere 3 points. In contrast to timex recognition, increasing the value of 
k decreases the quality of MBT’s output on the DATE and DURATION classes, 
while it again increases performance on the REFERENCE class. In the 1-step 




DURATION class. MBT and CRF also reach a higher score for this class, though 
only when calculating the relaxed F1 score. The strict score is always lower than the 
score in the 2-step setup. This implies that the extent of the temporal expressions is 
more often incorrectly recognized, while the attached type label is correct, and 
indicates that the division of TIMEX3 recognition and identification over separate 
classifiers is indeed most suitable for this complex task. 
 
The results of the TIMEX3 normalization task are listed in Tables 4.10 and 4.11. 
The scores produced by HeidelTime are used as a baseline for this experiment. As a 
consequence of the way in which DURATION and REFERENCE expressions are 
processed by this system, no exact interval or date can be derived for these entities. 
As explained before, references are actually marked as DATE and given a value 
denoting only its referential character, not its date value. Similarly, durations are 
only labelled with their derived length, but are not linked to the timeline with a 
start and/or end value. The instances where HeidelTime does give the correct value 
are instances where no value could be assigned even by the human annotators and, 
therefore, the start and end dates are set to all zeroes. 
 
Our own rule-based method performs comparable to HeidelTime for the DATE 
class. In most cases, for a DATE entity the start and end date are the same. The only 
instances where this is not the case are those where the DATE refers to a year and 
contains a modifier such as “the beginning of” or “the summer of”, in which case 
the dates will be further defined to match the boundaries of the described period. 
For regular dates, the end date is always incorrect if the start date is incorrect. Since 
there are no recorded instances where the end date is correctly defined, while the 
start date is incorrect, we can conclude that this holds for both the regular dates 
and the modified years. If we only take into account the predicted year value of the 
start and end dates, the HeidelTime baseline outperforms our implementation, 
scoring 2 points higher for the start date and 0.7 points higher for the end value. 
Comparing the scores on the full dates versus the scores on the year values for both 
methods, we see that the partial matches from our method always contain a correct 
year value. This is not the case for the start dates predicted by HeidelTime. Here, 
half of the partially matching start dates actually contain an incorrect year. 
 
For both the DURATION and REFERENCE classes, our algorithm is more 
successful in normalizing start dates than it is in defining end dates. Considering 
the entire date, duration start dates are completely correct in 26.4 % of the cases, 
versus 18.8 % for end dates. For the REFERENCE class these scores are extremely 
low: 1.3 % and 0 %, respectively. Looking only at the year of the date, the scores 
improve tremendously. In this respect, the scores for DURATION are 66.8 % for 
the start year and 36.0 % for the end year. For REFERENCE the scores are 39.5 % 
versus 4.1 %. Despite the improvement, these scores imply that the values of the 
DURATION and REFERENCE classes in most cases will be incorrectly defined. 








The results for the EVENT extraction process are listed in Table 4.11. We again 
calculate a strict and a relaxed F1 measure, this time for each sentence. For the strict 
measure this means that an event is counted as a true positive only if it contains all 
of, and no more than the tokens of the same event in the gold standard, and as a 
false negative otherwise. Events that only occur in the gold standard are also 
counted as false negative. Events recognized by the classifier that do not occur in 
the gold standard are counted as false positives. In the relaxed evaluation, a partly 
overlapping event is not counted as a false negative, but as a weighted true positive. 
The weight is calculated by dividing the number of tokens in the overlap by the 
total number of unique tokens in the gold standard event and the classified event 
combined. Next, we calculate precision and recall values for each sentence, from 
which we then calculate the sentence F1 scores. The final F1 scores are calculated by 
taking the average of the F1 scores of all sentences in the test set. The “correct” 
column shows the number of sentences in which all recognized events are 
completely correct compared to the gold standard annotations. 
 
The results show that the verb phrases recognized by Frog’s chunker have very low 
accuracy, which is especially apparent when looking at the number of completely 
correct sentences. The rule-based method executed on the dependency parse on 
average scores 25 to 30 points higher. Since we calculate the F1 scores on such small 
units as sentences and then average these, the variation of the scores is quite high, 
reflected by the large standard deviations. The performance on the test sets is 
somewhat lower than performance on the development set. This suggests that some 
degree of overfitting exists between the development set and the rule-based 
algorithm. The BWSA sentences were selected based on their expected complexity 
measured in verb-token ratio, under the assumption that complex sentences are 
more likely to result in an incorrect dependency parse and thus provide more of a 
challenge for the event extraction process. The sentences in the BD98 set were 
chosen at random. In light of our assumption, the scores on the BD98 set are 
expected to be equal to, or higher than the scores on the BWSA sets, while in fact 
they are lower. This is partly explained by the fact that the list of noun events used 
is based on frequencies gathered from the BWSA. Upon inspection it is revealed 
that the BD98 sentences include much shorter sentences, mere statements even, 
which do not always contain a verb. It is at these structurally straightforward 




During the annotation process, we did not collect information regarding the 
temporal relations between events and temporal expressions, as to not overwhelm 
our annotators. As a result, we are unable to perform a quantitative evaluation of 
the TLINK classification process at this stage. Instead we provide a qualitative 

















 Chunk-based extraction Rule-based extraction 
F1 correct F1 correct 
BWSA-dev relaxed 66.5 (± 24.4)  94.8 (± 9.0)  
strict 52.9 (± 29.5) 3 / 50 85.7 (± 16.4) 22 / 50 
BWSA-test relaxed 66.3 (± 23.4)  90.3 (± 15.7)  
strict 50.6 (± 31.9) 1 / 50 76.1 (± 26.2) 19 / 50 
BD98-test relaxed 54.1 (± 40.7)  88.0 (± 25.8)  
strict 37.5 (± 40.6) 12 / 100 62.4 (± 41.4) 34 / 100 
 
Table 4.11 – Average F1 scores on the development and test sets for event extraction 
 
Table 4.13 shows some statistics measured on the analysis of the 100 biographies 
that were annotated for the TIMEX3 extraction, and on the unannotated remainder 
of the BWSA. The numbers for both partitions are very similar, from which we can 
conclude that the overall quality of the temporal analysis process is sufficiently 
consistent throughout the corpus. On average, over 75% of the recognized temporal 
expressions is linked to an EVENT through a TLINK entity, which is encouraging, 
since it means that we will be able to capture approximately that amount of the 
described timeline in our final product: the dynamic social graph. In contrast, only 
18% of the EVENT entities are linked to a TIMEX3. This is due to the large number 
of events compared to temporal expressions, combined with the fact that we limit 
the TLINK analysis to only those EVENT-TIMEX3 pairs between which a 
dependency relation exists. The average number of entities to which a TIMEX3 is 
linked by a TLINK is slightly higher than it is for EVENTs. This implies that there 
are more sentences in the BWSA that connect multiple eventualities to the same 
point (or interval) in time, than sentences that connect a single event to multiple 
timespans (i.e. recurring events). Regarding the TLINKs, the unannotated set 
contains far less links with the relations “TstartsE” and “TendsE”. Further 
investigation reveals that these mostly get labeled as “EduringT” as a result of an 
incorrect value attributed to the linked TIMEX3. For instance, a DURATION 
starting point is required to label a TLINK with relation “TstartsE”. If the 
DURATION is not recognized as a starting point, but rather considered to be a full 
duration, then the relation is automatically set to “EduringT”. 
 
When inspecting the output, we see that sentences where the entities of a related 
EVENT-TIMEX3 pair occur far apart from each other often lead to an incorrect 
analysis. This is illustrated by Example 4. In the English translation, the TIMEX3 
and EVENT appear right next to each other, while in the Dutch sentence they are 
separated by the object of the EVENT and a subordinate clause. The complex 
structure of the sentence is not correctly recognized by the dependency parser, 
which is why the TLINK analysis fails. 
 
(4) Hij EVENT_1[was] trots op zijn grootvader van moederskant, professor Wopko 
Cnoop Koopmans, hoogleraar aan het Doopsgezind Seminarie te 
Amsterdam, die daar in TIMEX3_1[1848] een brochure Algemeen Stemregt 




vaderlandse geschiedenis aan het Atheneum Illustre Hugo Beijerman, 
EVENT_2[publiceerde]. 
 
(He EVENT_1[was] proud of his maternal grandfather, Professor Wopko 
Cnoop Koopmans, professor at the Baptist Seminary in Amsterdam, who in 
TIMEX3_1[1848] EVENT_2[published] a brochure Suffrage under condition of 
social order there, together with the professor of national history at the 
Athenaeum Illustre, Hugo Beijerman.) 
TLINK:  none 
Example 5 shows a particular instance where a single TIMEX3 is connected to 
multiple EVENT entities. Here, the combination of TIMEX3_1 and EVENT_1 
actually denotes a new temporal expression of the form: after-[EVENT-equal-
TIMEX3]. EVENT_2 is now linked to the recognized TIMEX3_1 of type DATE, 
while it should formally be linked to the new temporal expression, which would be 
of type DURATION or, more specifically, the starting point of a DURATION. 
However, the event of joining a committee is a momentary happening and, as such, 
should logically be connected to a DATE instead of a DURATION. Taking this into 
consideration, the resulting analysis can be accepted as is, if the ordering of the 
events on the timeline is kept the same as the ordering of the EVENTs in the 
sentence. 
 
(5) Na de EVENT_1[spoorwegstaking] van TIMEX3_1[1903] EVENT_2[kwam] hij als 
opvolger van de vrije socialist H. Alkema in het Comité van Verweer. 
 
(After the EVENT_1[railway strike] of TIMEX3_1[1903] he EVENT_2[joined] the 
Committee of Defence as the successor of the free socialist H. Alkema.) 
  
 TLINKs: EVENT_1 → TIMEX3_1 : equal 
   EVENT_2 → TIMEX3_1 : equal 
 
A similar case is demonstrated by Example 6. Here, the event of becoming blind 
(EVENT_3) is said to end at the moment that the subject passes away, while in fact 
this pertains to the event of being blind. If EVENT_3 is interpreted as a state rather 
than a happening, then the analysis is correct, though possibly incomplete: the 
inception of the state most likely occurred “after the war”, which is not recognized 
as a temporal expression by our method. 
 
(6) Na de EVENT_1[oorlog] EVENT_2[leefde] Reyndorp, EVENT_3[blind geworden], nog 
tot TIMEX3_1[begin 1950]. 
 
(After the EVENT_1[war] Reyndorp, EVENT_3[blinded], EVENT_2[lived] until 
TIMEX3_1[early 1950].) 
 
TLINKS: EVENT_2 → TIMEX3_1 : TendsE 





A common error in the part of speech tagging of the text is the wrongful 
classification of the word “zijn”, which can occur as a verb (“to be”) or as a pronoun 
(“his”). In many cases, the pronoun is mistakenly tagged as a verb. As the part of 
speech tags are used in the syntactical parsing of the sentence, this has a detrimental 
effect on both the EVENT and TLINK extraction processes, as illustrated by 
Example 7. Here, the interference caused by the wrongful classification of two 
occurrences of the pronoun “zijn” leads to three incorrect TLINKs, while the 
actually targeted EVENT “schreef” does not get linked to any TIMEX3s. 
 
(7) Behalve de duizenden artikelen die in de loop van zijn leven uit zijn pen 
EVENT_1[vloeiden] EVENT_2[schreef] hij TIMEX3_1[begin jaren twintig] tijdens 
EVENT_3[zijn] royementsperiode De communist en EVENT_4[zijn] sexueele 
moraal (Overschie TIMEX3_2[1926]), dat in een kleine oplage met een 
voorwoord van Roland Holst EVENT_5[verscheen]. 
 
(In addition to the thousands of articles that EVENT_1[flowed] from his pen 
during the course of his life, in TIMEX3_1[the early 20s] during EVENT_3[his] 
expulsion period he EVENT_2[wrote] The communist and EVENT_4[his] sexual 
morals (Overschie TIMEX3_2[1926]), which EVENT_5[appeared] in a limited 
edition with a foreword by Roland Holst.) 
 
TLINKS: EVENT_3 → TIMEX3_1 : TstartsE 
  EVENT_4 → TIMEX3_1 : TstartsE 
  EVENT_4 → TIMEX3_2 : TendsE 
  EVENT_5 → TIMEX3_1 : TstartsE 
 
Example 8 shows a sentence where multiple recurring events are detected. The 
nature of EVENT_1 is so that it can only happen once. The other events might have 
multiple occurrences, though not as expressed by this sentence. The error made 
here is that the dependency relations between each EVENT-TIMEX3 pair span the 
entire sentence, instead of only its separate clauses. It should further be noted that 
“ziekte” (“illness”) is not recognized as an EVENT. It does not occur on our list of 
noun events, because its frequency of occurrence in the BWSA is below 25. 
 
(8) Na een ernstige ziekte EVENT_1[stierf] Heijermans in TIMEX3_1[juli 1938], vlak 
voor het EVENT_2[rapport] in TIMEX3_2[augustus] in druk EVENT_3[verscheen]. 
 
(After a serious illness Heijermans EVENT_1[died] in TIMEX3_1[July 1938], just 
before the EVENT_2[report] EVENT_3[appeared] in print in TIMEX3_2[August].) 
 
TLINKS: EVENT_1 → TIMEX3_1 : equal 
  EVENT_1 → TIMEX3_2 : equal 
  EVENT_2 → TIMEX3_1 : equal 
  EVENT_2 → TIMEX3_2 : equal 
  EVENT_3 → TIMEX3_1 : equal 




 Gold Unannotated 
tokens 1589.4 1541.8 
TIMEX3, of which: 
       DATE 
       DURATION 
       REFERENCE 
       no label 
linked TIMEX3 
























TLINK, of which: 
       equal 
       EduringT 
       TstartsE 












Table 4.12 – Descriptive statistics of the temporal analysis of the BWSA. The left column shows the averages 
over the gold annotations (100 biographies) for TIMEX3 and EVENT, with automated TLINK extraction. The 





In this chapter we tested the performance of state-of-the-art temporal analysis 
methods on the BWSA, with the intention of using the results of the analysis to 
convert our static social network model into a dynamic graph where the edges are 
anchored to a timeline. We included analysis of linguistic events in the hopes of 
using the outcome to further classify edges and detect patterns. Our efforts serve to 
answer our second research question: 
 
RQ 2 To what degree and level of specificity can we reliably recognize and 
normalize temporal information in Dutch biographical text using 
state-of-the-art techniques? 
 
Until now, the only method available out-of-the-box for automated Dutch 
temporal analysis was our own implementation of a Dutch rule set in the state-of-
the-art HeidelTime system (Section 4.2.1). This system performs recognition, 
identification, and normalization of TIMEX3 entities, but does not carry out 
EVENT or TLINK extraction. Our current method replaces the rule-based 
TIMEX3 analysis of HeidelTime with a hybrid approach, in which recognition and 
identification are solved using two CRF classifiers, and normalization is dealt with 
using a straightforward rule-based process. Our system most differs from 
HeidelTime in its classification of dates that occur as one half of a duration (e.g. 
“from July”, “until the end of summer”): it identifies these as DURATION with an 
unspecified start or end date, while HeidelTime, which follows the TimeML 
guidelines more strictly, classifies them as DATE. We also diverge from TimeML in 




assign a start and end value to each TIMEX3 to denote the interval that it describes. 
Either value can be left blank if it cannot be derived from the expression, thus 
retaining all information contained in the text. We believe that these small 
modifications allow for a more detailed and intuitive analysis of the temporal 
dimension. 
 
Our system performs significantly better than HeidelTime on the BWSA, reaching 
strict F1 scores of up to 93.5 for TIMEX3 recognition, and F1 scores between 61.2 
and 94.5 for the identification of the different TIMEX3 types. DATE normalization 
is performed with an accuracy of 95.4 %. These scores are among the highest 
reported for this task. Normalization of DURATION and REFERENCE entities 
reaches accuracy levels of only 20 % and 4 %, respectively, on completely correct 
values, and around 84 % and 40 % on partially correct values. Although these 
results are much lower than for the DATE class, they are still a great improvement 
over those obtained with HeidelTime, which can be considered as the current state-
of-the-art for Dutch temporal analysis. We can therefore conclude that our 
approach to temporal expression detection and normalization is actually better 
than state-of-the-art. 
 
In contrast to HeidelTime, our system also extracts EVENT entities, and links these 
to any TIMEX3 entities in the same sentence, both in a rule-based setup. The 
quality of the outcome heavily depends on the result of the TIMEX3 processing and 
on the dependency parse delivered by Frog. As we have seen, the values assigned to 
DURATION and REFERENCE entities are in most cases incorrect, which often 
leads to an erroneous classification of the TLINKs associated with them. 
Furthermore, sentences containing multiple clauses are often incorrectly parsed by 
Frog, which causes the incorrect EVENT-TIMEX3 pairs to be linked. Our current 
efforts are aimed towards the application of automated text analysis in the context 
of social historical research. In light of this fact, we need to consider the effect of the 
errors included in our results, before we incorporate any of them into the BWSA 
graph. One of our stated goals is to improve efficiency with regards to semantic 
analysis of large, interconnected, textual sources from the Social History domain. 
This improvement should then serve to decrease the apprehension of automated 
methods that generally exists among social historians. Therefore, we need to take 
care not to frustrate them by including too many unreliable factoids in the graph. 
Manual post-correction is always an option, but in essence defeats the purpose of 
this thesis and should be kept to a minimum. In its current state, the analysis of 
DURATION and REFERENCE entities is not reliable enough for the output to be 
reapplied in a scientific context. We therefore exclude these from any further 
applications and analyses of the data. Luckily, most of the TIMEX3s are of the 
DATE class. These are not only identified with great accuracy, but their very nature 
intuitively implies that their associated TLINKs are of type equal. This intuition is 
supported by the large percentage of TLINKs with this class (Table 4.12). We 
should note that the exclusion of the DURATION class does not mean that all 
TIMEX3s will have their end date equal to their start date. Phrases such as “the 




period. With this in mind, we can confidently enrich the edges in our social graph 
with the start and end dates of DATE expressions that are associated with them, 
and also include any EVENTs attached to the DATE, and thus convert our static 
graph from Figure 3.5 b into a dynamic network that models how connections 
evolve over time.  
 
In the previous Chapter, we identified all nodes through NER and NED. We then 
determined the edges by connecting all entities that occurred together in a 
sentence. For each edge, we now check whether the sentence that it was derived 
from contains a DATE. If it does, then we add the start and end date to the edge as 
attributes. Each EVENT that is related to the DATE with type equal is also added as 
an edge attribute. Of course, not every sentence in the BWSA contains a temporal 
expression. In fact, out of the 68,536 named entity mentions in the total of the 
BWSA, only 30,754 (44.9 %) appear in a sentence containing a temporal 
expression. In order to bind the remaining mentions to the timeline and determine 
whether they fall into the time frame of our graphs, we need to derive a timespan 
for these sentences as well. For this purpose, we assume that the events detailed in 
the biographies are mentioned in chronological order, and that a paragraph 
describes a coherent sequence of events spanning the period between the first and 
last mentioned temporal expressions. The sentences within a paragraph that do not 
contain a temporal expression are classified according to their surrounding 
sentences with temporal expressions. Paragraphs containing no temporal 
expressions at all are temporally placed in between their preceding and following 
paragraphs, or restricted to the period between the biographee’s birth and death 
dates if no neighbouring paragraph with a timespan is found. 
 
Acknowledging the life spans of all biographees, the entire time frame described by 
the BWSA spans from 1778 to 1998. However, the most active period in the data in 
terms of the number of people alive ranges from approximately 1860 to 1920. 
Therefore, we cut off the time frame for the BWSA graph to the period between 
January 1, 1860, and December 31, 1919. The resulting graph (from here on: 
TIMEX P-P) is displayed in 
Figure 4.4. Table 4.13 lists the accompanying statistics alongside those obtained on 
the HTML gold standard and NED P-P graphs from Chapter 3. Technically, the 
TIMEX P-P graph is a sub graph of the NED P-P graph, which is reflected by the 
fewer number of edges and connected nodes. In total, there are 69 disconnected 
nodes in TIMEX P-P. The absence of these nodes has an effect on all statistics. The 
most notable statistical difference is the number of communities, which increases to 
13 in TIMEX P-P. This implies that some of the missing nodes serve to form 
bridges between communities in the HTML and NED P-P graphs. Even though 
Recall and the ranking correlations decrease, this does not mean that TIMEX P-P is 
a less accurate model than the NED P-P graph. It is merely limited to the number 
of connections that we can reliably connect to the timeline. We have not currently 
captured any direct edges between the 69 unconnected nodes and any of the other 




connections to other types of entities that 
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Table 4.13 – Statistical comparison of the NED P-P and TIMEX P-P graph models to the gold standard HTML 
graph. 
 
potentially show traces of their actions. We might use these edges to secondary 
nodes to strengthen and/or supplement the connections in the direct person-to-
person graph. We conduct a small experiment to investigate whether we can 
successfully translate mutual connections to organizations, locations, or people 
from outside the BWSA community into edges that will bring our TIMEX graph 
model closer to the gold standard HTML graph. To this end, we create a series of 
adapted graph models in which we consolidate common edges to the same 
secondary entity to form direct (BWSA) person-to-person edges. Consider the 
graphs in Figure 4.3 as an example. Whenever we encounter an organization, 
location, or non-BWSA person node (A) that is directly connected to multiple 
biographees (1 through 4), we add edges between all pairs of the connected nodes 
and remove the secondary node from the graph. The weight of the new edges is 
determined by the minimum of the weights of each pair of nodes to the secondary 
node. For instance, if edge 1-A has weight 1, while edge 2-A has weight 2, then the 
weight of the new edge 1-2 will be 1. If an edge already exists between a pair of 
nodes, then the weight of that edge is increased with the weight of the new edge. 
We place constraints on the edge formation in regards to the minimum weight 
required for a consolidated edge to be added to the existing graph. We expect that 
the inclusion of low weight consolidations will generate a lot of noise, since these 
represent connections for which we have found only a few pieces of evidence. 
However, if we reject too many edges we run the risk of excluding just those edges 
that we are after. We aim to find a compromise between filtering out the noise and 
increasing the accuracy of the graph. For each of the secondary node classes we 
therefore construct graphs with minimum consolidated edge weights ranging from 
1 to 3. We evaluate each graph with respect to the number of nodes that it connects, 
paying special attention to the 69 nodes that are disconnected from the TIMEX P-P 





• 24 nodes that are unlikely to appear in the graph, either because they were 
not alive between 1860 and 1920, or because they were born after 1899 and 
therefore are unlikely to show any activity during this period; 
  
 
Figure 4.3 – Example of edge consolidation through a common node. Left: graph before consolidation. Right: 
graph after consolidation of edges through node A. 
 
• 18 nodes that could possibly appear in the graph, but might not because of 
there young age during the selected time frame (i.e. born between 1890 and 
1899); 
• 27 nodes that are expected to have some registered activity during the 
period, i.e. they were born before 1890 and alive after 1860. 
 
The consolidated graphs are labelled TIMEX P-p-P, TIMEX P-o-P, and TIMEX P-
l-P for consolidations over people, organizations, and locations, respectively. Figure 
4.5 shows per graph what percentage of nodes from the unlikely, possible, and 
expected groups are connected to the graph after consolidation with minimum 
edge weights of 1 to 3. We see that each of the graphs is able to connect some of the 
expected nodes, though the TIMEX P-o-P and TIMEX P-l-P graphs also include 
many unlikely nodes at the lower weight levels. Increasing minimum edge weight 
leads to better node filtering for these graphs. Still, we also have to take into 
account the number of newly created edges between the already connected nodes. If 
many edges are added to this part of the graph that do not exist in the gold 
standard, then the Precision of the graph will go down, resulting in a less accurate 
graph model. In fact, the number of new edges runs into the thousands for all 
graphs, with the TIMEX P-l-P graph topping the list with over 76,000 new edges at 
weight level 1. Given that the HTML gold standard barely contains 3,000 nodes this 
is a gross over estimation of the connectedness of the graph. These results lead us to 
the conclusion that it is not feasible at this time to strengthen and supplement the 


















Figure 4.4 – Force-directed visualization of the social network of BWSA biographees between January 1, 1860 
and December 31, 1919 constructed from sentence-level co-occurrences. The nodes are coloured by modularity 





Figure 4.5 – Percentage of unlikely, possible, and expected nodes connected in graphs consolidated over 
common connections to non-BWSA people (TIMEX P-p-P), organizations (TIMEX P-o-P), and locations 






Men make their own history, but they do not make it as they please; they do not make 
it under self-selected circumstances, but under circumstances existing already, given 
and transmitted from the past. 




Static social network models that aggregate nodes and edges over a longer period 
provide a great tool for the examination of the overall organizational patterns 
within communities. However, in order to uncover patterns of growth, decline, 
confluence, or disruption of a network of people, temporal information needs to be 
included in the model to enable us to study how the graph develops over time. This 
transforms the static network to a dynamic one. Dynamic graphs have been used in 
the past to prove the existence of, for instance, preferential attachment 
mechanisms, where new nodes are more likely to connect to an already highly 
connected node in the graph. This, and other mechanisms, as well as structural 
properties seem to occur in similar fashions over the majority of graph models 
studied, whether they encode connections between people, computers, or genes. 
The study of network structure and evolution is called Graph Theory and has been 
applied to varying fields such as Anthropology, Sociology, Linguistics, Chemistry, 
and Biology, to name a few (Hage & Harary, 1983; Levine, 1972; Krahmer, Van Erk, 
& Verleg, 2003; Hansen & Jurs, 1988; Mason & Verwoerd, 2007). So far, however, 
research into social networks in particular has mostly been limited to the study of 
static graphs representing relatively small communities. Only since recently have 
online Social Networking Services, such as Facebook, Twitter, and Instagram, been 
able to provide us with the data required to study human interaction networks at a 
larger scale. Nevertheless, this data is suited only for very specific research 
questions that currently fall outside the scope of most historical domains. 
 
We have developed a method of constructing social networks from free text, in 
order to provide a solution to the lack of historical, longitudinal data suitable for 
dynamic social network analysis. Through the application of straightforward NLP 
methods we are able to construct an accurate graph model of the social network of 
Dutch socialists using a biographical dictionary as input. So far, we have only 
considered the network as a static structure. In this chapter, we make use of the fact 
that the edges in the graph are bound to a timeline, and investigate the evolution of 
the graph. We aim to validate our method of social network construction by 
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checking whether our dynamic graph model of the BWSA community adheres to 
properties commonly found in social networks, thus answering our third research 
question: 
RQ 3 Do social network models constructed with the described method 
adhere to properties commonly observed in social networks? 
 
The rest of this chapter is structured as follows. In Section 5.1, we provide an 
introduction into Social Network Analysis and Graph Theory, and identify 
properties that our graph should comply with as a valid social network model. We 
also discuss the difference between static, aggregated graphs versus dynamic graphs 
in terms of their analytical power. In Section 5.2 we investigate whether the BWSA 
graph model actually adheres to the properties described for social networks. In 
Section 5.3, we analyse the linguistic events that we have extracted in Chapter 4 in 
relation to the type of edge that they are attached to. We close the chapter with a 




The fields of Sociology and Anthropology, but also Social History, are generally 
concerned with the structural composition and procedural changes of communities 
of people. Individuals are regarded, not in light of their personal characteristics, but 
in the roles that they play within their social environment. The general assumption 
underlying this approach is that a connection between two individuals is the 
product of their combined characteristics and thus that the network of relations 
provides a mapping of (the consequences of) the communal preferences. Social 
Network Analysis (SNA) is the method that arose from these fields to study such 
complex social structures (Wasserman & Faust, 1994). SNA lends much of its 
terminology and methodology from Graph Theory (West, 2001). Formally, Graph 
Theory studies the ways in which sets of points can be connected using lines. In the 
context of SNA the points, or nodes, usually represent people, and the lines, or 
edges, represent relations, or ties. The edges of a graph can be mutual, or undirected, 
where a connection from A to B implies the same type of connection from B to A, 
or they can be one-sided, or directed, where a connection from A to B does not 
imply a reciprocal connection from B to A. A complete collection of nodes and 
edges is referred to as a graph. We make a distinction between a network, 
interpreted as a complex structure of relations between a collection of entities, and 
a graph, interpreted as a formal model of such a network. When studying a graph 
of a social network, measurements can be taken over the nodes and edges to reveal 
different aspects of the network. These measurements are divided into structural 
variables measured on edges, and compositional variables measured purely on 
nodes (Wasserman & Faust, 1994). Since the sociological background places more 
emphasis on the global composition than on the individual characteristics, research 
in SNA focuses mostly on the structural variables. In this Section, we introduce the 
most important concepts from Graph Theory as they are applied in SNA, and 
simultaneously review relevant research into SNA. We start by introducing the 
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concept of small-world networks, a type of network model that is found to be a good 
representation of real-world social networks. Differences in the growth 
mechanisms of social networks lead to different types of small-world networks, as 
we will explain in Subsection 5.1.2. We will discuss their common characteristics so 
that we can compare them to our own network data. Since we are also interested in 
locating the most significant nodes in the sense of their impact on the overall 
structure, we will discuss the structural variable centrality, which is the most widely 
used measure of the importance of nodes within a network. Edges most show their 
significance over time, where repeated connections provide for stronger ties. The 
order and evolution of ties provide a handle for studying the flow of a graph, i.e. the 
way in which information, disease, friendship, and so on, spreads through the 
network. To this end, we discuss dynamic graphs and review how centrality is best 




The number of edges connected to a node denotes the node’s degree. A well-known 
concept in the domain of social networks is the “six degrees of separation” theorem 
(Milgram, 1967), which postulates that every person in the world is separated from 
any other person by maximally six connections in the form of personal 
acquaintances. It has even found its way into popular culture through the trivia 
game “six degrees of Kevin Bacon”, where players try to connect arbitrary actors to 
actor Kevin Bacon in the least number of steps through the movies that they have 
played in. 1 This so-called small-world phenomenon was empirically established, 
most famously, by Milgram in his small-world experiment (Milgram, 1967). In the 
experiment, a group of randomly selected US residents were asked to pass a folder 
to a single target person unknown to them and living thousands of miles away. As a 
rule, participants were only allowed to pass the folder to a person with whom they 
were personally acquainted, so they had to carefully consider which of their friends 
and relatives was more likely to know the target person than they were themselves. 
Milgram found that, on average, it took only 6 steps for the folders to reach the 
target person, thus confirming the theorem. In a more recent effort, Watts & 
Strogatz (1998) mathematically validated the concept using Graph Theory. They 
describe an algorithm that starts with a ring-shaped graph with N nodes. Each node 
is initially connected to its k nearest neighbours. As a consequence, each node has a 
degree equal to k. If all nodes in a graph have equal degree, then the graph is said to 
be d(egree)-regular. Watts and Strogatz’s algorithm passes over every initial edge in 
this graph and rewires each with probability p to another node, which is selected 
from all nodes in the graph with uniform probability. As the rewiring probability p 
increases, so does the randomness of the graph. They found that as the randomness 
increases, the average path length between nodes in the graph decreases, while 
clustering remains more or less the same. However, as the graph approaches  
 
                                                   
1 http://en.wikipedia.org/wiki/Six_Degrees_of_Kevin_Bacon 






Figure 5.1 – Output of the Watts & Strogatz algorithm on a graph with 12 nodes and k = 4, with p varying from 
0 to 1. As p increases, the average path length decreases (Watts & Strogatz, 1998). 
 
complete randomness, clustering disappears and the graph no longer complies with 
the small-world theorem. Compared to d-regular graphs, small-world models 
provide a better model of real-world networks. Figure 5.1 displays the output of the 
Watts & Strogatz algorithm on a graph with 12 nodes and k = 4 for probabilities 
varying from 0 to 1. At the heart of the “six degrees” principle lays the graph 
theoretical concept of shortest paths. As the name suggests, the shortest path 
between nodes A and B is the route from A to B that traverses the least number of 
edges. Out of all shortest paths, or geodesics, between A and any other node in the 
graph, the length of the longest of these paths is called the eccentricity of node A. 
The maximum of all node eccentricities is the diameter of the graph. It should be 
noted that in a strict small-world model, a path exists between every pair of nodes, 
thus creating a graph consisting of a single component. In a real-world setting, it is 
not unthinkable that a situation occurs where some nodes simply are not reachable. 
This breaks the graph into multiple, unconnected components, the largest of which 
is referred to as the giant component. All of the smaller components together are 
commonly referred to as the middle region, while solitary nodes that do not connect 
to others are called singletons. Keeping track of the nodes in these different regions 
of a graph can reveal much about the evolution of the graph (Kumar, Novak, & 




Even though the average shortest path length is a good measure of a graph’s global 
connectedness, it does not reveal anything about its inner workings. Yet this is the 
information that is most crucial in many situations. For example, a marketer 
spreading the word about a new product will want to know who the opinion leaders 
in a network are. Similarly, to stop an infectious disease from turning into an 
epidemic, a health officer will want to know which people to vaccinate in order to 
minimize the spread. In both cases, the task is to find the most influential, or most 
connected, nodes (Morone & Makse, 2015).  
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If a graph is truly random, then the probability distribution of the node degrees 
should follow a Poisson distribution, that is, most nodes should have a degree close 
to the average. Watts & Strogatz (1998) have shown that small-world models have 
increasing measures of randomness. However, when studying the degree 
distribution of a mapping of the World Wide Web, which is also a small-world 
network, Barabási & Albert (1999) found that it did not resemble a Poisson 
distribution. Instead, it followed a power law, where most nodes have low degree 
and a few nodes have very high degree. They labelled these high-degree nodes as 
hubs and hypothesized that many, seemingly random networks would actually 
display this scale-free property. Further research revealed that this hypothesis was 
correct and that the phenomenon in fact occurs in a wide variety of networks 
(Braha & Bar-Yam, 2006). A unique characteristic of a scale-free network is that the 
removal of a random node that is not a hub will only change the size of the graph, 
not its overall structure. The removal of a hub, however, does have a big impact on 
the structure and, in extreme cases, can even result in a complete disintegration of 
the network. A network with the scale-free property also adheres to the small-world 
property. 
 
To understand how the scale-free property emerges, it is imperative to look at the 
evolution of a network. The mechanism proposed by Barabási & Albert (1999) to 
explain why some nodes are much more “popular” than others is called preferential 
attachment. It states that the likelihood of a newly formed edge being attached to a 
node increases with the degree of that node. In layman’s terms: people are more 
likely to befriend someone who is already friends with a lot of people. There are, 
however, other mechanisms of attachment that will result in different degree 
distributions. Amaral, Scala, Barthelemy, & Stanley (2000) compare the degree 
distributions of several technological, economic, social, and natural networks, and 
conclude that none of them strictly adhere to the scale-free property. Out of the 
three social networks that they examine, they find that two of them have Gaussian 
degree distributions, while the third starts off as a power law, but results in a 
Gaussian decay of the tail. Based on their findings, Amaral et al. define two 
additional network types. The first is the broad-scale network, which is 
characterized by a distribution that initially follows a power law, but has a tail with 
exponential or Gaussian decay. The second is the single-scale network, which is 
characterized by a distribution with completely exponential or Gaussian decay. The 
cause of these differing distributions comes from possible interruptions of the 
preferential attachment mechanism: nodes may age past the point where they no 
longer receive new edges, the cost of adding edges to a node may be too high, or a 





The popularity or importance of a node is expressed by its centrality. Centrality can 
be calculated on the individual nodes (point centrality), or over the entire graph 
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(graph centrality) (Freeman, 1979). We focus our review on point centrality. Point 
centrality is used to determine the relative importance of a node to the overall 
graph structure. Generally, four different types are distinguished (Figure 5.2): 
degree centrality, which ranks nodes according to the number of connections they 
have to other nodes (Shaw, 1954; Nieminen, 1974); betweenness centrality, which 
measures how often a node is included in the shortest path between node pairs 
(Anthonisse, 1971; Freeman, 1977); closeness centrality, which expresses how 
embedded in the graph a node is by taking the sum of its shortest path lengths to all 
other nodes in the graph (Bavelas, 1950; Beauchamp, 1965; Rogers D., 1974); and 
eigenvector centrality, which assigns higher ranks to nodes that are either well-
connected themselves, or that are connected to other well-connected nodes 
(Bonacich, 1987; Bonacich, 1991). Each type of centrality expresses a different 
quality of the node in question and, consequently, serves a different purpose 
(Freeman, 1979). Degree-based centrality indicates how active a node is within the 
graph and thus is most useful in contexts where communication activity has focus.  
Betweenness centrality highlights those nodes that have the highest control over the 
flow of information through a graph. This can for instance be applied to domains 
where it is important to manage access to information. Closeness centrality 
measures how efficiently nodes can contact one another and how much they 
depend on each other to receive information. Finally, eigenvector centrality can be 
used to determine which nodes have the most influence over others. Centrality 
measures lie at the basis of the research into graph flow, which is defined as the 





Figure 5.2 – Nodes ranked according to four types of centrality. Green implies 
higher centrality, while red implies lower centrality. 
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 Transfer Serial duplication Parallel duplication 





























Table 5.1 – Examples of diffusion across networks classified according to their method of transition and their 
trajectory type. Also listed are the most appropriate measures of centrality. Borrowed and adapted from 
(Borgatti, 2005). 
distributed across a network. However, as Borgatti (2005) indicates, all point-
centrality measures make implicit assumptions about the flow that do not hold in 
many situations. For example, betweenness centrality assumes that all traffic in a 
graph always follows the shortest routes possible. For this to apply, either the 
source has to be aware of both the identity and the position of the target (and any 
nodes in between) in the network, or the possible targets should be restricted to the 
direct neighbours of the source, resulting in a maximum path length of one. A real-
world example of the former is the post office, where packages are sent to clearly 
identified addresses across a, presumably, optimally configured grid of sorting and 
distribution centers. An example of the latter would be a revolutionary spreading 
his ideology with the intention to convince as many as possible. Contrary to a 
package, belief in an ideology may exist at multiple positions in the graph at the 
same time. Once it spreads, the source node is still in possession of the ideology and 
the target node may also start spreading it. Furthermore, a source may "convert" 
multiple nodes at once, and it might repeat the conversion of the same node at 
multiple points in time to reinforce that node's conviction. This example highlights 
aspects of flow that can be classified along two dimensions (Borgatti, 2005): the 
method of transition, and the type of potential trajectories. Transition is divided 
into transfer, where something exists at only one point at a time; serial duplication, 
where a node can convert only one adjacent node at a time; and parallel 
duplication, where a node can convert multiple adjacent nodes at the same time. 
Regarding the potential trajectories, there are four types to consider. The first type 
is the shortest path, which, as discussed, presumes that all traffic follows distance-
optimal routes. The other three types are distinguished by their allowance to revisit 
nodes and to traverse the same edge more than once. When both are not allowed, 
and the route chosen does not have to be optimal regarding its distance, then the 
trajectory is said to follow a path. When it is allowed to revisit nodes, but not to 
traverse the same edge twice, then the trajectory forms a trail. Lastly, when both 
nodes and edges can be traversed multiple times, then we speak of a walk. Table 5.1 
lists examples for each transition-trajectory combination and the centrality 
measures that comply with it. For the BWSA graph we find betweenness centrality 
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The crux of the centrality incompatibility issue stems from the manner in which 
much of the research into longitudinal social networks so far has modelled graph 
dynamics. Instead of looking at each point in time separately, most aggregate all 
momentary snapshots into a single static structure (Ferrer i Cancho, Janssen, & 
Solé, 2001; Albert & Barabási, 2002; Kossinets & Watts, 2006). This approach poses 
two major problems. First, centrality measured on this graph is presumed to reflect 
the overall tendency of the entire network, but, as confirmed by Braha & Bar-Yam 
(2006), these aggregated measures do not accurately reflect the actual importance 
of the nodes. Their analysis shows that most of the nodes that have the highest 
centrality at any given point in time only hold this position of importance for a 
small fraction of the entire timespan. In fact, the centrality distributions of the 
majority of the nodes adhere to a power law, where they are unimportant most of 
the time (and, as a consequence, have low aggregated centrality), but as time goes 
by, eventually achieve their proverbial “15 minutes of fame”. 
 
Second, aggregation over time does not factor in the actual sequence of connections 
(Lerman, Ghosh, & Hyung Kang, 2010). This problem is illustrated in Figure 5.3. 
The aggregated graph (Figure 5.3a) shows a path between nodes A and D. 
However, when taking each separate timeframe into consideration (Figure 5.3b-
5.3d), we see that a path starting at node A can never reach node D, since the edge 
between nodes C and D is only activated at t0. At that point nothing has yet been 
transferred from A to C that can be passed along to D. So, even though the graph 
appears to be completely connected, it actually consists of two, partially 
overlapping components (A-B-C-E and B-C-D-E), each of which consists of several 
sub-components bounded to the timeframes. 
 
As a solution to the discrepancy between aggregated node centrality and time-
aware node centrality, Lerman, Ghosh, & Hyung Kang (2010) propose a method 
that incorporates the dynamic evolution of a graph. They model dynamic centrality 
both as a memoryless process, where the state at ti depends only on the state at ti-1, 
and as a process with memory, where the state at ti depends on all previous states. 
Using two attenuation factors that describe the probability that a node either 
initiates a transmission, or passes on a previously received message to another node 
at ti, they calculate the amount of information that is expected to be transferred 
between two arbitrary nodes over a given time interval. Nodes are then ranked 
according to the amount of information they are able to send to all other nodes 
over the entire timespan of the network. The same models can also be applied at the 
node level, where they can be used to determine which node has the most influence 
over another given node. Although Lerman, Ghosh, & Hyung Kang’s method 
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Figure 5.3 – Model of a dynamic graph. Figure a shows the graph aggregated over all time frames; figures b-d 
show the graphs for each individual time frame. 
 
succeeds in producing seemingly more accurate rankings than the ones resulting 
from measurements on a static, aggregated graph, the values of the attenuation 
factors are mere estimations that are not easily validated on actual network data. 
Moreover, the method does not escape its own criticism of the static centrality 
measures, since it still produces approximations over aggregated data, though at an 
adjustable scale. We argue that the importance of a node is an inherently 
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momentary property, meaning that it depends mostly on the current state of the 
graph, and perhaps a few of its preceding states. Consider the following: as the 
centrality of a node increases, so does the probability for it to transmit something to 
other nodes in the graph. If the transmission involves an important piece of 
information, or perhaps a connection to another influential node, the node in fact 
spreads some of its influence to its neighbours, thus decreasing its own importance. 
This explains the power law centrality distributions found by Braha & Bar-Yam 
(2006), where nodes are highly important for only a very short period. Once values 
are being aggregated, no matter how small the interval, they will naturally converge 
to an average. Different temporal scales of the aggregation merely provide different 
views on the data. Importance therefore is also a matter of perspective. The same 
applies, for instance, when we review world history. Considering the entire history 
of the world versus a more or less isolated event such as World War II, there is a 
great difference in the people that we would list as being the most influential within 
each timeframe. Where larger timeframes provide more generalized views, smaller 
timeframes give insight into the details of the dynamics. However, unlike much of 
the previous research has claimed, one does not disqualify the other. Which 
perspective applies is simply a matter of the type of query that is posed against the 
data. The dynamics then involve the changes between consecutive (static) states at 




We have identified several characteristics that are commonly found in social 
networks. In this Section, we investigate whether our BWSA graph adheres to these 
properties in order to determine whether it is a valid social network model. All tests 
in this Section are performed on the static, aggregated person-to-person graph 
(“BWSA-full”), as well as two sets of consecutive static graphs aggregated over set 
intervals: one set with an interval of 10 years per graph (“BWSA-decade”), and one 
set with an interval of 1 year per graph (“BWSA-year”), resulting in a set of 6, and a 
set of 60 graphs, respectively. To make sure that the patterns that we observe in the 
BWSA data are not due to some random process, we create a random counterpart 
to each BWSA set. The random graphs are automatically generated and contain the 
same number of nodes and edges as their BWSA sibling, though the edges are 
distributed over the nodes at random. First, we check if our graphs model a small-
world network by measuring basic statistics, such as average path lengths and 
network diameters. Second, we study the growth mechanisms of the network by 
determining the scale of the degree distributions. Finally, we zoom in on the 
dynamics of the graphs and test our hypothesis that there is little to no correlation 
between the node rankings of consecutive graphs in our BWSA-decade and BWSA-
year sets. This would confirm our belief that importance is a momentary, rather 
than a permanent property. 
 
 





Previous studies have shown that small-world networks are characterized by short 
average path lengths and high clustering. Figure 5.4 shows these measures for each 
of the BWSA graph sets. Indeed, we see that the average path length is always 
between 3 and 4. This number is lower even than the 6 degrees commonly reported 
(Milgram, 1967; Watts & Strogatz, 1998), which is likely due to the small size of the 
BWSA community. It slightly increases as the size of the temporal interval 
decreases, which is caused by the overall smaller number of edges in these graphs. 
The clustering coefficient starts at approximately 0.35 for the BWSA-full graph, 
and rises to almost 0.5 for the BWSA-year set. In contrast, the random graphs that 
we generated have varying average path lengths and no clustering, confirming that 
they are truly random and do not adhere to the small-world theorem. To 
investigate the difference more closely we look at the composition of the graphs in 
each of the sets (Table 5.2). Listed are the average number of components in each 
set, followed by the average number of nodes in the giant component, and the 
average number of nodes in the middle region. Considering the full graphs, we see 
that the random graph is fully connected, while the BWSA graph contains 2 nodes 
that are disconnected from the giant component (but connected to each other). For 
both the decade- and year-sets, however, the random graphs are much more 
fragmented than the BWSA graphs, with more than double the number of 
components and many more nodes in the middle region. Our findings show that 
the BWSA graph sufficiently differs from a random graph for us to conclude that it 
itself is not random. Moreover, the short path lengths combined with high 
clustering lead us to conclude that the graph indeed models a small-world network. 




According to the literature, many social networks display the scale-free property, 
which is an indication of a possible preferential attachment mechanism underlying  
 
 
         
 
Figure 5.4 – Average path lengths and average clustering coefficients measured on the BWSA graphs 
versus randomly generated graphs. 
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 components giant component size middle region size 
BWSA-full   2 502 2 
random-full   1 573 0 
BWSA-decade 15 210 34 
random-decade 31 326 101 
BWSA-year 26 56 68 
random-year 72 10 193 
 
Table 5.2 – Composition of full, decade, and year graphs for BWSA and random sets. 
 
 power law truncated pl exponential stretched exp. log-normal 
BWSA-full 1     
random-full   1   
BWSA-decade 3 3    
random-decade  2  1 3 
BWSA-year 10 33 8 2 7 
random-year  3 13 22 22 
 
Table 5.3 – Distribution of graphs per set over degree distribution types. Power law distributions are an 
indication of preferential growth in small-world networks. 
 
the evolution of a network. We can determine whether the BWSA adheres to this 
property by studying the distribution of degrees (number of edges) over the nodes. 
If we can reliably fit a power law to this distribution, then the graph is considered 
scale-free. We determine scale for all graphs at each interval size. Power laws are 
fitted using the Python powerlaw package2. The goodness of fit is compared to that 
of a truncated power law, an exponential, a stretched exponential, and a log-normal 
distribution. The first indicates a broad scale network, while the latter three are 
signs of single-scale networks. The scale for each graph is determined by the best 
fitting model. 
 
As the results in Table 5.3 show, most of the BWSA graphs do indeed have degree 
distributions that fit a (truncated) power law and, therefore, the evolution of the 
network is likely controlled by a preferential attachment mechanism. Only for the 
BWSA-year graphs do we encounter single-scale graphs where the distribution 
follows a strictly exponential or log-normal scale. The latter is an unlikely finding 
in a social network that adheres to the small-world principle. Upon inspection we 
find that the graphs in question are largely disconnected, leading to a degree 
distribution with mostly zero values. In these cases, the algorithm selects the log-
normal scale by default. These distributions do not provide enough data to fit a 
power law, so their occurrence does not rule out the small-world hypothesis for the 
BWSA graph. Because not all of the graphs’ distributions follow strict power laws, 
we can conclude that the BWSA network is a broad-scale network. This implies 
that, if there is indeed a preferential attachment mechanism governing the graph, it 
is somehow restricted or interrupted. Considering the nature of the data and the 
long timespan that it describes, this is likely explained by members of the 
                                                   
2 https://pypi.python.org/pypi/powerlaw 
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community passing away during the course of the evolutionary process. In these 
cases, the rate at which the node acquires new connections dramatically decreases 
and, in most cases, it comes to a complete stop. When connections to deceased 
community members do occur, the nature of the connection is different from when 
they were alive. The only opportunity for transfer of knowledge or conviction then 
lies in primary  
 
There are also some known cases in the data where a person suddenly changes their 
main ideology and consequently the people that they most associate with (e.g. 
Ferdinand Domela Nieuwenhuis). Overall, the existence of the growth mechanism 
ultimately confirms that the BWSA network model is a small-world network. In 
contrast, we see that the degree distributions of the random graphs rarely fit a 




In Section 5.1.3 we identified betweenness centrality as the appropriate measure for 
node importance in the context of our graph. The dataset in its essence deals with 
ideology transfer, which is a process involving serial duplication along walks (see 
Table 3.1). A node with high betweenness centrality occurs along many of the 
shortest paths in the network. In terms of the BWSA this implies that the person in 
question has many opportunities to influence the information that travels through 
the network and, consequently, he or she has the opportunity to control the 
dominant opinion. 
 
There is much discussion surrounding the suitability of centrality measures for the 
purpose of ranking nodes by importance, especially in regards to dynamic graphs. 
The controversy stems mostly from discrepancies found between rankings based on 
aggregated graphs versus those obtained on smaller slices of the same graph. As 
discussed, we do not consider this issue to be an argument against centrality 
measures, but merely cause for a different interpretation. We postulate that 
rankings taken over graphs of different scales merely provide different perspectives 
on the same data, and none of the rankings are an invalid representation of that 
data. We expect high correlations to exist between neighboring graphs of the same 
locality (i.e. the same temporal scale), which quickly decrease for graphs that are 
further removed from it in time. Similarly, we expect there to be a medium 
correlation between graphs of different temporal scales, but describing overlapping 
periods. To test our hypotheses, we calculate the Spearman rank correlation 
coefficients between each BWSA-year graph and all of its preceding graphs. Figure 
5.5 (top) shows the correlations averaged on the distance between both graphs in 
years. Figure 5.5 (bottom left) shows the same numbers for the BWSA-decade 
graphs averaged on the distance in decades. As we expected, graphs at low temporal 
distances show high correlations. For both graph sets, the correlations decrease to a 
medium level after approximately 10 years, and dwindle into the lower regions after 
 







Figure 5.5 – Average Spearman rank correlations of betweenness centrality rankings of nodes. Correlations are 
calculated between each graph and all of its preceding graphs at the same temporal scale – year or decade – and 
then averaged over the distance between the current and the preceding graph (top and bottom left). 
Correlations are also calculated between each BWSA-year graph and the BWSA-decade graph of the 
corresponding decade, and then averaged over the decade (bottom right). Significant correlations are displayed 
in dark grey (p < 0.05). 
 
20 to 30 years. This confirms our expectation that importance is a momentary 
property. The decay seems to occur at a faster rate in the BWSA-decade graphs. 
This is most likely a consequence of the large number of unconnected nodes in 
each of the BWSA-year graphs. These all have a betweenness centrality of zero and, 
thus, they all have the same averaged rank in the node rankings. Because they are 
large in number, there will always be some overlap between graphs and this leads to 
a slight overestimation of the correlation. 
  
Next, we calculate the correlation coefficients between BWSA-year graphs and the 
appropriate BWSA-decade graph to test whether node rankings over different 
temporal scales agree with each other or not. Figure 5.5 (bottom right) shows the 
BWSA-year correlations averaged per decade. The correlations are all significant at 
a 95% confidence level. Overall, they are higher than we expected, especially when 
we take into account the fact that many of the nodes that are unconnected in the 
BWSA-year graphs are most likely connected in the BWSA-decade graph. This 
undoubtedly leads to differences in the node rankings that we would expect to see 
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reflected by lower correlations. It seems that, with regards to the BWSA, temporal 
scale has little effect on node importance. This indicates the existence of a few 
highly influential hubs that exude their power over longer periods of time. Further 
inspection of the data reveals that this is in fact the case. All across the period from 
1860 to 1920 we observe high centrality measures for three nodes in particular3: 
 
• Ferdinand Domela Nieuwenhuis was a controversial key figure in the 
starting period of the Dutch social movement. He started his career as a 
Lutheran preacher, but soon parted with the church to become the pioneer 
of Dutch social democracy. When a growing division between socialists and 
anarchists divided the socialist party, he turned his back on politics and 
became an anarchist himself. Through his status as a pioneer and writer, 
combined with the ideological changes that he experienced on a personal 
level, Domela exercised influence over a wide variety of people and had the 
power to instigate real change in the community. Domela occurs in the top 
3 of betweenness centrality ranked nodes in 5 out of 6 BWSA-decade graphs 
and he is the top-ranked node in 31 out of 60 BWSA-year graphs; 
 
• Eduard Douwes Dekker was a writer who published under the pseudonym 
Multatuli. He went to work as a public official in the Dutch East Indies at a 
young age, where he witnessed the devastating consequences of the colonial 
system. Back in the Netherlands, he started writing pamphlets, articles, and 
ultimately novels that would serve to make the injustice known to the 
public. His book “Max Havelaar” had a great impact at the time it was first 
published in 1860 and long thereafter. Multatuli is ranked in the top 3 in the 
BWSA-decade graphs from 1860 up to 1890. In the same period, he is also 
ranked in the top 3 in 15 of the BWSA-year graphs, where he is the top-
ranked node in 8 of them; 
 
• Pieter Jelles Troelstra was a socialist politician and lawyer who most 
famously fought for universal suffrage. He started his parliamentary career 
around the same time that the then current socialist party was crumbling 
under disputes between socialists and anarchists (circa 1890). Where 
Domela made the switch to anarchism, Troelstra remained loyal to the 
socialist ideology and became one of the twelve founders of the new socialist 
party, the Social Democratic Workers’ Party (SDAP). As the leader of the 
SDAP, Troelstra enjoyed great respect from his peers and successors alike. 
He occurs in the top 10 of all BWSA-decade graphs, starting in 1870, and is 
the top-ranked node from 1900 to 1920. In the BWSA-year graphs, 
Troelstra is in the top 10 of all but two of the graphs since 1889. He is the 




                                                   
3 All centralities and rankings are available at: http://bwsa.taalmonsters.nl 
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Table 5.4 – The 10 most and least correlated base type events for person-to-person, person-to-organization, 




Figure 5.6 – Visualization of the Pearson product-moment correlation coefficients between person-to-person 
(P-P), person-to-organization (P-O), and person-to-location (P-L) edges and events with main type “event”, 
“action”, “development”, and “change” in the full BWSA graph. A line indicates a positive correlation. Negative 
correlations are expressed by the absence of a line. A thicker line implies a stronger correlation, though all 




The edges in our BWSA network model are typed in terms of the linguistic events 
that occur in the sentences from which the edges originate. In the full graph we 
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and location-classed nodes. In this Section, we investigate whether edges between 
different types of nodes are labelled with events that are semantically reasonable 
considering the node types. We restrict our study to edges that involve at least one 
person node. As a result, the edge types that we distinguish are: person-to-person, 
person-to-organization, and person-to-location. The linguistic events on the 
edgesare also divided into three classes: main type events, sub type events, and base 
type events. To determine the relatedness of individual events with each of the edge 
types, we create a binary vector for both the event and the edge type that indicates 
for each edge whether it has the event attached to it and whether it is of the selected 
edge type. The relatedness is then resolved by calculating the Pearson product-
moment correlation coefficient between these two vectors. Table 5.4 lists top 10 
and bottom 10 of the base type events per edge type ranked on relatedness. It must 
be noted that the correlation coefficients are extremely low across the board (-0.1 to 
0.12). Despite the low correlations, the top 10 rankings do contain linguistic events 
that seem logical considering the edge type. For instance, the person-to-location 
edges are mostly related to events that involve housing. There also exists a clear 
difference in the nature of the events related to person-to-person edges (“carry”, 
“portrait”, “funeral”) versus person-to-organization edges (“establish”, “council”). 
What is perhaps most interesting, is the fact that many of the events that occur in 
the top 10 for one edge type, also occur in the bottom 10 of the other edge types. 
This indicates that the events in question could serve well to classify edges in cases 
where the node classes, and thus the edge types, are unknown. For the sub type 
events, we observe similar effects, therefore we do not display those results here. 
The main type events are limited to four global classes: “event”, “action”, 
“development”, and “change”. In Figure 5.6, we visualize the correlations between 
the edge types and each of the four main event types in a force-directed graph. Even 
though the actual correlations are very low (0.002 to 0.03), the differences between 
them cause the coloured edge type nodes to move in the direction of the main type 
that they are more related to. The person-to-person edges are more correlated to 
“event” and “action”, while person-to-location edges are only related to “change”. 
Person-to-organization edges have correlations to all four main event types, though 
it is also most strongly related to “change”. The difference we see between strict 
person edges on the one hand, and edges connected to organizations or locations 
on the other hand follows our view that they are inherently different types of 
entities with different roles in the network. The slight correlations between person-
to-organization edges and all four main types is also in line with our assumption 
that organizations, in the form of collectives of people, do have some ability to act 
as independent entities. Still, in essence any action originates from a person, as is 




In this Chapter, we have identified the basic characteristics of social networks in 
general and checked if our BWSA network model adheres to these properties. We 




as a static, aggregated graph, as well as when split into a series of dynamically 
evolving graphs at a lower temporal scale. The growth mechanism governing the 
evolutionary processes is one of preferential attachment. When we decrease the 
temporal scale to intervals of one year, we observe a broad scale, rather than a scale 
free network, which indicates a disturbance in the preferential attachment. This is 
to be expected with a network that spans several decades, since people may die or 
fall from grace and no longer make any new connections.  
 
We are able to successfully distinguish the most influential people in the network, 
both locally and globally, by calculating rank correlations on betweenness 
centrality-ranked nodes. Contrary to what is reported by Braha & Bar-Yam (2006), 
we discover high correlations between node rankings at different temporal scales. 
To us this is proof of the tight-knit nature of the BWSA community on the one 
hand, and the consistency of our graph model on the other hand. We have gathered 
enough evidence to answer our third research question: 
 
RQ 3 Do social network models constructed with the described method 
adhere to properties commonly observed in social networks? 
 
Overall, our model complies very well with all characteristics of a valid social 
network. Compared to a randomly generated graph of the same size and with the 
same number of edges, the BWSA graph demonstrates consistency and structure 
over randomness. Moreover, the linguistic events attached to the edges make sense 
semantically in regards to the types of nodes that the edge connects to. The 
correlations of these events to the specific edge types are very low, which is mostly 
due to the large number of distinct base type events. Because there are so many, 
each of them is likely to occur only a few times. There are only four main type 
events, which occur at a higher rate and are consequently better suited to separate 
the different edge types. However, the reduction in event types also implies a 
reduction of the semantic space and makes the edges more difficult to interpret. 
Sub type events might provide a happy medium. The number of distinct events in 







I discovered that if one looks a little closer at this beautiful world, there are always 
red ants underneath. 




In this thesis we set out to develop a method for the automatic extraction of social 
networks from free text. Specifically, we applied our method to a collection of 
biographical texts in Dutch from the domain of Social History, with the purpose of 
providing an innovative way to look at old data. Throughout, our intention has 
been to prove the validity and use of automated, computational methods when 
applied to soft sciences. We conclude the thesis in this chapter, which is structured 
as follows. In Section 6.1 we provide the answers to our three research questions. In 
Section 6.2 we answer our main problem statement. Section 6.3 details the 
contributions of this thesis. Finally, we present recommendations for future 




In this Section, we summarize the answers to the three research questions defined 
in Chapter 1. The first two research questions naturally arose when we considered 
the building blocks required to create a social network: in its essence, a network 
consists of nodes and edges. In Chapter 3, we identified the subjects of the 
biographies in our dataset to be the most suitable candidates for the nodes in our 
network, since they are known up front and can therefore be easily validated. We 
recognized that inclusion of other often-occurring entities, such as organizations 
and locations can help to strengthen connections and to uncover previously hidden 
patterns. To gather the actual data for the graph, we therefore needed to locate and 
identify all references to these entities in the text, which lead us to formulate our 
first research question: 
 
RQ 1 To what degree can we reliably recognize and identify named entities 
in Dutch biographical text using state-of-the-art techniques? 
 
To answer RQ 1 we took a two-step approach. First, we performed and evaluated 
recognition of named entities on our data using a retrained version of an existing 
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state-of-the-art classifier. When compared to Dutch newspaper data, the 
experiments show that entities occur at a higher rate in our biographical data. 
Consequently, less training data seems to be needed to achieve comparable results 
on this genre. We achieve competitive scores with a classifier trained only on 
biographical data, though the result is improved when the classifier is trained on a 
combination of genre-specific (i.e. biographical) data and non-specific (i.e. 
newspaper) data and supplemented with a domain-specific gazetteer. The final 
results are at the high end of the spectrum of what is currently achievable regarding 
automated entity detection and classification. Second, we implemented 
identification of named entities for Dutch by adapting an existing method for 
English, as no method existed yet for Dutch. In the identification phase, we did not 
make use of any external identification services under the assumption that all the 
information required to disambiguate the entities is included in the source itself.  
 
Ultimately, recognition and identification of person names is most successful, with 
the end result reaching scores of around 85 %. Organizations and locations score 
slightly lower (82 % and 75 %, respectively). This means that, depending on entity 
class, the error margin is expected to be between 15 and 25 %. The identification 
process in essence serves to cluster entities with similar surface forms and contexts. 
This clustering itself provides a structured view on the data that can serve to 
quickly recognize and correct errors. Moreover, most errors occur in the 
identification of rarely occurring entities, while references to the more prominent 
community members are easily distinguished. As research into social networks 
shows, changes at the level of the least important nodes in a graph have little effect 
on the global structure and composition of the graph. To validate the accuracy of 
the network’s composition we compared it to a similar structure constructed from 
hyperlinks in our original dataset that were manually added by domain experts. 
The graphs show comparable statistics and high correlation regarding node 
rankings, which leads us to the conclusion that the recognition and identification of 
named entities by our system is sufficiently reliable for the purpose of social 
network extraction. 
 
Static edges are not well suited for the analysis of flow through a graph, especially 
when they are aggregated over multiple centuries, as is the case with the full 
network model of our dataset. Keeping in mind the goal of studying dynamics on 
the network models produced by our method, we formulated the second research 
question. 
 
RQ 2 To what degree and level of specificity can we reliably recognize and 
normalize temporal information in Dutch biographical text using 
state-of-the-art techniques? 
 
Through our experiments regarding analysis of temporal cues we found that dates 
are most easily recognized and normalized, reaching an accuracy of over 95 %. 
Other types of temporal expressions, such as durations, are not normalized with 
enough accuracy to include them in the network construction process. However, 
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dates cover over 70 % of the temporal expressions recognized in the data, so we can 
confidently conclude that we are able to capture at least that much of the described 
timeline. The mere construction of the graph from its parts is insufficient for our 
purpose of developing a new tool for research in the social sciences. To prove its 
actual worth, we need to validate the network model, as is described by our third, 
and final, research question. 
 
RQ 3 Do social network models constructed with the described method 
adhere to properties commonly observed in social networks? 
 
We answer RQ 3 positively, assured by the statistical analysis of the graph as it is 
provided in Chapter 5. The network model that we have constructed using our 
method is shown to be compatible with the small-world principle, both when 
considered as a static aggregated graph, and as a dynamic graph at varying 
temporal intervals. We can also reliably identify the growth mechanisms that are at 
work in the graph and prove that they sufficiently differ from the mechanisms in a 
random network to be considered intentional. Furthermore, we semantically 
validate the enrichments provided through Temporal Analysis in Chapter 4 by 
relating the events attached to edges to the classes of their associated nodes. Even 
though the sparseness of the data prevents us in finding any highly significant 
correlations, the analysis does show event-node relations that seem to be 
semantically motivated. This finding underlines the power of the method and its 




The potential of Social Network Analysis as an investigative tool is recognized by 
many, though the ability to create large-scale datasets suitable for this purpose is 
generally limited to the more computationally advanced researchers. In recent 
years, much scientific effort has gone into the crossover between the humanities 
and computer sciences to allow each field to benefit from achievements made in the 
other. This thesis is an example of such an effort. Regardless of such endeavors, 
many humanities researchers and social scientists remain reluctant to adopt purely 
computational methods into their toolkit, because they see no room for hard 
analyses on soft data, or because they do not trust the results provided by a 
machine. Our work attempts to bridge the gap between hard and soft and show the 
validity of cross-domain research, while simultaneously enabling large-scale SNA 
on textual data. To this end we formulated the following problem statement. 
 
PS  Can computational methods be used to successfully extract a detailed 
social network from historical, textual data, enriching the data in 
such a way that is of added value to social historical research? 
 
This problem statement yields two main criteria that our method should meet. First 
of all, it should produce graphs that accurately model the social network of the 
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community described by the input data. Second, the information encoded in the 
graph should be sufficiently detailed to enable sensible semantic analysis of its 
contents. The first criterion serves to ensure that the output contains as little noise 
as possible. We do not wish to frustrate the social scientist confronted with the 
graph by including erroneous data, since this would work against our goal of 
bringing computational and social sciences closer together. We feel confident in 
stating that our method succeeds in filtering the information from the noise to an 
agreeable level. The majority of errors involve entities and temporal expressions 
that occur less frequent in the data and, as such, the errors do not have a 
detrimental effect on the final outcome. Moreover, we believe that visualization of 
the results after processing is a suitable way of validating the quality of the analysis. 
Domain experts often have a picture in their mind of what their domain looks like, 
so they will easily recognize elements that contradict their own view and can 
correct them in the graph. This, combined with the fact that automatic processing 
of the data is exponentially faster than manual processing, leads us to conclude that 
our method provides a great increase in efficiency to the social historian, even if he 
is not directly interested in social networks. For instance, our method can also be 
applied as a form of document indexing, as it records the locations and contexts of 
many of the key elements in the data. The graph can then be used to quickly select 
the (parts of) documents that comply with a certain query. The structural 
properties of the graph allow queries that are more complex than the Boolean 
queries currently enabled on the data source. For instance, one could search for all 
documents that mention people moving to or from Amsterdam, or for all people 
that interact with organizations that have the word “socialist” in their name. On top 
of that, our experiments have shown that linguistic events can be sensibly classified 
according to their nature based on the edges that they are attached to. This allows 
for different contexts to be defined over the graph (e.g. professional versus 
personal) that can be used to accurately filter the data to fit very particular research 
questions. In that, our graph also meets the second criterion, leading us to an 




We have presented experiments and analyses regarding the automated extraction of 
social networks from Dutch biographical text with the aim to provide a new and 
efficient way of gathering data to the field of Social Historical research. From a 
computational point of view, this requires approaches to Named Entity 
Recognition and Disambiguation for the identification of nodes, and a method for 
Temporal Analysis to bind the edges to a timeline. From the perspective of the 
social historian, the results produced by the process should serve to increase their 
trust in automated methods of data analysis in general by providing an accurate, 
clean model that is easily validated. We identify five contributions that we have 
made through the current thesis. 
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1. We have examined the suitability of state-of-the-art Named Entity 
Recognition for Dutch biographical text on the classes “person”, 
“organization”, and “location”. The results were compared to those obtained 
on Dutch newspaper data. Our approach is shown to be competitive on 
both genres, though the entities in the more focused domain of the 
biographies are more easily recognized using less training data. 
 
2. We have adapted an existing competitive method for Named Entity 
Disambiguation that was initially developed for English to the Dutch 
language. The method is tested on the biographical genre and reaches scores 
that are at par with the state-of-the-art for English and other languages. In 
doing so, we have provided the first comprehensive study of Named Entity 
Disambiguation on real-world data for Dutch. 
 
3. We have improved on the current state of the art for Dutch Temporal 
Analysis by developing a method that incorporates a more accurate 
normalization of dates, as well as the identification of linguistic events in 
relation to the timeline. 
 
4. Through statistical analysis of the network model that arises from the 
detection of entities, temporal expressions, and events, we have shown that 
such a graph constructed automatically from unstructured input sufficiently 
agrees with a graph constructed from manual annotations on the same data, 
and that it complies with properties commonly found in social networks. As 
such, we have validated that the results obtained through our approach are 
suitable for further application in a scientific context. 
 
5. The combination of the previous four contributions forms the final product 
and key contribution of this thesis. Namely, we have described a new 
investigative tool for the social sciences that can, at least in theory, be 
applied to any collection of documents, and enables also the less 
technologically savvy researcher to confidently perform SNA on his own 
data. As such, we have provided evidence that automated methods can 
definitely be advantageous to fields such as Social History, where the overall 




Future endeavors based on the current research can be globally divided into two 
directions: improvement of the subparts of the system to maximize graph accuracy, 
and application of the method to broader problems. So far, we have tested our 
method only on the biographical genre within a historical domain. An obvious 
avenue for future research is the testing of its applicability to datasets of different 
sizes, genres, and domains. Either way, the accuracy of graphs constructed using 
our approach principally depends on the outcome of the Named Entity 
6.4 Future Research 
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Recognition, Named Entity Disambiguation, and Temporal Analysis processes. As 
we have seen, the quality of entity recognition is already high, so we see little room 
for improvement there, with the exception of extending the types of entities that are 
recognized by the system. Still, the main concern in this area remains the 
availability of sufficient amounts of training data that are compatible to the target 
data, which is a general concern in the application of computational methods and 
not an issue that can be resolved through further research into named entities. 
Since we are already able to reliably recognize the vast majority of entity 
occurrences, focusing on improving name disambiguation seems a more promising 
avenue. Our dataset was supplemented with a database listing the main entities, 
which was a great help in the identification of the entities and the evaluation of the 
graph. However, a truly unstructured dataset does not come with such information. 
In those cases, the system would greatly benefit from access to an external service 
for identification of names, such as Wikipedia or GeoNames. 
 
The greatest improvement can be achieved on the analysis of temporal expressions. 
We were only able to successfully extract edges for dates, while durations and 
repetitions are currently left out of the ultimate results. The inclusion of repetitions 
especially would be very interesting from a SNA perspective, since it would allow 
the study of habitual patterns. Our work shows that, in essence, these types can be 
recognized by the current system, but they do not occur at a high enough rate to be 
reliably detected. Therefore, we expect that recognition would most be helped by 
the inclusion of more examples in the training data, either through general increase 
of training data or oversampling of just those two classes in the training data. 
Temporal normalization is currently solved in a rule-based setup, which also 
contributes to the poor results for durations and repetitions. Again, more training 
samples could lead to more accurate rules for the normalization of these 
expressions. 
 
The validity of the graph is currently tested only against itself. Future efforts should 
include a comparison of multiple graphs constructed from different datasets to 
fully validate the method’s ability to extract accurate social network models. Besides 
social network construction and document indexing, we also foresee applications of 
our method in automatic summarization and storyline extraction. Both involve 
detection and tracking of the most salient pieces of information and logically 
ordering them against a timeline, which is exactly what our method does. We have 
focused more on the binding of edges to the timeline and events than on the actual 
flow of events through the graph. In our analysis, events appear to be suitable for 
edge classification purposes (or vice versa). Further research should be conducted 
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Term lists for Named Entity Disambiguation.  
 
 
ORGANIZATION – ADJECTIVES: 
 
Chr., Christelijk, Christelijke 
Coöp., Coöperatieve, Coop., Cooperatieve 
Alg., Algemene, Algemeene, Algemeen 
A'damsche, Amsterdamse, Amsterdamsche 
Int., Internationale, Internationaal 
Kath., Katholiek, Katholieke 
Kon., Koninklijk, Koninklijke 
Nat., Nationale, Nationaal 
Ned., Nederlandsche, Nederlandse 
R'damsche, Rotterdamse, Rotterdamsche 
R.K., Roomsch Katholieke, Rooms Katholieke, Roomsch Katholiek, Rooms Katholiek, Roomsch, 
Rooms, Katholieke, Katholiek 
Soc., Sociaal, Sociale, Socialistisch, Socialistische 





ORGANIZATION – COLLECTIVES: 
 
Vennootschap, vennootschap, Vennootschappen, vennootschappen 
Maatschap, maatschap, Maatschappij, maatschappij, Mij, Mij., Maatschappen, maatschappen, 
Maatschappijen, maatschappijen 
Vereniging, vereniging, Vereeniging, vereeniging, Ver., Ver., Verenigingen, verenigingen, 
Vereenigingen, vereenigingen 
Coöperatie, coöperatie, Cooperatie, cooperatie, Coöp., coöp., Coop., coop., Coöperaties, coöperaties 
Stichting, stichting, Stichtingen, stichtingen 
Commissie, commissie, Comm., comm., Commissies, commissies 
Comité, comité, Comite, comite, Comités, comités, Comites, comites 
Genootschap, genootschap, Genootschappen, genootschappen 
Bureau, bureau, Bureaus, bureaus 
Partij, partij, Partijen, partijen 
Club, club, Clubs, clubs 
Bestuur, bestuur, Besturen, besturen 
Universiteit, universiteit, Universiteiten, universiteiten 
School, school, Scholen, scholen 
Academie, academie, Akademie, akademie, Academies, academies, Akademies, akademies 
Beweging, beweging, Bewegingen, bewegingen 




Centrale, centrale, Centrales, centrales 
Fonds, fonds, Fondsen, fondsen 
Gemeenschap, gemeenschap, Gemeenschappen, gemeenschappen 
Federatie, federatie, Federaties, federaties 
Onderneming, onderneming, Ondernemingen, ondernemingen 
Secretariaat, secretariaat, Secretariaten, secretariaten 
Instituut, instituut, Inst., Instituten, instituten 
Dispuut, dispuut, Disputen, disputen 
Groep, groep, Groepen, groepen 
Unie, unie, Unies, unies 
Kamer, kamer, Kamers, kamers 
Bond, bond, Bonden, bonden 
Raad, raad, Raden, raden 
Bedrijf, bedrijf, Bedrijven, bedrijven 
Kolonie, kolonie, Kolonies, kolonies, Koloniën, koloniën, Kolonien, kolonien 
 
 



























Aan de, aan de 
Aan den, aan den 
Aan der, aan der 




Am de, am de 
Auf, auf 
Auf dem, auf dem 
Auf den, auf den 
Auf der, auf der 
Auf ter, auf ter 
Aus, aus 
Aus ‘m, aus ‘m, Aus m, aus m 
Aus dem, aus dem 
Aus den, aus den 
Aus der, aus der 
Bij, bij 
Bij de, bij de 
Bij den, bij den 
Bij het, bij het, Bij t, bij t, Bij ‘t, bij ‘t 
Bin, bin 
Boven d, boven d, Boven d’, boven d’ 
D, d, D’, d’ 
Da, da 
Dal, dal 
Dal’, dal’, Dalla, dalla 
Das, das 
De, de 
De die, de die 
De die le, de die le 
De l, de l, De l’, de l’ 
De la, de la 
De las, de las 
De le, de le 




















In de, in de 
In den, in den 
In der, in der 
In het, in het, In t, in t, In ‘t, in ‘t 









Onder de, onder de 
Onder den, onder den 
Onder ‘t, onder ‘t, Onder het, onder het, 
Onder t, onder t 
Op, op 
Op de, op de 
Op den, op den 
Op der, op der 
Op gen, op gen 
Op het, op het, Op t, op t, Op ‘t, op ‘t 
Op ten, op ten 
Over, over 
Over ‘t, over ‘t, Over het, over het 
Over de, over de 
Over den, over den 
Over t, over t 











Uijt ‘t, uijt ‘t 
Uijt de, uijt de 
Uijt den, uijt den 
Uijt te de, uijt te de 
Uijt ten, uijt ten 
Uit, uit 
Uit de, uit de 
Uit den, uit den 
Uit ‘t, uit ‘t, Uit het, uit het, Uit t, uit t 




Uit ten, uit ten 
Unter, unter 
Van, van 
Van de, van De, van de 
Van de l, van de l, Van de l’, van de l’ 
Van Den, Van den, van den 
Van Der, Van der, van der 
Van gen, van gen 
Van het, van het, Van ‘t, van ‘t, Van t, van t 
Van ter, van ter 
Van la, van la 




Von ‘t, von ‘t, Von t, von t 
Von dem, von dem 
Von den, von den 
Von der, von der 
Voor, voor 
Voor ‘t, voor ‘t 
Voor de, voor de 
Voor den, voor den 


























































































































































































voord, voorde, voort 


















beemd, bemd, bamd 
boomgaard, bogaard, bogerd 
braak 
broek 
















































































































































































































































vijver, wijer, wouwer 


























































Social networks have a long history in the social sciences as a means to study 
interactions between members of different types of communities. In the absence of 
computers to record the data, the network models for these studies were all 
constructed manually. Since this is an expensive process in terms of the time and 
expertise needed, the models that resulted from these efforts are limited in size and 
complexity. Advances made since in computer science, coupled with the increasing 
availability of real-world data from sources such as Facebook and Twitter, has 
reignited interest in social network models, or graphs, from a computational 
perspective. Automated methods and powerful computers have made it feasible to 
conduct more complex experiments at larger scales very cost-effectively. 
Furthermore, developments in Natural Language Processing provide just the right 
tools to extract the building blocks of social networks, even from sources that were 
not originally created for this purpose, like free text documents. 
 
The ability to automatically construct graphs from unstructured sources adds 
Social Network Analysis as a viable instrument to a host of new fields. One of those 
fields is Social History, where it can for instance be applied to study the 
propagation of an ideology, or the mechanics of support networks in historical 
contexts. Unfortunately, there still exists some apprehension among social 
historians, and humanities researchers in general, to trust the results of automated 
methods. They commonly fear that their own subjective interpretation will be 
compromised by the objective decisions, and inevitable mistakes, of a computer. 
Our goal in this thesis is to mitigate such trepidations by developing an automated 
method for social network extraction on an existing source from the Social History 
domain, and proving its validity by comparing the outcome against existing social 
network models and expert annotations on the original data. To this end, we 
formulate the following problem statement: 
 
Can computational methods be used to successfully extract a detailed social 
network from historical, textual data, enriching the data in such a way that is of 
added value to social historical research? 
 
We identify two main tasks in our problem statement, namely the construction of 
the social network model from the input data, and the validation of the resulting 
graph. Social networks consist of actors, represented by nodes, and their 
relationships, represented by links or edges. Actors are usually people, or groups of 
people, such as organizations or locations (i.e. their population). Relationships may 




friendship, cooperation, hate, or mere awareness. In order to ensure that a graph 
constructed with our method is sufficiently dense, i.e. that it contains enough nodes 
and edges to perform meaningful calculations on it, we require the input to contain 
a high concentration of terms that refer to distinct (groups of) people, or named 
entities. Biographies generally fit the bill because of their condensed description of 
events. Our chosen dataset, therefore, is a biographical dictionary, which we 
introduce in Chapter 2 together with the field of Social History and its challenges. 
We conclude Chapter 2 with an overview of related research into network and 
relation extraction, both from a social scientific, and a computational point of view. 
 
The network construction process can be logically divided into the extraction of 
nodes and the extraction of links. In Chapter 3, we apply Named Entity 
Recognition and Disambiguation to gather the nodes of our social network, 
determined by the people, organizations, and locations that are mentioned in the 
biographical dictionary. We are able to identify these entities with great accuracy. 
Next, we develop a new state-of-the-art method for the cross-document 
disambiguation of names in Dutch text, which performs comparable to similar 
systems developed for English. At the end of the chapter, we have a first look at a 
static graph constructed from sentence-based co-occurrences of person entities and 
find a definite equivalence to existing manual annotations on the biographies. 
 
Part of our goal is to enable the study of evolutionary patterns within the graph. We 
therefore require the links to be bounded to a timeline. In Chapter 4, we develop a 
hybrid method for the recognition, identification, and normalization of temporal 
expressions in Dutch text. Recognition and identification are dealt with using a 
machine-learning component, while normalization is solved in a rule-based setup. 
This method is shown to perform significantly better than the current state of the 
art, which is a completely rule-based approach. On top of the improved 
performance, our method also adds analysis of linguistic events. Together with the 
temporal expressions, these events are used to further specify the links in our graph: 
the start and end dates of the temporal expression determines the time and 
duration of the relationship, while the events describe its context. Again, we 
conclude the chapter with a brief look at a static graph from sentence-based co-
occurrences of person entities, this time restricted to sentences describing a specific 
timeframe. Since the resulting graph is rather sparse, we attempt to increase its 
connectivity by collapsing mutual connections to other people, organizations, or 
locations, but find that none of these entity types are suitable for this purpose in the 
current setup. 
 
At the start of Chapter 5, we introduce some key concepts in Social Network 
Analysis and describe the characteristics that social network models generally 
adhere to according to the literature. Next, we test our own model to see if it 
complies with these characteristics. We analyze the statistics of graph at different 
temporal intervals (decade and year) and find that it is a small world network 
where growth is governed by a slightly distorted preferential attachment 




different sub graphs and conclude that importance is a momentary rather than 
permanent attribute. We conclude the chapter with a brief analysis of the linguistic 
events  from Chapter 4 that are attached to the links in the graphs with respect to 
the types of nodes (i.e. person, organization, location) that the link connects to. 
Although the correlations are all insignificant, ordering them from high to low does 
reveal some patterns that could be semantically motivated at both ends of the scale. 
 
We conclude the thesis in Chapter 6 with a discussion of our results and answers to 
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