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Abstract. In this paper, we present the analysis of the discontinuous Galerkin dual-primal isoge-
ometric tearing and interconnecting method (dG-IETI-DP) for the two-dimensional case where we
only consider vertex primal variables. The dG-IETI-DP method is a combination of the dual-primal
isogeometric tearing and interconnecting method (IETI-DP) with the discontinuous Galerkin (dG)
method. We use the dG method only on the interfaces to couple different patches. This enables us
to handle non-matching grids on patch interfaces as well as segmentation crimes (gaps and overlaps)
between the patches. The purpose of this paper is to derive quasi-optimal bounds for the condition
number of the preconditioned system with respect to the maximal ratio H/h := maxk(Hk/hk) of
subdomain diameter and meshsize. We show that the constant is independent of hk and Hk, but
depends on the ratio of meshsizes of neighbouring patches hℓ/hk.
Key words: Diffusion problems, Isogeometric analysis, IETI-DP, discontinuous Galerkin
1 Introduction
Isogeometric analysis (IgA) is a new methodology for the numerical solution of partial dif-
ferential equations (PDEs) using the same basis for both describing the computational do-
main and representing the solution. IgA was introduced by Hughes, Cottrell and Bazilevs
in [24], and has become a very active field of research, see also [1] for the first results on the
numerical analysis of IgA, the monograph [9] for a comprehensive presentation of the IgA,
and the recent survey article [3] on the mathematical analysis of variational isogeometric
methods. A common choice for basis functions are the so called B-Splines and non-rational
uniform B-Splines (NURBS), which are based on a tensor product representation. In order
to perform local refinements in an efficient way, one has to consider different classes of
Splines, e.g., Hierarchical B-Splines (HB-Splines), Truncated HB-Splines (THB-Splines)
and T-Splines, see, e.g., [35], [15], and [2], respectively. Moreover, IgA provides a suitable
frame for the discretization of a PDE with high-order elements, while having a small
number of degrees of freedom.
In the IgA framework, complicated geometries are decomposed into simple domains, called
patches, which are topologically equivalent to a cube. However, this procedure may intro-
duce small gaps and overlapps at the patch interfaces, leading to so called segmentation
crimes, see [25], [31] and [23] for a more comprehensive analysis. In order to solve PDEs
on such domains, numerical schemes based on the discontinuous Galerkin (dG) method
for elliptic PDEs were developed and analysed in [19], [21] and [20]. Moreover, the dG
formulation is used when considering different B-Splines spaces across interfaces, e.g.,
non-matching grids or different spline degrees. An analysis of the dG-IgA formulation
with extensions to low regularity solutions can be found in [28]. For a detailed discussion
of dG methods, we refer, e.g., to [33] and [10].
In this paper, we consider fast solution techniques for the system of linear equations arising
from the IgA discretization of an elliptic PDE. Our approach is based on the tearing and
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interconnecting technology, which can be interpreted as a divide and conquer algorithm.
We consider the adaptation of the dual-primal finite element tearing and interconnecting
(FETI-DP) to the IgA framework, called dual-primal isogeometric tearing and intercon-
necting (IETI-DP), established in [26]. To be more precise, since we use the dG method
to couple the different patches we consider its adaption to the dG-IgA formulation, intro-
duced in [18] and denoted by dG-IETI-DP. An application of the dG-IETI-DP method to
domains with small gaps and overlaps can be found in [20]. For a comprehensive study
and theoretical analysis of FETI-DP and the equivalent Balancing Domain Decomposition
by Constraints (BDDC) method, we refer to [34], [32] and references therein. The first
analysis for the IETI-DP method was done in [6] and extended in [17]. The combination
of the FETI-DP method and dG on the interfaces was first introduced and analysed in
[12] and [13], see also [11] for an analysis of the corresponding BDDC preconditioner.
Moreover, we refer to other types of efficient solver for IgA systems. We mention overlap-
ping Schwarz methods, see, e.g., [5], [7], [8], and isogeometric mortaring discretizations,
see [16]. In particular, we want to highlight recent advances in multigrid methods for IgA
in [22]. There a smoother is constructed based on a stable splitting of the spline space
leading to a multigrid method, which is robust with respect to the spline degree in arbi-
trary dimensions.
The purpose of this paper is to present the analysis for the dG-IETI-DP method. Our
proof follows the structure presented in [6] and [17]. We note that, in the analysis, we
restrict ourselves to two-dimensional domains having only vertex primal variables, homo-
geneous diffusion coefficient and consider only the case of coefficient scaling. Let Ω(k)
be a patch of the computational domain Ω, Hk be its diameter and hk characteris-
tic meshsize. We can show that the condition number of the preconditioned system is
bounded by O((1 + log(H/h))2q2h), where H/h := maxk(Hk/hk), qh := maxk,ℓ q(hℓ/hk)
with q(z) = (z + z2) and the hidden constant is independent of Hk and hk. We obtain a
quasi-optimal condition number bound with respect to H/h and polynomial bound with
respect to the ratio of mesh sizes hℓ/hk. The quantity qh in the final theorem only needs to
take into account the ratio of neighbouring meshsizes. The framework used in [6] and [17]
holds for the BDDC preconditioner. Since the BDDC preconditioner and the FETI-DP
method have the same spectrum, see [30], the result applies also to the corresponding
IETI-DP method.
In the present paper, we consider the following second-order elliptic boundary value prob-
lem in a bounded Lipschitz domain Ω ⊂ R2, as a typical model problem: Find u : Ω → R
such that
− div(α∇u) = f in Ω, u = 0 on ΓD, and α
∂u
∂n
= gN on ΓN , (1)
with given, sufficient smooth data f, gN and α = const > 0. The boundary ∂Ω of the
computational domain Ω consists of a Dirichlet part ΓD of positive boundary measure
and a Neumann part ΓN . Furthermore, we assume that the Dirichlet boundary ΓD is
always a union of complete domain sides (edges in 2D) which are uniquely defined in IgA.
Without loss of generality, we assume homogeneous Dirichlet conditions. This can always
be obtained by homogenization. By means of integration by parts, we arrive at the weak
formulation of (1) which reads as follows: Find u ∈ VD = {u ∈ H
1 : γ0u = 0 on ΓD} such
that
a(u, v) = 〈F, v〉 ∀v ∈ VD, (2)
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where γ0 denotes the trace operator. The bilinear form a(·, ·) : VD × VD → R and the
linear form 〈F, ·〉 : VD → R are given by the expressions
a(u, v) :=
∫
Ω
α∇u∇v dx and 〈F, v〉 :=
∫
Ω
fv dx+
∫
ΓN
gNv ds.
The remainder of the paper is organized as follows. In Section 3, we recall the notion
introduced in [18] and formulate the dG-IETI-DP method. Section 4 and Section 5 are
the main sections of this paper. Section 4 covers some preliminary theoretical results and
introduces the required technical notation. In Section 5, we apply the abstract framework
to this problem and obtain the condition number bound for the preconditioned system.
Finally, in Section 6 we draw some conclusions.
2 Discontinuous Galerkin for Isogeometric Analysis
In this section we give a very short overview about IgA and dG for IgA. For a more
comprehensive study, we refer to, e.g., [9] and [28].
Let Ωˆ := (0, 1)d, where d ∈ {2, 3}, be the d-dimensional unit cube, which we refer to as the
parameter domain. Let pι and Mι, ι ∈ {1, . . . , d}, be the B-Spline degree and the number
of basis functions along in xι-direction. Moreover, let Ξι = {ξ1 = 0, ξ2, . . . , ξnι = 1},
nι = Mι−pι−1, be a partition of [0, 1], called knot vector. With this ingredients we are able
to define the B-Spline basis Nˆi,p, i ∈ {1, . . . ,Mι} on (0, 1) via Cox-De Boor’s algorithm,
cf. [9]. The generalization to Ωˆ is performed by a tensor product, again denoted by Nˆi,p,
where i = (i1, . . . , id) and p = (p1, . . . , pd) are a multi-indices. For notational simplicity,
we define I := {(i1, . . . , id) | iι ∈ {1, . . . ,Mι}} as the set of multi-indices. Since the tensor
product knot vector Ξ provides a partition of Ωˆ, it introduces a mesh Qˆ, and we denote
a mesh element by Qˆ, called cell.
The B-Spline functions are used to define our computational domain Ω, also called physical
domain. It is given as image of the geometrical mapping G : Ωˆ → Rd, defined as
G(ξ) :=
∑
i∈I
PiNˆi,p(ξ),
with the control points Pi ∈ R
d, i ∈ I. The image of the mesh Qˆh under G defines
the mesh on Ω, denoted by Qh with cells Q. Both meshes possess a characteristic mesh
size hˆ and h, respectively. More complicated geometries Ω have to be represented with
multiple non-overlapping domains Ω(k) := G(k)(Ωˆ), k = 1, . . . , N , called patches, where
each patch is associated with a different geometrical mapping G(k). We sometimes call
Ω :=
⋃N
k=1Ω
(k)
a multipatch domain. Furthermore, we denote the set of all indices ℓ such
that Ω(k) and Ω(ℓ) have a common interface F (kℓ) by I
(k)
F . We define the interface Γ
(k) of
Ω(k) as Γ (k) :=
⋃N
ℓ∈I
(k)
F
F (kℓ).
The B-Splines are also used for approximating the solution of our PDE. This motivates to
define the basis functions in the physical space as Ni,p := Nˆi,p ◦ G
−1 and the corresponding
discrete space as
Vh := span{Ni,p}i∈I . (3)
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Moreover, each function u(x) =
∑
i∈I uiNi,p(x) is associated with the coefficient vector
u = (ui)i∈I . This map is known as Ritz isomorphism or IgA isomorphism in connection
with IgA, One usually writes this relation as uh ↔ u, and we will use it in the following
without further comments. If we consider a single patch Ω(k) of a multipatch domain Ω,
we will use the notation V
(k)
h , N
(k)
i,p , Nˆ
(k)
i,p , G
(k), . . . with the analogous definitions. To keep
notation simple, we will use hk and hˆk instead of h
(k) and hˆ(k), respectively.
In this paper we consider the dG-IgA scheme, where we use the spaces V
(k)
h of continuous
functions on each patch Ω(k), whereas discontinuities are allowed across the patch inter-
faces. The continuity of the function values and its normal fluxes are enforced in a weak
sense by adding additional terms to the bilinear form. For the remainder of this paper,
we define the dG-IgA space
Vh := Vh(Ω) := {v | v|Ω(k) ∈ V
(k)
h }, (4)
where V
(k)
h is defined as in (3). A comprehensive study of dG schemes for FE can be found
in [33] and [10]. For an analysis of the dG-IgA scheme, we refer to [28].
For simplicity of the presentation, we assume that we have homogeneous Dirichlet bound-
ary condition. Hence, we define VD,h as the space of all functions from Vh which vanish on
the Dirichlet boundary ΓD. Having these definitions at hand, we can define the discrete
problem based on the Symmetric Interior Penalty (SIP) dG formulation as follows: Find
uh ∈ VD,h such that
ah(uh, vh) = 〈F, vh〉 ∀vh ∈ VD,h, (5)
where
ah(u, v) :=
N∑
k=1
a(k)e (u, v) and 〈F, v〉 :=
N∑
k=1
(∫
Ω(k)
fv(k)dx+
∫
Γ
(k)
N
gNv
(k) ds
)
,
a(k)e (u, v) := a
(k)(u, v) + s(k)(u, v) + p(k)(u, v),
and
a(k)(u, v) :=
∫
Ω(k)
α(k)∇u(k)∇v(k)dx,
s(k)(u, v) :=
∑
ℓ∈I
(k)
F
∫
F (kℓ)
α(k)
2
(
∂u(k)
∂n
(v(ℓ) − v(k)) +
∂v(k)
∂n
(u(ℓ) − u(k))
)
ds,
p(k)(u, v) :=
∑
ℓ∈I
(k)
F
∫
F (kℓ)
δα(k)
hkℓ
(u(ℓ) − u(k))(v(ℓ) − v(k)) ds.
The notation ∂
∂n
means the derivative in the direction of the outer normal vector, δ is
a positive sufficiently large penalty parameter, and hkℓ is the harmonic average of the
adjacent mesh sizes, i.e., hkℓ = 2hkhℓ/(hk + hℓ).
We equip VD,h with the dG-norm
‖u‖2dG =
N∑
k=1
α(k) ∥∥∇u(k)∥∥2L2(Ω(k)) + ∑
ℓ∈I
(k)
F
δα(k)
hkℓ
∫
F (kℓ)
(u(k) − u(ℓ))2ds
 . (6)
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Furthermore, we define the bilinear forms
dh(u, v) =
N∑
k=1
d(k)(u, v) where d(k)(u, v) = a(k)e (u, v) + p
(k)(u, v),
for later use. We note that ‖uh‖
2
dG = dh(uh, uh).
Lemma 1. Let δ be sufficiently large. Then there exist two positive constants γ0 and γ1
which are independent of hk, Hk, δ, α
(k) and uh such that the inequalities
γ0d
(k)(uh, uh) ≤ a
(k)
e (uh, uh) ≤ γ1d
(k)(uh, uh), ∀uh ∈ VD,h (7)
are valid for all k = 1, 2, . . . , N . Furthermore, we have the inequalities
γ0 ‖uh‖
2
dG ≤ ah(uh, uh) ≤ γ1 ‖uh‖
2
dG , ∀uh ∈ VD,h. (8)
This Lemma is an equivalent statement of Lemma 2.1 in [12] for IgA, and the proof
can be found in [18]. A direct implication of (8) is the well posedness of the discrete
problem (5) by the Theorem of Lax-Milgram. The consistency of the method together
with interpolation estimates for B-splines lead to an a-priori error estimate, established in
[28]. We note that, in [28], the results were obtained for the Incomplete Interior Penalty
(IIP) scheme. An extension to SIP-dG and the use of harmonic averages for h and/or α
are discussed in Remark 3.1 in [28], see also [27].
We choose the B-Spline functions {Ni,p}i∈I0 as basis for the space Vh, see (4), where I0
contains all indices of I, where the corresponding B-Spline basis functions do not have
a support on the Dirichlet boundary. Hence, the dG-IgA scheme (5) is equivalent to the
system of linear equations
Ku = f , (9)
where K = (Ki,j)i,j∈I0 and f = (f i)i∈I0 denote the stiffness matrix and the load vector,
respectively, with K i,j = a(Nj,p, Ni,p) and f i = 〈F,Ni,p〉, and u is the vector representa-
tion of uh.
3 IETI-DP for dG-IgA
In this section we rephrase the main ingredients for the dG-IETI-DP method in two
dimensions and provide definitions used in the analysis in Section 4 and Section 5. A more
sophisticated presentation of the method can be found in [18].
3.1 Basic setup and local space description
In order to keep the presentation simple, we assume that the considered patch Ω(k) does
not touch the Dirichlet boundary. The other case can be handled in an analogous way.
Note, although F ℓk ⊂ ∂Ω
(ℓ) and F kl ⊂ ∂Ω
(k) are geometrically the same, they are treated
as different objects.
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For each patch Ω(k), we define its extended version Ω
(k)
e via the union with all neighbouring
interfaces F ℓk ⊂ ∂Ω
(ℓ) and similarly we introduce also the extended interface Γ
(k)
e :
Ω
(k)
e := Ω
(k)
∪ {
⋃
ℓ∈I
(k)
F
F
(ℓk)
}, Γ (k)e := Γ
(k) ∪ {
⋃
ℓ∈I
(k)
F
F
(ℓk)
}.
Moreover, based on the definitions above, we introduce the following quantities for the
whole multipatch domain
Ωe :=
N⋃
k=1
Ω
(k)
e , Γ :=
N⋃
k=1
Γ (k) and Γe :=
N⋃
k=1
Γ (k)e .
The next step is to describe appropriate discrete function spaces to reformulate (5) in
order to treat the new formulation in the spirit of the (classical) IETI-DP method. We
start with a description of the discrete function spaces for a single patch.
As defined in (3), let V
(k)
h be the discrete function space defined on the patch Ω
(k). Then
we define the corresponding function space for the extended patch Ω
(k)
e by
V
(k)
h,e := V
(k)
h ×
∏
ℓ∈I
(k)
F
V
(k)
h (F
(ℓk)
),
where V
(k)
h (F
(ℓk)
) ⊂ V
(ℓ)
h is given by
V
(k)
h (F
(ℓk)
) := span{N
(ℓ)
i,p | supp{N
(ℓ)
i,p } ∩ F
(ℓk)
6= ∅}.
According to the notation introduced in [12], we will represent a function u(k) ∈ V (k)h,e as
u(k) = {u(k,k), {u(k,ℓ)}
ℓ∈I
(k)
F
}, (10)
where u(k,k) and u(k,ℓ) are the restrictions of u(k) to Ω(k) and F
(ℓk)
, respectively. By in-
troducing a suitable ordering, a function u(k) ∈ Vh,e possesses a vector representation
u(k) = (u
(k)
i )i∈I(k)e . Moreover, we introduce an additional representation of u
(k) ∈ V (k)h,e , as
u(k) = (u
(k)
I , u
(k)
Be
), where
u
(k)
I ∈ V
(k)
I,h := V
(k)
h ∩H
1
0 (Ω
(k)),
and
u
(k)
Be
∈ W (k) := span{N
(ℓ)
i,p | supp{N
(ℓ)
i,p } ∩ Γ
(k)
e 6= ∅ for ℓ ∈ I
(k)
F ∪ {k}}.
This provides a representation of V
(k)
h,e in the form of V
(k)
I,h ×W
(k).
3.2 Schur complement and discrete harmonic extensions
We note that the patch local bilinear form a
(k)
e (·, ·) is defined on the space V
(k)
h,e × V
(k)
h,e ,
since it requires function values of the neighbouring patches Ω(ℓ), ℓ ∈ I
(k)
F . Therefore, it
depicts a matrix representation K(k)e satisfying the identity
a(k)e (u
(k), v(k)) = (K(k)e u, v)l2 for u
(k), v(k) ∈ V
(k)
h,e ,
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where u and v denote the vector representation of u(k) and v(k), respectively. By means of
the representation V
(k)
I,h ×W
(k) for V
(k)
h,e , we can structure the matrixK
(k)
e in the following
way
K(k)e =
[
K
(k)
e,II K
(k)
e,IBe
K
(k)
e,BeI
K
(k)
e,BeBe
]
. (11)
This enables us to define the Schur complement of K(k)e with respect to W
(k) as
S(k)e :=K
(k)
e,BeBe
−K
(k)
e,BeI
(
K
(k)
e,II
)−1
K
(k)
e,IBe
. (12)
We denote the corresponding bilinear form by s
(k)
e (·, ·), and the corresponding operator
by S
(k)
e : W (k) →W (k)
∗
, i.e.
(S(k)e u
(k)
Be
, v
(k)
Be
)l2 = 〈S
(k)
e u
(k)
Be
, v
(k)
Be
〉 = s(k)e (u
(k)
Be
, v
(k)
Be
), ∀u
(k)
Be
, v
(k)
Be
∈ W (k).
The Schur complement has the property that
〈S(k)e u
(k)
Be
, u
(k)
Be
〉 = min
w(k)=(w
(k)
I ,w
(k)
Be
)∈V
(k)
h,e
a(k)e (w
(k), w(k)), (13)
such that w
(k)
Be
= u
(k)
Be
on Γ
(k)
e . We define the discrete NURBS harmonic extension H
(k)
e
(in the sense of a
(k)
e (·, ·)) for patch Ω
(k)
e by
H(k)e : W
(k) → V
(k)
h,e :
Find H
(k)
e uBe ∈ V
(k)
h,e :
a
(k)
e (H
(k)
e uBe, u
(k)) = 0 ∀u(k) ∈ V
(k)
I,h ,
H
(k)
e uBe |Γ (k)e = uBe |Γ (k)e ,
(14)
where V
(k)
I,h is here interpreted as subspace of V
(k)
h,e with vanishing function values on Γ
(k)
e .
One can show that the minimizer in (13) is given by H
(k)
e uBe . In addition, we introduce
the standard discrete NURBS harmonic extension H(k) (in the sense of a(k)(·, ·)) of u
(k)
Be
as follows:
H(k) : W (k) → V
(k)
h,e :
Find H(k)uBe ∈ V
(k)
h,e :
a(k)(H(k)uBe, u
(k)) = 0 ∀u(k) ∈ V
(k)
I,h ,
H(k)uBe |Γ (k)e = uBe |Γ (k)e ,
(15)
where V
(k)
I,h is the same space as in (14), and a
(k)(·, ·) is interpreted as a bilinear form
on the space V
(k)
h,e × V
(k)
h,e . The crucial point is to show equivalence in the energy norm
dh(uh, uh) between functions, which are discrete harmonic in the sense of H
(k)
e and H(k).
This property is summarized in the following Lemma, cf. also Lemma 3.1 in [12].
Lemma 2. There exists a positive constant which is independent of δ, hk, Hk, α
(k) and
u
(k)
Be
such that the inequalities
d(k)(H(k)uBe,H
(k)uBe) ≤ d
(k)(H(k)e uBe ,H
(k)
e uBe) ≤ Cd
(k)(H(k)uBe ,H
(k)uBe), (16)
hold for all u
(k)
Be
∈ W (k).
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The subsequent statement immediately follows from Lemma1 and Lemma2, see also [12].
Corollary 1. The spectral equivalence inequalities
C0d
(k)(H(k)uBe,H
(k)uBe) ≤ a
(k)
e (H
(k)
e uBe ,H
(k)
e uBe) ≤ C1d
(k)(H(k)uBe ,H
(k)uBe), (17)
hold for all u
(k)
Be
∈ W (k), where the constants C0 and C1 are independent of δ, hk, Hk, α
(k)
and u
(k)
Be
.
3.3 Global space description
Based on the definitions of the local spaces in Section 3.1, we can introduce the space
Vh,e := {v | v
(k) ∈ V (k)h,e , k ∈ {1, . . . , N}}
for the whole extended domain Ωe. Additionally, we need a description of the global
extended interface spaces
W := {vBe | v
(k)
Be
∈ W (k), k ∈ {1, . . . , N}} =
N∏
k=1
W (k).
We note that, according to [12], we will also interpret this space as subspace of Vh,e, where
its functions are discrete harmonic in the sense of H
(k)
e on each Ω(k). For completeness,
we define the discrete NURBS harmonic extension in the sense of
∑N
k=1 a
(k)
e (·, ·) and∑N
k=1 a
(k)(·, ·) for W as Heu = {H
(k)
e u(k)}Nk=1 and Heu = {H
(k)u(k)}Nk=1, respectively.
We aim at reformulating (5) and (9) in terms of the extended domain Ωe and introducing
Lagrange multipliers in order to couple of the independent interface dofs. In the context of
tearing and interconnecting methods, we need a “continuous” subspace Ŵ of W such that
Ŵ is equivalent to VΓ,h, i.e., Ŵ ≡ VΓ,h. Since the space VΓ,h consists of functions which
are discontinuous across the patch interface, the common understanding of continuity
makes no sense. For an appropriate definition of continuity in the context of the spaces
Ŵ ,W, VΓ,h, Vh,e and Vh, we refer to [18]. Similarly, we can define a “continuous” subspace
V̂h,e ⊂ Vh,e, such that V̂h,e ≡ Vh.
We can reformulate (9) in the space V̂h,e yielding the equation K̂eue = f̂ e. By means of
the local Schur complements defined in Section 3.2, we can reformulate this equation as
ŜeuBe = ĝe, where uBe ∈ Ŵ . This equation is equivalent to the following minimization
problem
uBe,h = argmin
w∈W,Bw=0
1
2
〈Sew,w〉 − 〈ge, w〉, (18)
where the operator B enforces the “continuity” of w ∈ W , i.e. Ŵ = kerB, and 〈Sew, v〉 :=∑N
k=1〈S
(k)
e w(k), v(k)〉 is the operator representation of Se := diag(S
(k)
e ). In the following,
we will only work with the Schur complement system. In order to simplify the notation,
we will use u instead of uBe,h, when we consider functions in VΓ,h. If we have to made a
distinction between uh, uBe,h and uI,h, we will add the subscripts again.
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For the dual-primal variants of the tearing and interconnecting methods, we need a space
W˜ with Ŵ ⊂ W˜ ⊂ W and where Se restricted to W˜ is positive definite. Let Ψ ⊂ V
∗
Γ,h be
a set of linearly independent primal variables. Then we define the spaces
W˜ := {w ∈ W : ψ(w(k)) = ψ(w(ℓ)), ∀ψ ∈ Ψ, ∀k > l}
and
W∆ :=
N∏
k=1
W
(k)
∆ , with W
(k)
∆ := {w
(k) ∈ W (k) : ψ(w(k)) = 0 ∀ψ ∈ Ψ}.
Moreover, we introduce the space WΠ ⊂ Ŵ such that W˜ = WΠ⊕W∆.We call WΠ primal
space and W∆ dual space. If we choose Ψ such that W˜ ∩ ker Se = {0}, then
S˜e : W˜ → W˜
∗, with 〈S˜ev, w〉 = 〈Sev, w〉 ∀v, w ∈ W˜ ,
is invertible. Typical choices are continuous vertex values and/or continuous interface
averages. A formal definition of the primal variables for dG-IETI-DP method can be
found in [18]. In the following analysis, we will restrict ourselves to the case of continuous
vertex values, i.e., ψV(v) = v(V), where V is a corner of Ω
(k)
e .
3.4 IETI - DP and preconditioning
We are now in the position to reformulate the problem (18) in W˜ and write it as saddle
point problem as follows: Find (u,λ) ∈ W˜ × U :[
S˜e B˜
T
B˜ 0
] [
u
λ
]
=
[
g˜
0
]
, (19)
where S˜e, B˜ and g˜ are the corresponding representations in W˜ and W˜
∗. By construction,
S˜e is SPD on W˜ . Therefore, we can define the Schur complement F and the corresponding
right-hand side of equation (19) as follows:
F := B˜S˜−1e B˜
T , d := B˜S˜−1e g˜.
Hence, the saddle point system (19) is equivalent to the Schur complement problem:
Find λ ∈ U : Fλ = d. (20)
Equation (20) is solved by means of the PCG algorithm, but it requires an appropriate
preconditioner in order to obtain an efficient solver. According to [12] and [13], the right
choice for FE is the scaled Dirichlet preconditioner M−1sD , adapted to the extended set of
dofs. In Section 5 we will prove, that the scaled Dirichlet preconditioner works well for
the IgA setting too. A formal definition of M−1sD and numerical experiments confirming
this can be found in [18]. Since we can consider the dG-IETI-DP method as a conforming
Galerkin (cG) method on an extended grid, we can implement the dG-IETI-DP algorithm
following the implementation of the corresponding cG-IETI-DP method given in [17].
In [12] and [13], it is proven for FE that the condition number behaves like the condition
number of the preconditioned system for the continuous FETI-DP method, see also [11]
for dG-BDDC FE preconditioners. From [17] and [6], we know that the condition number
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of the continuous IETI-DP and BDDC-IgA operators is also quasi-optimal with respect to
the ratio of patch and mesh size. In the next section, we prove that the condition number
for the dG-IETI-DP operator behaves as
κ(M−1sDF|ker(B˜T )) ≤ Cmaxk
(
1 + log
(
Hk
hk
))2
,
where Hk and hk are the patch size and mesh size, respectively, and the positive constant
C is independent of Hk, hk, but depends on hk/hℓ. We use the fact that the IETI-DP
method and the BDDC preconditioner have the same spectrum, up to some zeros and ones,
which was proven in [30] based on algebraic arguments. So we will prove the condition
number bound for the corresponding BDDC method and the result then also applies to
the dG-IETI-DP method. We can use the framework developed in [4] also for the dG
variant, since the dG-IETI-DP method can be seen as a IETI-DP method on an extended
domain Ωe. In the next section we provide some auxiliary results, which will be needed
for the proof in Section 5.
4 Preliminary results
In this section we want to define a discrete norm | · |dG for the space V
(k)
h,e , based on the
coefficient vector u = (ui)i∈I(k)e , which can be seen as the discrete analogue of the norm
induced by d(k)(·, ·). For notational simplicity we denote this induced norm again by ‖·‖dG.
The difficulty is that the grids on F (kℓ) and F (ℓk) do not match and, hence, the coefficients
corresponding to that part cannot be directly related. We will resolve that issue using a
L2-projection onto F (ℓk). Although some results are stated with arbitrary dimension d,
we will always focus on the case d = 2 with continuous vertex values only. In order to
have a clear distinction between the function u and its coefficients (ui)i∈Ie , we denote in
the following the coefficients with (ci)i∈Ie .
We rephrase important definitions and results from [6] and [17] with small adjustment
due considering the dG-formulation. Let u(k) = {u(k,k), {u(k,ℓ)}
ℓ∈I
(k)
F
} be a function in V
(k)
h,e .
The functions u(k,k) and u(k,ℓ) possess a representation of the form
u(k,k) =
∑
i∈I(k,k)
c
(k,k)
i N
(k)
i,p and u
(k,ℓ) =
∑
i∈I(k,ℓ)
c
(k,ℓ)
i N
(ℓ)
i,p , (21)
where u(k,k) ∈ V (k)h and u
(k,ℓ) ∈ V (k)h,e (F
(ℓk)). Here, I(k,k) denotes all indices, such N (k)i,p has a
support on Ω(k) and I(k,ℓ) denotes all indices, such N
(ℓ)
i,p has a support on F
(ℓk). Moreover,
we define the trace space of V
(k)
h on F
(kℓ) as V
(k)
h (F
(kℓ)), i.e., u
(k,k)
|F (kℓ)
∈ V
(k)
h (F
(kℓ)). We
define the parameter domain representation of u as uˆ(k) = {uˆ(k,k), {uˆ(k,ℓ)}
ℓ∈I
(k)
F
}, where
uˆ(k,k) =
∑
i∈I(k,k)
c
(k,k)
i Nˆ
(k)
i,p and uˆ
(k,ℓ) =
∑
i∈I(k,ℓ)
c
(k,ℓ)
i Nˆ
(ℓ)
i,p (22)
and c
(k,k)
i and c
(k,ℓ)
i are as in (21).
Let hk and hˆk be the characteristic meshsize in Ω
(k) and Ωˆ(k), respectively. Since the ge-
ometry mapping G(k) is fixed on a coarse discretization, it is independent of hk. Moreover,
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by basic properties of G(k) we can assume, that there exists a constant, independent of
Hk and hk, such that
C−1hˆk ≤ hk/Hk ≤ Chˆk, (23)
whereHk is the diameter ofΩ
(k). Given a face F (kℓ) in Ω(k) with diameterHF (ℓk), we denote
its parameter domain representation as Fˆ (kℓ). The meshsize on F (kℓ) and F (ℓk) is given
by hF (kℓ) and hF (kℓ), respectively. Moreover, we assume for all ℓ ∈ I
(k)
F that hF (kℓ) ≈ hk,
hF (ℓk) ≈ hℓ and Hk ≈ HF (kℓ) ≈ Hℓ. Together with (23), it follows that
hkℓ ≈ Hkhˆkℓ ≈ Hℓhˆkℓ. (24)
The introduced notation is illustrated in Figure 1.
Fig. 1. Illustration of the mesh in the parameter domain and in the physical domain,
presenting the used notation.
According to [6] and [17], we define a discrete L2 norm and H1 seminorm based on the
coefficients (ci)i∈I . We denote by ci,iι−j the coefficient corresponding to the basis function
N(i1,...,iι−j,...,id),p.
Definition 1. Let u(k) ∈ V
(k)
h,e and uˆ
(k) its counterpart in the parameter domain. We
define the L2 norm and H1 seminorm for u(k,k) as
|uˆ(k,k)|2

:=
∑
i∈I(k,k)
|c
(k,k)
i |
2hˆ2k,
|uˆ(k,k)|2∇ :=
d∑
ι=1
|uˆ|2ξι, where |uˆ|
2
ξι :=
∑
i∈I
(k,k)
ι
|c
(k,k)
i,iι − c
(k,k)
i,iι−1|
2,
where i ∈ I
(k,k)
ι ⊂ I(k,k) such that c
(k,k)
i,iι−1 is well defined.
Analogously, we define the discrete L2 norm on F (kℓ) and F (ℓk) via
|uˆ
(k,k)
|Fˆ (kℓ)
|2

:=
∑
i∈I(F (kℓ))
|c
(k,k)
i |
2hˆk,
|uˆ(k,ℓ)|2

:=
∑
i∈I(k,ℓ)
|c
(k,ℓ)
i |
2hˆℓ,
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where I(F (kℓ)) ⊂ I(k,k) are all indices of basis functions N
(k)
i,p which have a support on
F (kℓ) ⊂ Ω
(k)
.
Assumption 1 We assume that geometrical mapping G(k) has the properties
‖∇G(k)‖L∞((0,1)d) ≈ Hk and ‖ det∇G
(k)‖L∞((0,1)d) ≈ H
d
k ,
where the hidden constants are independent of hk and Hk.
Proposition 1. Let u(k) ∈ V (k)h,e and uˆ
(k) its counterpart in the parameter domain. We
have that
|uˆ(k,k)|2

≈ ‖uˆ(k,k)‖2L2((0,1)2) ≈ H
−2
k ‖u
(k,k)‖2L2(Ω(k)),
|uˆ(k,k)|2∇ ≈ |uˆ
(k,k)|2H1((0,1)2) ≈ |u
(k,k)|2H1(Ω(k)),
|uˆ
(k,k)
|Fˆ (kℓ)
|2

≈ ‖uˆ
(k,k)
|Fˆ (kℓ)
‖2L2((0,1)) ≈ H
−1
k ‖u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)),
|uˆ(k,ℓ)|2

≈ ‖uˆ(k,ℓ)‖2L2((0,1)) ≈ H
−1
k ‖u
(k,ℓ)‖2L2(F (kℓ)),
where the hidden constants do not depend on hk or Hk.
Proof. Follows directly from Assumption 1, Corollary 5.1. and Proposition 5.2. in [6] and
the equivalence between of norms in the parameter and physical space, see, e.g., Lemma 3.5
in [1]. It is important to note, that for the H1 seminorm it holds that |u(k)|H1(Ω(k)) ≈
Hd−2|u(k)|H1((0,1)d), which follows from the proof of Lemma 3.5 in [1].
Next, we define the L2-projection, in order to provide an approximation of u(k,ℓ) on F (ℓk).
Definition 2. We define by πF (ℓk) : V
(k)
h (F
(kℓ))→ V
(k)
h,e (F
(ℓk)), the orthogonal L2-projection
from the space V
(k)
h (F
(kℓ)) onto V
(k)
h,e (F
(ℓk)). Moreover, for v ∈ V
(k)
h (F
(kℓ)), we denote the
coefficients of πF (ℓk)v by c˜
(k,ℓ)
i , i.e.,
πF (ℓk)v =
∑
i∈I(k,ℓ)
c˜
(k,ℓ)
i N
(ℓ)
i,p . (25)
Lemma 3. Let v ∈ V
(k)
h and πF (ℓk) be the L
2-projection onto V
(k)
h,e (F
(ℓk)) as in Defini-
tion 2. Then it holds
‖v − πF (ℓk)v‖
2
L2(F (kℓ)) ≤ Chℓ
hℓ
hk
|v|2H1(Ω(k)),
where the generic constant C is independent of hk, hℓ or Hk.
Proof. Since the L2-projection minimizes the error in the L2 norm among all projections,
we have that
‖v − πF (ℓk)v‖
2
L2(F (kℓ)) ≤ C‖v − IF (ℓk)v‖
2
L2(F (kℓ)),
where IF (ℓk) is the quasi B-Spline interpolant. By means of the interpolation estimate
‖v − IF (ℓk)v‖
2
L2(F (kℓ)) ≤ Ch
2
ℓ |v|
2
H1(F (kℓ))
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and the discrete trace inequality, see, e.g., Lemma 4.3. in [14],
|v|2H1(F (kℓ)) ≤ Ch
−1
k |v|
2
H1(Ω(k)),
we have
‖v − πF (ℓk)v‖
2
L2(F (kℓ)) ≤ Ch
2
ℓ |v|
2
H1(F (kℓ)) ≤ Chℓ
hℓ
hk
|v|2H1(Ω(k)),
which proves the estimate. ⊓⊔
Now, we are in the position to define the discrete dG-norm and prove bounds in terms of
‖ · ‖dG, as defined in (6).
Definition 3. Let u(k) ∈ V
(k)
h,e and uˆ
(k) its counterpart in the parameter domain. More-
over, for ℓ ∈ I
(k)
F let πF (ℓk)u
(k,k)
F (kℓ)
, be the L2-projection onto V
(k)
h,e (F
(ℓk)) according to Defi-
nition 2 with coefficients (c˜
(k,ℓ)
i )i∈I(k,ℓ) as in (25). We define the discrete dG-norm |uˆ
(k)|dg
as
|uˆ(k)|2dg :=|uˆ
(k,k)|2∇ +
∑
ℓ∈I
(k)
F
δ
hˆkℓ
|u(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
|2

(26)
=|uˆ(k,k)|2∇ +
∑
ℓ∈I
(k)
F
δ
hˆkℓ
∑
i∈I(k,ℓ)
|c
(k,ℓ)
i − c˜
(k,ℓ)
i |
2hˆℓ, (27)
where δ is as in (6). We note that |u(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
|2

is defined as
∑
i∈I(k,ℓ) |c
(k,ℓ)
i −
c˜
(k,ℓ)
i |
2hˆℓ, cf. Definition 1 and (22).
Proposition 2. Let u(k) ∈ V
(k)
h,e and uˆ
(k) its counterpart in the parameter domain. Then
we have
Hd−2k |uˆ
(k)|2dG ≤ C‖u
(k)‖2dG, (28)
and
‖u(k)‖2dG ≤ Cq
(k)
h H
d−2
k |uˆ
(k)|2dG, (29)
where q
(k)
h := maxℓ∈I(k)
F
(
hℓ
hk
+
h2ℓ
h2k
)
and the generic constant is independent of hk and Hk.
Proof. We first prove (28). The discrete dG-norm is defined as
|uˆ(k)|2dg := |uˆ
(k,k)|2∇ +
∑
ℓ∈I
(k)
F
δ
hˆkℓ
|u(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
|2

,
where we can immediately bound the first term according to Proposition 1 by
Hd−2k |uˆ
(k,k)|2∇ ≤ C|u
(k,k)|2H1(Ω(k)). (30)
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For the second term, it holds
Hd−2k
∑
ℓ∈I
(k)
F
δ
hˆkℓ
|u(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
|2

≤
∑
ℓ∈I
(k)
F
δHd−1k
hkℓ
|u(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
|2

≤C
∑
ℓ∈I
(k)
F
δ
hkℓ
‖u(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
‖2L2(F (kℓ))
=C
∑
ℓ∈I
(k)
F
δ
hkℓ
‖πF (ℓk)
(
u(k,ℓ) − u
(k,k)
|F (kℓ)
)
‖2L2(F (kℓ))
≤C
∑
ℓ∈I
(k)
F
δ
hkℓ
‖u(k,ℓ) − u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)),
(31)
where we used (24), Proposition 1, the fact that πF (ℓk)u
(k,ℓ) = u(k,ℓ) and the stability of
the L2-projection in the L2 norm. Combining (30) and (31) gives
Hd−2k |uˆ
(k)|2dg ≤ C
|u(k,k)|2H1(Ω(k)) + ∑
ℓ∈I
(k)
F
δ
hkℓ
‖u(k,ℓ) − u
(k,k)
|F (kℓ)
‖2L2(F (kℓ))
 = C‖u(k)‖2dG,
where C is a generic constant independent of h and H . We now proof the the second
estimate (29). The dG-norm reads
‖u(k)‖2dG = |u
(k)|2H1(Ω(k)) +
∑
ℓ∈I
(k)
F
δ
hkℓ
‖u(k,ℓ) − u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)).
Similar as before, we bound the first term by means of Proposition 1 via
|u(k,k)|2H1(Ω(k)) ≤ CH
d−2
k |uˆ
(k,k)|2∇. (32)
For the second term, we have for ℓ ∈ I(k)F
‖u(k,ℓ) − u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)) ≤ ‖u
(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)) + ‖πF (ℓk)u
(k,k)
|F (kℓ)
− u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)),
(33)
The first term of (33) can be estimated by means of Proposition 1 by
‖u(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)) ≤ CH
d−1
k |u
(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
|2

. (34)
Lemma 3 yields for the second term in (33)
‖πF (ℓk)u
(k,k)
|F (kℓ)
− u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)) ≤ Chℓ
hℓ
hk
|u(k,k)|2H1(Ω(k)),
since u(k,k) ∈ V
(k)
h and according to Proposition 1, we obtain
‖πF (ℓk)u
(k,k)
|F (kℓ)
− u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)) ≤ Chℓ
hℓ
hk
Hd−2k |uˆ
(k,k)|2∇. (35)
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Combining (33) with (34) and (35) and using the fact that hℓ
hkℓ
hℓ
hk
= 2
(
hℓ
hk
+
h2ℓ
h2k
)
together
with |I
(k)
F | ≤ 4 and (24) gives∑
ℓ∈I
(k)
F
δ
hkℓ
‖u(k,ℓ) − u
(k,k)
|F (kℓ)
‖2L2(F (kℓ)) ≤ C
(
8δ max
ℓ∈I
(k)
F
(
hℓ
hk
+
h2ℓ
h2k
)
Hd−2k |uˆ
(k,k)|2∇
+
∑
ℓ∈I
(k)
F
δHd−2k
hˆkℓ
|u(k,ℓ) − πF (ℓk)u
(k,k)
|F (kℓ)
|2

)
,
which concludes the proof. ⊓⊔
We now provide properties of the local index spaces. Since we consider only the two
dimensional problem, we can interpret the coefficients (c
(k)
i )i∈I(k)e of u
(k) as a matrix
plus four additional vectors for the extra boundary, i.e., C(k)e := {C
(k,k), {c(k,ℓ)}
ℓ∈I
(k)
F
} ∈
R
(k)
e := RM
(k)
1 ×M
(k)
2 +
∏
ℓ∈I
(k)
F
R
M (ℓk), where C(k,k) := (c
(k)
i )i∈I(k,k) and c
(k,ℓ) := (ci)i∈I(k,ℓ)
for ℓ ∈ I
(k)
F . The number M
(ℓk) denotes the number of coefficients associated to Fˆ (ℓk), i.e.,
M (ℓk) = |I(k,ℓ)|. We note, that there exists a ι∗ ∈ {1, . . . , d} such thatM (ℓk) = M
(ℓ)
ι∗ . More-
over, we assume that there exists a constant β ∈ R+ such that β−1M
(k)
2 ≤M
(k)
1 ≤ βM
(k)
2 .
The entries of the matrix C(k)e can be interpreted as values on a uniform grid T
(k)
e :=
T (k) ∪
⋃
ℓ∈I
(k)
F
T (kℓ) on Ωˆe, where T
(k) and T (kℓ) are the grids corresponding to C(k,k) and
c(k,ℓ), respectively. The meshes T (k) and T (kℓ) have a characteristic meshsize
h˜k :=
(
1
(M
(k)
1 − 1)
2
+
1
(M
(k)
2 − 1)
2
)1/2
and h˜(ℓk) =
1
M (ℓk) − 1
,
respectively. Hence, we have
C−1β,k
1
M
(k)
1
≤ h˜k ≤ Cβ,k
1
M
(k)
1
, and C−1β,l h˜ℓ ≤ h˜
(ℓk) ≤ Cβ,lh˜ℓ,
where the constants Cβ,k and Cβ,l depend only on β. By basic properties of the geometrical
mapping G and the B-Splines Nˆi,p, it is easy to see that
C−1G,βh˜k ≤ hk/Hk ≤ h˜kCG,β and C
−1
β h˜k ≤ hˆk ≤ Cβh˜k, (36)
where the the constant Cβ depends only on β and the constant CG,β additionally also on
G. Finally, we define the harmonic average h˜kℓ := 2h˜kh˜ℓ/(h˜k + h˜ℓ).
We are now able to introduce a dG-norm on the discrete coefficient-space R
(k)
e as follows
‖|C(k)e ‖|
2
dG := ‖|C
(k,k)‖|2∇ +
∑
ℓ∈I
(k)
F
δ
h˜kℓ
M (ℓk)∑
i=1
|c
(k,ℓ)
i − c˜
(k,ℓ)
i |
2h˜l, (37)
where c˜
(k,ℓ)
i is defined analogously as in Definition 3 and
‖|C(k,k)‖|2∇ :=
2∑
ι=1
M (k)∑
i=1
iι=2
|c(k,k)i,iι − c
(k,k)
i,iι−1|
2.
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We note, that for given function u ∈ V
(k)
h,e with coefficient representation Ce ∈ R
(k)
e , we
have
C−1|uˆ|2dG ≤ ‖|Ce‖|
2
dG ≤ C|uˆ|
2
dG, (38)
where the constant C depends only on the constants CG,β and C
−1
β,k from patch k and all
its neighbouring patches.
This motivates the definition of an operator (·)I : C(Ωˆe
(k)
) → R
(k)
e , where C(Ωˆe
(k)
) :=
C(Ωˆ
(k)
) +
∏4
i=1C(Fˆ
(kℓ)), which evaluates a continuous functions on Ωˆ
(k)
e in the grid
points xi of Te. Moreover, we introduce an operator χ
(k) : R
(k)
e → H1(Ωˆe) := H
1(Ωˆ) +∏
ℓ∈I
(k)
F
H1(Fˆ (ℓk)), that provides a piecewise bilinear interpolation of the given grid values,
i.e., χ(k)(v) ∈ Q1(T
(k)
e ) := Q1(T
(k)) +
∏
ℓ∈I
(k)
F
P1(T
(kℓ)). Here Q1(T
(k)) is the space of
piecewise bilinear functions on T (k) and P1(T
(kℓ)) the space of piecewise linear functions
on T (kℓ).
Given values on an edge Fˆ
(kℓ)
e := Fˆ (kℓ)∪Fˆ (ℓk) and its associated grid T
(kℓ)
e := T
(k)
|Fˆ (kℓ)
∪T (ℓ,k),
we need to define its linear interpolation and a discrete harmonic extension to the interior.
In order to do so, let us denote all indices of grid points xi associated to Fˆ
(kℓ)
e by I(Fˆ
(kℓ)
e ).
Additionally, let P1(T
(kℓ)
e ) := P1(T
(kℓ)) +P1(T
(ℓk)) be the space of piecewise linear spline
functions on T
(kℓ)
e . We define the interpolation of values on Fˆ
(kℓ)
e via the restriction of
the operator χ(k) to Fˆ
(kℓ)
e , denoted by χ
(k)
Fˆ
(kℓ)
e
: RM
(k)
ι +M
(ℓk)
→ H1(Fˆ (kℓ)) +H1(Fˆ (ℓk)) with
an analogous definition. In a similar way, we define the interpolation operator for the
whole boundary Γe, denoted by χ
(k)
Γ,e : R
|I(Γe)| → H1(∂Ωˆ(k)) +
∏
ℓ∈I
(k)
F
H1(Fˆ (ℓk)), where
I(Γe) := {i : xi ∈ Γe}. According to [5], we define a seminorm for grid points on an edge
Fˆ (kℓ) via the interpolation to functions in P1(T
(kℓ)
e ):
Definition 4. Let Fˆ (kℓ) be an edge of Ωˆ(k) along dimension ι. Then we define the semi-
norm ‖|v‖|Fˆ (kℓ) := |χ
(k)
Fˆ (kℓ)
(v)|H1/2(Fˆ (kℓ)) for all v ∈ R
I(Fˆ (kℓ)).
Definition 5. Let H
(k)
Q1,e
be the standard discrete harmonic extension in the sense of
a
(k)
e (·, ·) into the piecewise bilinear space Q1,e, see [12] for a formal definition. This defines
the lifting operator H(k)e : R
|I(Γe)| →R
(k)
e by
b 7→H(k)e (b) := (H
(k)
Q1,e
(χ
(k)
Γ,e(b)))I .
Theorem 1. Let Fˆ (kℓ) be a particular side of ∂Ωˆ(k) and the constant β ∈ R+ such that
β−1M
(k)
2 ≤ M
(k)
1 ≤ βM
(k)
2 . Then the following statements hold:
1. For all b ∈ R|I(Γe)| that vanish on the twelve components corresponding to the twelve
corners V
(k)
e , the estimate
‖|H(k)e (b)‖|
2
dG ≤ Cq˜
(k)
h (1 + log
2 h˜−1k )
∑
ℓ∈I
(k)
F
‖|b|Fˆ (kℓ)‖|2Fˆ (kℓ) + δh˜kℓ
M (ℓk)∑
i=1
|b
(k,ℓ)
i − b˜
(k,ℓ)
i |
2h˜ℓ
 ,
holds, where q˜
(k)
h := maxℓ∈I(k)
F
(
h˜ℓ
h˜k
+
h˜2ℓ
h˜2k
)
and the constant C does not depend on hk or
Hk.
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2. The estimate
‖|C‖|2dG ≥ C
‖|C|Fˆ (kℓ)‖|2Fˆ (kℓ) + ∑
ℓ∈I
(k)
F
δ
h˜kℓ
M (ℓk)∑
i=1
|c
(k,ℓ)
i − c˜
(k,ℓ)
i |
2h˜ℓ

is valid for all C ∈ R
(k)
e , where the constant C does not depend on hk or Hk.
Proof. For a better readability, we will omit the superscript (k).
The discrete dG-norm for matrices is defined as
‖|He(b)‖|
2
dG = ‖|He(b)‖|
2
∇ +
∑
ℓ∈IF
δ
h˜kℓ
M (ℓk)∑
i=1
|b
(k,ℓ)
i − b˜
(k,ℓ)
i |
2h˜ℓ.
By means of a similar estimate for piecewise bilinear functions as in Proposition 1, we
have the estimates
‖|He(b)‖|
2
∇ = |HQ1,e (χΓ,e(b)) |
2
∇ ≤ C|HQ1,e (χΓ,e(b)) |
2
H1(Ωˆ)
,
M (ℓk)∑
i=1
|b
(k,ℓ)
i − b˜
(k,ℓ)
i |
2h˜2ℓ = |χFˆ (ℓk)(b)− πFˆ (ℓk)χFˆ (kℓ)(b)|
2

≤ C‖χFˆ (ℓk)(b)− πFˆ (ℓk)χFˆ (kℓ)(b)‖
2
L2(Fˆ (kℓ))
≤ C‖χFˆ (ℓk)(b)− χFˆ (kℓ)(b)‖
2
L2(Fˆ (kℓ))
,
and, therefore,
‖|He(b)‖|
2
dG ≤ C
(
|HQ1,e (χΓ,e(b)) |
2
H1(Ωˆ)
+
∑
ℓ∈IF
δ
h˜kℓ
‖χFˆ (ℓk)(b)− χFˆ (kℓ)(b)‖
2
L2(Fˆ (kℓ))
)
= C‖HQ1,e(χΓ,e(b))‖
2
dG.
Using the FE equivalent of Lemma 2, see, e.g. [11], we can estimate ‖HQ1,e(χΓ,e(b))‖
2
dG ≤
C‖HQ1(χΓ,e(b))‖
2
dG, where the constant C is independent of hk, Hk and δ, and HQ1 is the
standard discrete harmonic extension in the sense of a(k)(·, ·). Hence, we obtain
‖HQ1,e(χΓ,e(b))‖
2
dG ≤ C
(
|HQ1 (χΓ,e(b)) |
2
H1(Ωˆ)
+
∑
ℓ∈IF
δ
h˜kℓ
‖χFˆ (ℓk)(b)− χFˆ (kℓ)(b)‖
2
L2(Fˆ (kℓ))
)
.
(39)
For the second term of (39), we use the estimate
‖χFˆ (ℓk)(b)− χFˆ (kℓ)(b)‖
2
L2(Fˆ (kℓ))
≤‖χFˆ (ℓk)(b)− πFˆ (ℓk)χFˆ (kℓ)(b)‖
2
L2(Fˆ (kℓ))
+ ‖πFˆ (ℓk)χFˆ (kℓ)(b)− χFˆ (kℓ)(b)‖
2
L2(Fˆ (kℓ))
,
(40)
where the first term can be estimated by FE equivalent of Proposition 1 with
‖χFˆ (ℓk)(b)− πFˆ (ℓk)χFˆ (kℓ)(b)‖
2
L2(Fˆ (kℓ))
≤ C|χFˆ (ℓk)(b)− πFˆ (ℓk)χFˆ (kℓ)(b)|
2

= C
M (ℓk)∑
i=1
|b
(k,ℓ)
i − b˜
(k,ℓ)
i |
2h˜l.
(41)
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Since χFˆ (kℓ)(b) is a piecewise linear function, we can use already existent estimates for the
L2-projection. We use the following estimate to bound the second term of (40)
‖πFˆ (ℓk)χFˆ (kℓ)(b)− χFˆ (kℓ)(b)‖
2
L2(Fˆ (kℓ))
≤ Ch˜ℓ
h˜ℓ
h˜k
|HQ1 (χΓ,e(b)) |
2
H1(Ωˆ)
, (42)
which follows by repeating the same arguments as in the proof of Lemma 3 for bilinear
functions. Combining inequalities (41) and (42) with (40) and using it in (39) gives
‖HQ1(χΓ,e(b))‖
2
dG ≤ C
(
δq˜h|HQ1 (χΓ,e(b)) |
2
H1(Ωˆ)
+
∑
ℓ∈IF
δ
h˜kℓ
M (ℓk)∑
i=1
|b
(k,ℓ)
i − b˜
(k,ℓ)
i |
2h˜ℓ
)
.
(43)
We are now in the position to use the available theory for the standard discrete harmonic
extension HQ1 to estimate the first term of (43). Recalling the estimate
|HQ1 (χΓ,e(b)) |
2
H1(Ωˆ)
≤ C(1 + log2 h˜−1k )
∑
ℓ∈IF
|χFˆ (kℓ)(b)|
2
H1/2(Fˆ (kℓ))
,
see Theorem. 5 in [29] or the proof of Theorem 5.1. in [6], and since |χFˆ (kℓ)(b)|
2
H1/2(Fˆ (kℓ))
=
‖|b|Fˆ (kℓ)‖|
2
Fˆ (kℓ)
, we obtain
‖|He(b)‖|
2
dG ≤ Cq˜
(k)
h (1 + log
2 h˜−1k )
∑
ℓ∈IF
‖|b|Fˆ (kℓ)‖|2Fˆ (kℓ) + δh˜kℓ
M (ℓk)∑
i=1
|b
(k,ℓ)
i − b˜
(k,ℓ)
i |
2h˜ℓ
 .
This proves the first inequality. Again, by means of a similar estimate for piecewise bilinear
functions as in Proposition 1 and according to Theorem 5.1(b) in [6], we have
‖|C(k,k)‖|2∇ ≥ C|χ(C
(k,k))|2
H1(Ωˆ)
≥ C‖|C|Fˆ (kℓ)‖|
2
Fˆ (kℓ)
.
Therefore, we obtain
‖|C‖|2dG = ‖|C
(k,k)‖|2∇ +
∑
ℓ∈IF
δ
h˜kℓ
M (ℓk)∑
i=1
|c
(k,ℓ)
i − c˜
(k,ℓ)
i |
2h˜l
≥ C
(
‖|C|Fˆ (kℓ)‖|
2
Fˆ (kℓ)
+
∑
ℓ∈IF
δ
h˜kℓ
M (ℓk)∑
i=1
|c
(k,ℓ)
i − c˜
(k,ℓ)
i |
2h˜l
)
,
which concludes the proof. ⊓⊔
5 Condition number bound
The goal of this section is to establish the condition number bound for M−1BDDC Ŝ. Follow-
ing [6], we assume that the mesh is quasi-uniform on each subdomain and the diffusion
coefficient is globally constant. Moreover, in [6] one can also find a formal definition of the
BDDC preconditioner M−1BDDC . It was already pointed out that the spectrum of M
−1
BDDCŜ
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is equal to M−1sDF up to zeros and ones. For simplicity, we focus on a patch Ω
(k)
e , with
k ∈ {1, . . . , N}, which does not touch the boundary ∂Ω.
Let u(k) ∈ V
(k)
h,e , then u
(k) is determined by its coefficients cui , i ∈ I, which can be in-
terpreted as a matrix C(k)e := {C
(k,k), {C(k,ℓ)}
ℓ∈I
(k)
F
} ∈ R
(k)
e . In a similar way, we can
identify functions on the trace space W (k). Finally, let W
(k)
∆ ⊂W
(k) be the space of spline
functions which vanish on the primal variables, i.e., in the corner points. The follow-
ing theorem provides an abstract estimate of the condition number using the coefficient
scaling, cf. Theorem 6.1 in [5]:
Theorem 2. Let the counting function δ†
(k)
be chosen accordingly to the coefficient scal-
ing strategy. Assume that there exist two positive constants c∗, c
∗ and a boundary seminorm
| · |W (k) on W
(k), k = 1, . . . , N , such that
|w(k)|2W (k) ≤ c
∗s(k)e (w
(k), w(k)) ∀w(k) ∈ W (k), (44)
|w(k)|2W (k) ≥ c∗s
(k)
e (w
(k), w(k)) ∀w(k) ∈ W
(k)
∆ , (45)
|w(k)|2W (k) =
∑
ℓ∈I
(k)
F
|w(k)|
F
(kℓ)
e
|W (kℓ) ∀w
(k) ∈ W (k), (46)
where | · |W (kℓ) is a seminorm associated to the edge spaces W
(k)|
F
(kℓ)
e
with ℓ ∈ I
(k)
F . Then
the condition number of the preconditioned BDDC operator M−1BDDC Ŝ satisfies the bound
κ(M−1BDDC Ŝ) ≤ C(1 + c
−1
∗ c
∗),
where the constant C is independent of h and H.
Using this abstract framework, we obtain the following condition number estimate for the
BDDC preconditioner.
Theorem 3. There exists a boundary seminorm such that the constants c∗ and c
∗ of
Theorem 2 are bounded by
c∗ ≤ C1 and c
−1
∗ ≤ C2 max
1≤k≤N
ℓ∈I
(k)
F
(
hℓ
hk
+
h2ℓ
h2k
)2
max
1≤k≤N
(
1 + log2
(
Hk
hk
))
,
where the constants C1 and C2 are independent of H and h . Therefore, the condition
number of the isogeometric preconditioned BDDC operator is bounded by
κ(M−1BDDC Ŝ) ≤ C max
1≤k≤N
ℓ∈I
(k)
F
(
hℓ
hk
+
h2ℓ
h2k
)2
max
1≤k≤N
(
1 + log2
(
Hk
hk
))
,
where the constant C is independent of H and h.
Proof. The first step is to appropriately define the seminorm | · |2
W (k)
in W (k):
|w(k)|2W (k) :=
∑
ℓ∈I
(k)
F
|w(k)|
F
(kℓ)
e
|2W (kℓ),
|w(k)|
F
(kℓ)
e
|2W (kℓ) := H
d−2
k
(
‖|w(k)|F (kℓ)‖|
2
F (kℓ) + |w
(k)|F (kℓ)|
2
∇ +
δ
h˜kℓ
|w(k,ℓ) − πF (ℓk)w
(k)
|F (kℓ)
|2

)
,
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where |w(k)|F (kℓ)|
2
∇ has to be understood as the restriction of the discrete seminorm to
F (kℓ), cf., Definition 1, this essentially gives the differences along F (kℓ). Furthermore, we
define ‖|w(k)|F (kℓ)‖|F (kℓ) := ‖|c‖|F (kℓ), where c are the values (c
w
i )i∈I(F (kℓ)) written as a vector.
Given w(k) ∈ W (k) we define its NURBS harmonic extension by u(k) = H
(k)
e (w(k)) with co-
efficientsC(k)e := {C
(k,k), {c(k,ℓ)}
ℓ∈I
(k)
F
}. Consider a single edge F (kℓ), since ‖|w(k)|F (kℓ)‖|
2
F (kℓ)
=
‖|C|
(k,k)
Fˆ (kℓ)
‖|2
Fˆ (kℓ)
and |w(k,ℓ) − πF (ℓk)w
(k)
|F (kℓ)
|2

=
∑
i∈I(k,ℓ) |c
(k,ℓ)
i − c˜
(k,ℓ)
i |
2hˆℓ we can estimate
‖|w(k)|F (kℓ)‖|
2
F (kℓ) +
δ
h˜kℓ
|w(k,ℓ) − πF (ℓk)w
(k)
|F (kℓ)
|2

≤ C‖|C(k)e ‖|
2
dG,
by means of Theorem 1(b) and (36). Moreover, the second term of | · |2
W (kℓ)
is a part of
‖| · ‖|2dG, hence, we obtain the inequality
|w(k)|F (kℓ)|
2
W (kℓ) ≤ CH
d−2
k ‖|C
(k)
e ‖|
2
dG.
By means of Proposition 2 it follows that
|w(k)|F (kℓ)|
2
W (kℓ) ≤ CH
d−2
k ‖|C
(k)
e ‖|
2
dG ≤ CH
d−2
k |uˆ
(k)|2dG ≤ C‖u
(k)‖2dG.
Using Lemma 2 and Corollary 1 we can estimate
‖u(k)‖2dG = ‖H
(k)
e (w
(k))‖2dG ≤ C‖H
(k)(w(k))‖2dG ≤ Ca
(k)
e (H
(k)
e (w
(k)),H(k)e (w
(k))),
= Cs(k)e (w
(k), w(k))
and we arrive at |w(k)|e|
2
W (kℓ)
≤ Cs
(k)
e (w(k), w(k)). Since this estimate holds for the four
edges of the patch, we obtain
|w(k)|2W (k) ≤ Cs
(k)
e (w
(k), w(k)) ∀w ∈ W (k),
where the constant C is independent of hk and Hk, which proves the upper bound.
For the lower bound, let be w(k) ∈ W (k)∆ and w
(k) its representation in the parameter
domain. We apply the lifting operator H(k)e to its coefficient representation (c
w
i )i∈I(Γ (k)e ),
and obtain a matrix H(k)e (w
(k)) with entries (cHi
(k)
)i∈I(k). According to (21) these entries
define a spline function u(k) := {u(k,k), {u(k,ℓ)}
ℓ∈I
(k)
F
}. We observe the estimate
q
(k)
h H
d−2
k ‖|H
(k)
e (w
(k))‖|2dG ≥ Cq
(k)
h H
d−2
k |uˆ
(k)|2dG ≥ C‖u
(k)‖2dG ≥ Ca
(k)
e (u
(k), u(k))
≥ Ca(k)e (H
(k)
e (w
(k)),H(k)e (w
(k))) = Cs(k)e (w
(k), w(k)),
(47)
where we used inequality (29), (38), Lemma 1 and the fact that H
(k)
e (w(k)) minimizes the
energy among given boundary data w(k). By means of Theorem 1(a), we can estimate
‖|H(k)e (w
(k))‖|2dG ≤ Cq˜
(k)
h (1 + log
2 h˜−1k )
∑
ℓ∈I
(k)
F
(
‖|w(k)|F (kℓ)‖|
2
F (kℓ) +
δ
h˜kℓ
M (ℓk)∑
i=1
|c
(k,ℓ)
i − c˜
(k,ℓ)
i |
2h˜ℓ
)
≤ Cq˜
(k)
h (1 + log
2 h˜−1k )H
2−d
k |w
(k)|2W (k).
(48)
Analysis of dG-IETI-DP 21
Combining (47) and (48) gives
s(k)e (w
(k), w(k)) ≤ Cq
(k)
h q˜
(k)
h (1 + log
2 h˜−1k )|w
(k)|2W (k)
Due to (36), we have h˜k ≈ hk/Hk, and since Hk ≈ Hℓ we obtain q˜h ≈ qh. Taking the
maximum over all patches proves the upper bound. By applying Theorem 2, the condition
number bound follows. ⊓⊔
Theorem 3 provides the theoretical basis for the numerical results obtained in [18] for the
two-dimensional case with only vertex primal variables. The numerical results indicate
that this bound also holds for continuous edge averages as primal variables and for three-
dimensional problems with additional interface or edge averages. Although the presented
proof does not cover the case of jumping diffusion coefficients, we also observed robustness
of the condition number in such cases in [18]. Note that the condition number bound
obtained in Theorem 3 depends on the ratio hℓ/hk. However, numerical results do not
reproduce this behaviour, cf., Section 4.3 in [18]. We point out that the presented analysis
does not answer the dependence on the B-Spline degree p. The numerical experiments
presented in [18] indicate that the condition number depends on the degree, but very
moderately in a logarithmic way in 2d. In 3d we observe a linear dependence. Similar
results have been obtained in [5] for the cG BDDC-IgA preconditioner, see also [17] for
the cG-IETI-DP method. Despite its not explicitly highlighted in this paper, the condition
number bound proved here is not independent of the dG parameter δ, in contrast to the
bound given in [12] for the FE equivalent. The dG parameter is contained in the constant
appearing in Theorem 1(a) and in (29). In the numerical experiments δ is chosen to be
(p + 1)(p + d), where d is the dimension. Hence, the influence of δ on the algorithm is
implicitly contained in the experiments about the p-dependence.
6 Conclusion
In this paper, we have considered non-overlapping domain decomposition methods based
on the tearing and interconnecting strategy for IgA in combination with dG on the patch
interfaces. We have shown that the condition number of the preconditioned linear sys-
tem obtained by the dG-IETI-DP method and the corresponding BDDC method behave
quasi-optimal with respect to H/h := maxk(Hk/hk). The analysis was done for the two-
dimensional case having only vertex primal variables and homogeneous diffusion coef-
ficients. The extension to 3d and other primal variables is certainly possible, but even
more technical. Numerical examples presented in [18] confirm the quasi optimal condition
number bound obtained here. Note, the bound in Theorem 3 depends on the ratio of the
neighbouring mesh sizes hℓ/hk. However, the numerical examples in [18] indicate that the
condition number is also independent of hℓ/hk.
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