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a b s t r a c t
Weare given an n-node undirected ring network, inwhich each link of the ring is associated
with a weight. Traffic demand is given for each pair of nodes in the ring. Each demand is
allowed to be split into two integer parts, which are then routed in different directions,
clockwise and counterclockwise, respectively. The load of a link is the sum of the flows
routed through the link and the nonnegative weighted load of a link is the product of
its weight and its load. The objective is to find a routing scheme such that the maximum
weighted load on the ring is minimized. Based on some useful structural properties of the
decision version of the problem, we design a polynomial-time combinatorial algorithm for
the optimization problem.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The use of optical fiber in communications networks has vastly increased the bandwidth and opened the networks to
multiple data types including video. Due to the advantages of vertex-symmetry and 2-connectivity, whichmake equipment
simple and protect against failures of either links or nodes, the ring is a popular basic configuration in many large-scale
optical fiber networks, where the nodes in the ring represent processors or memorymodules and the links represent optical
fiber links. Each ring has a capacity so no link of the ring may carry more traffic than its capacity. It is not the fiber itself
but the processors/memory modules that limit the bandwidth. An important optimization problem arises in the following
context: Given a ring and a set of communications demands, design a routing scheme in such a way that all the demands
are satisfied and a high load on the links is avoided.
In the nonnegative weighted link ring loading problem with integer demand splitting (WI-WRLP), we are given an
undirected ring network R = (V ,L) with a node set V = {1, 2, . . . , n}, arranged in a clockwise manner, and a link set
L = {(1, 2), (2, 3), . . . , (n− 1, n), (n, 1)}. For convenience we also refer to link (i, i+ 1) as link i. Each link i has a weight
wi, representing the cost of a unit demand routed through this link. Let K be a set of unordered pairs of the nodes. Between
each node pair (i, j) ∈ K , there are di,j integer units of demand. The demands may be split into two integer parts, which are
then routed in different directions, clockwise and counterclockwise, respectively. We say that a flow is routed in the front
(back) route if it is sent in the clockwise (counterclockwise) direction. When a routing scheme is given, the load of link i,
denoted by Li, is the sum of the flows routed through link i and theweighted load of link i is defined aswiLi. The objective of
WI-WRLP is to find a routing scheme that minimizes the maximum weighted load on the ring.
Some results related to WI-WRLP are given in the literature. Nong et al. [12] provided a pseudo-polynomial time
algorithm, which runs in O(n2 log n + (n + 1)∑(i,j)∈K di,j) time, for WI-WRLP. They also considered two related models.
One is the weighted link ring loading problem without demand splitting, in which each demand must be routed entirely
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in either of the two directions. The NP-hardness of this problem can be derived from the result in [4]. Nong et al. derived
a polynomial-time approximation scheme (PTAS) for the problem. The other is the weighted link ring loading problem
with demand splitting, in which each demand is allowed to be arbitrarily split into two parts and then routed in different
directions of the ring, and the weighted load of a link is calculated by widLie, where dLie is the smallest integer not less
than Li. Nong et al. [12] provided an O(n2|K |) algorithm for the problem. In the literature, the twomodels andWI-WRLP are
generally referred to as the weighted link ring loading problem (WRLP).
When wi = 1 for each link i (1 ≤ i ≤ n) in the ring, WRLP is the ring loading problem (RLP). RLP arises in the
design of synchronous optical network (SONET) bidirectional self-healing rings (SHRs). For more details on SONET SHRs,
we refer the reader toWu [15] and Cosares et al. [3]. Due to its practical significance, RLP has been extensively studied in the
literature [1,2,4,5]. Three kinds of models have been considered in previous studies of RLP: (i) demands may be sent either
in the front or back route with demand splitting (W-RLP); (ii) each demand must be routed entirely in either of the two
directions without demand splitting (WO-RLP); and (iii) demands are allowed to be split into two parts but restricted
to be integrally split (WI-RLP). Schrijver et al. [16] developed an O(n2|K |) algorithm that solves W-RLP and provided an
approximation heuristic for WO-RLP. The heuristic is based on an elegant LP rounding technique; when all the demands
are equal to 1, the heuristic becomes an exact algorithm. Based on this heuristic, Khanna [8] offered a polynomial-time
approximation scheme for WO-RLP. Myung et al. [11] provided an O(n|K |) algorithm for W-RLP. In a recent paper, Myung
et al. [10] improved the results by offering an O(min{n|K |, n2}) algorithm for W-RLP. Myung [9] considered WI-RLP and
found that the optimal solutions for W-RLP are half-integral. By rounding an optimal solution for W-RLP into a solution for
WI-RLP, they developed an O(n|K |) algorithm for WI-RLP. Based on some insights and modifications of the bottleneck of
the algorithms in [9,10], Wang [14] proposed two algorithms that run more efficiently for W-RLP and WI-RLP. Both of the
algorithms run in O(ts) time, where ts = O(|K |) if |K | ≥ n for some small constant  > 0 and ts = O(|K | log |K |), otherwise.
However, none of these algorithms can be applied to WI-WRLP, the problem under study in this paper.
The main contribution of this paper is to derive an O(n3|K |) algorithm for WI-WRLP. The algorithm builds upon some
useful and interesting structural properties of the decision version of the problem.
2. Problem formulation and preliminaries
We can formulate WI-WRLP as follows:
WI-WRLP:
Instance: Ring size n, K , positive integers di,j ((i, j) ∈ K), and nonnegative real numberswi (1 ≤ i ≤ n).
Question: Find a map f : {(i, j) ∈ K |1 ≤ i < j ≤ n}→ {0, 1, . . . , di,j} so as to minimize z = max1≤k≤nwkLk, where
Lk =
∑
k∈[i,j)
f (i, j)+
∑
k6∈[i,j)
(di,j − f (i, j)).
In this formulation, themap f is called an integral routing and f (i, j) stands for the fraction of di,j that is routed in the front
route. The notation ‘‘[i, j)" is used here for the half-closed integer interval {i, i+ 1, . . . , j− 1}.
Similar to the technique used in [16], we convert WI-WRLP into a decision problem, denoted by DWI, by appending an
integral capacity Ci to each link i, which asks whether there is an integral routing f with Li ≤ Ci for each link i. Denote
the appended capacity assignment by {Ci}ni=1 and call max1≤i≤nwiCi the weighted load of it. Given an instance of DWI, we
say its capacity assignment {Ci}ni=1 is feasible if the instance is a yes instance; particularly, if the weighted load of {Ci}ni=1 is
minimum over all of the feasible capacity assignments, then we say it is an optimal capacity assignment.
Suppose I is a decision instance with a capacity assignment {Ci}ni=1. Each pair of links i and j, with i < j, constitutes a
cut of capacity Ci + Cj in the network and their deletion partitions the ring into precisely two connected components, one
consisting of the nodes in (i, j] and the other consisting of the nodes in (j, i]. Denote byDi,j the set of all the pairwise demands
between the nodes of the two components, i.e.,
Di,j = {dp,q|p ∈ (i, j], q ∈ (j, i] and (p, q) ∈ K},
and call it the demand across cut {i, j}. Without causing any confusion, we also refer to∑dp,q∈Di,j dp,q as Di,j. We say the cut{i, j} is tight in I if Ci+Cj = Di,j and call i and j tight links accordingly. A cut {i, j} is said to be even if Ci+Cj−Di,j ≡ 0 (mod 2)
and odd otherwise; evidently, a tight cut is even.
Definition 2.1. Cut constraint and parity condition
Let I be a decision instance with a capacity assignment {Ci}ni=1.
• We say that a cut {i, j} satisfies the cut constraint if the inequality Ci + Cj ≥ Di,j holds.• We say that an odd cut {i, j} satisfies the parity condition if at most one of links i and j belongs to some tight cut. 
A cut in a decision instance is said to be a violating cut if it does not satisfy the parity condition, i.e., it is an odd cut and
each link of it is tight. Correspondingly, given a capacity assignment for an instance, we say that the capacity assignment
satisfies the cut constraint if every cut in the ring satisfies the cut constraint and say that it satisfies the parity condition if
there is no violating cut in the decision instance.
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The following theorem, which provides a sufficient and necessary condition for a feasible capacity assignment for an
instance of WI-WRLP, can be deduced from Theorem 2.2 in [6] and the results in [13].
Theorem 2.2 ([6,13]). A capacity assignment is feasible for an instance ofWI-WRLP if and only if it satisfies both the cut constraint
and the parity condition. 
Based on Theorem 2.2 and the results in [6,7,16], Nong et al. [12] developed an O(n2 log n) time algorithm for finding an
optimal capacity assignment for any given instance of WI-WRLP. They then applied an algorithm suggested by Hochstein
and Weihe [7], which is a polynomial-time algorithm to find edge-disjoint paths between pairs of plug nodes in a plane
switch graph, where a plane switch graph is an undirected planar graph G = (P ∪W , E) such that all the vertices in P (the
plugs) have one and all the vertices inW (the switches) have even degrees, and there is an embedded graph of Gwith all the
plugs in the outer face. The algorithm takes O(n2 log n+ (n+ 1)∑(i,j)∈K di,j) time to find an integral routing, which means
that the algorithm presented by Nong et al. [12] is a pseudo-polynomial time algorithm for WI-WRLP. Note that an optimal
capacity assignment can be found by their algorithm in O(n2 log n) time. Thus, to obtain a polynomial time algorithm for
WI-WRLP, it is sufficient to design a polynomial time algorithm to find an integral routing of an instance when a feasible
capacity assignment of it is given.
3. A polynomial-time algorithm
Given an instance of WI-WRLP and a feasible capacity for it, we will route the demands in K one by one such that the
remaining capacity assignments are feasible for the remaining demands. Label the demands in K by 1, 2, . . . , |K | in an
arbitrary order and we route the demands in an increasing order of their indices. Assume that the first k− 1 demands have
been routed reasonably. Denote the current decision instance by I , whose demand set contains the k, k+1, . . . , |K | demands
of K only. Write {Ci}ni=1 as the remaining capacity assignment. By our assumption, {Ci}ni=1 is a feasible capacity assignment
for I . Assume that the kth demand is di,j. Suppose wewill eventually route fk units of di,j through the front route, i.e., through
(i, j]. When di,j has been routed, denote by I ′ and {C ′i }ni=1, respectively, the decision instance that contains the k+ 1, . . . , |K |
demands of K only and the capacity assignment that remains. Without causing any confusion, we denote by Du,v and D′u,v
the sets of demands across the cut {u, v} in I and I ′, respectively.
We derive some interesting structural properties (3.1—3.4) of the decision version of WI-WRLP. The proofs of the
properties are simple and are omitted.
Property 3.1. Cut {g, h} is odd in I ′ if and only if it is odd in I.
This property indicates that the parity of a cut remains the same from the beginning to the end. Thus, when we refer to
an odd (even) cut, we need not point it out that it is an odd (even) cut in I or in I ′.
Consider two cuts {s, t} and {t, t ′} that share a common link. They have the following property.
Property 3.2. If the parities of cuts {s, t} and {t, t ′} are different, then {s, t ′} is an odd cut; if the parities of cuts {s, t} and {t, t ′}
are identical, then {s, t ′} is an even cut.
Corollary 3.3. Suppose {s, t} is an odd cut, and {s, s′} and {t, t ′} are two even cuts. Then, for any pair of links S and T with
S ∈ {s, s′} and T ∈ {t, t ′}, {S, T } is an odd cut.
Property 3.4. Suppose g and h are two links lying in different parts of the ring partitioned by di,j. Then cut {g, h} is tight in I ′ if
and only if it is tight in I.
Property 3.4 implies that if g is a tight link in I ′ and there is a link h in a different part of the ring partitioned by di,j such
that cut {g, h} is tight in I ′, then g is a tight link in I too.
Before presenting our algorithm, we introduce some notation needed in the sequel. Define M(i, j) ((i, j) ∈ K) as an
integer that satisfies
M(i, j) = min
{
di,j, min
r∈[i,j)
Cr , min
g,h∈[i,j),g 6=h
⌊
Cg + Ch − Dg,h
2
⌋}
.
Obviously, we cannot route a fraction greater than M(i, j) of di,j through the front direction. It is useful to think of the
demands in K as chords of the ring. Clearly, for demand di,j, if in I there is a cut {p, q}whose two links are in the same part of
the ring partitioned by di,j and Cp+Cq−Dp,q ≤ 1 or there is a linkwith a capacity 0, then the demand should be routed in the
direction avoiding the cut or the link. If in I there is no such cut or link, thenM(i, j) ≥ 1. Specifically, under this assumption,
in I there is no tight cut whose two links are in the same part of the ring partitioned by di,j. The following notation plays an
important role in our algorithm.
Definition 3.5 (Critical Cut). • An odd cut {s, t} is said to be a critical cut of type I in I if: (i) link s ∈ [i, j) and t is a tight link
in I and (ii) there is a link s′ ∈ [i, j) such that Cs+Cs′−Ds,s′2 = M(i, j).• An odd cut {s, t} is said to be a critical cut of type II in I if: (i) both link s and link t lie in [i, j) and (ii) there are two links
s′, t ′ ∈ [i, j) such that Cs+Cs′−Ds,s′2 = M(i, j) and
Ct+Ct′−Dt,t′
2 = M(i, j). 
For convenience, we assume in the sequel that the kth demand is d1,j (we can do this by re-numbering the indices of the
nodes in the ring) and, to simplify notation, denoteM(1, j) byM . We are now ready to describe our algorithm, which runs
as follows:
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Fig. 1. Partition the demands in Dp,q .
Algorithm 3.6 (Integral Routing Algorithm).
Input: An instance I of DWI with a feasible capacity assignment {Ci}ni=1.
Output: An integral routing of I .
Step 1: Label the demands in K by 1, 2, . . . , |K | in an arbitrary order. Set k := 1.
Step 2: Suppose d1,j is the kth demand in I . If there is a cut {p, q}whose two links both lie in the front (back) route of d1,j
and Cp + Cq − Dp,q ≤ 1 or there is a link with a capacity 0 in the front (back) route of d1,j, set fk = 0 (fk = d1,j). Otherwise,
do the following: If there is no critical cut in I , set fk = M; otherwise, set fk = M − 1.
Step 3:Update I and {Ci}ni=1 accordingly by dropping the kth demand d1,j fromK and settingCi := Ci−fk (Ci := Ci−d1,j+fk)
for each link i in the front (back) route of d1,j. Set Du,v := Du,v \ {d1,j} for each pair of u, v satisfying 1 ≤ u ≤ j − 1 and
j ≤ v ≤ n. Set k := k+ 1. If k ≤ |K |, return to Step 2.
Step 4: Output (f1, f2, . . . , f|K |). 
It needs O(n2) time to identify whether or not there is a tight cut or an odd cut in an instance. For an odd cut {s, t}, it
needs O(n) time to test if s and t are in tight cuts and there is some link s′ or t ′ that satisfies Definition 3.5. Noting that there
are O(n2) cuts, one can see that the time complexity of Step 2 is O(n3). Furthermore, it is easy to see that it needs O(n2) time
to update I , {Ci}ni=1 and the Du,vs. Thus the total time complexity of Algorithm 3.6 is O(n3|K |). In the sequel, we show the
correctness of the algorithm.
Since it is easy to deal with the case that, in I , there is a cut {p, q} whose two links are in the same part of the ring
partitioned by d1,j and Cp + Cq − Dp,q ≤ 1 or there is a link with a capacity 0, we assume in the remaining analysis that in
I there is no such cut or link and thus M ≥ 1. We will eventually establish that the following theorem, which implies the
correctness of our algorithm, is valid.
Theorem 3.7. If fk = M when there is no critical cut in I and fk = M − 1 when there exists a critical cut in I, then {C ′i }ni=1 is a
feasible capacity assignment for I ′.
We prove Theorem 3.7 by distinguishing two cases depending on whether or not there is a critical cut in I . We first
consider the case where there is no critical cut in I and obtain the following results.
Lemma 3.8. If there is no critical cut in I and fk = M, then {C ′i }ni=1 is a capacity assignment that satisfies the cut constraint for I ′.
Proof. It is obvious that each cut whose two links lie in different parts of the ring partitioned by d1,j satisfies the cut
constraint. SinceM ≤ ming,h∈[1,j),g 6=hb Cg+Ch−Dg,h2 c, each cutwhose two links are both in [1, j) also satisfies the cut constraint.
Thus we only need to prove that each cut whose two links both lie in [j, 1) satisfies the cut constraint. Let {p, q} (p < q) be
such a cut. Clearly, D′p,q = Dp,q. We distinguish two cases in the following discussion.
Case 1.M = d1,j orM = minr∈[1,j) Cr .
If fk = M = d1,j, then d1,j is entirely routed in the front direction and thus C ′p = Cp and C ′q = Cq, implying that
C ′p + C ′q − D′p,q = Cp + Cq − Dp,q. (1)
Consider the case where fk = M = minr∈[1,j) Cr . Let r∗ ∈ [1, j) be a link with Cr∗ = minr∈[1,j) Cr . Then a fraction d1,j − Cr∗ of
d1,j is routed in the back direction. Partition the demands in Dp,q into two parts as follows. (Fig. 1)
D1 = {du,v|u ∈ (p, q], v ∈ (q, r∗] and du,v ∈ Dp,q};
D2 = {du,v|u ∈ (p, q], v ∈ (r∗, p] and du,v ∈ Dp,q}.
Then Dp,q = D1 + D2, Dq,r∗ ≥ D1 + d1,j, and Dp,r∗ ≥ D2 + d1,j. Thus
C ′p + C ′q = Cp + Cq − 2(d1,j − Cr∗)≥ Dp,r∗ + Dq,r∗ − 2d1,j
≥ (D1 + d1,j)+ (D2 + d1,j)− 2d1,j
= Dp,q
= D′p,q.
(2)
So {p, q} satisfies the cut constraint in I ′.
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Fig. 2. Partition the demands in Dp,q and Dg∗,h∗ .
Case 2.M = ming,h∈[1,j),g 6=hb Cg+Ch−Dg,h2 c.
Suppose {g∗, h∗} (g∗ < h∗) is a cut such that g∗, h∗ ∈ [1, j) and⌊
Cg∗ + Ch∗ − Dg∗,h∗
2
⌋
= min
g,h∈[1,j),g 6=h
⌊
Cg + Ch − Dg,h
2
⌋
= M.
Then
C ′p + C ′q − D′p,q = Cp + Cq − 2
(
d1,j −
⌊
Cg∗ + Ch∗ − Dg∗,h∗
2
⌋)
− D′p,q. (3)
Partition the demands in Dp,q into three parts as follows: (Fig. 2)
D1 = {du,v|u ∈ (p, q], v ∈ (q, g∗] and du,v ∈ Dp,q};
D2 = {du,v|u ∈ (p, q], v ∈ (g∗, h∗] and du,v ∈ Dp,q};
D3 = {du,v|u ∈ (p, q], v ∈ (h∗, p] and du,v ∈ Dp,q}.
Then Dp,q = D1 + D2 + D3. Partition the demands in Dg∗,h∗ into three parts as follows:
D′1 = {du,v|u ∈ (g∗, h∗], v ∈ (q, g∗] and du,v ∈ Dg∗,h∗};
D′2 = {du,v|u ∈ (g∗, h∗], v ∈ (p, q] and du,v ∈ Dg∗,h∗};
D′3 = {du,v|u ∈ (g∗, h∗], v ∈ (h∗, p] and du,v ∈ Dg∗,h∗}.
Then Dg∗,h∗ = D′1 + D′2 + D′3, D′2 = D2 and
Dq,h∗ ≥ D1 + D2 + D′3 + d1,j, Dp,g∗ ≥ D′1 + D′2 + D3 + d1,j. (4)
If {g∗, h∗} is an even cut, then b Cg∗+Ch∗−Dg∗,h∗2 c =
Cg∗+Ch∗−Dg∗,h∗
2 . From (3) and (4), we have
C ′p + C ′q − D′p,q = Cp + Cq + Cg∗ + Ch∗ − Dg∗,h∗ − 2d1,j − Dp,q= Cp + Cq + Cg∗ + Ch∗ − (D′1 + D′2 + D′3)− 2d1,j − (D1 + D2 + D3)≥ Cp + Cq + Cg∗ + Ch∗ − Dp,g∗ − Dq,h∗
≥ 0.
(5)
If {g∗, h∗} is an odd cut, then b Cg∗+Ch∗−Dg∗,h∗2 c =
Cg∗+Ch∗−Dg∗,h∗−1
2 . Then
C ′p + C ′q − D′p,q = Cp + Cq + Cg∗ + Ch∗ − Dg∗,h∗ − 2d1,j − D′p,q − 1
= Cp + Cq + Cg∗ + Ch∗ − Dp,g∗ − Dq,h∗ − 1
≥ 0,
where the last inequality holds from the facts that each number in the inequality is integral and at least one of the cuts
{p, g∗} and {q, h∗} is not tight in I (otherwise {g∗, h∗} is a violating cut in I). The proof of the lemma is completed. 
Lemma 3.9. If there is no critical cut in I and fk = M, then {C ′i }ni=1 is a capacity assignment that satisfies the parity condition
for I ′.
Proof. We distinguish two cases in the following discussion.
Case 1.M = d1,j orM = minr∈[1,j) Cr .
Claim 1. If a link in [j, 1) is tight in I ′, then so is it in I.
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To see this, consider an arbitrary link p in [j, 1) that is tight in I ′. Let q be a link such that {p, q} is a tight cut in I ′. If
q ∈ [1, j), then, by Property 3.4, cut {p, q} is tight in I . Consider the case where q ∈ [j, 1). If fk = M = d1,j, then (1) holds
and thus cut {p, q} is also tight in I . If fk = M = minr∈[1,j) Cr , then the fact that {p, q} is tight in I ′ implies that (2) holds by
equality. This means that each of {p, r∗} and {q, r∗} is a tight cut in I . The claim follows.
We now prove that in this case, each cut in I ′ satisfies the parity condition. Otherwise, assume that {s, t} is a violating cut
in I ′, i.e., {s, t} is an odd cut and each of s and t is a tight link in I ′. If both link s and link t are in [j, 1), then, by Claim 1, both
s and t are tight links in I and we can deduce that {s, t} is a violating cut in I , a contradiction. We thus need only to consider
the following two cases.
Case 1.1. One of link s and link t lies in [1, j) and the other lies in [j, 1).
Without loss of generality, assume that s ∈ [1, j) and t ∈ [j, 1). Then, by Claim 1, link t is tight in I . If in I ′ link s forms a
tight cut with a link in [j, 1), then, by Property 3.4, in I link s is tight and thus {s, t} is a violating cut, a contradiction. If in I ′
link s forms a tight cut with a link in [1, j), say s′, then
Cs + Cs′ − Ds,s′
2
= M.
Together with the fact that link t is tight in I , this indicates that {s, t} is a critical cut of type I in I , a contradiction to the
assumption of the lemma.
Case 1.2. Both link s and link t lie in [1, j).
If in I ′ each of s and t forms a tight cut with a link in [j, 1), then, by Property 3.4, both s and t are tight links in I and thus
{s, t} is a violating cut in I , a contradiction. If in I ′ one of link s and link t , say link s, forms a tight cut with a link in [j, 1) and
the other, i.e., link t , forms a tight cut with a link in [1, j), denoted by t ′, then s is tight in I and
Ct + Ct ′ − Dt,t ′
2
= M.
This means that {s, t} is a critical cut of type I in I , a contradiction. If in I ′ both link s and link t form tight cuts with links in
[1, j), say with s′ and t ′, respectively, then
Cs + Cs′ − Ds,s′
2
= Ct + Ct ′ − Dt,t ′
2
= M,
implying that {s, t} is a critical cut of type II in I , contradicting the assumption of the lemma.
Case 2.M = ming,h∈[1,j),g 6=hb Cg+Ch−Dg,h2 c.
Suppose {g∗, h∗} (g∗ < h∗) is a cut such that g∗, h∗ ∈ [1, j) and⌊
Cg∗ + Ch∗ − Dg∗,h∗
2
⌋
= min
g,h∈[1,j),g 6=h
⌊
Cg + Ch − Dg,h
2
⌋
= M.
We have the following claim.
Claim 2. In this case if in I ′ {p, q} (p < q) is a tight cut whose links lie in [j, 1), then at least one of link p and link q is tight in I.
Since {p, q} is tight in I ′ and p, q ∈ [j, 1), C ′p+C ′q = Cp+Cq−2(di,j− fk) = D′p,q = Dp,q. Thus Cp+Cq+2M−2di,j = Dp,q,
i.e.,
Cp + Cq + 2
⌊
Cg∗ + Ch∗ − Dg∗,h∗
2
⌋
− 2di,j − Dp,q = 0.
Together with the fact that b Cg∗+Ch∗−Dg∗,h∗2 c ≥
Cg∗+Ch∗−Dg∗,h∗−1
2 , this implies that
Cp + Cq + Cg∗ + Ch∗ − Dg∗,h∗ − 2di,j − Dp,q ≤ 1.
Thus, similar to the arguments in (4) and (5), we have
Cp + Cq + Cg∗ + Ch∗ − Dp,g∗ − Dq,h∗ ≤ 1.
Note that each number in the inequality is integral, Cp + Cg∗ − Dp,g∗ ≥ 0 and Cq + Ch∗ − Dq,h∗ ≥ 0. This means that at least
one of cut {p, g∗} and cut {q, h∗} is tight in I and the claim follows.
We now prove that the lemma holds in this case. Otherwise, suppose {s, t} is a violating cut in I ′. Clearly, if in I ′ each of
link s and link t forms a tight cut with a link in a different part of the ring partitioned by d1,j, then, by Property 3.4, in I each
of them is a tight link and thus {s, t} is a violating cut, causing a contradiction. We thus only need to discuss the cases where
in I ′ at least one of link s and link t , say link s, forms tight cuts only with the links lying in the same part where it does. Let s′
and t ′ be two links such that both {s, s′} and {t, t ′} are tight cuts in I ′. Then {s, s′} and {t, t ′} are even cuts. Note that cut {s, t}
is odd. By Corollary 3.3, for any pair of links S and T with S ∈ {s, s′} and T ∈ {t, t ′}, cut {S, T } is odd. Consider the following
two subcases.
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Case 2.1. Link s lies in [1, j).
Then link s′ ∈ [1, j) and Cs+Cs′−Ds,s′2 = M. If link t and link t ′ lie in different parts of the ring partitioned by d1,j, then, by
Property 3.4, in I link t is tight and thus {s, t} is a critical cut of type I, contradicting the assumption of the lemma. Consider
the case that t and t ′ lie in the same part of the ring partitioned by d1,j. If t, t ′ ∈ [1, j), then Ct+Ct′−Dt,t′2 = M and thus {s, t} is
a critical cut of type II in I , a contradiction. If t, t ′ ∈ [j, 1), then, by Claim 2, at least one of t and t ′ is a tight link in I . Denote
the tight link by T . Moreover, recall that s′ ∈ [1, j), Cs+Cs′−Ds,s′2 = M , and cut {s, T } is odd. This implies that {s, T } is a critical
cut of type I in I , a contradiction.
Case 2.2. Link s lies in [j, 1).
Then link s′ ∈ [j, 1) and, by Claim 2, at least one of s and s′ is a tight link in I . Denote the tight link by S. Recall that {S, t}
is odd. If link t and link t ′ lie in different parts of the ring partitioned by d1,j, then in I link t is tight. Therefore, {S, t} is a
violating cut in I , a contradiction to the assumption that {Ci}ni=1 is a feasible capacity assignment of I . Consider the case that
link t and link t ′ lie in the same part. If both of them lie in [1, j), then Ct+Ct′−Dt,t′2 = M and thus {S, t} is a critical cut of type
I in I , a contradiction to the assumption of the lemma. If both of them lie in [j, 1), then, by Claim 2, at least one of t and t ′ is
a tight link in I and we denote the tight link by T . Recall that cut {S, T } is odd. This implies that {S, T } is a violating cut in I ,
a contradiction. 
We next consider the case where there exists a critical cut in I and find that in this case if a fraction of M − 1 of d1,j is
routed in the front direction, then {C ′i }ni=1 is a feasible capacity assignment for I ′. The fact that there exists a critical cut in I
implies that there is a cut {g∗, h∗} (g∗ < h∗) such that g∗, h∗ ∈ [1, j) and Cg∗+Ch∗−Dg∗,h∗2 = M .
Lemma 3.10. If there exists a critical cut in I and fk = M−1, then {C ′i }ni=1 is a capacity assignment that satisfies the cut constraint
for I ′.
Proof. Note that M ≤ ming,h∈[1,j),g 6=hb Cg+Ch−Dg,h2 c and fk = M − 1. Similar to Lemma 3.8, we only need to prove that each
cut whose two links lie in [j, 1) satisfies the cut constraint. Let {p, q} (p < q) be a cut with both links in [j, 1). We first prove
the following claim.
Claim. If cut {p, q} does not satisfy the cut constraint in I ′, then at least one of link g∗ and link h∗ is tight in I.
Since cut {p, q} does not satisfy the cut constraint in I ′,
C ′p + C ′q = Cp + Cq − 2[d1,j − (M − 1)] < D′p,q = Dp,q.
Noting that
Cg∗+Ch∗−Dg∗,h∗
2 = M , we have
Cp + Cq + Cg∗ + Ch∗ − Dg∗,h∗ − 2d1,j − Dp,q < 2.
Similar to the arguments in (4) and (5), the above inequality implies that
Cp + Cq + Cg∗ + Ch∗ − Dq,h∗ − Dp,g∗ < 2.
Noting that each number in the inequality is integral, we have
(Cp + Cg∗ − Dp,g∗)+ (Cq + Ch∗ − Dq,h∗) ≤ 1.
Together with the fact that each of cut {p, g∗} and cut {q, h∗} satisfies the cut constraint in I , this implies that at least one of
the two cuts is tight in I and thus the claim follows.
We now prove the lemma. Suppose cut {p, q} (p, q ∈ [j, 1)) does not satisfy the cut constraint in I ′ and {s, t} is a critical
cut in I .
Case 1. {s, t} is a critical cut of type I.
Without loss of generality, assume that t is a tight link in I , s ∈ [1, j), and it is link s′ ∈ [1, j) such that Cs+Cs′−Ds,s′2 = M .
By the claim, at least one of link s and link s′ is tight in I . Denote the tight link by S. Note that cut {s, s′} is even and cut {s, t}
is odd. By Property 3.2, {S, t} is an odd cut. Thus {S, t} is a violating cut in I , a contradiction.
Case 2. {s, t} is a critical cut of type II.
Then: (i) {s, t} is an odd cut, (ii) both s and t are links in [1, j), and there are two links in [1, j), denoted by s′ and t ′,
respectively, such that
Cs + Cs′ − Ds,s′
2
= Ct + Ct ′ − Dt,t ′
2
= M.
By the claim, at least one of links s and s′ is tight in I and we denote the tight link by S. Similarly, at least one of links t and
t ′ is tight in I and we denote the tight link by T . On the other hand, note that cut {s, t} is odd, and each of cut {s, s′} and cut
{t, t ′} is even. By Corollary 3.3, {S, T } is an odd cut. Thus {S, T } is a violating cut in I , a contradiction. The proof of the lemma
is completed. 
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Lemma 3.11. If there exists a critical cut in I and fk = M − 1, then {C ′i }ni=1 is a capacity assignment that satisfies the parity
condition for I ′.
Proof. We first prove the following claim.
Claim 1. If in I ′ {p, q} (p < q) is a tight cut whose two links lie in [j, 1), then, in I, either at least one of cut {p, g∗} and cut {q, h∗}
is tight, or, each of them is odd.
Since cut {p, q} is tight in I ′, C ′p + C ′q = Cp + Cq − 2(d1,j − fk) = D′p,q = Dp,q. Thus Cp + Cq + 2M − 2d1,j − 2 = Dp,q, i.e.,
Cp + Cq + Cg∗ + Ch∗ − Dg∗,h∗ − 2d1,j − 2 = Dp,q.
Similar to the arguments in (4) and (5), this implies that
Cp + Cq + Cg∗ + Ch∗ − Dp,g∗ − Dq,h∗ ≤ 2.
Since each number in the inequality is integral, there are only two possibilities. The first is
Cp + Cq + Cg∗ + Ch∗ − Dp,g∗ − Dq,h∗ ≤ 1,
which means that at least one of cut {p, g∗} and cut {q, h∗} is tight in I . The second one is
Cp + Cq + Cg∗ + Ch∗ − Dp,g∗ − Dq,h∗ = 2,
which implies that the parities of cuts {p, g∗} and {q, h∗} are identical. Thus, either both of them are odd or both of them are
even, where the latter case implies that one of them is tight and the capacity of the other one is greater than the demands
across it by 2. The claim follows.
We now prove the lemma by contradiction. Suppose {u, v} is a violating cut in I ′. If each of links u and v forms a tight cut
with a link in a different part of the ring partitioned by d1,j, then, by Property 3.4, each of u and v is a tight link in I . Together
with the fact that {u, v} is an odd cut, this implies that {u, v} is a violating cut in I , a contradiction. We thus assume that at
least one of link u and link v, say link u, forms tight cuts only with the links in the same part of the ring. Let {u, u′} and {v, v′}
be two tight cuts in I ′. Then u and u′ lie in the same part of the ring partitioned by d1,j. If both u and u′ lie in [1, j), then
Cu + Cu′ − Du,u′
2
= fk = M − 1 < M.
Note thatM ≤ ming,h∈[1,j),g 6=hb Cg+Ch−Dg,h2 c. The above inequality cannot hold and thus u, u′ ∈ [j, 1). Similarly, it is impossible
that both v and v′ lie in [1, j). On the other hand, since {u, v} is an odd cut and {u, u′} and {v, v′} are even cuts, by Corollary 3.3,
for any pair of links U and V such that U ∈ {u, , u′} and V ∈ {v, v′}, cut {U, V } is odd.
Case 1. There is a critical cut of type I in I .
Let {s, t} be a critical cut of Type I such that s ∈ [1, j), Cs+Cs′−Ds,s′2 = M (s′ ∈ [1, j)), and t is a tight link in I . Clearly, {s, t}
is an odd cut. Without loss of generality, assume that s < s′ and u < u′. By Claim 1, in I , either at least one of cut {u, s} and
cut {u′, s′} is tight or each of the cuts is odd.
Case 1.1. One of cut {u, s} and cut {u′, s′} is tight in I .
Denote the tight cut by {U, S}, where U ∈ {u, u′} and S ∈ {s, s′}. Note that cut {s, t} is odd, and {U, S} and {s, s′} are even
cuts. By Corollary 3.3, one can deduce that cut {U, t} is odd. Together with the fact that t is tight in I , this indicates that {U, t}
is a violating cut in I , a contradiction.
Case 1.2. Each of cuts {u, s} and {u′, s′} is odd.
By Corollary 3.3, the fact that {u, s} and {s, t} are odd cuts implies that {u, t} is an even cut. Together with the fact that
{u, v} and {u, v′} are odd cuts, this implies that cuts {v, t} and {v′, t} are odd. If v and v′ lie in different parts of the ring
partitioned by d1,j, then link v is tight in I . Thus, {v, t} is a violating cut in I , causing a contradiction. If both of v and v lie in
the same part of the ring, then, by the analysis before Case 1, they lie in [j, 1). Assume that v < v′. Then, by Claim 1, in I ,
either at least one of {v, s} and {v′, s′} is tight, or each of the cuts is odd. The former case implies that at least one of links v
and v′ is tight in I . Denote the tight link by V . Then {V , t} is a violating cut in I . In the latter case, applying Corollary 3.3 to
the fact that each of {u, s} and {v, s} is odd, one can deduce that {u, v} is even, a contradiction to the assumption that {u, v}
is a violating cut and thus is an odd cut in I .
Case 2. There is a critical cut of type II in I .
Let {s, t} be a critical cut of type II such that s, t ∈ [1, j), Cs+Cs′−Ds,s′2 = M , and
Ct+Ct′−Ds,s′
2 = M , where s′, t ′ ∈ [1, j).
Clearly, {s, t} is an odd cut. Without loss of generality, assume that s < s′ and t < t ′.
Claim 2. If {x, x′} (x < x′) is a tight cut whose two links both lie in [j, 1) in I ′, then at least one of cuts {x, s}, {x′, s′}, {x, t}, and
{x′, t ′} is tight in I.
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Otherwise, by Claim 1, each of the cuts is odd, and especially {x, s} and {x, t} are odd. This means that cut {s, t} is even, a
contradiction. Thus the claim follows.
By Claim 2 and the fact that {u, u′} is a tight cut with u, u′ ∈ [j, 1) in I ′, at least one of {u, s}, {u′, s′}, {u, t}, and {u′, t ′} is
tight and thus at least one of links u and u′ is tight in I . Denote the tight link by U . If v and v′ lie in different parts of the ring
partitioned by d1,j, then link v is tight in I . Thus {U, v} is a violating cut in I , causing a contradiction. If both of v and v′ lie in
[j, 1), then, similarly, at least one of links v and v′ is tight in I . Denote the tight link by V . Then {U, V } is a violating cut in I ,
a contradiction. The proof of the lemma is completed. 
From Theorem 2.2 and Lemmas 3.8–3.11, we can deduce that Theorem 3.7 is valid and consequently Algorithm 3.6 is
correct. Thus input an instance of WI-WRLP and an optimal capacity assignment for it, Algorithm 3.6 can find an optimal
integral routing for the instance in O(n3|K |) time.
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