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1. Introduction
As shown by Kadison, the set S of all bounded selfadjoint operators on a complex Hilbert space H is an anti-lattice,
which means that for A, B ∈ S, a greatest lower bound for A and B exists with respect to the usual ordering “” in S
(see (2.1)) if and only if A and B are comparable (cf. [8, Theorem 6]). A little bit earlier, Sherman proved that if the set
of all selfadjoint elements of a C∗-algebra A of bounded linear operators on H is lattice ordered by “”, then A is
commutative (cf. [22, Theorems 1 and 2]). To overcome these disadvantages of the partial order “”, Olson introduced in
1971 the so-called spectral order, which is denoted by “”. He proved, among other things, that the set of all selfadjoint
elements of a von Neumann algebra of bounded linear operators on H is a conditionally complete lattice with respect to
the spectral order (cf. [17, Theorem 1]). This means, in particular, that there exists the least upper bound relative to “” of
any ﬁnite collection of bounded positive selfadjoint operators on H. An explicit formula for it was given by Kato in [9]. In
spite of these and other nice properties, the spectral order has a mild disadvantage, namely it is not a vector order (cf. [17]).
Our aim in this paper is to investigate the spectral order in the context of unbounded selfadjoint operators. It turns
out, that most results concerning the spectral order within S remain valid for unbounded operators. However, there are
some essential dissimilarities. One of them is presented in Example 6.4. It is shown there that the relation A1  A2 does
not imply, in general, any reasonable link between domains of selfadjoint operators A1 and A2. Fortunately, an appropriate
inclusion holds provided the operators in question are bounded from below (cf. Proposition 6.3).
One of the main results of our paper, Theorem 7.4, offers novel criteria (even for bounded operators) for two positive
selfadjoint operators A1 and A2 to be in relation A1  A2. As a consequence, the new features of the spectral order are
derived (cf. Corollaries 7.5, 7.6 and 7.7). One of them states that if A1 and A2 are positive selfadjoint operators in H, then
A1  A2 if and only if An1  An2 for inﬁnitely many non-negative integers n (cf. Corollary 7.7). In Section 8, we construct for
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which is the main result of Section 9, shows that the relations A1  A2 and g(A2) g(A1) are equivalent for appropriate
monotonically decreasing bijections g; this reduces, in a sense (cf. Remark 9.10), the study of spectral order to the case of
bounded operators. In Section 10, we discuss how much the power operator inequalities in (10.1) are involved in essential
selfadjointness of symmetric operators being compared (cf. Theorem 10.1 and Corollary 10.2). In turn, in Sections 3 and 4,
we gather some integral inequalities for monotonically increasing functions. They are used in subsequent sections. Most of
the proofs presented in this paper are signiﬁcantly different when compared with those for bounded operators.
2. Prerequisites
Throughout what follows, N stands for the set of all non-negative integers, N∗ for the set of all positive integers and
R for the ﬁeld of all real numbers. We denote by χσ the characteristic function of a set σ (it will be clear from the context
which set is the domain of deﬁnition of χσ ).
The symbol H is reserved for a complex Hilbert space. By an operator in H we understand a linear mapping A :H ⊇
D(A) →H deﬁned on a linear subspace D(A) of H, called the domain of A; N (A) and R(A) stand for the kernel and the
range of A respectively. If the operator A is closable, we denote by A its closure. Recall that a linear subspace E of D(A) is
called a core of A if the graph of A is contained in the closure of the graph of the restriction A|E of A to E . In particular,
if A is closed and E is a core of A, then a vector h ∈H belongs to D(A) if and only if there exists a sequence {hn}∞n=1 ⊆ E
such that hn converges to h and Ahn is a Cauchy sequence.
Let A be an operator in H. Set D∞(A) =⋂∞n=1D(An) and
Ba(A) =
⋃
real c>0
∞⋂
n=0
{
h ∈D∞(A): ∥∥Anh∥∥ can} for real a 0.
An element of B(A) := ⋃a>0Ba(A) is called a bounded vector of A (cf. [2]). A vector h ∈ D∞(A) is said to be an an-
alytic vector of A if there exists a real t > 0 such that
∑∞
n=0 ‖Anh‖tn/n! < ∞ (cf. [14]), a quasianalytic vector of A if∑∞
n=1 ‖Anh‖−1/n = ∞ with the convention that 1/0 = ∞ (cf. [15]), and a Stieltjes vector of A if
∑∞
n=1 ‖Anh‖−1/2n = ∞
(cf. [16]). The sets of analytic, quasianalytic and Stieltjes vectors of A are denoted by A (A), Q(A) and S (A), respectively.
Observe that B(A) ⊆A (A) ⊆Q(A) ⊆S (A) (each of these inclusions may be proper). The sets B(A) and A (A) are linear
subspaces of D∞(A). However, in general, the sets Q(A) and S (A) are not linear subspaces of D∞(A) (cf. [20,21]).
Denote by B(H) the C∗-algebra of all bounded operators A in H with D(A) =H. Let I = IH stand for the identity
operator on H. Given two selfadjoint operators A1, A2 ∈ B(H), we write A1  A2 whenever
〈A1h,h〉 〈A2h,h〉, h ∈H. (2.1)
A densely deﬁned operator A in H is said to be symmetric if its adjoint A∗ is an extension of A, and positive if 〈Ah,h〉 0
for all h ∈D(A). A symmetric operator A in H is called selfadjoint if A = A∗ , and essentially selfadjoint if A∗ is equal to the
closure of A.
Bounded vectors turns out to be useful, especially when dealing with the question of essential selfadjointness of powers
of symmetric operators (this is not the case for other classes of C∞-vectors introduced above).
Proposition 2.1. If A is a symmetric operator inH such thatB(A) is dense inH, then for each integer k 1 the operator Ak|B(A) is
essentially selfadjoint and
Ak|B(A) = Ak = Ak. (2.2)
Proof. Since the operator Ak is symmetric so is Ak|B(A) , the restriction of Ak to its invariant subspace B(A). As B(Ak) =
B(A) (the inclusion “⊇” is obvious while the reverse “⊆” can be inferred from [24, Lemma 8(b)]) and B(A) is dense in H,
we deduce that Ak|B(A) is essentially selfadjoint (cf. [2, p. 99] or [11, Lemma 4]). The inclusion Ak|B(A) ⊆ Ak combined
with maximality of the selfadjoint operator Ak|B(A) gives the ﬁrst equality in (2.2). Applying this to k = 1, we see that
A|B(A) = A and the operator A is selfadjoint. Hence the operator A k is selfadjoint (cf. [1, Section 6.1.4]). This implies that
Ak|B(A) ⊆ Ak . By maximality of Ak|B(A) , the last inclusion turns into equality. 
Let A be a selfadjoint operator in H with the spectral measure E . Given a Borel function ϕ : R → R, we deﬁne
ϕ(A) =
∫
R
ϕ(x)E(dx).
The operator ϕ(A) is selfadjoint. Moreover, if ϕ  0, then ϕ(A) is positive. For more information concerning Stone–von Neu-
mann operator calculus we refer the reader to the monographs [1,28]. Given a real number s 0 and a positive selfadjoint
operator A in H, we put As = ϕs(A) with ϕs(x) = |x|sχ[0,∞)(x) for x ∈ R (with the convention that 00 = 1). This deﬁnition
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D(A1/22 ) ⊆D(A1/21 ) and ‖A1/21 h‖  ‖A1/22 h‖ for all h ∈D(A1/22 ), then we write A1  A2 (cf. [10]). This deﬁnition is easily
seen to be consistent with that for bounded operators.
3. Integral inequalities on bounded intervals
An inspiration for our investigations in this section is Theorem 107 in [7] (which in fact is a consequence of Theorem 3.1
below) as well as some inequalities which appeared in [17,3,13]. In what follows, we write suppμ for the closed support
of a ﬁnite positive Borel measure μ on R (the notion of support makes sense because any such measure is automatically
regular, see e.g., [19, Theorem 2.18]).
Theorem 3.1. Let [a,b] be a ﬁnite closed subinterval of R with a < b, and let μ1 and μ2 be ﬁnite positive Borel measures on R such
that suppμ j ⊆ [a,b] for j = 1,2. Set F j(x) = μ j((−∞, x]) for x ∈ R and j = 1,2. Consider the following three conditions:
(i) F2(x) F1(x) for all x ∈ (a,b),
(ii)
∫
[a,b] f dμ1 
∫
[a,b] f dμ2 for every monotonically increasing function f : [a,b] → [0,∞),
(iii)
∫
[a,b] f dμ1 
∫
[a,b] f dμ2 for every monotonically increasing function f : [a,b] → R.
If (ii) holds, then F1(b) F2(b). If F1(b) F2(b), then (i) implies (ii). If (iii) holds, then F1(b) = F2(b). If F1(b) = F2(b), then all the
conditions (i), (ii) and (iii) are equivalent.
Proof. Substituting f ≡ 1, we see that (ii) implies F1(b) F2(b). In turn, considering f ≡ ±1, we infer the equality F1(b) =
F2(b) from (iii).
Suppose now that F1(b) F2(b).
(i) ⇒ (ii) We ﬁrst examine the case when f : [a,b] → [0,∞) is continuous and monotonically increasing. Let a = t0 <
t1 < · · · < tn = b be a partition of [a,b]. Set g = f (t0)χ{t0} +
∑n
j=1 f (t j−1)χ(t j−1,t j ] . As f is non-negative and monotonically
increasing, we have∫
[a,b]
g dμ1 = f (a)F1(a) +
n∑
j=1
f (t j−1)
(
F1(t j) − F1(t j−1)
)
= f (a)F1(a) +
n∑
j=1
f (t j−1)F1(t j) −
n−1∑
j=0
f (t j)F1(t j)
=
n−1∑
j=1
(
f (t j−1) − f (t j)
)
F1(t j) + f (tn−1)F1(b)

n−1∑
j=1
(
f (t j−1) − f (t j)
)
F2(t j) + f (tn−1)F2(b)
=
∫
[a,b]
g dμ2.
Since any continuous function on [a,b] is uniformly continuous, we deduce that the function f can be uniformly approxi-
mated on [a,b] by functions of the form g , which implies ∫[a,b] f dμ1  ∫[a,b] f dμ2.
Let now f : [a,b] → [0,∞) be an arbitrary monotonically increasing function. By virtue of F1(b) F2(b), it is enough to
consider the case when the function f is not constant. Then, since f is monotonically increasing, we have f (a) < f (b). The
condition (i) and the right-continuity of F j at a imply that
F2(x) F1(x), x ∈ [a,b). (3.1)
For j = 1,2, we deﬁne ﬁnite positive Borel measure μ˜ j on R by μ˜ j(σ ) := μ j( f −1(σ )) for every Borel set σ ⊆ R. Since f is
monotonically increasing, we get f ([a,b]) ⊆ [ f (a), f (b)]. Hence supp μ˜ j ⊆ [ f (a), f (b)]. Set F˜ j(y) = μ˜ j((−∞, y]) for y ∈ R.
Take y ∈ [ f (a), f (b)). Since a ∈ f −1([ f (a), y]), we can deﬁne
y f = sup f −1
([
f (a), y
]) ∈ [a,b].
Using the fact that f is monotonically increasing, one can show that
[a, y f ) ⊆ f −1
([
f (a), y
])⊆ [a, y f ].
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F˜2(y) F˜1(y). In turn, if f −1([ f (a), y]) = [a, y f ), then y f > a and F˜ j(y) = limn→∞ F j(y f − 1n ), which yields F˜2(y) F˜1(y).
Hence F˜2(y) F˜1(y) for all y ∈ [ f (a), f (b)), and
F˜1
(
f (b)
)= F1(b) F2(b) = F˜2( f (b)).
Applying the measure transport theorem [6, Theorem C, p. 163] and the previous paragraph to the interval [ f (a), f (b)] and
to the measures μ˜1 and μ˜2, we get∫
[a,b]
f dμ1 =
∫
[ f (a), f (b)]
xμ˜1(dx)
∫
[ f (a), f (b)]
xμ˜2(dx) =
∫
[a,b]
f dμ2.
We now assume that F1(b) = F2(b).
(i) ⇒ (iii) Argue as in the proof of (i) ⇒ (ii).
(iii) ⇒ (ii) Evident.
(ii) ⇒ (i) Fix x ∈ (a,b). Since the function f = χ(x,b] is monotonically increasing on [a,b], we get
F1(b) − F1(x) = μ1
(
(x,b]) (ii) μ2((x,b])= F2(b) − F2(x),
which together with F1(b) = F2(b) yields F2(x) F1(x). This completes the proof. 
As the following example shows, the implication (ii) ⇒ (i) of Theorem 3.1 is not true in general if F1(b) < F2(b) (though
the reverse implication is true).
Example 3.2. Let α1, β1, α2 and β2 be positive real numbers such that α1  β1 < α2  β2 and (β2 −α2)− (β1 −α1) > 0. Set
μ j = α jδa + (β j −α j)δb for j = 1,2, where δa and δb are Borel probability measures on [a,b] with all the mass concentrated
at the points a and b respectively. It is clear that
F1(x) =
{
α1 for a x < b,
β1 for x= b, and F2(x) =
{
α2 for a x < b,
β2 for x= b.
If f : [a,b] → [0,∞) is any Borel function, then
f (a)(α1 − α2) 0 f (b)
(
(β2 − α2) − (β1 − α1)
)
,
which implies that∫
[a,b]
f dμ1 = f (a)α1 + f (b)(β1 − α1) f (a)α2 + f (b)(β2 − α2) =
∫
[a,b]
f dμ2.
In particular, this means that (ii) holds. However, F1(x) < F2(x) for all x ∈ [a,b].
4. Integral inequalities onR
Now we derive a variant of Theorem 3.1 for measures deﬁned on the whole real line.
Theorem 4.1. Let μ1 and μ2 be ﬁnite positive Borel measures on R. Set F j(x) = μ j((−∞, x]) for x ∈ R and j = 1,2. Consider the
following three conditions:
(i) F2(x) F1(x) for all x ∈ R,
(ii)
∫
R
f dμ1 
∫
R
f dμ2 for each monotonically increasing function f : R → [0,∞),
(iii)
∫
R
f dμ1 
∫
R
f dμ2 for each monotonically increasing function f : R → R such that
∫
R
| f |dμ2 < ∞ (the integral
∫
R
f dμ1
may take the value −∞).
If the condition (i) (respectively: (ii), (iii)) holds, then μ2(R)μ1(R) (respectively: μ1(R)μ2(R), μ1(R) = μ2(R)). If μ1(R)
μ2(R) and (i) holds, then μ1(R) = μ2(R). If μ1(R) = μ2(R), then all the conditions (i), (ii) and (iii) are equivalent.
Proof. We equip the extended real line R = {−∞} ∪ R ∪ {∞} with the standard compact topology. For j = 1,2, we extend
the measure μ j to the ﬁnite Borel measure on R via μ j({±∞}) = 0. Consider any strictly increasing homeomorphism
φ : R → [−1,1] (e.g., φ(x) = x/(1+ |x|) for x ∈ R and φ(±∞) = ±1). Deﬁne ﬁnite Borel measures ν1 and ν2 on R by
ν j(σ ) = μ j
(
φ−1(σ )
)
, σ – a Borel subset of R, j = 1,2,
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j = 1,2.
Assume that μ1(R) = μ2(R) (the other parts of the conclusion are obvious). This means that G1(1) = G2(1).
Let f : R → R be a bounded monotonically increasing function. Denote by f∞ the extension of f to R given by
f∞(±∞) = limx→±∞ f (x). Clearly, f∞ is a bounded monotonically increasing function. Hence, so is the function f∞ ◦ φ−1.
By the measure transport theorem, we have∫
R
f dμ j =
∫
R
f∞ dμ j =
∫
R
f∞ ◦ φ−1 ◦ φ dμ j =
∫
[−1,1]
f∞ ◦ φ−1 dν j (4.1)
for j = 1,2. Therefore, if (i) is assumed to hold, then, by Theorem 3.1, we have∫
R
f dμ1
(4.1)=
∫
[−1,1]
f∞ ◦ φ−1 dν1 
∫
[−1,1]
f∞ ◦ φ−1 dν2 (4.1)=
∫
R
f dμ2 (4.2)
for every bounded monotonically increasing function f : R → R.
(i) ⇒ (ii) Suppose that f : R → [0,∞) is a monotonically increasing function. For n ∈ N∗ , we deﬁne the function fn :
R → [0,∞) by fn(x) = min{ f (x),n} for x ∈ R. Then fn ’s are bounded monotonically increasing functions on R such that
fn(x) fn+1(x) and limn→∞ fn(x) = f (x) for x ∈ R. Applying Lebesgue’s monotone convergence theorem, we obtain∫
R
f dμ1 = lim
n→∞
∫
R
fn dμ1
(4.2)
 lim
n→∞
∫
R
fn dμ2 =
∫
R
f dμ2. (4.3)
(i) ⇒ (iii) Let f : R → R be a monotonically increasing function such that ∫
R
| f |dμ2 < ∞. Since the function f+ :
R → [0,∞) given by f+(x) = max{ f (x),0} for x ∈ R is monotonically increasing and
∫
R
f+ dμ2 < ∞, we deduce from
(i) ⇒ (ii) that ∫
R
f+ dμ1 < ∞. If
∫
R
f dμ1 = −∞, then evidently
∫
R
f dμ1 
∫
R
f dμ2. Otherwise, we have
∫
R
| f |dμ1 < ∞.
For n ∈ N∗ , we deﬁne the function fn : R → R by fn(x) =max{−n,min{ f (x),n}} for x ∈ R. Then fn ’s are bounded monotoni-
cally increasing functions on R such that | fn(x)| | f (x)| and limn→∞ fn(x) = f (x) for x ∈ R. Applying Lebesgue’s dominated
convergence theorem, we get (4.3).
(iii) ⇒ (ii) Evident.
(ii) ⇒ (i) Substituting the functions f = χ(x,∞) , x ∈ R, and using the equality μ1(R) = μ2(R), we obtain (i). This com-
pletes the proof. 
Remark 4.2. Theorems 3.1 and 4.1 remain true if the phrase “monotonically increasing function” is replaced by “bounded
continuous monotonically increasing function”. Only the implication (ii) ⇒ (i) needs proof. Consider ﬁrst the case of
Theorem 3.1. Fix x ∈ (a,b) and deﬁne for every n = 1,2, . . . the bounded continuous monotonically increasing function
fn : [a,b] → [0,1] by
fn(t) =
⎧⎨
⎩
0 if a t  x,
n(t−x)
b−x if x < t  x+ 1n (b − x),
1 otherwise.
It follows from (ii) that
∫
[a,b] fn dμ1 
∫
[a,b] fn dμ2 for all n 1. Since { fn}∞n=1 is pointwise convergent to χ(x,b] , the Lebesgue
monotone convergence theorem yields
F1(b) − F1(x) = μ1
(
(x,b])μ2((x,b])= F2(b) − F2(x),
which together with F1(b) = F2(b) leads to F2(x) F1(x). The case of Theorem 4.1 can be treated similarly.
Remark 4.3. Regarding condition (iii) of Theorem 4.1, note that if the measures μ1 and μ2 (which are supposed to sat-
isfy (i) and μ1(R) = μ2(R)) are supported in the interval [a,∞), where a ∈ R, then
∫
R
| f |dμ1 < ∞ for every monotonically
increasing function f : R → R such that ∫
R
| f |dμ2 < ∞ (because f (x) f (a) for almost every x ∈ R with respect to μ1).
It is worthwhile to note that the condition (iii) of Theorem 4.1 does not guarantee, by itself, that
∫
R
| f |dμ1 < ∞ for all
monotonically increasing functions f : R → R such that ∫
R
| f |dμ2 < ∞.
Example 4.4. Let μ be a ﬁnite positive Borel measure on R given by dμ(x) = (1+ x2)−3/2 dx. Deﬁne the strictly increasing
function φ : R → R by
φ(x) =
{
x if x−1,
2−x if x < −1.
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φ(x) x and x φ−1(x) for all x ∈ R. (4.4)
Denote by μ ◦ φ−1 the ﬁnite positive Borel measure on R given by μ ◦ φ−1(σ ) = μ(φ−1(σ )) for all Borel sets σ ⊆ R. It
follows from (4.4) that μ(R) = μ ◦ φ−1(R) and
μ
(
(−∞, x])μ((−∞, φ−1(x)])= μ ◦ φ−1((−∞, x]), x ∈ R.
Hence, by Theorem 4.1 (or direct calculations based on the measure transport theorem), for every monotonically increas-
ing function f : R → R, ∫
R
f dμ ◦ φ−1  ∫
R
f dμ whenever
∫
R
| f |dμ < ∞. In particular, this is the case for the identity
function f on R. However for such f we have
∫
R
| f |dμ < ∞ and ∫
R
f dμ ◦ φ−1 = −∞.
5. Extending the deﬁnition of Olson’s partial order
If E is the spectral measure of a selfadjoint operator A in H, then the function
F (x) = E((−∞, x]), x ∈ R, (5.1)
is usually called the resolution of the identity of A. For our purpose, it is convenient to call it the spectral distribution of A.
Spectral distributions can be characterized in an abstract manner. They are in one-to-one correspondence with spectral
measures via the equality (5.1) (see e.g., [1, Chapter 6]).
Throughout what follows, we shall write E A and F A for the spectral measure and the spectral distribution of a selfadjoint
operator A, respectively.
We say that selfadjoint operators A1 and A2 in H spectrally commute if their spectral measures commute, i.e.,
E A1 (σ )E A2 (τ ) = E A2 (τ )E A1 (σ ) for all Borel subsets σ ,τ of R. It is well known that A1 and A2 spectrally commute if and
only if F A1 (x)F A2 (y) = F A2 (y)F A1 (x) for all x, y ∈ R (this can be deduced from [26, Theorem 8.1] and [1, Theorem 6.3.2]).
The relationship between bounded vectors and spectral distributions is elucidated in Proposition 5.1 below, which is a
special case of [25, Proposition 4] (see also [12,5,11]).
Proposition 5.1. If A is a positive selfadjoint operator inH, then
R
(
F A(x)
)=Bx(A), x 0. (5.2)
Let V be a von Neumann algebra in B(H) (we always assume that I ∈V ). We say that a selfadjoint operator A in H is
aﬃliated to V if E A(σ ) ∈V for every Borel subset σ of R. This turns out to be equivalent to requiring that F A(x) ∈V for
all x ∈ R (use the bicommutant theorem).
We now extend the spectral order introduced by Olson in [17] to the case of unbounded selfadjoint operators (see
also [9]).
Deﬁnition. Given two selfadjoint operators A1 and A2 in H, we write A1  A2 if F A2 (x) F A1 (x) for all x ∈ R.
The continuity of scalar measures implies that the deﬁnition of A1  A2 does not depend on the way the spectral
distribution is deﬁned.
Lemma 5.2. If A1 and A2 are selfadjoint operators inH, then A1  A2 if and only if E A2 ((−∞, x)) E A1 ((−∞, x)) for all x ∈ R.
Clearly, the relation “” is a partial order in the set of all selfadjoint operators in H. It is called spectral order. Olson
proved in [17] that the lattice of all selfadjoint elements of a von Neumann algebra in B(H) is conditionally complete with
respect to the spectral order. Let us formulate its analogue for unbounded selfadjoint operators.
Theorem 5.3. LetV be a von Neumann algebra in B(H) and let {Tω: ω ∈ Ω} be a family of selfadjoint operators inH aﬃliated toV .
Assume that A1 and A2 are selfadjoint operators inH such that A1  Tω  A2 for all ω ∈ Ω . Then infω∈Ω Tω and supω∈Ω Tω exist
(with respect to the partial order “”) and both these operators are aﬃliated to V .
Proof. The proof goes through as for Theorem 1 in [17], with hardly any changes. The only difference is in showing that
the bounds Fi and Fs (deﬁned therein) have strong limits at −∞ and ∞ equal to 0 and IH respectively. However, this can
be deduced from analogical properties of the spectral distributions of A1 and A2. 
Corollary 5.4. If V is a von Neumann algebra in B(H), then the set of all selfadjoint operators A inH which are aﬃliated to V is a
conditionally complete lattice with respect to the partial order “”.
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We begin by formulating a useful (and easy to prove) property of monotonically increasing functions, which will be
employed in the proof of Proposition 6.2.
Lemma 6.1. Let f : R → R be a monotonically increasing function and let a ∈ R be such that f −1((−∞,a]) = ∅. Set a f =
sup f −1((−∞,a]). Then
(−∞,a f ) ⊆ f −1
(
(−∞,a])⊆ (−∞,a f ] ∩ R. (6.1)
If f is additionally assumed to be lower semicontinuous, then
f −1
(
(−∞,a])= (−∞,a f ] ∩ R.
Proposition 6.2. If A1 and A2 are selfadjoint operators in H such that A1  A2 , then f (A1)  f (A2) for every monotonically
increasing function f : R → R.
Proof. By the measure transport theorem (cf. [1, Theorem 5.4.10]), we have
E f (A j)(σ ) = E A j ◦ f −1(σ ), σ – Borel subset of R, j = 1,2. (6.2)
Fix a ∈ R. If f −1((−∞,a]) = ∅, then (6.2) yields F f (A2)(a) = F f (A1)(a) = 0. Otherwise f −1((−∞,a]) = ∅, which in view of
Lemma 6.1 implies that (6.1) holds. If a f = ∞, then, by (6.1) and (6.2), we have
F f (A2)(a) = E A2(R) = I = E A1(R) = F f (A1)(a).
If a f ∈ R and f −1((−∞,a]) = (−∞,a f ], then, by (6.2), F f (A2)(a) = F A2 (a f )  F A1 (a f ) = F f (A1)(a). Finally, if a f ∈ R and
f −1((−∞,a]) = (−∞,a f ), then by Lemma 5.2 we have F f (A2)(a) = E A2 ((−∞,a f )) E A1 ((−∞,a f )) = F f (A1)(a). 
Proposition 6.2 shows that if f is a monotonically increasing self-map of R, then the implication A1  A2 ⇒ f (A1) 
f (A2) holds for all selfadjoint operators A1 and A2 in H. Conversely, if f is a Borel self-map of R fulﬁlling the above
implication for all selfadjoint operators A1 and A2 in H, then f has to be monotonically increasing. To see this it is enough
to consider very special selfadjoint operators aIH , a ∈ R.
The following result is a counterpart of [17, Lemma 4] for unbounded selfadjoint operators.
Proposition 6.3. Let A1 and A2 be selfadjoint operators inH such that A1  A2 . Then 〈A1h,h〉 〈A2h,h〉 for all h ∈D(A1)∩D(A2).
Moreover, if A1 and A2 are bounded from below, thenD(A2) ⊆D(A1).
Proof. If h ∈ D(A1) ∩D(A2), then
∫
R
x2〈E A j (dx)h,h〉 < ∞, which implies that
∫
R
|x|〈E A j (dx)h,h〉 < ∞ for j = 1,2. This,
when combined with the equalities 〈E A1 (R)h,h〉 = 〈E A2 (R)h,h〉 = ‖h‖2 and Theorem 4.1, results in
〈A1h,h〉 =
∫
R
x
〈
E A1(dx)h,h
〉

∫
R
x
〈
E A2(dx)h,h
〉= 〈A2h,h〉.
We now prove the “moreover” statement. Consider ﬁrst the case when both operators A1 and A2 are positive. Since
〈E A1 (R)h,h〉 = 〈E A2 (R)h,h〉 = ‖h‖2 for all h ∈H, we deduce from Theorem 4.1, applied to the monotonically increasing
function f (x) = x2χ[0,∞)(x), that
∫
[0,∞) x
2〈E A1 (dx)h,h〉
∫
[0,∞) x
2〈E A2 (dx)h,h〉, which implies that D(A2) ⊆D(A1).
If A1 and A2 are bounded from below by a ∈ R, then, by Proposition 6.2, the operators A1 − aIH and A2 − aIH are
positive, selfadjoint and A1 − aIH  A2 − aIH . This, when combined with the previous paragraph, completes the proof. 
It is worthwhile noticing that, in general, the relation A1  A2 implies neither D(A2) ⊆D(A1) nor D(A1) ⊆D(A2).
Example 6.4. Let A1 be the selfadjoint operator of multiplication by a Borel function φ : R → R in L2(R) and let A2 be the
selfadjoint operator of multiplication by the identity function on R in L2(R). Consider the continuous function φ:
φ(x) =
⎧⎨
⎩
−x2 if x ∈ (−∞,−1],
x if x ∈ (−1,1],√
x if x ∈ [1,∞).
We show that A1  A2. First note that E A2 (σ )h = χσh for h ∈ L2(R). In turn, E A1 (σ ) = E A2 (φ−1(σ )) for Borel subsets σ
of R. This implies that for every Borel function ψ : R → [0,∞] and for every vector h ∈ L2(R), we have
1036 A. Płaneta, J. Stochel / J. Math. Anal. Appl. 389 (2012) 1029–1045∫
R
ψ(x)
〈
E A2(dx)h,h
〉= ∫
R
ψ(x)
∣∣h(x)∣∣2 dx,
∫
R
ψ(x)
〈
E A1(dx)h,h
〉= ∫
R
ψ
(
φ(x)
)∣∣h(x)∣∣2 dx. (6.3)
Since φ is strictly increasing and φ(x) x for all x ∈ R, we see that
E A2
(
(−∞, x])= E A1((−∞, φ(x)]) E A1((−∞, x]), x ∈ R,
which means that A1  A2. Deﬁne two functions h1,h2 ∈ L2(R) by
h1(x) =
{
0 if x ∈ (−∞,1],
x−3/2 if x ∈ (1,∞), h2(x) =
{ |x|−5/2 if x ∈ (−∞,−1],
0 if x ∈ (−1,∞).
Applying the formulas (6.3) to the function ψ(x) = x2, we deduce that h1 ∈D(A1) \D(A2) and h2 ∈D(A2) \D(A1).
Theorem 6.5 below generalizes [17, Corollary 1] and [3, Theorem 1] to the case of unbounded selfadjoint operators which
are not assumed to be positive. Our proof is completely different and the condition (iii) below admits essentially wider class
of functions.
Theorem 6.5. If A1 and A2 are selfadjoint operators inH, then the following conditions are equivalent:
(i) A1  A2 ,
(ii) f (A1) f (A2) for each bounded continuous monotonically increasing function f : R → [0,∞),
(iii) f (A1) f (A2) for each bounded monotonically increasing function f : R → R.
Proof. (i) ⇒ (iii) Apply Propositions 6.2 and 6.3, and note that f (A j) ∈ B(H) for any bounded complex Borel function f
on R.
(iii) ⇒ (ii) Evident.
(ii) ⇒ (i) If h ∈H, then∫
R
f (x)
〈
E A1(dx)h,h
〉= 〈 f (A1)h,h〉 〈 f (A2)h,h〉= ∫
R
f (x)
〈
E A2(dx)h,h
〉
for every bounded continuous monotonically increasing function f : R → [0,∞). Hence, by Remark 4.2, 〈F A2 (x)h,h〉 〈F A1 (x)h,h〉 for all h ∈H and x ∈ R. 
7. The spectral order among positive selfadjoint operators
In this section we study the spectral order within the class of positive selfadjoint operators. First, we show that the
spectral order forces an appropriate behaviour of bounded, analytic, quasianalytic and Stieltjes vectors of operators being
compared.
Proposition 7.1. Let A1 and A2 be positive selfadjoint operators in H such that A1  A2 . Then for every real s  0, the following
conditions hold:
(i) As1  As2 ,
(ii) D(As2) ⊆D(As1) andD∞(As2) ⊆D∞(As1),
(iii) ‖As1h‖ ‖As2h‖ for all h ∈D(As2),
(iv) 〈As1h,h〉 〈As2h,h〉 for all h ∈D(As2),
(v) As1  As2 .
Moreover,D∞(A2) ⊆D∞(A1),B(A2) ⊆B(A1),A (A2) ⊆A (A1),Q(A2) ⊆Q(A1) andS (A2) ⊆S (A1).
Proof. (i) Apply Proposition 6.2 to the monotonically increasing function f (x) = |x|sχ[0,∞)(x).
(ii) Employing (i) and Proposition 6.3, we see that D(At2) ⊆ D(At1) for all real t  0. Hence, D((As2)n) = D(Asn2 ) ⊆
D(Asn1 ) =D((As1)n) for all n ∈ N, which implies that2 D∞(As2) ⊆D∞(As1).
2 Note that D∞(Atj) =D∞(A j) for j = 1,2 and for all real t > 0.
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∫
[0,∞)
x2s
〈
E A1(dx)h,h
〉

∫
[0,∞)
x2s
〈
E A2(dx)h,h
〉= ∥∥As2h∥∥2
for every h ∈D(As2).
(iv) Use (i) and Proposition 6.3 (or deduce (iv) from (iii)).
(v) This is a direct consequence of (ii) and (iii).
The “moreover” statement follows from (ii) and (iii). 
Corollary 7.2. If A1 and A2 are positive selfadjoint operators inH such that At1  At2 for some real t > 0, then As1  As2 for every real
s 0.
Proof. Since Asj = (Atj)s/t , we can apply Proposition 7.1(i). 
According to Proposition 7.1, if A1 and A2 are positive selfadjoint operators in H such that A1  A2, then An1  An2 for
all n ∈ N. The question is whether the reverse implication holds. Below, we answer it in the aﬃrmative (see Corollary 7.6).
We begin by proving a key lemma. Throughout what follows, we adhere to the convention that 0/0 = 0 and a/0 = ∞ for
a ∈ (0,∞).
Lemma 7.3. If A1 and A2 are positive selfadjoint operators inH, then
(i) R(F A2 (x)) ∩EA1/A2 ⊆R(F A1 (x)) for every x ∈ R,
(ii) A1  A2 providedB(A2) ⊆ EA1/A2 ,
where EA1/A2 = {h ∈D∞(A1) ∩D∞(A2): LA1/A2 (h) 1} and3
LA1/A2(h) := lim infn→∞
n
√〈
An1h,h
〉/〈
An2h,h
〉
, h ∈D∞(A1) ∩D∞(A2). (7.1)
Proof. First note that if C is a positive selfadjoint operator in H and h ∈ D∞(C), then the sequence { n√〈Cnh,h〉 }∞n=1 is
convergent in [0,∞] (apply [24, Lemma 8(a)] to the operator A := C1/2, and note that n√〈Cnh,h〉 = ‖Anh‖2/n).
(i) Given h ∈ D∞(A1) ∩D∞(A2), we write rn(h) = 〈An1h,h〉/〈An2h,h〉. Fix real x  0 and take h ∈ R(F A2 (x)) ∩ EA1/A2 .
Then, by (5.2), h ∈Bx(A2). Since LA1/A2 (h) 1, there exists a strictly increasing sequence {kn}∞n=1 of positive integers such
that limn→∞ kn
√
rkn (h) 1. Combining all this together leads to the following estimates
lim
n→∞
n
√∥∥An1h∥∥= limn→∞ 2n
√〈
A2n1 h,h
〉
= lim
n→∞
kn
√〈
Akn1 h,h
〉
= lim
n→∞
kn
√
rkn(h) limn→∞
kn
√〈
Akn2 h,h
〉
 lim
n→∞
2n
√〈
A2n2 h,h
〉
= lim
n→∞
n
√∥∥An2h∥∥ x. (7.2)
Applying [24, Lemma 8(b)] to the operator A1, we see that h ∈Bx(A1). By (5.2), we have h ∈R(F A1 (x)), which shows that
R(F A2 (x)) ∩EA1/A2 ⊆R(F A1 (x)). This implies (i).
The statement (ii) is a direct consequence of (i) and (5.2). 
We are now in a position to prove our main characterization of the spectral order.
Theorem 7.4. If A1 and A2 are positive selfadjoint operators inH, then the following conditions are equivalent:
(i) A1  A2 ,
(ii) D∞(A2) ⊆D∞(A1) and LA1/A2 (h) 1 for all h ∈D∞(A2),
3 The question of the existence of limit in (7.1) is discussed in Appendix A.
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(iv) B(A2) ⊆B(A1) and LA1/A2 (h) 1 for all h ∈B(A2).
Proof. (i) ⇒ (ii) It follows from parts (ii) and (iv) of Proposition 7.1 that D∞(A2) ⊆D∞(A1) and 〈An1h,h〉 〈An2h,h〉 for all
n 0 and h ∈D∞(A2), which implies that LA1/A2 (h) 1 for all h ∈D∞(A2).
(ii) ⇒ (iii) Evident.
(iii) ⇒ (i) Apply Lemma 7.3(ii).
(i) ⇒ (iv) Use (i) ⇒ (ii) and apply Proposition 7.1.
(iv) ⇒ (iii) Evident. 
Corollary 7.5. If A1 and A2 are positive selfadjoint operators inH, then the following conditions are equivalent:
(i) A1  A2 ,
(ii) D∞(A2) ⊆D∞(A1) andIA1,A2 (h) = N for all h ∈D∞(A2),
(iii) D∞(A2) ⊆D∞(A1) and the setIA1,A2 (h) is inﬁnite for all h ∈D∞(A2),
(iv) B(A2) ⊆D∞(A1) and the setIA1,A2 (h) is inﬁnite for all h ∈B(A2),
(v) B(A2) ⊆B(A1) and the setIA1,A2 (h) is inﬁnite for all h ∈B(A2),
whereIA1,A2 (h) := {n ∈ N: 〈An1h,h〉 〈An2h,h〉} for h ∈D∞(A1) ∩D∞(A2).
Proof. The implication (i) ⇒ (ii) follows from Proposition 7.1(ii) and (iv). The remaining implications can be deduced from
Theorem 7.4. 
The following corollary, except for its part (iv), is a generalization of [17, Theorem 3] to the case of unbounded operators.
The equivalence (iii) ⇔ (iv) below seems to be of independent interest.
Corollary 7.6. Let A1 and A2 be positive selfadjoint operators in H. Assume that {kn}∞n=1 ⊆ N∗ and {rn}∞n=1 ⊆ [1,∞) are sequences
such that limn→∞ kn = ∞ and lim infn→∞ kn√rn  1. Then the following conditions are equivalent:
(i) A1  A2 ,
(ii) An1  An2 for all n 0,
(iii) An1  An2 for all n 0,
(iv) Akn1  rn A
kn
2 for all n 1.
Proof. It follows from Proposition 7.1 that (i) implies (ii) and (ii) implies (iii). The implication (iii) ⇒ (iv) is evident.
(iv) ⇒ (i) Since D(Atj) ⊆ D(Asj) for all non-negative real numbers s, t such that s  t , we see that D∞(A j) =⋂∞
n=1D(A
kn/2
j ) for j = 1,2. It follows from (iv) that D(Akn/22 ) ⊆D(Akn/21 ) for all n  1. Combining these facts, we deduce
that D∞(A2) ⊆D∞(A1). Hence, by (iv), we have〈
Akn1 h,h
〉= ∥∥Akn/21 h∥∥2  rn∥∥Akn/22 h∥∥2 = rn〈Akn2 h,h〉, h ∈D∞(A2), n 1.
An application of Theorem 7.4 completes the proof. 
The next corollary sheds new light on the relationship between the partial orders “” and “”.
Corollary 7.7. Let A1 and A2 be positive selfadjoint operators inH. Then the following conditions are equivalent:
(i) A1  A2 ,
(ii) the set {n ∈ N: An1  An2} is ﬁnite.
Moreover, if A1  A2 andB(A2) ⊆D∞(A1), then there exists h ∈B(A2) such that the set {n ∈ N: 〈An1h,h〉 〈An2h,h〉} is ﬁnite.
Proof. The equivalence (i) ⇔ (ii) can be deduced from the equivalence (i) ⇔ (iv) of Corollary 7.6 by applying contraposition
(with rn ≡ 1 and the sequence {kn}∞n=1 being appropriately chosen). The “moreover” part of the conclusion follows from
Corollary 7.5(iv). 
8. An example
Our aim in this section is to illustrate Corollary 7.7. We conﬁne ourselves to discussing the case of the two-dimensional
Hilbert space H= C2, where C stands for the ﬁeld of all complex numbers. In this situation, the spectral order has a simple
characterization which proof being elementary (though a little bit technical) is left to the reader.
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two-dimensional, then the corresponding eigenvalue is repeated twice). Then the following two conditions are equivalent:
(i) A  B,
(ii) α j  β j for j = 1,2, andN (A − α1) =N (B − β1) whenever β1 < α2 .
Moreover, if A  B and β1 < α2 , then AB = B A.
Note that if α j  β j for j = 1,2, and β1  α2, then A  B may not force the commutativity of A and B . Indeed, if
α1 < α2  β1 < β2 and P , Q ∈ B(C2) are arbitrary noncommuting orthogonal projections, then the symmetric matrices
A = (α1 − α2)P + α2 and B = (β1 − β2)Q + β2 do not commute and A  B (remark that dimR(P ) = dimR(Q ) = 1).
Assuming additionally that α1  0, we get A  0 and B  0.
Let A and Bθ be the matrices given by
A =
[
1 1
1 1
]
and Bθ =
[
2 1
1 θ
]
for θ ∈ [1,∞). (8.1)
Clearly, A  0 and Bθ  0. The matrices A and B1 appeared in [4, p. 584]. It was noticed there that A  B1 and A2  B21
(hence A  B1).
Lemma 8.2. If A and Bθ are as in (8.1), then the following conditions are equivalent:
(i) A  Bθ ,
(ii) ABθ = Bθ A,
(iii) θ = 2.
Proof. Note that α1 = 0 and α2 = 2 are eigenvalues of the matrix A, and βθ,1 = (θ +2−√Δθ )/2 and βθ,2 = (θ +2+√Δθ )/2
are eigenvalues of the matrix Bθ , where Δθ = (θ − 2)2 + 4. Since θ − 2 |θ − 2| < √Δθ , we deduce that
βθ,1 < α2. (8.2)
(i) ⇒ (ii) By Lemma 8.1 and (8.2), the matrices A and Bθ commute.
(ii) ⇔ (iii) Evident.
(iii) ⇒ (i) This is a direct consequence of Lemma 8.1, (8.2) and the equalities A = A − α1 = B2 − β2,1. 
Note that limθ→∞ βθ,1 = 2= 12 (β2,1 + β2,2) = β2,1 and limθ→∞ βθ,2 = ∞.
We are now ready to illustrate Corollary 7.7 by showing that for every integer k  1, there exist positive selfadjoint
operators A1 and A2 acting on the same Hilbert space such that An1  An2 for all n = 0, . . . ,k, and A1  A2.
Proposition 8.3. Let A and Bθ be as in (8.1). Then for every positive integer k there exists θk ∈ (2,∞) such that for all θ ∈ [θk,∞),
(i) An  Bnθ for all n = 0, . . . ,k,
(ii) A  Bθ .
Proof. An induction argument gives
An = 2n−1A, n 1.
Since the matrix Bθ is symmetric, we can write its n-th power in the form
Bnθ =
[
an bn
bn cn
]
, n 1. (8.3)
Calculating the (n+ 1)-th power of Bθ , we get
an+1 = 2an + bn, bn+1 = an + θbn = 2bn + cn, cn+1 = bn + θcn, n 1. (8.4)
Using an induction argument, we deduce that (recall that a1 = 2 and a2 = 5)
an+2, bn and cn are monic polynomials in θ for all n 1, (8.5)
the coeﬃcients of an, bn and cn are non-negative integers for all n 1, (8.6)
degan =max{n− 2,0}, degbn = n− 1 and deg cn = n for all n 1. (8.7)
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that ak(θ)−2k−1, the (1,1)-entry of Bkθ − Ak , is positive for every θ ∈ [1,∞). Indeed, this can be seen by applying (8.6) and
an induction argument to the recurrence formula
an+1(θ) − 2n (8.4)= 2
(
an(θ) − 2n−1
)+ bn(θ), n 1.
The next step is to prove that det(Bkθ − Ak) > 0 for θ large enough. Since the polynomial ck is monic (cf. (8.5)), we obtain
det
(
Bkθ − Ak
) = (akck − b2k)− 2k−1ck + 2kbk − 2k−1ak
(8.3)&(8.7)= det(Bkθ )− 2k−1θk +k−1
= (det Bθ )k − 2k−1θk +k−1
= (2θ − 1)k − 2k−1θk +k−1
= 2kθk − 2k−1θk +′k−1
= 2k−1θk +′k−1,
where k−1 and ′k−1 are polynomials in θ whose degrees are less than or equal to k − 1. Applying Sylvester’s criterion
shows that Bkθ − Ak  0 for θ large enough. If θ = 2, then, by Lemma 8.2, A  Bθ . This completes the proof. 
9. Reduction to the case of bounded selfadjoint operators
It follows from the deﬁnition of the spectral order that if A1 and A2 are selfadjoint operators in H such that A1  A2,
then
F A1(x)F A2(x) = F A2(x)F A1(x), x ∈ R. (9.1)
The requirement (9.1) is much weaker than the spectral commutativity of A1 and A2 (see Section 8). It was proved in
[17, Theorem 2] that if A1, A2 ∈ B(H) are selfadjoint, then A1  A2 if and only if (9.1) holds and A1  A2. The question
arises whether this result remains valid for unbounded operators. Since in the unbounded case the partial order “” is
deﬁned only for positive selfadjoint operators, we have to restrict our considerations to this particular class of operators
(see also Example 6.4). Within this scope, the answer to our question is in the aﬃrmative (cf. Corollary 9.6; see also
Corollary 9.9).
We begin by proving a series of lemmas. For the sake of self-containedness, we include the proof of the following known
fact.
Lemma 9.1. Let A be a positive selfadjoint operator in H and η be a positive real number. If f : [0,∞) → [0, η] and g : [0, η] →
[0,∞) are Borel functions, then the spectrum of f (A) is contained in [0, η] and
g
(
f (A)
)= (g ◦ f )(A).
Proof. Since E f (A)(σ ) = E A( f −1(σ )) for all Borel subsets σ of R, we get
E f (A)
(
(η,∞))= E A( f −1((η,∞)))= E A(∅) = 0.
Hence the spectrum of the positive selfadjoint operator f (A), being equal to the closed support of E f (A) , is contained in
[0, η]. This means that g( f (A)) makes sense. Applying the measure transport theorem for spectral measures, we get
(g ◦ f )(A) =
∫
[0,∞)
g ◦ f dE A =
∫
[0,η]
g dE A ◦ f −1 =
∫
[0,η]
g dE f (A) = g
(
f (A)
)
,
which completes the proof. 
Lemma 9.2. If A1 and A2 are selfadjoint operators inH, then A1  A2 if and only if −A2 −A1 .
Proof. Since E−A j (σ ) = E A j (−σ) for all Borel subsets σ of R, we have
F−A j (x) = E A j
([−x,∞))= I − E A j ((−∞,−x)), x ∈ R. (9.2)
If A1  A2, then by Lemma 5.2 E A2 ((−∞, x)) E A1 ((−∞, x)) for x ∈ R, and hence by (9.2) we have F−A1 (x) F−A2 (x) for
x ∈ R, which means that −A2 −A1. Applying the above to −A2 and −A1, we get the reverse implication. 
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then f (A2) f (A1).
Proof. Apply Proposition 6.2 to − f and Lemma 9.2. 
Lemma 9.4. Let C1,C2 ∈ B(H) be positive selfadjoint injective operators whose spectra are contained in the closed interval [0, η]with
η ∈ (0,∞). Suppose that f : (0, η] → [0,∞) is a monotonically decreasing bijection. If C1  C2 , then f (C2) f (C1).
Proof. Let us extend f to the function f˜ : [0, η] → [0,∞) by setting f˜ (0) = 0. Since zero does not belong to the point
spectrum of C j , f (C j) makes sense and f (C j) = f˜ (C j), j = 1,2. Deﬁne fˇ : [0, η] → (−∞,0] by fˇ (x) = − f˜ (x) for x ∈ [0, η].
In view of Lemma 9.2, it is suﬃcient to show that fˇ (C1)  fˇ (C2). Consider now two cases. If x ∈ (−∞,0), then the fact
that EC j ({0}) = 0 enables us to compute
F fˇ (C j)(x) = EC j
(
fˇ −1
(
(−∞, x]))= EC j ((0, f −1(−x)])
= EC j
([
0, f −1(−x)])= FC j ( f −1(−x)).
Hence, by C1  C2, we have F fˇ (C2)(x)  F fˇ (C1)(x). In turn, if x ∈ [0,∞), then the assumption that the spectrum of C j is
contained in [0, η] yields
F fˇ (C j)(x) = EC j
(
fˇ −1
(
(−∞, x]))= EC j ([0, η])= I.
Summarizing, we have proved that fˇ (C1) fˇ (C2), which completes the proof. 
We are now in a position to prove the general reduction theorem.
Theorem 9.5. Let A1 and A2 be positive selfadjoint operators in H. Assume that g : [0,∞) → (0, η] is a monotonically decreasing
bijection, where η ∈ (0,∞). Then the following conditions are equivalent:
(i) A1  A2 ,
(ii) g(A2) g(A1),
(iii) g(A2) g(A1) and (9.1) holds.
Proof. (i) ⇒ (ii) Let g˜ : R → (0, η] be the extension of g given by g˜(x) = g(0) = η for x ∈ (−∞,0). Clearly g˜ is monotonically
decreasing, and so by Corollary 9.3, we have g(A2) = g˜(A2) g˜(A1) = g(A1).
(ii) ⇒ (i) Set C j = g(A j) for j = 1,2. Then, by the spectral mapping theorem, the operators C1 and C2 satisfy the
assumptions of Lemma 9.4 with f := g−1 : (0, η] → [0,∞). Hence f (C1) f (C2). Let f˜ : [0, η] → [0,∞) be the extension
of f deﬁned by f˜ (0) = 0. Then, by Lemma 9.1, we have
f (C j) = f˜ (C j) = f˜
(
g(A j)
)= ( f˜ ◦ g)(A j) = A j,
which implies that A1  A2.
(i) ⇒ (iii) We know that A1  A2 implies (9.1). It follows from (i) ⇒ (ii) that g(A2)  g(A1). Hence (either by
[17, Theorem 2] or by Proposition 7.1) we have g(A2) g(A1).
(iii) ⇒ (ii) Consider the function h := −g : [0,∞) → [−η,0). By (iii), we have h(A1) h(A2). Since
Fh(A j)(x) = E A j
(
h−1
(
(−∞, x])), x ∈ R,
we get
Fh(A j)(x) =
⎧⎨
⎩
0, x ∈ (−∞,−η),
E A j ([0, g−1(−x)]), x ∈ [−η,0),
I, x ∈ [0,∞),
j = 1,2. (9.3)
As F A j (y) = E A j ([0, y]) for all y ∈ [0,∞) and j = 1,2, we infer from (9.3) that for every x ∈ R the operators Fh(A1)(x) and
Fh(A2)(x) commute. Applying [17, Theorem 2] to bounded selfadjoint operators h(A1) and h(A2), we deduce that h(A1) 
h(A2). By Lemma 9.2, this implies that g(A2) g(A1), which completes the proof. 
We now derive some important consequences from Theorem 9.5. We begin by answering the main question of this
section.
Corollary 9.6. If A1 and A2 are positive selfadjoint operators in H and ε is a positive real number, then the following conditions are
equivalent:
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(ii) (ε I + A2)−1  (ε I + A1)−1 ,
(iii) (ε I + A2)−1  (ε I + A1)−1 and (9.1) holds,
(iv) A1  A2 and (9.1) holds.
Proof. Applying Theorem 9.5 (with η = 1ε and g(x) = 1ε+x for x ∈ [0,∞)), we see that the conditions (i), (ii) and (iii)
are equivalent. The implication (i) ⇒ (iv) follows from Proposition 7.1. Finally, the implication (iv) ⇒ (iii) is an immediate
consequence of [10, Theorem 2.21, p. 330]. 
Corollary 9.7. If A1 and A2 are selfadjoint operators inH both bounded from below and ε is a positive real number, then the following
conditions are equivalent:
(i) A1  A2 ,
(ii) e−εA2  e−εA1 ,
(iii) e−εA2  e−εA1 and (9.1) holds.
Proof. If the operators A1 and A2 are positive, then the conditions (i), (ii) and (iii) are equivalent due to Theorem 9.5
applied to η = 1 and g(x) = e−εx , x ∈ [0,∞).
Suppose now that A1 and A2 are selfadjoint operators which are bounded from below. Then there exists a real number a
such that the operators B1 := A1 − aIH and B2 := A2 − aIH , still being selfadjoint, are positive. By Proposition 6.2, A1  A2
if and only if B1  B2. It is also clear that FB j (x) = F A j (x + a) for x ∈ R and e−εB j = eεae−εA j for j = 1,2. Moreover, if D
is a selfadjoint operator, then FrD(x) = FD( 1r x) for all x ∈ R and r > 0. This means that the proof reduces to the case of
positive selfadjoint operators B1 and B2. 
Recall that due to Stone’s theorem (cf. [18, Theorem 13.37]) the inﬁnitesimal generator of a C0-semigroup of bounded
selfadjoint operators on H is always selfadjoint.
Corollary 9.8. Let {T j(t)}t0 ⊆ B(H) be a C0-semigroup of selfadjoint operators and A j be its inﬁnitesimal generator, j = 1,2. Then
the following conditions are equivalent:
(i) A1  A2 ,
(ii) T1(t) T2(t) for some t > 0,
(iii) T1(t) T2(t) for every t > 0,
(iv) T1(t) T2(t) for some t > 0, and (9.1) holds,
(v) T1(nt) T2(nt) for some t > 0 and for inﬁnitely many n ∈ N,
(vi) T1(t) T2(t) for every t > 0.
Proof. It follows from Stone’s theorem that the selfadjoint operators −A1 and −A2 are bounded from below and T j(t) =
e−t(−A j) for t  0. Applying Lemma 9.2 and Corollary 9.7, we see that the conditions (i)–(iv) are equivalent.
(iii) ⇒ (vi) Apply Proposition 7.1.
(vi) ⇒ (v) Obvious.
(v) ⇒ (ii) Since T j(nt) = T j(t)n , we can apply Corollary 7.7. 
The characterization (iii) of the spectral order which appears in Corollary 9.6 can be also formulated for selfadjoint
operators which are bounded from below. Notice that in this more general context a part of Corollary 9.6(iv) which deals
with the partial order “” makes no sense.
Corollary 9.9. If A1 and A2 are selfadjoint operators in H bounded from below by a ∈ R, then for every real ε > −a the following
conditions are equivalent:
(i) A1  A2 ,
(ii) (ε I + A2)−1  (ε I + A1)−1 ,
(iii) (ε I + A2)−1  (ε I + A1)−1 and (9.1) holds.
Proof. Argue as in the proof of Corollary 9.7 and apply Corollary 9.6 to positive selfadjoint operators B1 := A1 − aIH and
B2 := A2 − aIH . 
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ators. However, this is not the case. To be more precise, consider a Borel self-map φ of the right half-axis which solves the
functional equation φ ◦ g = g ◦ φ, where g is as in Theorem 9.5. If we knew that
A1  A2 ⇒ φ(A1) φ(A2) (9.4)
for all bounded positive operators A1 and A2, then by Theorem 9.5 the implication (9.4) would hold for all positive selfad-
joint operators A1 and A2. However, the important case of self-maps φs(x) = xs , s > 0, does not ﬁt into the above scheme
because none of them satisﬁes the functional equation φ ◦ g = g ◦ φ.
10. Connections with essential selfadjointness
We begin by recalling the following fundamental property of the spectral order (cf. Proposition 7.1):
if A1 and A2 are positive selfadjoint operators in H such that A1  A2, then D(An2) ⊆D(An1) and〈
An1h,h
〉

〈
An2h,h
〉
for all h ∈D(An2) and n ∈ N. (10.1)
In particular, the inequality in (10.1) holds for all bounded vectors of A2 which form a dense subset of H. In this section we
discuss the reverse implication, not assuming that the operators in question are selfadjoint. We ﬁrst show that if positive
symmetric operators A1 and A2 satisfy a weak variant of Corollary 7.6(iv) (in the sense of (10.1)) on a dense set of bounded
vectors of A2, then they are essentially selfadjoint, and their closures are comparable with respect to “”.
Theorem 10.1. Let A1 and A2 be positive symmetric operators in H and let {kn}∞n=1 ⊆ N∗ and {rn}∞n=1 ⊆ [0,∞) be sequences such
that:
(a) limn→∞ kn = ∞,
(b) lim infn→∞ kn
√
rn  1,
(c) B(A2) is dense inH,
(d) B(A2) ⊆D∞(A1),
(e) 〈A2kn1 h,h〉 rn〈A2kn2 h,h〉 for all integers n 1 and for all h ∈B(A2).
Then A1 and A2 are selfadjoint and A1  A2 .
Proof. We ﬁrst show that A1 and A2 are selfadjoint. Fix real a > 0 and take h ∈Ba(A2). It follows from [24, Lemma 8(a)]
that the limit limn→∞ n
√
‖Anj g‖ exists in [0,∞] for all g ∈D∞(A j) and for j = 1,2. Therefore, we have4
lim
n→∞
n
√∥∥An1h∥∥ (a)= limn→∞ kn
√∥∥Akn1 h∥∥ (d)&(e) lim infn→∞ 2kn√rn limn→∞ kn
√∥∥Akn2 h∥∥
(b)
 lim
n→∞
kn
√∥∥Akn2 h∥∥= limn→∞ n
√∥∥An2h∥∥.
Applying [24, Lemma 8(b)], we deduce from the above that h ∈ Ba(A1). Thus Ba(A2) ⊆ Ba(A1), which implies that
B(A2) ⊆ B(A1). It follows from (c) and the last inclusion that both operators A1 and A2 are essentially selfadjoint (cf.
Proposition 2.1).
Let us rewrite (e) as follows∥∥Akn1 h∥∥2  rn∥∥Akn2 h∥∥2, h ∈B(A2), n 1. (10.2)
By (c) and Proposition 2.1, B(A2) is a core of A
kn
2 . Take f ∈D(Akn2 ). Then there exists {hm}∞m=1 ⊆B(A2) such that hm → f
and Akn2 hm → Akn2 f as m → ∞. According to (10.2), the sequence {Akn1 hm}∞m=1 is convergent in H. Thus f ∈ D(Akn1 ) and
Akn1 f = limm→∞ Akn1 hm . Since B(A1) is dense in H (because of (c) and B(A2) ⊆ B(A1)), we infer from Proposition 2.1
that Akn1 = A kn1 and therefore f ∈D(A kn1 ). Substituting h = hm into (10.2) and letting m tend to inﬁnity, we get ‖A kn1 f ‖2 
rn‖Akn2 f ‖2. Combining all this together and using (a), we see that D∞(A2) ⊆D∞(A1) and 〈A 2kn1 f , f 〉  rn〈A 2kn2 f , f 〉 for
all f ∈D∞(A2) and n  1. Hence, by (b), we can apply Theorem 7.4(ii) to positive selfadjoint operators A1 and A2. This
completes the proof. 
4 Compare with similar reasoning used in (7.2).
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such that:
(a) {kn}∞n=1 is a sequence of distinct numbers and limsupn→∞ knn < ∞,
(b) limsupn→∞ kn
√
rn  1,
(c) the linear span ofS (A2) is dense inH,
(d) S (A2) ⊆D∞(A1),
(e) 〈A2kn1 h,h〉 rn〈A2kn2 h,h〉 for all integers n 1 and for all h ∈S (A2).
Then A1 and A2 are selfadjoint and A1  A2 .
Proof. First, we show that S (A2) ⊆S (A1). Take h ∈S (A2). Without loss of generality we can assume that ‖h‖ = 1. By
symmetricity of A2, the sequence {‖An2h‖
1
n }∞n=1 is monotonically increasing (see e.g., [27, inequality (4)]). In view of (a),
there exists s ∈ N∗ such that kn  sn for all n ∈ N∗ . Hence, we get
∞ =
∞∑
n=1
1
‖Asn2 h‖
1
2sn

∞∑
n=1
1
‖Akn2 h‖
1
2kn
(10.3)
(the ﬁrst series in (10.3) is divergent because the sequence {‖An2h‖−
1
2n }∞n=1 is monotonically decreasing and∑∞
n=1 ‖An2h‖−
1
2n = ∞; see [23, Section 1]). It follows from (b) that there exists real t  1 such that kn√rn  t4 for all
integers n 1. This and (10.3) imply that
∞ = 1
t
∞∑
n=1
1
‖Akn2 h‖
1
2kn

∞∑
n=1
1
4kn
√
rn‖Akn2 h‖
1
2kn
(e)

∞∑
n=1
1
‖Akn1 h‖
1
2kn
(a)

∞∑
n=1
1
‖An1h‖
1
2n
,
which shows that h ∈S (A1).
By (c) and the previous paragraph, the linear span of the set S (A j) is dense in H for j = 1,2. Consequently, by
Nussbaum’s theorem (cf. [16]), the operators A1 and A2 are selfadjoint, and the set B(A2) (⊆ S (A2)) is dense in H.
Applying Theorem 10.1 completes the proof. 
Appendix A
Concluding the paper, we discuss the question of when the limit in (7.1) exists.
Proposition A.1. If A1 and A2 are positive selfadjoint operators in H, then for every vector h in X := (B(A1) ∩ D∞(A2)) ∪
(D∞(A1) ∩B(A2)) the sequence { n
√〈An1h,h〉/〈An2h,h〉 }∞n=1 is convergent in [0,∞].
Proof. We split the proof into a few steps.
Step 1. If C is a positive selfadjoint operator in H and h ∈D∞(C), then the following conditions are equivalent5:
(a) h ∈N (C),
(b) for every integer n 1, 〈Cnh,h〉 = 0,
(c) there exists an integer k 1 such that 〈Ckh,h〉 = 0,
(d) LC (h) := limn→∞ n
√〈Cnh,h〉 = 0.
The implications (a) ⇒ (b) and (b) ⇒ (c) are obvious. For (c) ⇒ (d), note that the equalities ∫[0,∞) xk〈EC (dx)h,h〉 =
〈Ckh,h〉 = 0 imply that the measure 〈EC (·)h,h〉 is supported in {0}, and so 〈Cnh,h〉 = 0 for all integers n 1, which gives (d).
The implication (d) ⇒ (a) can easily be deduced from the fact that the sequence { n√〈Cn f , f 〉 }∞n=1 is monotonically increasing
for every vector f ∈D∞(C) of norm one (see e.g., [27]).
Step 2. The limit limn→∞ n
√〈An1h,h〉/〈An2h,h〉 exists for h ∈D∞(A1) ∩N (A2).
Indeed, by Step 1, the limit equals 0 if h ∈N (A1) and ∞ otherwise.
Step 3. The limit limn→∞ n
√〈An1h,h〉/〈An2h,h〉 exists for h ∈X .
5 The limit in (d) exists due to the proof of Lemma 7.3.
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√〈An1h,h〉 }∞n=1 and
{ n√〈An2h,h〉 }∞n=1 are convergent in [0,∞] and, by our assumption on h, one of their limits is ﬁnite, we conclude that
the limit limn→∞ n
√〈An1h,h〉/〈An2h,h〉 exists and is equal to LA1 (h)/LA2 (h). 
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