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Abstract
This paper proposes an algorithm for the estimation of the parameters of a Logistic
Auto-logistic Model when some values of the target variable are missing at random but
the auxiliary information is known for the same areas. First, we derive a Monte Carlo
EM algorithm in the setup of maximum pseudo-likelihood estimation; given the analytical
intractability of the conditional expectation of the complete pseudo-likelihood function, we
implement the E-step by means of Monte Carlo simulation. Second, we give an example
using a simulated dataset. Finally, a comparison with the standard non-missing data case
shows that the algorithm gives consistent results.
JEL Classiﬁcation: C13, C15, C51
Keywords: Spatial Missing Data, Monte Carlo EM Algorithm, Logistic Auto-logistic
Model, Pseudo-Likelihood.
1 Introduction
The missing-data problem has a long history in statistics; since the early 1970’s the lit-
erature has grown quite rapidly, mainly because of the widespread availability of cheap
computing power; see Little and Rubin (2002) for a review. In the framework of spatial
statistics, however, most techniques have to be modiﬁed in order to take care of the features
of spatially dependent data; several tools have been developed, according to the estimation
methodology, the nature of missing data and the goals of the analysis. While referring the
reader to Haining (2003, sect. 4.4.1) for details concerning the various approaches, in this
paper we concentrate on the missing-data problem in the setup of maximum likelihood
estimation of the Logistic Auto-logistic Model.
1The missing-data problem in this framework was treated by several authors: see Hain-
ing (2003, sect. 4.4.1) and the references therein. Although their approach is conceptually
similar to the one developed in the present paper, it is mainly based on multivariate nor-
mality, and can possibly be extended only to cases where the likelihood function can be
written in closed form. The latter requirement is not satisﬁed by the Logistic Auto-logistic
Model (LAM) considered here, so that diﬀerent technical solutions are needed. Consid-
ering that the likelihood function for the LAM is not available in closed form, in this
paper we will use the Pseudo-Likelihood approach: more precisely, we will maximize the
Pseudo-Likelihood function by means of the EM algorithm.
The rest of the paper is organized as follows. Section 2 reviews the Logistic Auto-
logistic Model and develops the estimation procedure with missing data in the target
variable; section 3 gives an example of the mechanics of the algorithm, based on simulated
data, with diﬀerent percentages of missing data. Section 4 concludes and outlines possible
directions for future research.
2 The estimation procedure
From now on, for notational simplicity and without any loss of generality, we focus on
regular grids. A spatial random process ˜ Y on a (k×k) grid D ⊂ I R2 is naturally described
by a matrix of random processes. Each element of ˜ Y is then characterized by two indexes:
˜ Yij (i,j = 1,...,k). However, it is common to stack the columns of the random ﬁeld
˜ Y on top of each other; in this manner, the data generating process becomes a random
vector Y = vec( ˜ Y ) and a single index is suﬃcient to identify each dependent variable Yi
(i = 1,...,k2). In the following we will adhere to this convention.
Thus, let Yi be a Bernoulli random variable: Yi = 1 if a success is observed in area i and
0 otherwise, i.e. Yi = 1 with probability πi (i = 1,...,k2), where πi is given in deﬁnition 1.
The data generating process assumed in this paper is called Logistic Auto-logistic Model
(LAM), deﬁned as follows.
Deﬁnition 1 A random ﬁeld Y (s), s ∈ D, D ⊂ I R2 is called a Logistic Auto-Logistic
Model (LAM) if the conditional distribution of Yi given Yj, j ∈ C(i), is given by
πi = P(Yi = yi|Yj = yj, j 6= i, j ∈ C{i}) =
exp{yi(α + γ0xi + β
P
j∈C{i} yj)}




where yi ∈ {0,1}, xi = (x1,...,xm)0 is the vector containing the m auxiliary variables for
the i-th area and C(i) is the neighborhood set of cell i.
A review of the most common neighborhood criteria and of the corresponding identi-
ﬁcations of the neighborhood set can be found in Haining (2003, pag. 80-85). Notice also
2that the LAM is an extension of the well known Auto-logistic model (Haining 2003, sect.
9.1.2 or Cressie 1993, pag. 423); this approach considers both the logistic (covariates) and
autologistic (autocovariates) components (Arbia 2006, pag. 124-126).
Unfortunately, direct application of the maximum likelihood method of estimation to
the LAM is usually impossible, because the Yi’s are dependent and their joint distribution
is not computable: see Strauss (1992) for details. However, a solution which combines
simplicity of implementation and good statistical properties consists in treating the ob-
servations as if they were independent; this approach allows to obtain a “likelihood-type”
function as the product of the conditional densities:
PL =
Y
P(yi|all other yj’s). (2)
Formula (2), considered as a function of the parameters, is called Pseudo-Likelihood (PL),
and is then maximized with respect to the parameters, as in the ML approach. Notice
that, in this setup, (2) is just the likelihood function of a logistic model, so that maxi-
mization can be performed by means of standard techniques. This methodology, known
as Maximum Pseudo-Likelihood (MPL), was ﬁrst introduced by Besag (1975, 1977; see
also Strauss and Ikeda 1990, Arnold and Strauss 1991, Strauss 1992), who has also shown
that the estimators obtained enjoy all the properties of standard MLE’s, with the excep-
tion of eﬃciency. However, ineﬃciency is usually negligible, and compensated by huge
computational advantages.
The problem studied here consists in the fact that for some cells Yi is missing, whereas
the auxiliary information is available; it is also assumed that the observations are missing
at random. In such a setup it does not make sense to discard these observations, because
the auxiliary information would be discarded as well.
In cases when the maximum likelihood estimation method can be applied, the most
common way of tackling the missing data problem is based on the EM algorithm; this
technique, developed by Dempster et al. (1977) and speciﬁcally devoted to likelihood
maximization with missing data, has several desirable properties and has been used for
the solution of a variety of problems; referring the reader to McLachlan and Krishnan
(1996) for a thorough treatment of the algorithm, here we limit ourselves to recall that
the algorithm iterates until convergence two steps, called E (Expectation) and M (Maxi-
mization). The ﬁrst one is given by the conditional expectation (given the observed data
and the current estimated parameters values) of the so called complete likelihood function,
i.e. the hypothetical likelihood function that would be available if the missing data were
observed; the M-step consists in maximizing this conditional expectation.
To implement the algorithm, we would thus need to write down the complete and
observed (incomplete) likelihood functions, but, as mentioned above, the observations are
not independent, so that even when no observations are missing, we cannot write the
3likelihood function. We therefore resort to the MPL estimation methodology and work













i (1 − πi)1−yi,
where πi is given by (1) and kobs is the number of observed data. As can be seen, in the
complete-data case estimation would be based on standard MPL methods, which implies
that we know how to perform the M-step: we just have to estimate a logistic model as if
the observations were independent.
Denoting with Y mis the (kmis)-vector of the missing data (kmis = k2 − kobs), with




obs)0 (k2 × 1) the complete
data, the E-step requires to compute the conditional expectation of the complete pseudo
log-likelihood function plc = log(PLc), given the current values of the parameters and the
observed data: Eπ(t){plc(Y |yobs,π(t))}, where Eπ(t) denotes expectation with respect to
the current (at the t-th iteration) distribution of the complete data.
Unfortunately, plc is not linear in the missing data, so that its conditional expectation
cannot be simply obtained by computing the conditional expectation of the missing data
Eπ(t){Y mis|yobs,π(t)} and plugging it into the complete pseudo log-likelihood function.






































It is clear that (3) is analytically intractable. In such cases, the preferred solution
consists in performing the E-step by Monte Carlo simulation (Monte Carlo EM - MCEM:
Wei and Tanner 1990; see also McLachlan and Krishnan 1996, sect. 6.2); in the present
framework, this requires a large number (say B) of simulations of the random ﬁeld Y and
completes the E-step.
Using a terminology similar to Casella and Robert (2004, pag. 183), the M-step consists
in maximizing the “approximate complete-data pseudo log-likelihood” plc. Although this
is based on standard logistic regression techniques, we are now going to show that it is not
completely trivial.
Example. To begin with, we illustrate by means of a toy example the mechanics of the
algorithm proposed here. Suppose k = 3 and C{i} = {j,m}, with i,j,m = 1,2,3 and
4i 6= j 6= m, that is, every area has two neighbors. Moreover, Y1 and Y2 are missing, Y3 is
observed.
MC E-step. In order to implement the MC E-step, we have to simulate B observations
from the distributions of (Y1|Y2,Y3;π(0)) and (Y2|Y1,Y3;π(0)) and compute plc(Y1|Y2,Y3)
and plc(Y2|Y1,Y3). Thus, the estimated expectation is given by:













































where yi1,...,yiB are the B observations simulated from (Yi|YC(i),π(0)), i = 1,2, and
YC(i) contains all the observations in C(i). This means that we have B observations
with
PB
j=1 y1j successes in cell 1, B observations with
PB
j=1 y2j successes in cell 2, and
one observation with y3 ∈ {0,1} successes in cell 3. When estimating π3 we have to
include in the logistic model, as auxiliary variables, the number of successes in cell 1
and 2. So the idea is to consider B observations also for cell 3, always with y3 ∈ {0,1}
successes, but with a diﬀerent number of events in the neighborhood set, according to the
results of the simulation. Therefore π
(0)
3 is given by the autologistic speciﬁcation (1) with
P
l∈C(3) yl = y1 + y2. The simulation of Y1 and Y2, which completes the E-step, proceeds
as follows:














M-step. In this way we get the y values needed for the ﬁrst M-step, which consists in
updating the estimate of π using the simulated values y11,...,y1B and y21,...,y2B and
the observed value y3, obtaining π(1). This is the usual logistic regression estimation
procedure, but notice that y11,...,y1B have the same auxiliary variables except the last
one, i.e. the autocovariate
P
l∈C(1) ylj, which is diﬀerent for each j = 1,...,B; the same
holds for y2 and y3.
At the t-th iteration, the steps above remain the same; only, π(0) has to be replaced
by π(t) and the simulation in the E-step is based on the current values of the parameters,
as estimated in the t-th M-step.
Unfortunately, the monotonocity property of the EM algorithm does not hold for the
MCEM algorithm (McLachlan and Krishnan 1996, pag. 216). This is one of the reasons
why monitoring convergence is more diﬃcult than in the standard EM setup, where the




i | <  (i = 1,...,p, where
p is the number of parameters) is satisﬁed; using simulated data at each iteration, it is
5unlikely that such a condition is met for the values of  employed in the EM algorithm,
unless B is huge. As pointed out by Wei and Tanner (1990), a possible solution consists
in monitoring the paths of θ
(t)
i (i = 1,...,p) obtained with a small value of B; when they
look reasonably stable, one may use a larger B for “ﬁne tuning” purposes, i.e. in order
to get a more precise estimate. With these premises, we are ﬁnally ready to give a formal
description of the general formulation of the algorithm.
Algorithm 1 In the LAM setup of Deﬁnition 1, assume that kmis observations of the
response variable Y are missing. The t-th iteration of the EM algorithm for the estimation
of the parameters of (1) is given by the following two steps:







• M-step: perform a standard MPL logistic estimation using the observed response
variables yi (i = 1,...,kobs), the simulated response variables yij (i = 1,...,kmis,
j = 1,...,B), and the auxiliary variables x; the last auxiliary variable, given by
P
l∈C(i) yl, is formed by summing the observed (when available) or the simulated
values.
Notice that it would be easier to use the quantity ¯ yi = (1/B)
PB
j=1 yij (i = 1,...,kmis)
for logistic estimation. However, this strategy is wrong, because it corresponds to replacing
the missing data with their conditional expectation (computed by means of MC simula-
tion). Were the complete pseudo log-likelihood function linear in the missing data (which
is not the case here), this would be equivalent to computing the conditional expectation
of the complete pseudo log-likelihood function.
3 An example with simulated data
In this section we apply to simulated data the methodology developed above. To this
aim, we simulated a 10 × 10 LAM; moreover, for each region we assume the existence
of two auxiliary variables with coeﬃcients α1 = 0.2 and α2 = 0.3; the parameter γ was
put equal to 0.02. The auxiliary variables were simulated from an auto-normal process
X ∼ Nk2(µ,Σ), with Σ = (Ik2 − S)−1, S = ρC and C the contiguity matrix (Cressie
1993, sect. 6.3.2). C is such that the neighbors of Yi,j are Yi−1,j, Yi+1,j, Yi,j−1 and Yi,j+1,
µ = 0 ∈ I Rk
2
and ρ = 0.2. After simulating the target variable, we chose randomly a
percentage c of the simulated Yi’s and treated them as missing values.
Table 1 shows the results obtained with the approach proposed in this paper; for
comparison purposes, we also performed a non-missing data pseudo-likelihood estimation
using the actual values of the missing observations.
6Table 1. Parameters estimates with complete and incomplete data
ˆ α1 ˆ α2 ˆ γ
No missing data (standard LAM) 0.314 0.263 0.044
Missing data (c = 10%; MCEM algorithm) 0.326 0.255 0.039
Missing data (c = 15%; MCEM algorithm) 0.262 0.264 0.036
Missing data (c = 20%; MCEM algorithm) 0.278 0.231 0.030
Although a measure of the asymptotic standard error of the estimators can be obtained
(from standard ML estimation of the logistic model) when performing the M-step, we
decided not to report it here. The reason is twofold: ﬁrst, observations are not independent,
and therefore the asymptotic theory of ML estimation does not hold. Second, we are using
the EM algorithm, with some observations simulated at each E-step, so that the increased
variability introduced by this procedure has to be taken into account. Thus, the only
correct way of approximating standard errors should probably be based on simulation
techniques.
Following the suggestion by Wei and Tanner (1990), we use a larger value of B for
the last iterations: in particular, we noticed that the parameters estimates become stable
after few iterations, so that we set the maximum number of iterations equal to 20, putting
B = 100 for the ﬁrst 15 iterations and B = 1000 for the last 5 iterations.
It can be seen from table 1 that, even in presence of a non-negligible percentage of
missing data, the estimates are similar to those obtained when no data are missing; this is
a ﬁrst conﬁrmation of the good performance of the algorithm. Of course, a more thorough
comparison could be performed by means of a Monte Carlo experiment, i.e. by simulating
the random ﬁeld a large number of times and studying the empirical distribution of the
estimates produced by the algorithm at each replication; this procedure would also allow us
to get estimates of the standard errors of the estimators. However, due to space constraints,
we do not perform this experiment here, but postpone it to a future investigation.
As k gets large, the computational burden increases, because the number of observa-
tions used at each EM iteration for logistic estimation in the M-step is equal to the number
of replications of the Monte Carlo procedure in the E-step times the number of regions,
i.e. B × k2. This is an additional reason for paying particular attention to the choice of
B, and possibly increase it only in the last few iterations.
4 Conclusions
In this paper we have proposed a Monte Carlo EM algorithm for the estimation of a LAM
with randomly missing observations in the target variable. The algorithm is developed in
7the pseudo-likelihood setup commonly employed for the LAM, and can be seen as a natural
extension of the usual EM implementations for the maximization of the likelihood function.
After deriving the E- and M-step, we showed that the E-step cannot be performed in closed
form but requires Monte Carlo simulation. Finally we compared, by means of simulated
data, the performance of the MCEM algorithm (in presence of missing data) and of the
standard pseudo-likelihood approach (with no missing data); the results conﬁrm that the
algorithm works well.
Several issues remain open to further investigation. In particular, no attempt has been
made here to estimate standard errors and assess other properties of the estimators; as
it seems unlikely to get analytical solutions to this problem, simulation techniques will
probably be necessary. Moreover, as far as we know, the (MC)EM algorithm has never
been used in a maximum pseudo-likelihood setup, so that the extension of inferential
results known in the standard maximum likelihood framework should not be taken for
granted. In addition, it would be very important for practical applications to study the
behavior of the algorithm as the percentage of missing data increases; from standard EM
theory, we expect the convergence to become slower. Furthermore, our guess is that there
exists a threshold such that the algorithm does not converge at all when the percentage of
missing data is larger than this threshold. Finally, the methodology presented is likely to
be readily extended to the Binomial Auto-binomial model (Cressie 1993, pag. 431). We
already performed some numerical experiments and the results are encouraging; however,
a detailed analysis of the present approach in the Binomial Auto-binomial setup will be
performed in a future work.
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