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This paper deals with the problem of a heuristic approach to possibilistic clustering. The ap-
proach is based on the concept of allotment among fuzzy clusters. The paper provides the de-
scription of basic concepts of the heuristic approach to possibilistic clustering. Plans of direct 
prototype-based heuristic algorithms of possibilistic clustering based on a transitive approx-
imation of a fuzzy tolerance are described in detail. An illustrative example of application of 
the basic version of the proposed algorithms to Sneath and Sokal’s two-dimensional data set 
is considered. Preliminary conclusions are formulated. 
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Introduction 
Some  remarks  on  heuristic  possibilistic 
clustering are considered in the first subsec-
tion of the section. The second subsection in-
cludes notes about fuzzy approximations of a 
fuzzy tolerance. 
 
1.1 Preliminary Remarks 
In general, cluster analysis refers to a spec-
trum of methods, which try to divide a set of 
objects  } ,..., { 1 n x x X   into subsets, called clus-
ters, which are pairwise disjoint, all non emp-
ty  and  reproduce  X   via  union.  Heuristic 
methods, hierarchical methods, optimization 
methods  and  approximation  methods  are 
main approaches to the cluster analysis prob-
lem solving. Clustering methods have been 
applied  effectively  in  economical  studies, 
management, risks analysis and marketing. 
Clustering algorithms in general can also be 
divided  into  two  types:  hard  versus  fuzzy. 
Hard clustering assigns each object to exactly 
one cluster. In fuzzy clustering, a given pat-
tern does not necessarily belong to only one 
cluster,  but  can  have  varying  degrees  of 
memberships  to  several  clusters.  Heuristic 
methods  of  fuzzy  clustering,  hierarchical 
methods of fuzzy clustering and optimization 
methods of fuzzy clustering were proposed 
by  different  researchers.  The  most  wide-
spread approach in fuzzy clustering is the op-
timization approach. Moreover, a possibilis-
tic approach to clustering was proposed by 
Krishnapuram and Keller [1] and the possi-
bilistic approach to clustering can be consid-
ered as a way in the optimization approach in 
fuzzy clustering because all methods of pos-
sibilistic  clustering  are  objective  function-
based methods. 
On  the  other  hand,  a  heuristic  approach  to 
possibilistic clustering was proposed in [2]. 
The  essence  of  the  proposed  heuristic  ap-
proach to possibilistic clustering is that the 
sought clustering structure of the set of ob-
jects is formed based directly on the formal 
definition  of  fuzzy  cluster  and  possibilistic 
memberships  are  determined  also  directly 
from the values of the pairwise similarity of 
objects. Heuristic algorithms of possibilistic 
clustering display high level of essential clar-
ity and low level of a complexity.  
Heuristic  clustering  algorithms  which  are 
based on a definition of the cluster concept 
are called algorithms of direct classification 
or direct clustering algorithms. Direct heuris-
tic algorithms of possibilistic clustering can 
be divided into two types: relational versus 
prototype-based.  A  fuzzy  tolerance  relation 
matrix is a matrix of the initial data for the 
direct heuristic relational algorithms of pos-
sibilistic clustering and a matrix of attributes 
is  a  matrix  for  the  prototype-based  algo-
rithms. In particular, the family of direct pro-
totype-based heuristic algorithms of possibil-
istic clustering includes 
  D-AFC-TC-algorithm: using the construc-
1 6    Informatica Economică vol. 17, no. 3/2013 
DOI: 10.12948/issn14531305/17.3.2013.01 
tion of the allotment among an unknown 
number c of fully separate fuzzy clusters;  
  D-PAFC-TC-algorithm:  using  the  con-
struction of the principal allotment among 
an unknown minimal number of at least  c 
fully separate fuzzy clusters;  
  D-AFC-TC(α)-algorithm:  using  the  con-
struction  of  the  allotment  among  an  un-
known number  c of fully separate fuzzy 
clusters with respect to the minimal value 
  of the tolerance threshold.  
It should be noted that all direct prototype-
based heuristic possibilistic clustering algo-
rithms are based on a transitive closure of an 
initial fuzzy tolerance relation. 
 
1.2  On  a  Transitive  Approximation  of  a 
Fuzzy Tolerance 
Let  } ,..., { 1 n x x X    be  the  initial  set  of  ele-
ments and  ] 1 , 0 [ :  X X T  some binary fuzzy 
relation on  X  with  ] 1 , 0 [ ) , (  j i T x x  ,  X x x j i   ,  
being its membership function. A square ma-
trix  )] , ( [ j i T x x T     of  size  n  with  elements 
) , ( j i T x x   in the unit interval  ] 1 , 0 [  is called a 
fuzzy tolerance matrix if it is reflexive and 
symmetric.  In  other  words,  conditions 
1 ) , (  i i T x x  ,  } , , 1 { n i      and 
) , ( ) , ( i j T j i T x x x x    , 
2 } , , 1 { ) , ( n j i    are  met. 
If  a  condition  of  min -transitivity 
  ) , ( ) , ( ), , ( min k i T k j T j i T x x x x x x     , 
3 } , , 1 { ) , , ( n k j i     is met for the matrix, then 
the matrix is called a fuzzy equivalence ma-
trix. 
Fuzzy  tolerance  matrices  do  not  naturally 
possess property of transitivity. So, transitivi-
ty needs to be imposed artificially into fuzzy 
tolerance matrices. Computing a unique tran-
sitive closure of a fuzzy tolerance matrix is 
the possibilities for turning a fuzzy tolerance 
matrix  into  fuzzy  equivalence  matrix.  A 
method for construction of the transitive clo-
sure of a fuzzy tolerance matrix is given, for 
example,  in  [3].  Other  possibilities  are  the 
computation  of  a  transitive  opening  of  a 
fuzzy  tolerance  matrix,  where  allowed  that 
elements are either raised or lowered with re-
spect to their initial value  [4]. A transitive 
opening of a fuzzy tolerance is the reflexive, 
symmetric and min-transitive fuzzy relation. 
Notice that it can be several transitive open-
ings of a fuzzy tolerance. An effective algo-
rithm  to  computing  the  maximal  transitive 
opening of a fuzzy tolerance is proposed in 
[4]. 
Computing  a  transitive  approximation  of  a 
fuzzy  tolerance  is  more  general  possibility 
for turning for turning a fuzzy tolerance ma-
trix into fuzzy equivalence matrix than com-
puting  a  transitive  closure  or  a  transitive 
opening  of  a  fuzzy  tolerance.  The  corre-
sponding TAGA-algorithm is proposed and 
investigated in [5]. Different approximations 
of  an  initial  fuzzy  tolerance  matrix  can  be 
generated depending on the selection  of an 
aggregation  operator  ) , , , ( 2 1 m y y y f    that 
plays a key role in the TAGA-algorithm. It is 
assumed that the arguments  m y y , , 1    of  f  
appear in increasing order of magnitude:  
1)  maximum:  m i
i
m y y y y y f   ) ( max ) , , , ( 2 1 1  ;  
2)  minimum:  1 2 1 2 ) ( min ) , , , ( y y y y y f i i m    ;  
3)  mean:   
i
i m y
m
y y y f
1
) , , , ( 2 1 3  ;  
4)     median:
 





 


even is m if
y y
odd is m if y
y y y f
m m
m
m
,
2
,
) , , , (
1 2 2
2 ) 1 (
2 1 4   
5)  upmedian:    2 ) 1 ( 2 1 5 ) , , , (   m m y y y y f  ; 
6)  downmedian:    2 ) 1 ( 2 1 6 ) , , , (   m m y y y y f  . 
So, a transitive approximation k T ~ ,  } 6 , , 1 {   k  
shall  be  constructed  by  using  the  TAGA-
algorithm according to the corresponding ag-
gregation operator  ) , , , ( 2 1 m k y y y f  ,  } 6 , , 1 {   k
.  Note  that  the  approximation  1
~ T   which  is 
generated  by  the  maximum  operator 
) , , , ( 2 1 1 m y y y f   is the transitive closure of T . 
The TAGA-algorithm can be inserted into di-
rect prototype-based heuristic algorithms of 
possibilistic clustering instead the procedure 
of computing a transitive closure of a fuzzy 
tolerance. So, the main goal of this paper is a 
consideration of new direct prototype-based 
heuristic algorithms of possibilistic clustering 
based  on  a  transitive  approximation  of  a 
fuzzy tolerance. The contents of this paper is 
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cepts of the heuristic approach to possibilistic 
clustering  are  considered  and  plans  of  new 
algorithms are described, in the third section 
an illustrative example of application of the 
basic version of proposed new algorithms to 
Sneath  and Sokal’s [6] artificial data set  is 
given,  in  the  fourth  section  some  final  re-
marks are stated. 
 
2 Content Details 
Basic definitions of a heuristic approach to 
possibilistic clustering are considered in the 
first  subsection  of  the  section.  The  second 
subsection includes remarks on the data pre-
processing. A leap heuristic and a procedure 
for automatic selection of an aggregate oper-
ator are given in the third subsection. Plans 
of proposed algorithms are described in the 
fourth subsection. 
 
2.1  Basic  Concepts  of  the  Clustering 
Method  
Let us remind the basic concepts of the heu-
ristic method of possibilistic clustering. Let 
} ,..., { 1 n x x X   be the initial set of objects. Let 
T  be a fuzzy tolerance on  X  and    be   -
level value of  T ,  ] 1 , 0 (   . Columns or lines 
of the fuzzy tolerance matrix are fuzzy sets 
} ,..., {
1 n A A . Let  } ,..., {
1 n A A  be fuzzy sets on  X
, which are generated by a fuzzy tolerance T . 
The   -level  fuzzy  set 
} ) ( | )) ( , {( ) (       i A i A i
l x x x A l l ,  ] , 1 [ n l  is fuzzy 
 -cluster  or,  simply,  fuzzy  cluster.  So 
l l A A  ) ( ,  ] 1 , 0 (   ,  } , , {
1 n l A A A    and  li   is 
the membership degree of the element  X xi   
for some fuzzy cluster 
l A ) ( ,  ] 1 , 0 (   ,  ] , 1 [ n l . 
Value  of     is  the  tolerance  threshold  of 
fuzzy clusters elements. 
The  membership  degree  of  the  element 
X xi   for some fuzzy cluster 
l A ) ( ,  ] 1 , 0 (   , 
] , 1 [ n l  can be defined as a 
 


 

otherwise
A x x
l
i i A
li
l
, 0
), (  
 ,      (1) 
where  an   -level  } ) ( | {       i A i
l x X x A l , 
] 1 , 0 (    of a fuzzy set 
l A  is the support of the 
fuzzy  cluster 
l A ) ( .  So,  condition 
) ( ) (
l l A Supp A     is met for each fuzzy cluster 
l A ) ( ,  ] 1 , 0 (   ,  ] , 1 [ n l .  Membership  degree 
can be interpreted as a degree of typicality of 
an element to a fuzzy cluster. 
Let T  is a fuzzy tolerance on  X , where  X  is 
the set of objects, and  } ,..., { ) (
1
) (
n A A    is the fam-
ily of fuzzy clusters for some  ] 1 , 0 (   . The 
point 
l l
e A   , for which 
li
x
l
e
i
  max arg  , 
l
i A x    ,      (2) 
is called a typical point of the fuzzy cluster 
l A ) ( ,  ] 1 , 0 (   ,  ] , 1 [ n l . A fuzzy cluster 
l A ) (  
can have several typical points. That is why 
symbol  e is the index of the typical point. 
Let  ]} 1 , 0 ( , 2 , , 1 | { ) ( ) ( ) (       
 n c c l A X R
l
z c  be 
a family of fuzzy clusters for some value of 
tolerance threshold   ,  ] 1 , 0 (   ,  which  are 
generated by some fuzzy tolerance  T  on the 
initial set of elements  } ,..., { 1 n x x X  . If a con-
dition 
0
1
 

c
l
li  ,  X xi           (3) 
is  met  for  all  fuzzy  clusters  ) ( ) ( ) ( X R A z c
l 
  , 
c l , 1  ,  n c  , then the family is the allotment 
of elements of the set  } ,..., { 1 n x x X   among 
fuzzy clusters  } 2 , , 1 , { ) ( n c c l A
l      for some 
value of the tolerance threshold   . It should 
be noted that several allotments  ) ( ) ( X R z с
  can 
exist for some tolerance threshold   . That is 
why symbol  z  is the index of an allotment. 
Allotment  ]} 1 , 0 ( , , 1 | { ) ( ) (     
 n l A X R
l
I  of the 
set of objects among  n   fuzzy  clusters  for 
some tolerance threshold  ] 1 , 0 (    is the initial 
allotment  of  the  set  } ,..., { 1 n x x X  .  In  other 
words, if initial data are represented by a ma-
trix of some fuzzy T  then lines or columns of 
the matrix are fuzzy sets  X A
l  ,  n l , 1   and 
 -level fuzzy sets 
l A ) ( ,  c l , 1  ,  ] 1 , 0 (    are 
fuzzy  clusters. These  fuzzy  clusters consti-
tute an initial allotment for some tolerance 
threshold    and they can be considered as 
clustering components. 
If  some  allotment 
]} 1 , 0 ( , , , 1 | { ) ( ) ( ) (      
 n c c l A X R
l
z с   corre-
sponds to the formulation of a concrete prob-8    Informatica Economică vol. 17, no. 3/2013 
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lem, then this allotment is an adequate allot-
ment. In particular, if a condition 
X A
c
l
l 
 
1
 ,           (4) 
and a condition 
0 ) (  
m l A A card   ,  m l A A ) ( ) ( ,    ,  m l  ,  ] 1 , 0 (   , (5) 
 
are met for all fuzzy clusters 
l A ) ( ,  c l , 1   of 
some  allotment  } , , 1 | { ) ( ) ( ) ( n c c l A X R
l
z с    
  
for a value  ] 1 , 0 (   , then the allotment is the 
allotment  among  fully  separate  fuzzy  clus-
ters. 
Allotment  } , 1 | { ) ( ) ( c l A X R
l
P   
   of the set of 
objects  among  the  minimal  number  c, 
n c   2   of fully separate fuzzy clusters for 
some tolerance threshold  ] 1 , 0 (    is the prin-
cipal allotment of the set  } ,..., { 1 n x x X  . 
Several adequate allotments can exist. Thus, 
the problem consists in the selection of the 
unique  adequate  allotment  ) (X Rc
   from the 
set  B  of adequate allotments,  )} ( { ) ( X R B z c
  , 
which is the class of possible solutions of the 
concrete  classification  problem.  The  selec-
tion of the unique adequate allotment  ) (X Rc
  
from the set  )} ( { ) ( X R B z c
   of adequate allot-
ments must be made on the basis of evalua-
tion of allotments. The criterion 
 
 
  
c
l
n
i
li
l
z c c
n
X R F
l
1 1
) (
1
) ), ( (   
 ,    (6) 
where  c is the number of fuzzy clusters in 
the  allotment  ) ( ) ( X R z с
   and  ) (
l
l A card n   , 
) ( ) ( ) ( X R A z c
l 
   is the number of elements in 
the support of the fuzzy cluster 
l A ) ( , can be 
used for evaluation of allotments. Maximum 
of criterion (6) corresponds to the best allo t-
ment of objects among  c fuzzy clusters. So, 
the classification problem can be character-
ized formally as determination of the solution 
) (X Rc
  satisfying 
) ), ( ( max arg ) ( ) (
) ( ) (


 X R F X R z c
B X R
c
z c 
  .    (7) 
The problem of cluster analysis can be d e-
fined in general as the problem of discover-
ing  the  unique  allotment  ) (X Rc
 , resulting 
from the classification process. 
 
2.2 On the Data Preprocessing 
The initial data should be presented as a ma-
trix  of  attributes  ] ˆ [ ˆ t
i m n x X   ,  n i , , 1   , 
m t , , 1   , where the value 
t
i x ˆ  is the value of 
the  t -th attribute for  i -th object. Thus, the 
proposed approach to clustering can be used 
with the data matrix by choosing a suitable 
metric  to  measure  similarity.  The  two-way 
data can be normalized, for example, as fol-
lows:  
t
i
i
t
i t
i x
x
x
ˆ max
ˆ
 ,          (8) 
or using a formula 
t
i i
t
i
i
t
i i
t
i t
i x x
x x
x
ˆ min ˆ max
ˆ min ˆ


         (9) 
So, each object can be considered as a fuzzy 
set  i x ,  n i , , 1     and  ] 1 , 0 [ ) (  
t
x
t
i x x
i  , 
n i , , 1   ,  m t , , 1     are  their  membership 
functions. Of course, some other methods for 
the data normalization are described in dif-
ferent bibliographical sources. 
The matrix of coefficients of pair wise dis-
similarity  between  objects  )] , ( [ j i I x x I   , 
n j i , , 1 ,    can be obtained after application 
of some distance function to  the matrix of 
normalized  data  )] ( [
t
x m n x X
i    ,  n i , , 1   , 
m t , , 1   . In particular, the squared normal-
ized Euclidean distance 
  

 
m
t
t
x
t
x j i x x
m
x x d
j i
1
2
) ( ) (
1
) , (   ,  n j i , , 1 ,   , (10) 
is the widely used distance for fuzzy sets  i x , 
j x ,  n j i , , 1 ,    in  } ,..., { 1 n x x X  . The squared 
normalized Euclidean distance (10) does not 
satisfy  the  min-transitivity  condition.  The 
fact  was  demonstrated  in  [3]  where  some 
other distances for fuzzy sets are also consid-
ered.  The  matrix  of  fuzzy  tolerance 
)] , ( [ j i I x x I   ,  n j i , , 1 ,    can be obtained af-
ter  application  of  complement  operation  to 
the matrix of fuzzy intolerance  )] , ( [ j i I x x I  
. A distance  ) , ( j i x x d  for fuzzy sets is a gen-
eral parameter of direct prototype-based heu-
ristic algorithms of possibilistic clustering. 
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2.3 Some Additional Remarks 
The unique allotment among unknown num-
ber  с of fuzzy clusters can be selected from 
the set of allotments which depends on the 
tolerance threshold. An idea of a leap in simi-
larity  values  for  finding  of  the  appropriate 
value      of the tolerance threshold can be 
useful for the aim. That is why some appro-
priate  value      of  the  tolerance  threshold 
must  be  detected  in  the  ordered  sequence 
1 0 1 0        Z        .  For  the  pu r-
pose, a leap heuristic can be used and the 
heuristic can be described as a three -step 
procedure [2]: 
1. Values       1   g   should  be  computed 
for all    ,  1 , , 1   Z    in the ordered se-
quence  1 0 1 0        Z        ;  
2. The value      which corresponds to 
   for 
some     g g min   ,  1 , , 1   Z     should  be 
selected; 
3. If a few minimal    g  values are obtained 
in the set  } {  g ,  1 , , 1   Z   , then the value 
   ,  which  corresponds  to  the  minimal 
value of the index , should be selected. 
An  aggregation  operator  ) , , , ( 2 1 m k y y y f  , 
} 6 , , 1 {   k   is  the  parameter  of  the  TAGA-
algorithm and the parameter can be selected 
either by operator or automatically. Automat-
ic choosing of the aggregation operator can 
be made on a basis of estimation of the corre-
sponding  transitive  approximations  k T ~ , 
} 6 , , 1 {   k . In particular, a distance between 
fuzzy relations can be used for the purpose. 
The distance between fuzzy relations is given 
in [2]. For a case of a fuzzy tolerance T  and 
its  transitive  approximation  k T ~ ,  } 6 , , 1 {   k , 
the distance can be written as follows 
  
) , (
~ ) , ( ) , ( ) ~ , (
j i
k
x x
j i T j i T k x x x x T T d   , 
  }
~
, ,
~
{
~
6 1 T T Tk   .   (11) 
A  preferable  fuzzy  relation  for  clustering 
procedure  can  be  selected  from  the  set 
}
~
,
~
,
~
,
~
,
~
,
~
{ 6 5 4 3 2 1 T T T T T T   according  to  the  condition 
)
~
, ( min k k T T d ,  6 , 1  k . So, constructing an ac-
ceptable  transitive  approximation  k T ~ , 
} 6 , , 1 {   k  of the initial fuzzy tolerance T can 
be described as a two-step procedure: 
1. Check the following condition: 
  if the aggregation operator  ) , , , ( 2 1 m k y y y f  , 
} 6 , , 1 {   k  is selected by expert  
  then the corresponding transitive approx-
imation  k T ~ ,  } 6 , , 1 {   k   should  be  con-
structed  by  using  the  TAGA-algorithm 
according to the selected aggregation op-
erator and stop 
  else go to step 2; 
2. Perform the following operations: 
2.1  Construct the set  }
~
, ,
~
{ 6 1 T T   of transi-
tive  approximations  of  the  initial  fuzzy 
tolerance  T   by  applying  the  TAGA-
algorithm to the fuzzy tolerance T  accord-
ing  to  each  aggregation  operator 
) , , , ( 2 1 m k y y y f  ,  } 6 , , 1 {   k ; 
2.2  Calculate the value of  distance  (11) 
from the fuzzy tolerance  T  to each fuzzy 
relation from the set  }
~
, ,
~
{ 6 1 T T  ; 
2.3  Check the following condition: 
  if  for  some  fuzzy  relation  }
~
, ,
~
{
~
6 1 T T Tk    
the condition  )
~
, ( min k k T T d ,  6 , 1  k  is met 
  then the corresponding transitive approx-
imation  k T ~ ,  } 6 , , 1 {   k  is the most prefer-
able fuzzy relation for clustering and stop. 
So, a transitive approximation of the fuzzy 
tolerance which is obtained in step 2 of the 
procedure will be most near to the fuzzy tol-
erance in sense of the distance (11). 
 
2.4 Plans of Clustering Procedures 
Detection  of  the  unique  allotment  ) (X Rc
  
among a priori unknown number  с of fully 
separated fuzzy clusters is the matter of pro-
posed  algorithms.  The  D-AFC-TAGA-
algorithm is a nine-step procedure of classifi-
cation: 
1. Construct  the  matrix  of  the  fuzzy  toler-
ance relation  )] , ( [ j i T n n x x T     by normaliz-
ing the initial data  ] ˆ [ ˆ t
i m n x X   ,  n i , , 1   , 
m t , , 1   , and by choosing a suitable dis-
tance for fuzzy sets; 
2. Construct an acceptable transitive approx-
imation  k T ~  of the fuzzy tolerance T ; 10    Informatica Economică vol. 17, no. 3/2013 
DOI: 10.12948/issn14531305/17.3.2013.01 
3. Construct  the  ordered  sequence 
1 0 1 0        Z          of   -levels 
for the transitive  approximation  k T ~ of the 
fuzzy tolerance  T ; the value     must be 
found using the leap heuristic; 
4. Construct the fuzzy relation  ) (
~
  k T  for the 
value    ; 
5. Construct  the  initial  allotment 
} { ) ( ) (
l
I A X R
 
   for the fuzzy relation  ) (
~
  k T ; 
construct  the  allotments,  which  satisfy 
conditions (4) and (5); 
6. Construct the class of possible solutions of 
the  classification  problem 
)} ( { ) ( ) ( X R B z с


    and calculate the value of 
criterion  (6)  for  every  allotment 
) ( ) ( ) ( 
 
 B X R z с  ; 
7. Check the following condition: 
  if  for  some  unique  allotment 
) ( ) ( ) ( 
 
 B X R z с   the condition (7) is met 
  then this allotment is the classifi-
cation result  ) (X Rc
  for the value     and 
stop 
  else construct the set of allotments 
) ( ) ( '     B B    which  satisfy  condition 
(7) and go to step 8; 
8. Perform the following operations for each 
allotment  ) ( ' ) ( ) ( 
 
 B X R z с  : 
8.1  Let  1 : l ; 
8.2  Find  the  support 
l l A A Supp
     ) ( ) (   of  the  fuzzy  cluster 
) ( ) ( ) ( X R A z с
l 


   and construct the matrix of 
attributes  ] [
t
i m n x X
l   , 
l
i A x
   ,  m t , , 1   
for 
l A
   where  ) (
l
l A card n
   ; 
8.3  Calculate  the  prototype 
} ,..., {
1 m l x x    of the class 
l A
   according 
to the formula  


l
i A x
t
i
l
t x
n
x
 
1 ,  m t , , 1   ; 
8.4  Calculate the distance  ) , (
l l d    
between the typical point 
l   of the fuzzy 
cluster 
l A ) (    and its prototype 
l  ; 
8.5  Check  the  following  condi-
tion: 
  if all fuzzy clusters  ) ( ) ( ) ( X R A z с
l 


   
are not verified 
  then let  1   l l  and go to step 8.2 
  else go to step 9 
9. Compare the fuzzy clusters 
l A ) (    which are 
elements  of  different  allotments 
) ( ' ) ( ) ( 
 
 B X R z с  ;  the  allo tment 
) ( ' ) ( ) ( 
 
 B X R z с    for  which  the  distance 
) , (
l l d    is minimal for all fuzzy clusters 
l A ) (    is the classification result  ) (X Rc
 . 
The allotment  } , 1 | { ) ( ) ( c l A X R
l
c  

  among the 
unknown number  с of fully separate fuzzy 
clusters,  normalized  prototypes  } ,..., {
1 с   of 
the  corresponding  fuzzy  clusters,  and  the 
value of tolerance threshold  ] 1 , 0 (    are re-
sults  of  classification.  The  D-AFC-TAGA-
algorithm is a basic version of the family of 
proposed  clustering  procedures  based  on 
computing a transitive approximation of the 
initial fuzzy tolerance. 
Detection of an unknown minimal number  с 
of compact and well-separated fuzzy clusters 
can be considered as the aim of classification 
in some situations. So, the D-PAFC-TAGA-
algorithm is a nine-step procedure of classifi-
cation: 
1. Construct  the  matrix  of  the  fuzzy  toler-
ance relation  )] , ( [ j i T n n x x T     by normaliz-
ing the initial data  ] ˆ [ ˆ t
i m n x X   ,  n i , , 1   , 
m t , , 1   , and by choosing a suitable dis-
tance for fuzzy sets; 
2. Construct an acceptable transitive approx-
imation  k T ~  of the fuzzy tolerance T ; 
3. Construct  the  ordered  sequence 
1 0 1 0        Z          of   -levels 
for the transitive approximation  k T ~ of the 
fuzzy tolerance T ;  
4. Construct the fuzzy relation  ) ( 1
~
 k T  for the 
value  1  ; 
5. Construct  the  initial  allotment 
} { ) ( ) ( 1
l
I A X R 
   for the fuzzy relation  ) ( 1
~
 k T ; 
construct  the  allotments,  which  satisfy 
conditions (4) and (5); 
6. Construct the class of possible solutions of 
the  classification  problem 
)} ( { ) (
1
) ( 1 X R B z с
    and calculate the value of Informatica Economică vol. 17, no. 3/2013    11 
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criterion  (6)  for  every  allotment 
) ( ) ( 1 ) (
1 
 B X R z с  ; 
7. Check the following condition: 
  if  for  some  unique  allotment 
) ( ) ( 1 ) (
1 
 B X R z с   the condition (7) is met 
  then this allotment is the classifi-
cation result  ) (
1 X RP
  for the value  1   and 
stop 
  else construct the set of allotments 
) ( ) ( ' 1 1   B B   which satisfy condition (7) 
and go to step 8; 
8. Perform the following operations for each 
allotment  ) ( ' ) ( 1 ) (
1 
 B X R z с  : 
8.1  Let  1 : l ; 
8.2  Find  the  support 
l l A A Supp
1 1 ) ( ) (      of  the  fuzzy  cluster 
) (
1
1 ) ( ) ( X R A z с
l 
   and construct the matrix of 
attributes  ] [
t
i m n x X
l   , 
l
i A x
1   ,  m t , , 1   
for 
l A
1   where  ) (
1
l
l A card n   ; 
8.3  Calculate  the  prototype 
} ,..., {
1 m l x x    of the class 
l A
1   according 
to the formula  


l
i A x
t
i
l
t x
n
x
1
1

,  m t , , 1   ; 
8.4  Calculate the distance  ) , (
l l d    
between the typical point 
l   of the fuzzy 
cluster 
l A
1   and its prototype 
l  ; 
8.5  Check  the  following  condi-
tion: 
  if  all  fuzzy  clusters  ) (
1
1 ) ( ) ( X R A z с
l 
   
are not verified 
  then let  1   l l  and go to step 8.2 
  else go to step 9 
9. Compare the fuzzy clusters 
l A
1   which are 
elements  of  different  allotments 
) ( ' ) ( 1 ) (
1 
 B X R z с  ,  and  the  allotment 
) ( ' ) ( 1 ) (
1 
 B X R z с    for  which  the  distance 
) , (
l l d    is minimal for all fuzzy clusters 
l A
1   is the classification result  ) (
1 X RP
 . 
The leap heuristic is not used in the D -
PAFC-TAGA-algorithm because the solution 
of the classification problem should be o b-
tained for the value  1  . The principal allot-
ment  } , 1 | { ) ( ) ( 1
1 c l A X R
l
P   
  among the mini-
mal number  с of fully separate fuzzy clus-
ters,  normalized  prototypes  } ,..., {
1 с   of  the 
corresponding fuzzy clusters, and the value 
of tolerance threshold  ] 1 , 0 ( 1    are results of 
classification. 
The  determination  of  the  allotment  ) (X Rc
  
among an unknown number  с of fully sepa-
rated fuzzy clusters with respect to the mini-
mal value   of the tolerance threshold is the 
essence  of  the  D-AFC-TAGA(α)-algorithm 
which can be summarized as a ten-step clas-
sification procedure:  
1. Construct  the  matrix  of  the  fuzzy  toler-
ance relation  )] , ( [ j i T n n x x T     by normaliz-
ing the initial data  ] ˆ [ ˆ t
i m n x X   ,  n i , , 1   , 
m t , , 1   , and by choosing a suitable dis-
tance for fuzzy sets; 
2. Construct an acceptable transitive approx-
imation  k T ~  of the fuzzy tolerance T ; 
3. Construct  the  ordered  sequence 
1 0 1 0        Z          of   -levels 
for the transitive approximation  k T ~ of the 
fuzzy tolerance  T ; the value     must be 
found using the leap heuristic; 
4. Check the following condition: 
  if for the calculated value     the 
condition       is met 
  then go to step 5 
  else the value     must be found 
by the leap heuristic in the ordered se-
quence  1     

Z        and go to 
step 5; 
5. Construct the fuzzy relation  ) (
~
  k T  for the 
value    ; 
6. Construct  the  initial  allotment 
} { ) ( ) (
l
I A X R
 
   for the fuzzy relation  ) (
~
  k T ; 
construct  the  allotments,  which  satisfy 
conditions (4) and (5); 
7. Construct the class of possible solutions of 
the  classification  problem 
)} ( { ) ( ) ( X R B z с


    and calculate the value of 
criterion  (6)  for  every  allotment 
) ( ) ( ) ( 
 
 B X R z с  ; 
8. Check the following condition: 
  if  for  some  unique  allotment 
) ( ) ( ) ( 
 
 B X R z с   the condition (7) is met 12    Informatica Economică vol. 17, no. 3/2013 
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  then this allotment is the classifi-
cation result  ) (X Rc
  for the value     and 
stop 
  else construct the set of allotments 
) ( ) ( '     B B    which  satisfy  condition 
(7) and go to step 8; 
9. Perform the following operations for each 
allotment  ) ( ' ) ( ) ( 
 
 B X R z с  : 
9.1  Let  1 : l ; 
9.2  Find  the  support 
l l A A Supp
     ) ( ) (   of  the  fuzzy  cluster 
) ( ) ( ) ( X R A z с
l 


   and construct the matrix of 
attributes  ] [
t
i m n x X
l   , 
l
i A x
   ,  m t , , 1   
for 
l A
   where  ) (
l
l A card n
   ; 
9.3  Calculate  the  prototype 
} ,..., {
1 m l x x    of the class 
l A
   according 
to the formula  


l
i A x
t
i
l
t x
n
x
 
1 ,  m t , , 1   ; 
9.4  Calculate the distance  ) , (
l l d    
between the typical point 
l   of the fuzzy 
cluster 
l A ) (    and its prototype 
l  ; 
9.5  Check  the  following  condi-
tion: 
  if all fuzzy clusters  ) ( ) ( ) ( X R A z с
l 


   
are not verified 
  then let  1   l l  and go to step 8.2 
  else go to step 9 
10.  Compare the fuzzy clusters 
l A ) (    which 
are  elements  of  different  allotments 
) ( ' ) ( ) ( 
 
 B X R z с  ;  the  allotment 
) ( ' ) ( ) ( 
 
 B X R z с    for  which  the  distance 
) , (
l l d    is minimal for all fuzzy clusters 
l A ) (    is the classification result  ) (X Rc
 . 
Notice that the minimal value of the tole r-
ance threshold 
   is the parameter of the D-
AFC-TAGA(α)-algorithm  and  this  value 
should be estimated by an expert. 
So, the D-AFC-TC-algorithm, the D-PAFC-
TC-algorithm,  and  the  D-AFC-TC(α)-
algorithm are particular versions of the corre-
sponding  algorithms  based  on  computing  a 
transitive approximation  k T ~ ,  } 6 , , 1 {   k  of the 
initial fuzzy tolerance T . 
 
3 Experimental Results 
An application of the proposed algorithms to 
the data processing should be explained by 
simple example. For the purpose, Sneath and 
Sokal’s two-dimensional data set [6] was se-
lected. The artificial data set is shown in Fig-
ure 1.  
Let us consider an application of the D-AFC-
TAGA-algorithm to Sneath and Sokal’s data 
set for a case of manual choosing an aggrega-
tion operator  ) , , , ( 2 1 m k y y y f  ,  } 6 , , 1 {   k . The 
formula (8) and the squared normalized Eu-
clidean distance (10) were used in the numer-
ical experiment. 
 
Fig. 1. Sneath and Sokal’s data set 
 
By  executing  the  D-AFC-TAGA-algorithm 
for a case of  using the maximum operator, 
we  obtain  the  following:  the  first  class  is 
formed by 13 elements and the second class 
is  composed  of  3  elements.  The  allotment 
) (X Rc
   among  2  с   fully  separated  fuzzy 
clusters, which corresponds to the result, is 
received  for  the  tolerance  threshold 
0.96875   .  The  value  of  the  membership 
function  of  the  fuzzy  cluster  which  corr e-
sponds to the  first class is maximal for the 
sixth object and is equal one. So, the sixth 
object is the typical point of the first fuzzy 
cluster. The membership value of the tenth 
object is equal one for the second fuzzy clus-
ter. Thus, the tenth object is the typical point 
of the second fuzzy cluster.  
 Informatica Economică vol. 17, no. 3/2013    13 
DOI: 10.12948/issn14531305/17.3.2013.01 
 
Fig. 2. Membership functions of two fuzzy 
clusters obtained from  
the D-AFC-TAGA-algorithm by using the 
maximum operator 
 
Membership functions of two classes of the 
allotment are presented in Figure 2 and val-
ues which equal zero are not shown in the 
figure. Membership values of the first class 
are represented by ○ and membership values 
of the second class are represented by ■. 
The result obtained from the D-AFC-TAGA-
algorithm by using the maximum operator is 
equal to the result obtained from the D-AFC-
TC-algorithm [2], because the approximation 
which is generated by the maximum operator 
is  the  transitive  closure  of  the  initial  fuzzy 
tolerance. 
By  executing  the  D-AFC-TAGA-algorithm 
for the minimum operator, we obtain the al-
lotment  ) (X Rc
   among  2  с   fully  separated 
fuzzy clusters, which corresponds to the re-
sult, is received for the tolerance  threshold
0.644965   . The first class is formed by 8 
elements and the second class is  also com-
posed of 8 elements. The second object is the 
typical point of the first fuzzy cluster and the 
thirteenth  object is the  typical point of the 
second fuzzy cluster. Membership functions 
of two classes of the allotment are presented 
in Figure 3.  
 
 
Fig. 3. Membership functions of two fuzzy 
clusters obtained from  
the D-AFC-TAGA-algorithm by using the 
minimum operator 
 
Results  obtained  from  the  D-AFC-TAGA-
algorithm  by  using  the  mean  operator,  the 
median operator, the upmedian operator, and 
the downmedian operator are shown in Fig-
ures 4 – 7.  
 
 
Fig. 4. Membership functions of two fuzzy 
clusters obtained from  
the D-AFC-TAGA-algorithm by using the 
mean operator 
 
Fig. 5. Membership functions of two fuzzy 
clusters obtained from  
the D-AFC-TAGA-algorithm by using the 
median operator 14    Informatica Economică vol. 17, no. 3/2013 
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Fig. 6. Membership functions of two fuzzy 
clusters obtained from  
the D-AFC-TAGA-algorithm by using the 
upmedian operator 
 
 
Fig. 7. Membership functions of two fuzzy 
clusters obtained from  
the D-AFC-TAGA-algorithm by using the 
downmedian operator 
 
Notice that in a case of using the downmedi-
an operator in the TAGA-algorithm, the first 
class of the obtained allotment is formed by 5 
elements and the second class is composed of 
11 elements.  
In  a  case  of  automatic  constructing  an  ac-
ceptable  transitive  approximation  k T ~ , 
6 , 1  k  of the fuzzy tolerance  T , the result 
obtained from the D-AFC-TAGA-algorithm 
is equal to the result obtained by using  the 
mean operator. The fact is explained by Ta-
ble 1 where values of  the distance (11) are 
given. So, the condition  )
~
, ( min k k T T d ,  6 , 1  k  
is  met  for  the  transitive  approximation  ob-
tained by using the mean operator. Moreover, 
Table 1 present also values of the tolerance 
threshold in obtained allotments.  
 
 
Table 1. Values of the distance between 
fuzzy tolerance and its transitive approxima-
tions and values of the tolerance threshold for 
allotments obtained from different aggrega-
tion operators 
A type of the  
aggregation 
operator 
Values of 
the distance 
between 
fuzzy rela-
tions 
Values of the 
tolerance 
threshold for 
the obtained 
allotment 
maximum  39.43923  0.96875 
minimum  76.63888  0.64496 
mean  21.03686  0.81689 
median  23.42621  0.82248 
upmedian  29.02951  0.93663 
downmedian  31.55729  0.76996 
 
So, the results of classification obtained from 
the D-AFC-TAGA-algorithm seem to be ap-
propriate  than  the  results  which  were  ob-
tained from the D-AFC-TC-algorithm. 
 
4 Conclusions 
The family of direct prototype-based heuris-
tic  algorithms  of  possibilistic  clustering  for 
detection of unknown number of fuzzy clus-
ters is proposed in the paper. The proposed 
algorithms based on constructing a transitive 
approximation of a fuzzy tolerance and these 
algorithms can be applied directly to the ob-
ject by attributes data, by choosing a suitable 
distance between fuzzy sets to measure simi-
larity. The result of application of the basic 
version of proposed algorithms to Sneath and 
Sokal’s data seems to be satisfactory in com-
parison with the result obtained from the D-
AFC-TC-algorithm.  So,  the  proposed  algo-
rithms  are  more  precise  and  effective  tools 
for exploratory data analysis than the algo-
rithms  based  on  a  transitive  closure  of  a 
fuzzy tolerance.  
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