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Çok ürünlü stok sistemlerinde ürün stoklarının eşgüdümlü olarak yenilenmesi, 
özellikle ulaştırma maliyetlerinde oluşan ölçek ekonomileri nedeniyle önemli maliyet 
kazançları sağlar. Bunun yanı sıra bu tür stok sistemlerinde ürün ikamesi 
yapılabilmesi, stok maliyetlerini önemli derecede düşürür.   
 
 
Tezde, ürünlerin birbirileri ile ikame edilebildiği çok ürünlü stok sistemlerinde ürün 
kombinasyonu dağıtım ve stokastik stok yenileme problemi incelenmiştir. Ele alınan 
problemde ürün stokları eşgüdümlü olarak yenilenmekte ve müşteri talebi firma 
kaynaklı olarak stoklardaki ürünlerin herhangi bir kombinasyonuyla 
karşılanabilmektedir. Amaç, sonsuz zaman ufkunda birim zaman başına ortalama 




Tezde, stok yenileme politikası olarak sürekli gözden geçirme esasına dayanan 
eşgüdümlü (S,c,s) “can order” politikası kullanılmış ve stok kontrol parametrelerinin 
belirlenmesinde literatürdeki çalışmalardan faydalanılmıştır. Ürün kombinasyonu 
dağıtım problemi ise yarı Markov karar süreci olarak modellenmiş ve çözüm için     
Q faktör fonksiyonunun çok katmanlı yapay sinir ağlarıyla tahmin edildiği ödüllü 
öğrenme algoritmaları kullanılmıştır. Çalışmada, ürün kombinasyonu dağıtım ve stok 
yenileme problemini sıralı ve yinelemeli olarak çözen bir algoritma geliştirilmiş ve 
değişik ölçeklerdeki uygulamalı denemelerde, geliştirilen algoritmanın performansı 
miyopik politikalarla kıyaslanmıştır. Gerçekleştirilen uygulamalı denemelere göre, 
geliştirilen algoritmayla elde edilen ürün kombinasyonu dağıtım ve stok yenileme 
politikalarının ortalama maliyetleri, miyopik politikaların ortalama maliyetlerinden 






INVENTORY OPTIMIZATION AND OPTIMAL DISTRIBUTION 
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In multi-product inventory systems, considerably savings in specially transportation 
costs may be achieved by coordination of replenishment orders for groups of 
products. Moreover, product substitutions in these systems reduce significantly 
inventory costs.  
 
In this thesis, a fully substitutable multi product system is considered in which 
customer demands may be satisfied by delivering any combination of products. In 
the studied system, product substitution is driven by firm and product inventories 
may be replenished by coordinated control. The aim of the thesis is to determine 
order fulfillment and replenishment policies minimizing approximately average cost 
in unit time in infinite horizon.       
 
In this thesis, a specific control system is considered which is known as a (S,c,s) type 
policy, and works in the literature are used to determine the control parameters. The 
order fulfillment problem is modeled as a semi Markov decision process, and 
reinforcement learning algorithms with approximation to Q factor function by 
artificial neural network are used to solve this problem. In the thesis, an algorithm is 
developed which determines iteratively order fulfillment and (S,c,s) policies for each 
product in a multi-product inventory system. In numerical examples, it is seen that 
order fulfillment and replenishment policies determined by the developed algorithm 













Çok ürünlü stok sistemlerinde eĢgüdümlü (koordineli) bir stok kontrol politikası 
uygulanması sonucu ortaya çıkan ölçek ekonomisi nedeniyle, özellikle ulaĢtırma 
maliyetlerinde önemli maliyet avantajları oluĢur. Bunun yanı sıra bu tür stok 
sistemlerinde ürün ikamesinin yapılabilmesi, stok maliyetlerinin düĢürülmesinde 
önemli bir faktördür. Özellikle ürün ikamesine firmaların karar verdiği sistemlerde 
kararların hem stok maliyeti, hem de müĢteri faydası göz önünde bulundurularak 
verilmesi gereklidir. Çünkü firmalar sadece kendi stoklarını azaltacak Ģekilde 
kararlar aldıklarında, orta ve uzun vadede kaybedecekleri müĢteriler nedeniyle daha 
büyük maliyetlere katlanmak zorunda kalabilir.   
 
Tezde, ürün çeĢitlerinin birbirileri ile ikame edilebildiği çok ürünlü stok 
sistemlerinde stokastik stok yenileme ve ürün kombinasyonu dağıtım problemi 
incelenmiĢtir. Burada stok sisteminde yer alan ürün çeĢitlerinin stoklarının birbirileri 
ile eĢgüdümlü olarak yenilendiği durum ele alınmıĢtır. Tezin amacı, sonsuz zaman 
ufkunda birim zaman baĢına beklenen (ortalama) maliyeti yaklaĢık en küçükleyecek 
ürün kombinasyonu dağıtımı ve stok yenileme politikasının belirlenmesidir. Ele 
alınan problem, Bölüm 1.1‟de verilen endüstri örneklerinden de görüleceği üzere 
büyük ölçekli ve karmaĢık bir gerçek yaĢam problemidir.  
 
Ele alınan problemin doğası gereği stok yenileme ve dağıtılacak ürün kombinasyonu 
kararları belirsizlik altında verilmektedir ve bu nedenle çalıĢmada stokastik 
modelleme yaklaĢımına odaklanılmıĢtır. Büyük ölçekli, karmaĢık ve stokastik yapıya 
sahip gerçek yaĢam problemlerinin, boyutun laneti (curse of dimensionality) ve 
modellemenin laneti (curse of modeling) nedenleriyle klasik dinamik programlama 
algoritmalarıyla çözülebilmesi mümkün değildir. Ancak, günümüz bilgisayarlarının 
giderek artan hesaplama ve depolama gücü sayesinde simülasyon tabanlı ve 





problemlerine optimale yakın çözümler bulabilmeyi mümkün hale getirmiĢtir.  Bu 
nedenle çalıĢmanın diğer bir odak noktası, stokastik dinamik program olarak 
modellenebilen büyük ölçekli ve karmaĢık problemlerin çözüm yöntemlerine katkı 
sağlamaktır.  
 
Bölüm 1.1‟de teze motivasyon sağlayan endüstri örnekleri verilmiĢ ve Bölüm 1.2‟de 
ele alınan problem ayrıntılı bir Ģekilde tanımlanmıĢtır. Bölüm 1.3‟te ise literatürde 
yer alan ilgili çalıĢmalar ve yapılan çalıĢmanın literatürden farkı ve katkısı yer 




Tezde ele alınan problemin birincil motivasyon kaynağı, müĢterilerin bir bankanın 
Otomatik Para Çekme Makinesinden (Bankamatik, ATM) nakit para taleplerini 
karĢılamaları probleminden gelir. Bankamatiklerin stok sistemleri, birbirileri ile 
ikame edilebilen farklı banknot çeĢitlerinden oluĢmaktadır. Örneğin bir bankamatiğin 
stok sisteminde 10 TL, 20 TL, 50 TL ve 100 TL olmak üzere 4 farklı banknot çeĢidi 
bulunduğu kabul edilsin. Bankamatiğe gelen müĢteri talepleri, birbiri ile ikame 
edilebilen bu banknot çeĢitlerinin farklı kombinasyonlarıyla karĢılanabilir. Örneğin 
bankamatiğe gelen 50 TL‟lik müĢteri talebi,  
 
 5 adet 10 TL, 
 
 3 adet 10 TL ve 1 adet 20 TL,  
 
 1 adet 10 TL ve 2 adet 20 TL, 
 
 1 adet 50 TL, 
 
kombinasyonlarıyla karĢılanabilir. Eğer bankamatik stoklarından müĢteri talebini tam 
olarak karĢılayacak bir banknot kombinasyonu oluĢturulamıyorsa, müĢteri talebi 
kaybolur (lost sales). Ele alınan problemde her bir ürün -bankamatik için diğer bir 





kabul edilmektedir. Bu varsayım altında stok sisteminde yer alan ürün çeĢitlerinin 
stoklarının yenilenmesi kararlarının birbiri ile eĢgüdüm halinde verilmesi, oluĢacak 
ölçek ekonomisi nedeniyle önemli maliyet kazançları yaratır.    
 
Tedarik zinciri ağında doğrudan sevkiyatı kullanan bilgisayar üreticilerinin hafıza 
kartları (RAM) farklılaĢtırmasını geciktirebilmesi, çalıĢmanın diğer bir motivasyon 
kaynağıdır. Bilgisayar ana kartlarında farklı kapasitelerde RAM‟lerin takılabildiği 
birden çok RAM yuvası (slot) mevcuttur. Bilgisayar üreticileri değiĢik 
kapasitelerdeki RAM‟leri stoklarında hazırda bulundurmakta ve müĢteri talebi açığa 
çıktıktan sonra istenen toplam kapasiteyi sağlayacak Ģekilde ana karttaki yuvalara 
RAM‟leri takarak talebi karĢılamaktadır. Örneğin, 3 RAM yuvasının bulunduğu bir 
anakart düĢünülsün. Bir müĢterinin 4 GB RAM içeren bilgisayar talebi, üretici 
tarafından ana karta takılacak,  
 
 1 adet 4 GB RAM, 
 
 2 adet 2 GB RAM, 
 
 1 adet 2 GB ve 2 adet 1 GB RAM,  
 
ile karĢılanabilir. Bankamatik problemine benzer Ģekilde burada da genellikle RAM 
çeĢitlerinin ürün stokları aynı merkezden (tedarikçiden) yenilenir ve stokların 
yenilenmesinde eĢgüdümlü bir politika uygulanması önemli maliyet avantajları 
sağlar.    
 
Ele alınan probleme benzer bir diğer endüstri örneği, tedarik zincirinde imalatçı ve 
dağıtımcının mülkiyetinin aynı olduğu durumlarda açığa çıkar. Örneğin bir meĢrubat 
firmasının, ürünlerini 3 farklı ebatta (500 cl, 1000 cl, 2000 cl) ĢiĢelere doldurarak 
sattığı düĢünülsün. Burada dağıtımcı, imalatçıdan her bir meĢrubat ĢiĢe grubu için 
ayrı ayrı ve farklı miktarlarda sipariĢ vermesine karĢın, imalatçı kendi stoklarının 
durumunu ve diğer dağıtımcıların olası taleplerine göz önüne alarak, dağıtımcının 
toplam talebini karĢılayacak Ģekilde meĢrubat ĢiĢe grubunun talebini ikame edebilir. 





 1000 adet 1000 cl, 
 
 2000 adet 500 cl, 
 
 1000 adet 500 cl ve 500 adet 1000 cl  
 
vb. daha birçok kombinasyonla karĢılanabilir. Benzer durumlar birçok sektörde 
imalatçı-dağıtımcı ya da dağıtımcı-bayi arasında yaĢanabilir. Örneğin otomobil 
imalatçısıyla, bayileri arasındaki iliĢki ele alınsın. Her ne kadar otomobil imalatçısı 
tedarik zincirinin tamamının mülkiyetini elinde bulundurmasa da diğer bileĢenler 
üzerinde hakim konumundadır. Bu nedenle otomobil bayilerinin bir otomobil 
modelinin farklı opsiyonları (renk, özellik vb.) için verdiği sipariĢ, otomobil 
imalatçısı tarafından üretim planı, stokların durumu ve diğer bayilerin olası talepleri 
göz önüne alınarak farklı opsiyonlarla ikame edilebilir.  
 
Tezde ele alınan problemde müĢteri talebinin karĢılandığı her ürün 
kombinasyonunun müĢteriye faydası birbirinden farklıdır. Tezin ana motivasyon 
kaynağı olan bankamatik örneği ele alınacak olursa, müĢteriler bankamatikten düĢük 
miktarlarda para talep ettiklerinde genellikle bankamatiğin mümkün olduğunca fazla 
sayıda banknot çeĢidi içeren bir kombinasyon ile taleplerini karĢılamasını bekler. 
Örneğin bankamatikten 50 TL çekmek isteyen bir müĢterinin talebinin 1 adet 10 TL 
ve 2 adet 20 TL kombinasyonuyla karĢılanmasının müĢteriye faydası, talebin 1 adet 
50 TL kombinasyonuyla karĢılanmasından muhtemelen çok daha fazla olacaktır.  
MüĢterilerin bankamatikten yüksek meblağlarda para çekmek istemeleri durumunda 
ise, banknot çeĢitliliğinin yanı sıra banknot sayısı da müĢteri için önem kazanır. 
Örneğin bir müĢteri bankamatikten 500 TL çekmek istediğinde, 4 adet 100 TL,          
1 adet 50 TL, 2 adet 20 TL ve 1 adet 10 TL kombinasyonunun müĢteriye faydası,     
50 adet 10 TL kombinasyonundan muhtemelen çok daha fazla olacaktır.  
 
RAM örneğinde de benzer Ģekilde farklı ürün kombinasyonlarının müĢteriye faydası 
birbirinden farklıdır. MüĢteriler doğal olarak bilgisayarlarının ana kartlarında 
mümkün olduğunca çok sayıda boĢ RAM yuvası bulunmasını tercih ederler. Çünkü 





yuvalara RAM ekleyebilme imkânları olur. Aksi halde ise düĢük kapasiteli RAM‟leri 
söküp, yerlerine yüksek kapasiteli yeni RAM‟ler takmak zorunda kalacak ve 
ellerinde kullanamadıkları düĢük kapasiteli RAM‟ler artmıĢ olacaktır.  
 
Tedarik zincirlerinde imalatçının ve dağıtımcının mülkiyetinin tek olduğu örneklerde 
de benzer durumlar söz konusudur. Böyle bir durumda imalatçı ve dağıtımcı aynı 
iĢletme olduğu yada imalatçı zincirin hakimi konumunda bulunduğu için dağıtımcı, 
talebinin imalatçı tarafından düzenlenmesine karĢı çıkamaz. Hatta çoğu zaman 
dağıtımcının satıĢları ve stokları imalatçı tarafından kontrol edilir ve stoklar tamamen 
imalatçının kontrolünde yenilenir. Ancak, talebin imalatçı tarafından karĢılandığı 
farklı ürün kombinasyonlarının dağıtımcıya faydası, diğer örneklerde de olduğu gibi 
birbirinden farklıdır. Örneğin bir otomobil bayisinin otomobil imalatçısından 
sipariĢlerinin satıĢı hızlı olan renkler yerine satıĢı yavaĢ olan renkler ile karĢılanması 
durumunda, bayiinin arabaları satmak için harcayacağı çaba ve maliyet artacaktır.  
 
Tezde ele alınan problemde kısa vadede müĢteriler taleplerinin kendileri için en az 
faydayı sağlayan ürün kombinayonları ile karĢılanması durumunda bile, verilen 
kombinasyonu kabullenmek zorundadır. Ancak, yine de dağıtılan ürün 
kombinasyonlarıyla beklenen müĢteri faydasının olabildiğince yüksek tutulması çok 
önemlidir. Çünkü ele alınan problemde müĢteriler, ürün kombinasyonu ikamesiyle 
elde edecekleri fayda ne kadar düĢük olursa olsun kısa vadede bu ikameyi kabullense 
de, uzun vadede baĢka alternatiflere yönelebilirler. Örneğin bankamatik müĢterilerine 
sürekli olarak tercih etmedikleri kombinasyonlarda banknot dağıtımı yapılması 
durumunda müĢteriler, uzun vadede çalıĢtıkları bankayı değiĢtirebilir. Benzer Ģekilde 
kendilerine hep satıĢı yavaĢ opsiyonlu arabaların gönderilmesi durumunda otomobil 
bayileri, baĢka bir otomobil firmasıyla çalıĢmaya baĢlayabilir.   
 
1.2. Problem Tanımı 
 
Tezde düĢünülen problemde ġekil 1.1‟de verildiği üzere bir dağıtımcı ve bir imalatçı 
ele alınmıĢtır. MüĢterilerin sipariĢlerini verdiği dağıtımcının stok sisteminde 
birbirileri ile ikame birden fazla ürün çeĢidi yer almakta ve bu ürün çeĢitlerinin 





yenilenmektedir. Problem, sonsuz zaman ufkunda birim zaman baĢına beklenen 
(ortalama) maliyeti yaklaĢık en küçükleyecek ürün kombinasyonu dağıtım ve stok 













Talep (D) ~ BirleĢik Poisson (λ)
Sabit tedarik süresi (L) (Para Dağıtım Merkezi) (Bankamatik) 
 
ġekil 1.1. Problemin bileĢenleri 
 
Ele alınan sistemde imalatçı ve dağıtımcı olarak gösterilen birimler, ürünlerin tedarik 
zinciri dağıtım ağı tasarımlarına göre birçok farklı Ģey olabilir. Örneğin ele alınan 
ürünün tedarik zincirine göre imalatçı; dağıtımcının stoklarında yer alan tüm ürün 
çeĢitlerinin tedarikçisi, imalatçısı yada dağıtımcısı olabilir. Tezin ana motivasyonunu 
sağlayan bankamatik örneği ele alınacak olursa imalatçı, bir bankanın anapara 
dağıtım merkezi yada belli bir banka Ģubesidir. Benzer Ģekilde dağıtımcı da bir 
perakendeci, depo, hatta imalatçı olabilir. Bankamatik örneği için ele alınan sistemde 
dağıtımcı, bankamatiklerdir. Tezin ana motivasyonu bankamatiklerin stok yenileme 
politikası ve banknot dağıtımı problemi olduğu için tezin ilerleyen bölümlerinde 
dağıtımcıdan bankamatik, imalatçıdan da para dağıtım merkezi olarak 
bahsedilecektir.  
 
MüĢterilerin bankamatiğe  oranlı poisson sürecine uygun olarak geldikleri ve D ile 
gösterilen müĢterilerin bireysel para talep miktarlarının bilinen (.)Df  olasılık 
fonksiyonuna uyan kesikli bir rassal değiĢken olduğu varsayılmaktadır. Diğer bir 
deyiĢle bir t anına dek bankamatiğe gelen toplam para talebi, t  oranlı birleĢik 
poisson (compound poisson) sürecidir. Bankamatiğin stokları 1 2( , ,..., )lx x x  banknot 
çeĢitlerinden oluĢmakta ve müĢterilerin bireysel para talepleri (D),  l farklı banknotun 
farklı kombinasyonlarıyla karĢılanabilmektedir. Bankamatiğe gelen bireysel müĢteri 





bankamatik karar vermektedir. Bankamatik stoklarından bireysel müĢteri talebini tam 
olarak karĢılayacak bir banknot kombinasyonu oluĢturulamazsa, müĢteri talebi 
kaybolmaktadır.   
 
Sistemde gerçekleĢen olaylar göz önüne alındığında karar vericinin (bankamatiğin) 
vermek zorunda olduğu iki karar vardır:   
 
1) MüĢterilerin bankamatikten istedikleri bireysel para talepleri, bankamatik 
stoklarında yer alan banknotların hangi mümkün kombinasyonuyla karĢılanacak? 
 
2)  Para dağıtım merkezi, bankamatik stoklarında yer alan banknot çeĢitlerinden     
 
a) hangilerinin stoklarını, 
 
b) hangi miktarlarda, 
 
c)  ne zaman yenileyecek? 
 
Diğer bir deyiĢle problem, ürün kombinasyonu dağıtım ve stok yenileme alt 
problemlerinden oluĢmaktadır. Tezin ilerleyen bölümlerinde de açıklandığı üzere 
karar vericinin belirlemek zorunda olduğu ürün kombinasyonu dağıtımı ve stok 
yenileme kararları birbirileri ile yakından iliĢkilidir ve belirlenecek politikalar 
birbirini etkilemektedir. Bölüm 1.2.1‟de ürün kombinasyonu dağıtımı problemi ve 
Bölüm 1.2.2‟de stok yenileme problemi kısaca tanımlanmıĢtır.   
 
1.2.1. Ürün kombinasyonu dağıtım problemi 
 
Tezde ele alınan ürün kombinasyonu dağıtım problemi, sonsuz zaman ufkunda birim 
zaman baĢına beklenen (ortalama) maliyeti en küçükleyecek Ģekilde, stok sistemine 
(bankamatiğe) gelen müĢteri talebinin, stoklarda yer alan ürün çeĢitlerinin 
(banknotların) hangi kombinasyonuyla karĢılanması gerektiğinin belirlenmesidir. 
Ürün kombinasyonu dağıtımı politikasının belirlenmesinde en küçüklenmesi istenen 





bulundurma maliyetleri, ürün (banknot) çeĢitlerinin sabit sipariĢ verme maliyetleri, 
stok sistemine gelen talebin stok sisteminde yer alan ürün (banknot) çeĢitlerinin 
stoklarından tam olarak karĢılanamadığında oluĢan stoksuz kalma maliyetidir. 
ÇalıĢmada müĢterilerin, dağıtımcı (bankamatik) tarafından sunulan her ürün 
kombinasyonunu kabul ettiği varsayılmaktadır. Bununla birlikte, bir müĢterinin 
talebi karĢılanırken almayı beklediği ürün kombinasyonuyla, dağıtımcının 
(bankamatik) sunduğu kombinasyon arasındaki farklılık arttıkça, müĢterinin 
kazandığı fayda azalır. Bu nedenle ürün dağıtım politikasının belirlenmesi için 
kurulan modelde, müĢterilerin taleplerinin en çok istedikleri ürün kombinasyonuyla 
karĢılanamaması durumunda kaybedecekleri fayda da maliyet fonksiyonuna ceza 
olarak eklenmiĢtir.  
 
ÇalıĢmada ele alınan ürün kombinasyonu dağıtım problemi, Bölüm 2.2‟de yarı 
Markov karar süreci (semi Markov decision process, SMDP ) olarak modellenmiĢtir.   
 
1.2.2. Stok yenileme problemi 
  
Ele alınan problemde dağıtımcının (bankamatiğin) stok sistemi birden fazla ve birbiri 
ile ikame ürün (banknot) çeĢitleri içermekte ve dağıtımcının (bankamatiğin) tüm 
ürün (banknot) çeĢitlerinin stoklarını sabit bir tedarik süresinde aynı imalatçıdan 
(para dağıtım merkezi) yenilediği kabul edilmektedir. ÇalıĢmada ayrıca imalatçının 
(para dağıtım merkezinin) ürün (banknot) kaynağının ve taĢıma araçlarının 
kapasitelerinin sonsuz olduğu varsayılmaktadır.  
  
 Tezde ele alınan problemdeki gibi ürün çeĢitlerinin stoklarının aynı imalatçıdan 
yenilenmesi durumlarında, stok sisteminde yer alan ürün çeĢitlerinin stoklarının 
birbirinden bağımsız olarak yenilenmesi yerine eĢgüdümlü bir stok yenileme 
politikası uygulanması, oluĢacak ölçek ekonomisi nedeniyle önemli maliyet 
avantajları sağlar. Burada ölçek ekonomilerini, eĢgüdüm sonucu birlikte sipariĢ 
edilen ürünlerin aynı ulaĢım aracıyla -tam dolu kamyonlarla- taĢınması oluĢturur. 
Bankamatik probleminde müĢterilerin tüm para çekim iĢlemleri, elektronik ortamda 
ve anlık olarak takip edilmektedir. Bu nedenle banknot stoklarının “sürekli gözden 





Tezde stokların yenilenmesi kararının “can order” (Si,ci,si) eĢgüdümlü sürekli gözden 
geçirme politikasına göre verildiği kabul edilmiĢtir. Burada i=1,2,…,l olmak üzere 
Si, i‟nci ürünün (banknotun) stoklarının tamamlanacağı üst seviyeyi (up to level);    
ci, baĢka bir ürün (banknot) çeĢidinin stoklarının yenilenecek olması durumunda,  
i‟nci ürünün (banknotun) stoklarının da yenilenmesini tetikleyen stok düzeyini (can 
order level) ve “si”, diğer ürünlerin (banknotların) stoklarının yenilenecek olup 
olmamasına bakmaksızın, i‟nci ürünün (banknotun) stoklarının yenilenmesini 
tetikleyen stok düzeyidir (must order level). (Si,ci,si) politikasında doğal olarak 
i ic s „dir.  
 
Bölüm 2.3‟te detaylandırılan (Si,ci,si) politikası basit, uygulanması kolay ve optimale 
yakın sonuçlar veren; ancak, kontrol parametrelerinin belirlenmesi oldukça zor olan 
bir politikadır. Tezde (Si,ci,si) politikasının parametrelerinin belirlemek için Silver  
[1, 3] ve Thompstone ve Silver [2] çalıĢmalarındaki yöntemler kullanılmıĢtır.   
 
1.3. Literatür Taraması 
 
Tezde ele alınan problem, ürünlerin birbirileri ile ikame edilebildiği çok ürünlü bir 
stok sisteminde, müĢteri talebini karĢılayacak Ģekilde ürün kombinasyonlarının 
dağıtımı ve stokların eĢgüdümlü olarak yenilenmesi politikalarının birlikte 
bulunmasını içermektedir. Bu nedenle literatür çalıĢması, ürün ikameleri ve 
eĢgüdümlü stok yenileme olarak iki bölümde ele alınmıĢtır.  
 
1.3.1. Ürün ikamesiyle ilgili çalıĢmalar 
 
Ürün ikamesi (product substitution), bir ürünün talebinin tamamının ya da belli bir 
miktarının, bu ürün yerine baĢka bir ürün tarafından karĢılanması anlamına gelir. 
Genellikle müĢteriler taleplerini karĢılayabilecek birbirinin yerini tutan birden fazla 
farklı ürün olması durumunda bile, taleplerinin karĢılanması için öncelikli ürün 
tercihlerine sahiptir. Çok ürünlü stok sistemlerinde ürün ikamelerinin ürün stokları 
üzerinde büyük etkisi vardır. Ürün ikamesini dikkate alan stok literatüründe ürün 





(customer-driven substitution) ve firma kaynaklı ürün ikamesi (firm-driven 
substitution).     
 
Firma kaynaklı ürün ikamesinin oluĢtuğu ilk durum, stok sisteminin “l” tane farklı ve 
aĢağı tek yönlü ikame ürünlerden oluĢtuğu durumdur. AĢağı tek yönlü ürün ikamesi 
(downward substitution) yapısı stoklarda özelliği birbiriyle eĢdeğer, ancak farklı 
performans özelliklerine sahip ürünler bulunması durumunda açığa çıkar. AĢağı tek 
yönlü ikame durumunda performansı düĢük ürünün talebi, stokların durumuna göre 
firma tarafından daha iyi performanslı bir ürün ile ikame edilebilir; ancak bunun tersi 
mümkün değildir. Bu tür ürün ikamesi, ürünlerin performans, kalite vb. özelliklerine 
göre sınıflandırıldığı durumlarda uygundur. Örneğin düĢük hızlı bir bilgisayar 
iĢlemcisine gelen talebin bir kısmı yada tamamı, stokların durumuna göre daha 
yüksek hızdaki iĢlemciyle ikame edilebilir.  
 
Bir ürünün farklı özellikteki çeĢitlerinin (ebat, kalite, performans vb.) tümünün 
stoklanması, depolama kısıtları, ölçek ekonomisi yada tüm farklı çeĢitleri belli 
miktarlarla stokta bulundurmayla ilgili maliyetler nedeniyle mantıklı değildir. 
Ürünün tüm çeĢitlerini stokta bulundurmak yerine daha az sayıda çeĢitten belli 
miktarlarda bulundurularak, stokta bulundurulmayan ürün çeĢitlerinin talebi bir 
ikame maliyetiyle diğer ürün çeĢitlerinin stoklarından karĢılanabilir. ĠliĢkili 
maliyetleri en küçükleyecek Ģekilde hangi ürün çeĢidinden ne kadar stok 
bulundurulması gerektiğinin belirlenmesi problemi, ürün sınıflandırma (product 
assortment) problemi olarak adlandırılır [4]. Ürün sınıflandırma problemi için 
Wagner ve Within [5]‟de yer alan örnekte mukavemeti yüksek çelik profiller,  
mukavemeti daha düĢük çelik profillerin talebinin ikamesinde kullanılabilmektedir. 
Leachman [6]‟da yer alan diğer bir örnekte ise düĢük kapasiteye sahip hafıza 
çiplerinin talebi, daha yüksek kapasiteye sahip çiplerle ikame edilmektedir.      
 
Talebin stokastik olarak kabul edildiği durum için tek bir yönde ikamenin 
yapılabildiği ve hazırlık maliyetinin ihmal edildiği çok ürünlü stok problemi, ilk 






Bassok ve Hsu [8] makalelerinde tek periyotlu, çok ürünlü ve aĢağı tek yönlü ürün 
ikamesi durumunu ele almıĢlardır. Yazarların modelinde üretim girdisi olarak tek bir 
hammadde ve çıktı olarak N farklı ürün bulunmakta, çıkan ürün ve talep ise rassaldır. 
Problem, optimal ürün girdisi miktarının ve çıkan ürünlerin, talebi karĢılayacak 
Ģekilde farklı ürün sınıflarına dağıtımıdır. Yazarlar etkili algoritmalar geliĢtirmek için 
problemin Ģebeke (ağ) yapısını kullanmıĢlardır.  
 
Bassok ve arkadaĢları [9] ele aldıkları ürün sınıflandırma probleminde, her bir sınıfın 
talebinin stokastik olduğunu varsayarak, problemi sipariĢ yenileme ve dağıtım 
problemi olarak iki aĢamada ele almıĢtır. Yazarlar tek periyot için genel bir kâr 
enbüyükleme modeli geliĢtirmiĢ ve açgözlü (greedy) bir ürün dağıtım politikasının 
optimal olduğunu göstermiĢtir.     
 
Rao ve arkadaĢlarının [10] ele aldığı problem, Bassok ve arkadaĢlarının [9] ele aldığı 
probleme benzerdir. Bassok ve arkadaĢlarından [9] farklı olarak Rao ve 
arkadaĢlarının [10] modelinde birim ürün ikame maliyetinin özdeĢ olması zorunlu 
değildir. Rao ve arkadaĢları [10] problemi, iki aĢamalı tam sayı stokastik 
programlama ile modellemiĢtir. Yazarlar, ilk aĢamada hangi üründen ne kadar 
üretileceğini ve ikinci aĢamada gerçekleĢen talebin hangi ürün dağılımıyla 
karĢılanacağını bulmak için, Ģebeke akıĢı, dinamik programlama ve simülasyon 
tabanlı optimizasyon tekniklerinin bir kombinasyonunu kullanarak, etkili sezgiseller 
geliĢtirmiĢtir.  
 
Liu ve Lee [11], tek yönlü ikameye izin veren çok ürünlü (S,S-1) stok politikaları 
için Markov modeli sunmuĢtur. Yazarlar, farklı ürünler için gelen talebin ve 
geciktirilen talebin (back order) ikamesi durumlarını ele almıĢtır. Ürün sayısı arttıkça 
Markov modellerini çözmek için gereken hesaplama güçleĢtiği için, yazarlar bir 
ayrıĢtırma yaklaĢımı kullanmıĢtır.  
 
Firma kaynaklı ürün ikamesinin oluĢtuğu diğer durum ise, firmaların stok tutma 
birimleri arasında tek yönlü transit ürün taĢıması (transshipment) durumlarında açığa 
çıkar. Transit taĢıma problemleri, ürünlerin stoklarının yeterli olduğu stok 





taĢınmasını içerir. Burada müĢterilerin, ürünlerin taĢınma süresini beklemeye gönüllü 
oldukları kabul edilir. Bir ürünün “l” stok birimine tek yönlü transit nakil problemi, 
bir stok birimindeki “l” ürünün tek yönlü ikamesi problemiyle benzerdir [9, 12]. 
OluĢan talebin karĢılanması için hangi mağazadan transit taĢıma yapılacağı kararı 
firma tarafından verildiği için, bu problem firma kaynaklı ürün ikamesi literatürü 
içinde ele alınır. Transit taĢıma problemlerinde, stok birimlerinde ne kadar stok 
bulundurulması ve karĢılanamayan talep için hangi birimden taĢıma yapılması 
gerektiği araĢtırılmaktadır. Literatürde transit taĢıma problemleriyle ilgili birçok 
çalıĢma vardır, ancak bunların çoğu taĢıma yönüyle ilgili bir kısıta sahip değildir. 
Bununla birlikte, firma kaynaklı ürün ikamesi literatüründe tek yönlü taĢımanın 
dikkate alındığı çalıĢmalar da vardır.  
 
Axsäter [13], tek yönlü transit taĢıma problemleriyle ilgili olarak politika değerleme 
için basit ve etkili bir yaklaĢım tekniği sunmuĢ ve tekniğin performansını simülasyon 
çalıĢmasıyla değerlendirmiĢtir. Axsäter [13]‟de ele alınan sitemde her bir lokasyon 
(S,S-1) ya da (R,Q) politikası uygular ve tedarik süresince gelen talebin normal 
dağıldığını kabul eder. Stoklardan ya da diğer depolardan nakille karĢılanamayan 
talep ise, ertelenmektedir.  
 
Olsson [14], Axsäter [13]‟deki aynı sistemi düĢünerek, talebin daha sonra 
karĢılanmak üzere geciktirilebildiği ve kaybolduğu iki durumu ele almıĢtır. Ġki 
makalenin arasındaki temel fark, talebin modellenmesinden gelir. Olsson [14]‟da her 
bir lokasyondaki müĢteri talebinin birbirinden bağımsız olduğu ve poisson 
dağılımına uyduğu kabul edilir ve talebin geciktirilebildiği durum için geliĢtirilen 
model, Axsäter [13]‟deki modelle doğrudan karĢılaĢtırılır. Olsson [14]‟da, özellikle 
göreceli olarak müĢteri talep oranları düĢük olduğunda daha iyi sonuçlar elde 
etmiĢtir.  
 
MüĢteri kaynaklı ürün ikamesinde ikame kararı firma tarafından değil, müĢteri 
tarafından her bir ikame ürünün kendisine olan faydası dikkate alınarak verilir. 
 
Netessine ve Rudi [15], keyfi sayıda ürünün bulunduğu bir stok sisteminde müĢteri 





Burada her bir müĢterinin ürünler arasından bir ilk seçimi vardır ve eğer müĢteri ilk 
seçimini stoklarda bulamazsa, bu ürün yerine benzer özellikte farklı bir ürün 
seçebilmektedir. MüĢterinin talebi, seçilen bu ürün tarafından da karĢılanamazsa 
talep kaybolmaktadır.  Netessine ve Rudi [15], tüm ürün stoklarının toplam kârı en 
büyüklemek isteyen merkezi bir karar verici tarafından yönetildiği ve her bir ürünün 
stoklarının bu ürünle ilgili kârı en büyüklemek isteyen bağımsız karar vericiler 
tarafından yönetildiği iki senaryoyu ele almıĢtır.  
 
Smith ve Agrawal [16] makalelerinde, stokastik talep altında perakende ürün 
sınıflandırmalarının (retail assortments), stok yönetimi ve müĢteri hizmet düzeyi 
üzerindeki etkisini analiz etmiĢtir. Yazarlar, belli kaynak kısıtları altında beklenen 
kârı maksimize edecek Ģekilde, ürün sınıflarını ve bu sınıfların stok düzeylerini 
belirlemek için bir yöntem geliĢtirmiĢtir. Burada firma kaynaklı ürün ikamesinden 
farklı olarak müĢteri, eğer talep ettiği ürün stoklarda yoksa talebini baĢka bir ürünle 
karĢılayabilmektedir. Bu makalede müĢterinin seçiminin deterministik bir ürün 
ikame modeline uyduğu kabul edilmiĢtir.   
 
Anupundi ve arkadaĢları [17], stoksuz kalmanın müĢteri ürün ikame davranıĢı 
üzerindeki etkisini incelemiĢtir. Yazarlar, müĢterilerin poisson sürecine göre 
geldiğini ve stokların periyodik olarak yenilendiği varsayımı altında, stoksuz kalma 
durumunda iki ikame edilebilir ürün sınıfının talebini tahmin etmekle ilgilenmiĢ, 
ancak dinamik ürün ikamesinin stoklar üzerindeki etkisini düĢünmemiĢtir.  
 
Noonan [18], müĢterilerin bir birinci ve ikinci seçimi olduğunu ve talebin iki 
aĢamada ortaya çıktığını kabul eder. Birinci aĢamada birinci seçim talebi gerçekleĢir 
ve mümkün olduğunca mevcut stoklardan karĢılanır. Birinci aĢamada 
karĢılanamayan birinci seçim talep, ikinci aĢamada deterministik ikame oranlarıyla 
ikinci seçime dönüĢtürülür.  
 
Mahajan ve Ryzin [19], ürün ikamelerini Noonan [18]‟a benzer Ģekilde 
modellemiĢtir. Farklı olarak bu çalıĢmada seçim, tüm mevcut ürünler arasından 
yapılmakta ve müĢterinin seçimi kendi faydasının en büyüklenmesine 





sağlamakta ve müĢteri, stok durumuna göre kendi faydasını en büyükleyecek Ģekilde 
ürün seçimi yapmaktadır. Bu makalede birbirinden farklı rassal fayda modelleri 
kullanılmıĢtır.  
  
Rajaram ve Tang [20], sipariĢ miktarları ve beklenen kârlar üzerinde ürün ikamesinin 
etkisini analiz etmiĢtir. Yazarlar bir hizmet oranı için geliĢtirdikleri sezgiseli, talebin 
belirsizlik ve korelasyon düzeyinin ne kadar olduğunu ve ürünler arasındaki ikame 
derecesinin ikame edilebilen talep altında beklenen kârı ve sipariĢ miktarlarını ne 
ölçüde etkilediğini incelemek için kullanmıĢlardır.  
 
Pentico [21],  ürün sınıflandırma (assortment) problemi konusundaki son 50 yılı 
içeren literatürü incelemiĢtir. Ürün sınıflandırma problemi özelinde ürün ikamesi 
konusunda daha fazla çalıĢma için Pentico [21]‟ya bakılabilir.   
 
Tezde ele alınan problemin ürün ikamesi yapısı, literatürde yer alan çalıĢmalardan 
birçok yönden farklılık gösterir.  Ele alınan problemde ürün ikamesi, temelde firma 
kaynaklı olarak açığa çıkmaktadır; ancak yine de birçok yönden literatürde yer alan 
firma kaynaklı ürün ikamesinden farklıdır. Diğer taraftan temeldeki farklılığına 
rağmen ele alınan problemdeki ürün ikamesi, birçok yönden de müĢteri kaynaklı 
ürün ikamesi ile benzerlikler taĢır. Her Ģeyden önce firma kaynaklı ürün ikamesi 
literatürde, aĢağı tek yönlü ürün ikamesi olarak açığa çıkar. Burada stok sisteminde 
yer alan ürün çeĢitleri arasında bir hiyerarĢi söz konusudur ve düĢük özelliklere sahip 
ürün çeĢitlerinin talebinin stoklardan karĢılanamaması durumunda bu ürün çeĢidinin 
talebinin karĢılanamayan bölümü, firma tarafından ürün hiyerarĢisinde daha üst 
bölümde yer alan diğer ürün çeĢitleri tarafından ikame edilebilir. Örneğin 2 Ghz‟lik 
mikro iĢlemci talebi, stokların yeterli olmaması durumunda firma tarafından           
2.2 Ghz‟lik mikro iĢlemcilerle ikame edilebilir. Burada firma, müĢterinin talep 
ettiğinden daha iyi bir ürün sunduğu için, bu tür bir ikame müĢteri faydasında bir 
azalma (memnuniyetsizlik) oluĢturmaz. MüĢteri kaynaklı ürün ikamesinde ise 
müĢteri, istediği ürünü bulamadığında diğer ürünlerin faydasını dikkate alarak, 
kendisi için en fazla faydayı veren asıl istediği ürünün yerine baĢka bir ürünü ikame 
edebilir. Eğer müĢteri, mevcut ürünler arasında düĢündüğü eĢiğin üzerinde fayda 





ÇalıĢmada ele alınan problemde ise, stok sistemindeki ürünler arasında bir hiyerarĢi 
söz konusu değildir ve bu yönüyle firma kaynaklı ürün ikamesinden farklılık 
gösterir. Yani firma karĢılayamadığı müĢteri talebini, daha üstün bir ürünle ikame 
etmez. Bu nedenle tıpkı müĢteri kaynaklı ürün ikamesindeki gibi, ürün talebinin 
farklı ürün ikameleriyle karĢılanmasının müĢteriye faydası, birbirinden farklıdır.  
 
1.3.2. EĢgüdümlü stok yenileme politikaları ile ilgili çalıĢmalar  
 
Ġlk kez Balintfy [22], çok ürünlü stok problemlerinde (S,c,s) tipi eĢgüdümlü stok 
politikaların kullanılmasını savunmuĢtur. Ignall [23], birlikte sipariĢ yenilemeyle 
ölçek ekonomisinden faydalanmayı sağlayan tüm optimal politikaların çok karmaĢık 
bir yapıya sahip olduklarını göstermiĢtir. Yazar, (S,c,s) politikalarının çalıĢmasındaki 
iki ürünlü basit bir problem için bile her zaman optimal olmadığını ifade etmiĢtir. 
Bununla birlikte, uygulanmasındaki kolaylık nedeniyle (S,c,s) benzeri optimale yakın 
stok politikaları literatürde oldukça ilgi görmüĢtür. 
 
Curry ve arkadaĢları [24] ile Schaack ve Silver [25], (S,c,s) stok politikası altında 
optimal kontrol parametrelerinin belirlenmesi için prosedürler geliĢtirmiĢtir, ancak bu 
prosedürlerin her ikisi de çok fazla zaman tüketici simülasyon tabanlı prosedürlerdir.  
Özellikle Silver‟in (S,c,s) politikası için kontrol parametrelerinin belirlenmesinde 
simülasyon içermeyen algoritmalar sunduğu çeĢitli çalıĢmalar mevcuttur. Silver [1], 
talebin poisson dağılımına uyduğu kabulüyle çok ürünlü stok problemlerinde (S,c,s) 
kontrol parametrelerinin belirlenmesi için pratik bir prosedür geliĢtirmiĢtir. Yazar, 
çok ürünlü stok sisteminde yer alan bir ürünün, birlikte stok yenileme için diğer 
ürünlerce  oranlı poisson süreciyle tetiklendiği varsayımıyla, her bir ürünün 
kontrol parametrelerini ayrı ayrı hesaplamaktadır. Silver [1]‟ın modelinde, stoklardan 
karĢılanamayan talebin daha sonra karĢılanmak üzere geciktirildiği (backorder) 
varsayılmaktadır. Yazar, öncelikle ürünlerin sipariĢlerinin birbirinden bağımsız 
olarak yenilendiği durumu ele almıĢ (c=s) ve stokların tam olarak “s” ye düĢmesiyle 
yenilendiğini kabul ederek, verilen bir sabit tedarik süresi ve hizmet düzeyi için 
kontrol parametrelerini bulmuĢtur. Yazar, ikinci aĢamada eĢgüdümlü kontrol 
durumunda tedarik süresini ihmal ederek, verilen hizmet düzeyi kısıtı altında (S,c,s) 





durumda tedarik süresinin ihmal edildiği durum için hesapladığı kontrol 
parametrelerinden hareketle, tedarik süresinin sıfırdan farklı olduğu durum için 
kontrol parametrelerini hesaplamıĢtır. Bu makaledeki sayısal denemelerde stokların 
eĢgüdümlü ve birbirinden bağımsız olarak yenilendiği durumlardaki maliyetler 
karĢılaĢtırılmıĢ, eĢgüdümlü stok yenileme sonucu önemli maliyet kazançları 
(ortalama % 18,8) elde edilmiĢtir.    
 
Thompstone ve Silver [2], Silver [1]‟ ı talebin birleĢik poisson (compound poisson) 
dağılımına uyduğu duruma geniĢletmiĢtir. Yazarlar tedarik süresinin ihmal edildiği 
varsayımı altında bağımsız kontrol ve eĢgüdümlü kontrol durumları için verilen 
hizmet düzeyinde kontrol parametrelerini belirlemiĢlerdir. GerçekleĢtirilen 
denemelerde bağımsız kontrol durumuna göre eĢgüdümlü kontrol ile ortalama          
% 15,9 daha düĢük maliyetler bulunmuĢtur.  
 
 Siver [3], Thompstone ve Silver [2]‟ı tedarik süresinin ihmal edildiği varsayımından, 
sabit bir tedarik süresinin varsayıldığı duruma geniĢletmiĢtir. Yazarlar burada ardıĢık 
bir yaklaĢım kullanmıĢ, Thompstone ve Silver [2]„da tedarik süresinin ihmal edildiği 
varsayımıyla hesapladıkları kontrol parametrelerini girdi olarak kullanarak, sabit bir 
tedarik süresi için verilen bir hizmet düzeyini sağlayacak Ģekilde kontrol 
parametrelerini belirleyen bir algoritma geliĢtirmiĢlerdir.   
 
Bu güne kadar (S,c,s) politikasındaki parametreleri daha iyi Ģekilde belirlemek için 
birçok çalıĢma yapılmıĢtır. Federgruen ve arkadaĢları [26], tek ürünlü stok 
sisteminde (S,c,s) politikasının optimal olduğunu varsayarak, optimal politikayı 
hesaplamak için bir politika yineleme (policy iteration) algoritması geliĢtirmiĢtir. 
Yazarların ele aldığı çok ürünlü stok sistemi, Silver [3]‟da ele alınan sistemin 
aynısıdır. Burada da talebin birleĢik poisson sürecine uyduğu, karĢılanamayan talebin 
geciktirildiği ve sabit bir tedarik süresi bulunduğu varsayılmaktadır. Kontrol 
parametrelerinin belirlenmesi için geliĢtirilen bu algoritmalardaki temel düĢünce, çok 
ürünlü bu sistemlerin uygun bir Ģekilde ayrıĢtırılmıĢ tek ürünlü sistemlere 
dönüĢtürülerek çözülmesidir. Yazarların çalıĢmasında algoritma sonlu adımlarda 





Yazarlar, modelin benzer maliyet yapılarıyla çok lokasyonlu stok sistemlerinde 
eĢgüdümlü dağıtımlar için de kullanılabileceğini vurgulamıĢtır.  
 
Zheng [27], (S,c,s) politikasının poisson talepli ve tek ürünlü stok sistemlerinde 
Markovian indirim fırsatı için uzun dönemde optimal olduğu varsayımını 
kanıtlamıĢtır. Zheng [27]‟in ele aldığı stok sistemi, Silver [3] ile Federgruen ve 
arkadaĢları [26]‟nın stok sistemleriyle aynıdır ve çok ürünlü sistemini, tek ürünlü 
sisteme ayrıĢtırmak için aynı yöntem kullanılmıĢtır. Burada çok ürünlü stok 
sistemindeki her bir ürün, merkezi olmayan bir Ģekilde kontrol edilmektedir. Diğer 
bir deyiĢle her bir ürün ayrı bir stok tutma birimidir ve kendi toplam maliyetini 
minimize etmek için yönetilir. Ignall [23]‟da verildiği üzere merkezi bir kontrol 
altında çok ürünlü stok sistemleri için ise, (S,c,s) politikası optimal değildir.  
 
Melchiors [28], ürünlerin taleplerinin poisson dağılımına uyduğu çok ürünlü bir stok 
sistemi ele almıĢ ve (S,c,s) stok politikası parametrelerinin belirlenmesi için bir 
sipariĢte yer alan ürünün, sipariĢ fırsatından yararlanan diğer ürünlerden bir karĢılık 
(tazminat) aldığı yeni bir hesaplama metodu geliĢtirmiĢtir. Yazar, kendi hesaplama 
yönteminin performansını kıyaslamak için gerçekleĢtirdiği küçük bir simülasyon 
çalıĢmasıyla, bulduğu optimal (S,c,s) politikasını, Federgruen ve arkadaĢları [26], 
Thompstone ve Silver [2]‟ın (S,c,s) politikalarıyla ve periyodik gözden           
geçirme P(S,s) politikası performanslarıyla karĢılaĢtırmıĢtır. Melchiors [28], (S,c,s) 
politikalarının periyodik gözden geçirmeden daha iyi sonuçlar verdiği (birincil 
sipariĢ maliyetinin göreceli olarak düĢük) durumlarda kendi, hesaplama yönteminin 
daha iyi performansa sahip olduğunu ifade eder.     
 
Stokların eĢgüdümlü olarak yenilenmesinin maliyet kazanımları yarattığı birçok 
çalıĢmayla açıkça gösterilmesine karĢın, problemin karmaĢıklığı nedeniyle en iyi 
eĢgüdümlü kontrol politikasının ne olması gerektiği hala açık değildir. Literatürde 
yer alan birçok çalıĢmada periyodik gözden geçirme esasına dayanan eĢgüdümlü stok 
politikasının performansı, (S,c,s) politikasının performansıyla kıyaslanmıĢtır.    
 
Atkins ve Iyogun [29] ile Pantumsinchai [30], ürün taleplerinin poisson dağılımına 





maliyetleri düzeyinde (S,c,s) ve periyodik gözden geçirme stok politikalarının 
performanslarını incelemiĢlerdir. Yazarlar, Federgruen ve arkadaĢları [26]‟nın 
çalıĢmasındaki algoritmayı kullanarak elde ettikleri (S,c,s) politikasıyla, QS ve RS 
periyodik gözden geçirme politikalarının performanslarını karĢılaĢtırdıkları 
çalıĢmalarında, birincil sipariĢ maliyet arttıkça çoğu zaman QS ve RS periyodik 
gözden geçirme politikalarının daha iyi performans gösterdiği ileri sürmüĢlerdir. 
Pantumsinchai [30], yaptığı deneme sonuçlarına göre (S,c,s) politikasının birincil 
sipariĢ maliyetlerinin düĢük olduğu durumlarda iyi bir performans gösterdiğini ve 
oldukça da gürbüz (robust) olduğunu göstermiĢtir. Yazar, QS politikası için ise, her 
bir ürün çeĢidinin bir mutlak sipariĢ düzeyi (must order level) bulunmadığından, bu 
politikanın çok gürbüz (robust) olmadığını ve politikanın performansının problem 
parametrelerinin etkileĢimine duyarlı olduğunu belirtmiĢtir.  
 
Eijs [31], göreceli olarak yüksek birincil sipariĢ maliyeti durumlarında (S,c,s) 
politikalarının kötü performans göstermesinin nedeninin politikanın kendisinden 
değil,  Silver[1, 3], Silver ve Thompstone [2] ile diğer yazarların poisson oranlı özel 
stok yenileme fırsatı kabulünden kaynaklandığını ifade eder. Yazar, birincil sipariĢ 
maliyetlerinin göreceli olarak yüksek olduğu durumlar için c=S-1 olan (S,S-1,s) 
politikasının uygulanması gerektiğini ileri sürer. Bunun anlamı stok tutma ve sipariĢ 
maliyetlerini en küçüklemek için bir ürünün sipariĢi tetiklendiğinde, stoklardaki tüm 
ürünlerin sipariĢlerinin yenilenmesi gerektiğidir.   
 
Johansen ve Melchiors [32], farklı talep değiĢkenliği durumlarında periyodik gözden 
geçirme politikalarıyla, (S,c,s) politikasının performansını karĢılaĢtırmıĢtır. Yazarlar, 
talep değiĢkenliğinin küçük olması durumunda periyodik gözden geçirme 
politikasının performansının, (S,c,s) politikası performansından belirgin bir Ģekilde 
iyi olduğunu; talep değiĢkenliğinin yüksek olması durumunda ise (S,c,s) politikasının 
periyodik gözden geçirme politikasına göre % 15‟e varan düzeylerde daha iyi 
performansa sahip olduğunu göstermiĢtir. Yazarlar, talep değiĢkenliğinin yüksek 







Kısaca özetlenecek olursa, birincil sipariĢ maliyetlerinin göreceli olarak düĢük ve 
talepteki değiĢkenliğin yüksek olması durumlarında sürekli gözden geçirme (S,c,s) 
politikaları iyi performans göstermektedir. Tersi durumda ise, periyodik gözden 
geçirme politikalarının performansı daha iyidir. Birincil sipariĢ maliyetlerinin aĢırı 
yüksek olması durumunda sipariĢlere stoktaki tüm ürünlerin katılması, çok düĢük 
olması durumunda ise birbirinden bağımsız stok yenileme politikasının kullanılması 
gerekir. (S,c,s) politikaları sürekli gözden geçirmeye dayalı olduğu için periyodik 
gözden geçirme politikalarına kıyasla yeni bilgiye çok daha hızlı tepki verir. Bu 
nedenle, (S,c,s) politikalarının periyodik gözden geçirme politikalarına göre daha iyi 
performans göstermesi beklenir. Ancak, literatürdeki çalıĢmalar birincil sipariĢ 
maliyetinin yüksek olduğu durumlar için bunun aksini göstermektedir. Melchiors 
[28]‟a göre sezgilerimizin tersini söyleyen bu durum ya (S,c,s) politikasının 
kendisinden kaynaklanabilir, yani bu politikanın aĢırı basit olmasının bir sonucu 
olabilir, ya da (S,c,s) politikalarından değil, kontrol parametrelerinin hesaplanma 
yöntemlerinden kaynaklanabilir.    
 
Tezin sonraki bölümleri Ģu Ģekilde düzenlenmiĢtir: 2. bölümde, dağıtım merkezinin 
ve ürünlerin talep süreçlerinin ele alınan problemi nasıl etkilediği açıklanmıĢ ve 
problem ürün kombinasyonu dağıtım problemi ve eĢgüdümlü stok yenileme problemi 
olarak ikiye ayrıĢtırılmıĢtır. Ürün kombinasyonu dağıtım problemi yarı Markov karar 
süreci (semi Markov decision process, SMDP) olarak modellenmiĢ, eĢgüdümlü stok 
yenileme problemi ise literatürdeki çalıĢmalardan yararlanılarak çözülmüĢtür.           
3. bölümde birbirileri ile etkileĢimli bu iki problemi birlikte, sıralı ve yinelemeli 
olarak çözen bir algoritma geliĢtirilmiĢ ve ürün kombinasyonu dağıtım problemi, çok 
katmanlı yapay sinir ağı kullanan fonksiyon yaklaĢımlı ödüllü öğrenme 
(reinforcement learning) algoritmalarıyla çözülmüĢtür. 4. bölümde farklı ölçeklerdeki 
uygulamalı örnekler geliĢtirilen algoritmayla çözülerek, deneysel sonuçlar 


















Bölüm 1.2 problem tanımı bölümünde verildiği üzere çalıĢmada ele alınan 
dağıtımcının stok sistemine gelen talep sürecinin, birleĢik poisson süreci olduğu 
kabul edilmektedir. Ancak, stok yenileme politikasının belirlenebilmesi için stok 
sisteminde yer alan her bir ürün çeĢidinin talep sürecinin bilinmesi gerekir. Stok 
sistemindeki ürün çeĢitlerinin talep süreci ise, uygulanan ürün kombinasyonu dağıtım 
politikasıyla yakından iliĢkilidir. Bu nedenle Bölüm 2.1‟de dağıtımcının stok 
sisteminin ve bu stok sisteminde yer alan ürün çeĢitlerinin talep süreçleri 
tartıĢılmıĢtır. Bölüm 2.2‟de ürün kombinasyonu dağıtım problemi yarı Markov karar 
süreci olarak modellenmiĢ, Bölüm 2.3‟te ise literatürdeki çalıĢmalardan faydalanarak 
belirli bir hizmet düzeyi kısıtı altında eĢgüdümlü bir stok yenileme politikasının 
parametrelerinin nasıl belirleneceği araĢtırılmıĢtır.   
 
2.1. Ürün Talep Süreci 
 
Tezde ele alınan sistem incelendiğinde iki farklı ürün talep süreciyle 
karĢılaĢılmaktadır. Bu talep süreçlerinden ilki çok ürünlü stok sistemine 
(bankamatiğe) gelen müĢteri talep süreci, diğeri ise stok sisteminde yer alan her bir 
ürün çeĢidinin (banknotların) müĢteri talep sürecidir. Bu iki süreç birbiriyle yakından 
iliĢkili ve bağımlıdır. Bölüm 2.1.1 ve Bölüm 2.1.2‟de bu iki talep süreci ayrıntılı 
olarak tartıĢılmıĢtır. Bölüm 2.1.3‟te stok sistemindeki her bir ürün çeĢidinin tedarik 
süresince talebinin dağılımı ve Bölüm 2.1.4‟te ise birleĢik poisson talep sürecinin, 
eĢdeğer poisson talep sürecine nasıl dönüĢtürülebileceği araĢtırılmıĢtır.  
 
2.1.1. Çok ürünlü stok sistemlerinin ürün talep süreci 
 
ÇalıĢmanın ana motivasyon kaynağı olan bankamatik probleminde, bankamatiğe 






talepleri D‟nin bilinen (.)Df  dağılımına uyan bir kesikli rassal değiĢken olduğu 
varsayılmaktadır. Doğal olarak, para çekmek amacıyla bankamatiğe gelen her 
müĢterinin mutlaka bankamatikten para talebinde bulunacağı ve bu nedenle 
müĢterilerin bireysel talebinin sıfır (0) olamayacağı ( (0) 0Df ) kabul edilir. Bu 
durumda bankamatiğin para talebi süreci, müĢteri geliĢlerinin  ortalamalı poisson 
süreci olduğu ve müĢterilerin bireysel para taleplerinin (0) 0Df  olmak Ģartıyla 
(.)Df  kesikli dağılımına uyduğu birleĢik poisson sürecidir.     
    
2.1.2. Çok ürünlü stok sistemindeki ürün çeĢitlerinin talep süreci 
 
Bankamatik stoklarında yer alan her bir banknot çeĢidinin bireysel müĢteri talebi, 
tamamen müĢterilerin bankamatikten istedikleri bireysel para talebine ve 
bankamatiğin bu talebi karĢılamak için uyguladığı banknot kombinasyonu dağıtım 
politikasına bağlıdır. Bir anlamda her bir banknotun talep süreci, bankamatiğin 
uyguladığı dağıtım politikası tarafından belirlenir. Bu nedenle bankamatiğe para 
çekmek için gelen müĢterilerin talebi karĢılanırken, stoklarda yer alan bazı 
banknotların talebi sıfır (0) olarak gerçekleĢebilir. Örneğin stoklarında 10 TL, 20 TL,  
50 TL ve 100 TL banknotlarından oluĢan 4 ürün çeĢidine sahip bir bankamatik ele 
alınsın. Bankamatiğe gelen bir müĢterinin talebi 100 TL ise ve bankamatik 
uyguladığı banknot dağıtım politikasına göre bu talebi tek bir 100 TL ile karĢılarsa, 
bu durumda bu müĢterinin 10 TL,  20 TL ve 50 TL talebi sıfır (0) ve 100 TL talebi   
1 adet olarak gerçekleĢmiĢ olur. iD , (i=1,2,…,l) olmak üzere i‟nci ürünün bireysel 





D D  olur.  
i
(.)Df , i‟nci ürünün kesikli olasılık fonksiyonu olarak tanımlansın. Bankamatikteki 
tüm banknot çeĢitleri için müĢteri talebinin sıfır (0) olması söz konusu olduğu için, 
(0) 0
iD
f ‟dır. Bankamatiğe müĢteriler  ortalamalı poisson sürecine göre geldiğine 
göre, i‟nci banknotun talebi, (0) 0
iD
f  olmak üzere  oranlı “birleĢik poisson” 






Axäter [33]‟e göre (0) 0
iD
f  olması durumunda, birleĢik poisson talep sürecini i  
ve (.)
iD
f  ile karakterize edebileceğimiz eĢdeğer bir süreçle değiĢtirebiliriz. Bu 
durumda oluĢacak yeni süreçte i‟nci banknot için müĢteri geliĢ oranı 
(1 (0))
ii D
f  ve bireysel talebin olasılık fonksiyonu Denklem 2.1‟deki gibi olur.      
  
( )
     ,    1, 2,...
1 (0)( )                                                                     (2.1)










ff d  
 
2.1.3. Tedarik süresince gelen birleĢik poisson talebinin dağılımı 
 
Bölüm 2.1.2‟de i‟nci banknot çeĢidi için müĢteri geliĢinin, ortalaması i  olan 
poisson sürecine, bireysel ürün talebinin ise bankamatik banknot dağıtım politikasına 
ve bankamatikten istenen bilindiği varsayılan para talebinin dağılımına göre 
Ģekillenen kesikli (.)
iD
f  olasılık fonksiyonuna uyduğu gösterilmiĢtir. Burada i ve 
(.)
iD
f , müĢterinin i‟nci banknot talebinin sıfır olma olasılığı göz önünde 
bulundurularak dönüĢtürülen i  ve (.)iDf  talep sürecinin eĢ değer sürecidir.  
 
enbi
d , i‟nci banknot çeĢidinden bir müĢterinin isteyebileceği en büyük bireysel talep 
miktarını; 
( )i LX  ise, L sabit tedarik süresince i‟nci banknot çeĢidi için gelen toplam 
talebi gösteren rassal değiĢken olarak tanımlansın. Bu durumda i‟nci banknot çeĢidi 
için sabit L tedarik süresince gelen toplam talebin olasılık dağılımı ( ) (.)iX Lf ,  





exp( )                                 ,  0        
( )                                      (2.2)
1
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2.1.4. BirleĢik poisson talep sürecine eĢdeğer poisson talep süreci  
 
Friend [35], her bir müĢterinin bireysel ürün talep miktarının sabit bir birim yerine 
kesikli bir rassal değiĢken olduğu durumlarda bile, talep sürecine poisson dağılımının 
oldukça iyi uyum gösterdiğini belirtmiĢ ve bu gibi durumları “EĢdeğer Poisson 
Dağılımı”na uydurmuĢtur. Friend [35]‟de verilen dağılım uydurma tekniği, geçmiĢ 
verilerden t anına kadarki toplam talebin ortalamasını ve varyansını tahmin etmeyi ve 
rassal değiĢken olan bireysel ürün miktarının, sabit bir eĢdeğer bireysel ürün talep 
miktarıyla değiĢtirilmesini içerir. 
   
Bölüm 2.1.2 problem tanımında açıklandığı üzere çalıĢmada ele alınan problem için 
banknotların bireysel talepleri sabit bir miktar değil, müĢterilerin bankamatikten 
istedikleri para talebinin dağılımına ve bankamatiğin uyguladığı banknot dağıtım 
politikasına göre belirlenen (.)
iD
f  olasılık dağılımına sahip kesikli bir rassal 
değiĢkendir.   
 
Ni, i‟nci banknot çeĢidi için birim zamanda gelen müĢteri sayısı ve TDi, i‟nci banknot 
çeĢidi için birim zamanda gelen toplam talep olarak tanımlanırsa, birim zamandaki 





TD D  olarak tanımlanır ve birleĢik 
poisson dağılımına uyar. i‟nci banknot çeĢidi için toplam talep TDi‟nin beklenen 
değeri Denklem 2.3‟ten hesaplanabilir [36].  
 
[ ] [ ]. [ ]                                                                                            (2.3)i i iE TD E N E D  
 
i‟nci banknot çeĢidi için bankamatiğe gelen müĢterilerin beklenen değeri   
[ ]i iE N  olduğu için, i‟nci banknot çeĢidinin toplam talebi TDi‟nin beklenen 
değeri Denklem 2.4 ve varyansı Denklem 2.5‟ten hesaplanabilir [36].  
 







2[ ] . [ ]                                                                                                  (2.5)i i iV TD E D  
 
Friend [35]‟in yaklaĢımıyla, i‟nci banknot çeĢidinin bireysel müĢteri talebinin bir 
sabit olduğu, fakat toplam müĢteri talebinin varyansının ve beklenen değerinin aynı 
kaldığı eĢdeğer yeni bir dağılım ele alınsın. Ui, i‟nci ürün çeĢidi için eĢdeğer sabit 
bireysel müĢteri talebi ve 
eşdeğeri
, i‟nci ürün çeĢidi için bireysel müĢteri talebinin sabit 
Ui olduğu durumdaki eĢdeğer ortalama müĢteri sayısı olarak tanımlansın. Bu 
durumda eĢdeğer süreç için toplam talebin beklenen değeri, Denklem 2.6‟dan 
hesaplanır.    
 
[ ] [ ]. [ ]                                                                                             (2.6)i i iE TD E N E U  
 
eşdeğer
[ ]i iE N , Ui ise bir sabit olduğundan [ ]i iE U U ‟dir. Bu nedenle i‟nci ürün 
toplam talebinin beklenen değeri Denklem 2.7‟den, varyansı ise Denklem 2.8‟den 
hesaplanabilir.   
 
eşdeğer
[ ] .                                                                                                    (2.7)i i iE TD U  
 
eşdeğer
2[ ] . [ ]                                                                                             (2.8)i i iV TD E U
 
Ui, bir sabit olduğu için 
2 2[ ]i iE U U ‟dir. Bu durumda toplam talebin varyansı, 
Denklem 2.9‟a dönüĢür.  
 
eşdeğer
2[ ] .                                                                                                  (2.9)i i iV TD U   
 
EĢdeğer süreçte toplam talebin varyansının ve beklenen değerinin değiĢmediğini 
varsaydığımız için;  
 
eşdeğer
[ ] . [ ] .                                                                                  (2.10)i i i i iE TD E D U  
 
eşdeğer





bulunur. Denklem 2.12 ve 2.13‟ten hareketle eĢdeğer poisson sürecinin sabit müĢteri 










2[ ][ ] . [ ].                                                                         (2.13)ii i i i
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2 2[ ] . [ ] [ ]
                                                                       (2.14)
[ ] . [ ] [ ]
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[ ] . [ ] . [ ]
                                                               (2.15)
[ ] [ ]
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Yeni süreçte i‟nci banknot çeĢidi için müĢteriler bankamatiğe ortalaması 
eşdeğeri
olan 
poisson sürecine göre gelmekte ve her bir müĢteri sabit iU  adet i‟nci banknottan 
talep etmektedir. Toplam talep sürecinin poisson sürecine uyması için i‟nci banknot 
çeĢidinin fiyatının iv  olması durumunda sabit iU adet banknot, fiyatı i iU .v olan tek 
bir banknot olarak düĢünülebilir. Böylece i‟nci banknot çeĢidine birim zamanda 
gelen talep, banknot tutarı 
i i iv =U .v  ve talep ortalaması eşdeğeri  olan poisson 
dağılımına uyar.  
 
2.2. Ürün Kombinasyonu Dağıtım Politikasının Modellenmesi 
 
Bu bölümde dağıtımcının stok sisteminde yer alan ürün çeĢitleri için verilen bir 
eĢgüdümlü stok politikası altında ürün kombinasyonu dağıtım problemi, yarı Markov 






Modelde x  ile gösterilen sistem durumu (state), stok sistemindeki ürün (banknot) 
çeĢitlerinin mevcut stok miktarları ve dağıtımcıya (bankamatiğe) gelen müĢteri talebi 
olarak tanımlanmıĢtır. Bölüm 1.2 problem tanımında verildiği üzere ix  (i=1,2,…,l), 
i‟nci ürün (banknot) çeĢidinin mevcut stok miktarını ve d , müĢterilerin dağıtımcıdan 
(bankamatikten) istedikleri bireysel talep miktarı D  rassal değiĢkenin aldığı değeri 
göstermek üzere, sistemin durumu 1 2( , ,..., , )lx x x dx  Ģeklinde tanımlanmıĢtır. 
MüĢterilerin dağıtımcıdan istedikleri bireysel talep miktarını gösteren D rassal 
değiĢkeninin olasılık dağılımı (.)Df ‟nin, karar verici tarafından bilindiği 
varsayılmaktadır.  
 
Verilen bir x  durumu için geçerli kararlar (actions) kümesi ( )A x , müĢteriye 
dağıtılabilecek tüm olası ürün (banknot) kombinasyonlarını içermektedir. Modelde 
müĢteri talebi D‟yi karĢılamak için karar verici tarafından i‟nci üründen dağıtılan 
ürün miktarı in  ile tanımlanmıĢtır. Burada doğal olarak tüm ürün (banknot) çeĢitleri 





n D  olmalıdır. Diğer bir deyiĢle dağıtılacak hiçbir 
ürün (banknot) çeĢidinin mevcut stok miktarı ix , dağıtılacak miktar in ‟den küçük 





n ) müĢteri talebi D‟yi tam olarak 
karĢılamalıdır. Eğer karar verici tarafından stoktan karĢılanamayan bir karar 
seçilmiĢse, yani müĢteriye dağıtılan ürün (banknot) miktarının toplamı, müĢterinin 
dağıtımcıdan (bankamatikten) istediği talebi karĢılamazsa, satıĢ kaybı (lost sales) 
durumu oluĢur.  
 
MüĢteri dağıtımcıya (bankamatiğe) gelip, (para) talebini bildirdiğinde süreç, 
Denklem 2.16‟da verilen geçiĢ fonksiyonuna göre x  durumundan x durumuna geçiĢ 
yapar: 
 





Burada iQ , i=1,2,…,l olmak üzere i‟nci ürünün (banknotun) stoklarının yenilenmesi 
için verilen sipariĢ miktarını göstermektedir. 1iI , ise gösterge değiĢkenidir ve 
Denklem 2.17‟de tanımlanmıĢtır: 
 
1i
0, Eğer i'nci ürün (banknot) stok yenileme siparişinde yer almazsa
I =             (2.17)
1, aksi halde                                                                                   
 
 
Ele alınan problemde verilen bir stok politikası altında bankamatik sisteminde 
gerçekleĢen olaylar ve sırası aĢağıda verilmiĢtir:  
 
1) MüĢteri dağıtımcıya (bankamatiğe) gelir. 
 
2) MüĢteri dağıtımcıdan (bankamatikten) talep ettiği D bireysel ürün (para) miktarını 
bildirir.  
 
3) Dağıtımcı (bankamatik) stoklarındaki mevcut ürünlerin (banknotların) hangi 
kombinasyonuyla D miktarını karĢılayacağına karar verir.  
 
4) Dağıtımcının (bankamatiğin) stoklarında müĢteri talebini tam olarak 
karĢılayabilecek ürün kombinasyonu mevcut değilse, talep kaybolur.  
 
5) Her bir ürün (banknot) çeĢidinin stok pozisyonu (dağıtımcının elindeki stok 
miktarı+imalatçıya sipariĢ ettiği ancak henüz teslim almadığı miktar)  güncellenir.  
 
6) Dağıtımcı (bankamatik), stoklarında yer alan her bir ürün (banknot) çeĢidinin stok 
pozisyonuyla, ürünler (banknotlar) için uyguladığı stok politikasını karĢılaĢtırır ve 
imalatçıdan (para dağıtım merkezi) stoklarını yenileyip yenilemeyeceğine, 
yenileyecekse hangi ürünlerin (banknotların) stoklarını yenileyeceğine karar verir.    
 
ÇalıĢmada, müĢterilerin dağıtımcı (bankamatik) tarafından sunulan ürün 
kombinasyonunu kabul ettiği varsayılmaktadır. Bununla birlikte, bir müĢterinin 





(bankamatiğin) sunduğu kombinasyon arasında farklılık arttıkça, müĢterinin 
kazandığı fayda azalır. ÇalıĢmada müĢterilerin birbirileri ile özdeĢ ve kesikli bir 
fayda fonksiyonuna sahip oldukları kabul edilmektedir. 1 2( , ,..., )lU n n n , müĢterilerin 
kesikli özdeĢ fayda fonksiyonunu göstersin. MüĢterilerin fayda fonksiyonu, dağıtılan 
1 2( , ,..., )ln n n  miktarlarına bağlıdır.   
 
enbU , bir müĢterinin dağıtımcıdan (bankamatikten) talep ettiği ürün (para) miktarının 
en çok arzu ettiği ürün (banknot) kombinasyonu * * *
1 2( , ,..., )ln n n ile karĢılanması 
durumunda alacağı en büyük faydayı göstersin. Diğer bir gösterimle 
* * *
enb 1 2( , ,..., )lU U n n n  olsun. Dağıtımcıya (bankamatiğe) gelen müĢterinin (para) 
talebinin karĢılanmasında en çok arzu ettiği ürün (banknot) kombinasyonunun 
kendisine sağlanamaması durumunda enbU  
ile 1 2( , ,..., )lU n n n  arasındaki fark, 
müĢterinin 1 2( , ,..., )ln n n  kombinasyonunu kabul ederek katlandığı fayda kaybını 
göstermektedir. aU , karar vericinin a kararını (action) seçtiğinde ortaya çıkan ürün 
kombinasyonunun müĢteriye faydası ile müĢterinin en çok arzu ettiği ürün 
kombinasyonunun seçilmesinde elde edeceği fayda arasındaki farkı ifade etsin. 
MüĢterinin dağıtılan ürün kombinasyonuyla uğrayacağı bu kayıp, kurulan modelde 
bir ceza maliyeti  (p) ile cezalandırılmaktadır.         
 
Amaç sonsuz ufukta birim zaman baĢına ortalama maliyetin en küçüklenmesidir. 
Sistem x  durumundayken a kararını almanın anlık maliyeti, Denklem 2.18‟de 
verilmiĢtir: 
 
1 1 2 2
1
( , ) ( . ). . ( , ,..., ) .                                     (2.18)
l
i i i a l
i
g a h t K m k I pU n n n w Ix  
 
Denklem 2.18‟de ih , 1 birim i‟nci ürünü (banknotu) birim zaman stokta bulundurma 
maliyetini, it ise i‟nci ürünün x  durumunda kalma süresini göstermektedir.              
Bu nedenle denklemdeki ilk terim, süreç x  durumundayken açığa çıkan             
stokta bulundurma maliyetini temsil eder. Denklemin ikinci terimi, süreç x  





Burada m, sipariĢte yer alan ürün çeĢidi sayısını göstermektedir. Denklemde yer alan 
üçüncü terim, müĢteriye en çok istediği kombinasyonu dağıtamama maliyetidir. 
Denklemdeki son terim ise, bir müĢterinin dağıtımcıdan (bankamatikten) (para) 
talebinin tam olarak karĢılanamadığında oluĢan kayıp satıĢ maliyetidir. Denklemin 




0,  müşterinin dağıtımcıdan talebi tam olarak karşılanırsa
I =                            (2.19)
1,  aksi halde                                                                    
 
 
i‟nci ürün talebi için müĢteriler ortalaması 
'
i  olan poisson sürecine göre geldiği için 
it  bir rassal değiĢkendir ve bu nedenle it ‟nin dağılımı (
'1/ i ) parametreli üstel 
dağılıma uyar [36]. Markov karar süreçlerinde (Markov decision process, MDP), 
zincirdeki herhangi bir geçiĢin süresi sabit bir birim olması gerekirken, yarı Markov 
karar süreçlerinde (semi Markov decision process, SMDP) bu süre genel dağılımlı 
bir rassal değiĢkendir. Eğer geçiĢ süreleri üstel dağılıma uyuyorsa, bu durumda süreç, 
yarı Markov karar süreçlerinin özel bir durumu olan sürekli zaman Markov süreçleri 
(continous time Markov decision process, CTMDP) olarak adlandırılır [37]. 
ÇalıĢmada durumların geçiĢ süreleri üstel dağılıma uyan rassal değiĢken olduğu için 
problem, sürekli zaman Markov karar süreci olarak modellenmiĢtir. Sürekli zaman 
Markov karar süreci modelinin sonsuz zaman ufkunda birim zamandaki ortalama 





( ) min ( , ) ( , ) ( , ) ( )                                             (2.20)
a
v g a y a p a v
A x
x x
x x x x x x
 
Optimallik denkleminde ( )v x , x  durumunda bulunmanın değerini; ( , )p ax x ,         
x  durumundayken a kararı seçildiğinde x  durumuna geçiĢ olasılığını; ( , )y ax , 
mevcut karar aĢamasında x  durumundayken a kararı seçildiğinde sonraki karar 
aĢamasına kadar geçen beklenen süreyi; 
*
 optimal politikanın ortalama maliyetini 





Sürekli zaman Markov karar süreci problemleri, birlikleĢtirme (uniformization) 
süreciyle tam olarak Markov karar süreci problemine dönüĢtürülüp, dinamik 
programlama (dynamic programming, DP) algoritmalarıyla optimal olarak çözüm 
bulunabilir. Ancak, dinamik programlama algoritmalarının kullanılabilmesi için 
geçiĢ olasılıklarının (transition probabilities), geçiĢ ödüllerinin (transition rewards) 
ve geçiĢ sürelerinin (transition times)  hesaplanması gerekmektedir. Problemin ölçeği 
ve karmaĢıklığı büyüdükçe bu değerlerin hesaplanması giderek zorlaĢmakta ve hatta 
imkânsız hale gelmektedir. Ödüllü Öğrenme (reinforcement learning), Markov ve 
yarı Markov karar süreci problemlerinin çözümünde, tüm bu geçiĢ olasılıkları, geçiĢ 
ödülleri ve geçiĢ süreleri hesaplamalarına gerek kalmaksızın optimale yakın sonuç 
veren simülasyon tabanlı optimizasyon tekniğidir [37, 39]. Ele alınan problem büyük 
ölçekli ve karmaĢık bir yapıya sahip olduğu için modelin çözümünde, Bölüm 
3.2.1‟de verilen Ödüllü Öğrenme teknikleri kullanılmıĢtır.  
 
2.3. EĢgüdümlü Stok Yenileme Politikasının Belirlenmesi 
 
Çok ürünlü stok sistemlerinde stok düzeylerinin belirlenmesi için kullanılan en basit 
yaklaĢım, bireysel ürün taleplerinin birbirinden bağımsız olduğunu kabul ederek bir 
müĢteri hizmet düzeyi kısıtı altında ürünlerin optimal stok politikalarının ve 
parametrelerinin belirlenmesidir. Ancak, bu tür stok sistemlerinde ürün çeĢitlerinin 
stoklarının aynı merkezden yenilenmesi durumunda eĢgüdümlü bir stok yenileme 
politikasının uygulanması oluĢacak ölçek ekonomisi nedeniyle önemli maliyet 
avantajları kazandırabilir. Tezde ele alınan sistemde eĢgüdümlü bir stok yenileme 
politikası kullanılması sonucunda açığa çıkan ölçek ekonomisi nedeniyle, ulaĢtırma 
maliyetlerinde (örneğin tam dolu kamyonlarla taĢıma nedeniyle) önemli maliyet 
kazançları sağlanacaktır. 
 
Ele alınan stok sistemiyle ilgili maliyetler aĢağıda verilmiĢtir:  
 
 ih : i‟nci ürünün stokta bulundurma maliyeti TL/adet/ birim zaman 
 





 ik : i‟nci ürünün ikincil sipariĢ maliyeti (TL/sipariĢ) 
 
 p : müĢterinin kaybettiği faydanın fırsat maliyeti (TL/birim fayda) 
 
 w :müĢterilerin talebinin stoktan karĢılanamaması maliyeti                
(TL/talebi karĢılanmayan müĢteri sayısı)  
 
Burada K  ile gösterilen birincil sipariĢ maliyeti, ürün çeĢitlerinden herhangi birinin 
stoklarının yenilenmesi nedeniyle açığa çıkan ve sipariĢ edilen ürün miktarından 
bağımsız, sabit sipariĢ maliyetidir. k ile gösterilen ikincil sipariĢ maliyeti ise 
hâlihazırda bir ürünün sipariĢine diğer ürünlerin eklenmesi nedeniyle açığa çıkan 
sipariĢ maliyetidir. Ġkincil sipariĢ maliyeti de yine birincil sipariĢ maliyeti K gibi 
verilen sipariĢ miktarlarından bağımsızdır, ancak sipariĢe eklenen ürün çeĢidi baĢına 
toplam sipariĢ maliyetine eklenir.  
 
Bölüm 1.2 problem tanımı bölümünde de verildiği üzere, ele alınan stok sisteminde 
stoklardan karĢılanamayan talebin kaybolduğu varsayılmaktadır. w ile gösterilen 
maliyet, talebin stoklardan her karĢılanamadığı durumda açığa çıkan satıĢ kaybı (lost 
sale cost) maliyetidir.   
 
Tezde ele alınan stok sisteminde eĢgüdümlü stok yenileme politikası olarak (S,c,s)   
“can order” politikasının kullanıldığı kabul edilmiĢtir. Devam eden bölümde (S,c,s) 
eĢgüdümlü stok yenileme politikası ve bu politikanın kontrol parametrelerinin nasıl 
belirleneceği tartıĢılmıĢtır.   
 
 2.3.1. (S,c,s) “Can Order” eĢgüdümlü stok politikası 
 
(S,c,s) stok politikası stokların sürekli gözden geçirilmesini gerektirir, ancak diğer 
sürekli gözden geçirme politikalardan farklı olarak burada stok sistemindeki ürün 
çeĢitleri birlikte ele alınmaktadır. Bu stok yenileme politikasında farklı ürün 
çeĢitlerinin stok yenileme kararları birbirileri ile eĢgüdümlü olarak belirlenir ve 






(S,c,s) stok politikasında 3 kontrol parametresi mevcuttur. Stok sisteminde 
(i=1,2,…l) farklı ürün (banknot) çeĢidi olmak üzere bu parametreler;  
 
1) Si, i‟nci ürün (banknot) çeĢidinin stoklarının yenileneceği üst seviye (up to level), 
 
2) ci, i‟nci ürün (banknot) çeĢidinin dıĢındaki herhangi bir ürün (banknot) çeĢidi 
stoklarının yenilenmesi kararının, i‟nci ürün (banknot) çeĢidinin sipariĢini tetiklediği 
seviye (can order level),  
 
3) si, diğer ürün (banknot) çeĢitlerinden bağımsız olarak i‟nci ürün (banknot) 




ġekil 2.1. Dört ürünlü stok sisteminde (S,c,s) stok politikası 
 
ġekil 2.1‟de dört ürünlü bir (bankamatik) stok sisteminde, (Si,ci,si) stok politikası 
altında ürün (banknot) stoklarının nasıl yenilendiği gösterilmiĢtir. (Si,ci,si) stok 
politikası altında ürün (banknot) stoklarının yenilenmesi iki Ģekilde tetiklenebilir: 
 
1) i‟nci ürün (banknot) çeĢidinin stok pozisyonu “si” (must order level) seviyesine 
veya altına düĢmüĢse, diğer ürün (banknot) çeĢitlerinin stoklarının yenilenip 
yenilenmeyeceğine bakılmaksızın, i‟nci ürün (banknot) çeĢidi için sipariĢ verilir ve 
stok pozisyonu “Si” (up to level) seviyesine yükseltilir. ġekil 2.1‟de, t1 anında     
“ürün 1”in stok pozisyonu s1 (must order) seviyesine düĢtüğü için, diğer ürünlerin 
durumuna bakılmaksızın “ürün 1” için S1-s1 kadar sipariĢ verilir ve “ürün 1”in stok 
pozisyonu S1‟e yükseltilir.  
 
2) i‟‟nci ürün (banknot) çeĢidi dıĢındaki bir ürün (banknot) çeĢidinin sipariĢi 





seviyesine veya altına düĢmüĢse, i‟nci ürün (banknot) çeĢidinin sipariĢi tetiklenir ve 
stokları yenilenecek diğer ürün (banknot) çeĢidiyle birlikte i‟nci ürün (banknot) 
çeĢidinin stokları “Si” (up to level) seviyesine kadar yenilenir.  ġekil 2.1‟de 
görüldüğü üzere t1 anında ürün 2 ve ürün 4‟ün stok pozisyonları sırasıyla c2 ve c4 
seviyelerinin altında olduğu için, bu iki ürünün stok pozisyonları S2 ve S4 düzeylerine 
yükseltilmelidir. Böylece stok pozisyonunu S2‟ye yükseltecek miktarda ürün 2 ve 
S4‟e yükseltecek miktarda ürün 4 sipariĢleri, ürün 1‟in sipariĢine eklenir.  
 
Bu politikada her zaman için i ic s  olarak alınır. Tersi durumunda mantıken c  
kontrol parametresinin bir anlamı kalmamaktadır.  
 
Bölüm 3.2‟de verildiği üzere yaklaĢık en iyi ürün dağıtım politikasının belirlenmesi 
için simülasyon tabanlı bir optimizasyon tekniği olan Ödüllü Öğrenme algoritması 
kullanılmıĢtır. Bu tür teknikler, tekrarlı yinelemelere dayanan doğaları gereği 
hesaplama süresi performansı oldukça düĢük olan tekniklerdir. Bu nedenle stok 
politikasının belirlenmesinde hesaplama süresi kısa olan algoritmaların kullanılması 
amaçlanmıĢtır.   
 
(S,c,s) kontrol parametrelerinin belirlenmesi için Silver [1, 3], Thompstone ve Silver 
[2]‟de yer alan algoritmalar simülasyon içermemekte ve kısa sürede sonuç 
vermektedir. Bu nedenle (bankamatik) stok sisteminde yer alan ürünlerin (S,c,s) 
politikalarının belirlenmesinde Silver [1, 3] ve Thompstone ve Silver [2]‟da yer alan 
yöntemlerden yararlanılmıĢtır.   
 
Silver [1,3] ve Thompstone ve Silver [2], çok ürünlü stok sistemindeki ürünlerin stok 
politikalarını merkezi kontrol olmaksızın ayrıĢtırmıĢtır. Diğer bir deyiĢle, stok 
sistemindeki her bir ürünün stok politikası, ilgili ürünün maliyetlerini en 
küçüklenecek Ģekilde belirlenmektedir. Burada i‟nci ürünün ölçek ekonomisi 
nedeniyle var olan bir sipariĢe eklenmesi fırsatının, i  oranlı poisson sürecine 
uyduğu varsayılmıĢtır. Özellikle stok sistemindeki ürün sayısı arttıkça, bu olayın 






2.3.2. Stok pozisyonu dağılımının belirlenmesi 
 
Stok kontrol politikalarında stokların yenilenip yenilenmeyeceğine karar vermek için 
genellikle stok düzeyinden (inventory level) ziyade, stok pozisyonu (inventory 
position) takip edilir. Stok pozisyonu, taleplerin geciktirilebildiği (back order) ve 
talebin kaybolduğu kayıp satıĢ (lost sales) durumları için farklı Ģekillerde 
tanımlanmaktadır.   
 
Stok pozisyonu talebin geciktirilebildiği (back order) durum için, “eldeki stok 
miktarı+sipariĢteki stok miktarı-geciktirilen talep miktarı” Ģeklinde tanımlanırken, 
kayıp satıĢ (lost sales) durumu için “eldeki stok miktarı+sipariĢteki stok miktarı” 
olarak tanımlanır [45].  
 
Örneğin talebin birleĢik poisson süreci olduğu ve (S,c,s) stok politikasının 
uygulandığı bir stok sistemi ele alınsın ve sipariĢ edilen ürünlerin sabit bir L süresi 
sonunda sisteme ulaĢtığı kabul edilsin. Burada ürünlerin stok politikasının 
belirlenmesi için öncelikle stok düzeyi ya da stok pozisyonuna göre, “c” (can order 
level) ve “s” (must order level) parametrelerinin belirlenmesi gerekir. Eğer “c” ve “s” 
mevcut stok düzeyine göre belirlenirse, tedarik süresince gelen talebin çok fazla 
olması durumunda biriken talep çok fazla olacak ve tedarik süresi sonunda sipariĢ 
sisteme ulaĢmasına karĢın stok düzeyi “s” nin altında kalmıĢ olabilecektir. Daha da 
dramatik bir Ģekilde olasılığı çok az da olsa tedarik süresince talep o kadar büyük 
olabilir ki, sipariĢ ulaĢtığında bile stok düzeyi hala negatifte kalabilir.  
  
Stok pozisyonu kullanılarak “s” ve “c” parametrelerinin belirlenmesi durumunda ise, 
henüz ulaĢmamıĢ yoldaki sipariĢler de hesaba katıldığı için stok pozisyonu her zaman 
[s+1,S] arasında yer alacaktır ve asla “s” nin altına düĢüp, bozulmuĢ bir durum 
oluĢturmayacaktır. Bu yüzden stok kontrol parametrelerinin belirlenmesinde stok 
pozisyonunun kullanılması mantıklıdır. Ancak, karĢılanamayan talebin kaybolduğu 
(lost sales) stok sistemlerinde stok pozisyonu izlenemez ve bunun sonucu olarak bu 
tür sistemlerde stok pozisyonunun dağılımını belirlemek mümkün olmaz. Bu 
nedenle, karĢılanamayan talebin kaybolduğu (lost sales) sistemlerde stok pozisyonu 





durumlar açığa çıkar. Özellikle stok sisteminden sağlaması istenen hizmet düzeyi 
arttıkça, karĢılanamayan talebin geciktirildiği durumdaki stok pozisyonunun 
dağılımıyla, talebin kaybolduğu durumdaki stok pozisyonunun dağılımları birbirine 
yaklaĢacaktır. Bu nedenle çalıĢmada, karĢılanamayan talebin kaybolduğu durumlar 
için, talebin geciktirilebildiği durumun stok pozisyonu dağılımı kullanılmıĢtır.    
 
Stok sistemindeki i‟nci ürün için, (Si,ci,si) politikasının birleĢik poisson talebi altında 
stok pozisyonu dağılımının belirlenmesinde kullanılan yöntem, Axater [33]‟de 
verilen (Si,si) politikasında stok pozisyonunun dağılımının belirlenmesinde kullanılan 
yöntemle az farklılık gösterir.   
 
Ip ( )m j , sipariĢ çevrimi süresince stok pozisyonu Ip‟nin j‟ye ulaĢma olasılığı olarak 
tanımlansın. Stok pozisyonunun alabileceği değerler i‟nci ürün için [si+1,Si] 
aralığında olduğu için, ( 1 )i is j S ‟dir.  
 
Stok pozisyonu Ip‟nin geçiĢleri bir yenilenme sürecidir. i‟nci ürünün sipariĢi her 
yenilendiğinde, yeni bir sipariĢ çevrimi baĢlar ve i‟nci ürünün stok pozisyonu Si‟ye 
yükselir. Bu nedenle stok pozisyonunun her sipariĢ çevrimi baĢlangıcında Si‟ye 
yükselmesi bir yenilenmedir. Her sipariĢ çevriminin baĢlangıcında stok pozisyonu 
Si‟ye yükseleceği için, her sipariĢ çevriminde stok pozisyonunun Si‟ye geçiĢ olasılığı, 
Ip ( )im S =1‟dir.  
 
(Si,ci,si) politikasında i‟nci ürünün sipariĢini tetikleyen iki kontrol düzeyi vardır:  
 
1) Stok pozisyonu düzeyi, “si” düzeyine ya da altına düĢtüyse kesinlikle yeni bir 
sipariĢ tetiklenir ve stok pozisyonu Si‟ ye yükseltilir.  
 
2) Stok pozisyonu, “ci” düzeyine ya da altına düĢtüyse;  
 
a)  stok sisteminde yer alan diğer ürünler için bir sipariĢ verilecekse, i‟nci ürün bu 






b)  eğer stok sistemindeki diğer herhangi bir ürün için sipariĢ verilmeyecekse, 
i‟nci ürün için sipariĢ verilmez. Stok pozisyonu eldeki stok miktarı – müĢteri 
talebi kadar azalır.  
 
Silver [1]‟ın yaklaĢımında i‟nci ürünün diğer ürünlerin sipariĢine katılma fırsatı, i  
parametreli poisson dağılımına uyar. Diğer bir deyiĢle burada i‟nci ürün için müĢteri 
geliĢ süreci i  oranlı ve diğer ürünlerin sipariĢlerin tetiklenip var olan bir sipariĢe 
katılması fırsatı i  oranlı poisson sürecidir. ÇalıĢmada Bölüm 2.1.2‟de verildiği 
üzere, stok sistemindeki i‟nci ürün çeĢidinin müĢteri geliĢi, i  oranlı poisson 
sürecidir. Bu iki sürecin poisson doğası nedeniyle herhangi bir zamanda sonraki 
olayın müĢteri geliĢi olma olasılığı, ii
i i
‟dir. Diğer bir deyiĢle i , i‟nci 
ürünün stok pozisyonu [c,s+1] aralığındayken diğer ürünler için bir sipariĢin 
tetiklenmemesi ve dolayısıyla i‟nci ürünün var olan bir sipariĢe dâhil olmaması 
olasılığını ifade eder.   
 
(Si,ci,si) politikasında i‟nci ürünün stok pozisyonunun alabileceği değerler kümesi 
ikiye bölünebilir: 
 
1) Stok pozisyonu, [Si,ci+1] aralığında değerler alabilir. Bu durum (Si,si) 
politikasında, si=ci için gerçekleĢen klasik durumdur. Bu aralıkta, ilgilenilen ürünün 
sipariĢi tetiklenmez.  
 
2) Stok pozisyonu [ci,si+1] aralığında değerler alabilir. [ci,si+1] aralığında diğer 
ürünlerin sipariĢi, i‟nci ürünün sipariĢini 1 i  olasılıkla tetikler.  
 
Silver [3]‟da verilen Denklem 2.21 ile yinelemeli olarak i‟nci ürünün stok 
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Stok pozisyonundaki her bir geçiĢ i‟nci ürün için bir müĢteri geliĢiyle 








m dir. i‟nci ürün için müĢteri geliĢi Bölüm 2.1.2‟de verildiği 
üzere i  ortalamalı poisson sürecine uyduğu için, müĢterilerin geliĢleri arası süresi 
1/ i ortalamalı üstel dağılıma uyar [36]. Böylece stok pozisyonun olasılık 
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2.3.3. Eksiklik pozisyonu dağılımının belirlenmesi 
 
i‟nci ürün için (Si,ci,si) politikasında tek sipariĢ tetikleyicisi, stok pozisyonunun “si” 
(must order) düzeyi ya da altına düĢmesi değildir. Normalde stok pozisyonu “si” ya 
da altına düĢtüğünde sipariĢ verilecekken, sipariĢin tetiklenmesi stok pozisyonunun 
“ci” (can order) seviyesi ya da altına düĢmesi ve diğer ürünlerin stok pozisyonlarının 
kendi “s” seviyesi ya da altına düĢmesiyle öne alınabilir. Buna bağlı olarak bir sipariĢ 
tetiklendiği andaki stok düzeyi [si,ci] arasında ya da bir ıskalama durumunda si 
düzeyinin altında bulunabilir. Burada ıskalama ile kastedilen durum, örneğin i‟nci 
ürün için stok pozisyonu si+1 düzeyinde iken, gelen müĢterinin 1‟den fazla ürün i 
istediğinde ortaya çıkan durumdur. Bir çevrimde stoktan karĢılanamayan ortalama 
stok miktarını belirlemek için, sipariĢ verildiği anda stok düzeyinin si‟den ne kadar 
uzakta olduğunun belirlenmesi gerekir. Stoktan karĢılanamayan talep miktarının 





gösterilen yeni bir kesikli rassal değiĢken tanımlansın. Bu durumda bu rassal 
değiĢken, Zi : (si-“i‟nci ürün için sipariĢ verildiği andaki stok pozisyonu”) olarak 
tanımlanır.  i‟nci ürün için bir sipariĢ tam olarak stok pozisyonu ci düzeyindeyken 
tetiklenirse, bu durumda zi=si-ci olur. Stok pozisyonu si+1‟deyken, gelen müĢteri 
enbi




d -1 olarak elde edilir. Bir ürünün 
stok pozisyonu, bir sipariĢ çevriminde sipariĢ verildikten hemen sonra S‟den baĢlar.  
 
i‟nci ürün için sipariĢin stok pozisyonu [si+1,ci] aralığındayken tetiklendiği durumda 
eksiklik pozisyonu Zi‟nin alabileceği değerler ikiye ayrılabilir:  
 
1) [ 1, 2,...]z durumu: i‟nci ürünün stok pozisyonu [si+1, si+2,…,ci] iken gelen 
talep 2i id s  ise, bu durumda Zi eksiklik pozisyonu kesikli rassal değiĢkeninin 
alabileceği değerler [-1, -2, …,si-ci] aralığında olur. Eksiklik pozisyonunun Zi=zi 
olabilmesi için “diğer ürünlerin ilgili ürünün sipariĢini tetiklemesi” ve “stok 
pozisyonu geçiĢinin si+zi olması” olaylarının birlikte gerçekleĢmesi gerekir. Eksiklik 
pozisyonunun Zi=si+zi geçiĢi ve ilgili ürünün sipariĢinin diğer ürünlerin sipariĢi 
nedeniyle tetiklenmesi olayları birbirinden bağımsız olduğundan, bu durumda Zi‟nin 
olasılık fonksiyonu Denklem 2.23‟teki gibi hesaplanır. 
 




[0,1,2,...d 1]z durumu: i‟nci ürünün stok düzeyi [si, si-1, si-2,…,si-
enbi
d -1]„e 
geçtiği anda sipariĢ tetiklenirse, bu durumda Zi eksiklik pozisyonu rassal 
değiĢkeninin alabileceği değerler [0, 1, 2, …,
enbi
d -1] olur. Bu durumda eksiklik 
pozisyonun Zi=zi değerini alabilmesi için stok pozisyonunun alabileceği değerler 
[ci+1, ci+2,…,Si] ve [si+1,si+2,…,ci] olarak ikiye ayrılabilir. Eksiklik pozisyonun 
Zi=zi değerini alması olayı, “stok pozisyonunun [ci+1, ci+2,…,Si] değerlerinden 
herhangi birine ulaĢması ve stok pozisyonu bu değerlere ulaĢtığında gelen müĢterinin 
talebinin  [ci-si+zi+1,ci-si+zi+2,...,Si-si+zi] olarak gerçekleĢmesi” veya “stok 
pozisyonu [si+1,si+2,…,ci] değerlerinden herhangi birine ulaĢtığında ilgili ürünün 
sipariĢinin diğer ürünlerin sipariĢleri nedeniyle tetiklenmemesi ve gelen müĢteri 







[0,1,2,...d 1]  değerleri almasının olasılık fonksiyonu, 
Denklem 2.24‟ten hesaplanabilir.   
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2.3.4. (S,c,s) kontrol parametrelerinin belirlenmesi 
 
Silver [3] çalıĢmasında, stok sistemindeki her bir ürünün talebinin i  (i=1,2…,l)  
poisson dağılımına uyduğu varsayımı altında (Si,ci,si) parametrelerini hesaplayan 
algoritmalar geliĢtirmiĢtir. Bölüm 1.2.1‟de verildiği üzere, çalıĢmada ele alınan 
problemde stok sistemine müĢteri geliĢi,  ortalamalı poisson sürecidir ve 
müĢterilerin stok sisteminden bireysel talebi, bilindiği varsayılan (.)Df  kesikli bir 
dağılıma uyar. Diğer bir deyiĢle stok sistemine birim zamanda gelen talep,               
 ortalamalı birleĢik poisson sürecidir. Bu durumda i‟nci ürünün talep süreci,  
Bölüm 1.2.2‟de verildiği gibi müĢteri geliĢ ortalaması i  ve ürün dağıtım 
politikasından belirlenen i‟nci ürünün bireysel kesikli talep olasılık dağılımının 
(.)
iD
f  olduğu birleĢik poisson sürecidir.  
 
Bölüm 1.2.4‟te ayrıntılı bir Ģekilde verildiği üzere, Friend [35]‟in birleĢik poisson 
sürecini poisson sürecine dönüĢtürme yaklaĢımı ile i‟nci ürünün i  ortalamalı 
birleĢik poisson süreci, 
eşdeğeri
ortalamalı eĢdeğer poisson sürecine dönüĢtürülebilir. 
Böylece i‟nci ürünün 
eşdeğeri





kullanılarak, (Si,ci,si) parametreleri hesaplanabilir. OluĢan yeni eĢdeğer talep 
sürecinde i‟nci ürün için gelen müĢterilerin bireysel eĢdeğer talep miktarı sabit Ui, 
i‟nci ürünün eĢdeğer birim maliyeti ise 
i iU .v   iv olur.  
 
Stok sistemindeki i‟nci ürün için Silver [1, 3] ve Thompstone ve Silver [2]‟ın 
çalıĢmalarından elde edilen çözüm prosedürü aĢağıda verilmiĢtir: 
 
1) Tedarik süresinin ihmal edilerek, L=0 için baĢlangıç (Si,ci) parametreleri bulunur. 
Bu aĢamada tedarik süresi ihmal edildiği için elde güvelik stoğu bulundurulmayacak 
ve doğal olarak s=0 olacaktır.  
 
2) Tedarik süresinin ihmal edildiği durum için hesaplanan Si(L=0), ci(L=0) ve 
si=0(L=0) parametreleri için, verilen sabit tedarik süresince (L>0) gelen talebin 
dağılımı kullanılarak i‟nci ürün için stok sisteminin elde edilen hizmet düzeyi 
hesaplanır. 
 
3) Adım 2‟de hesaplanan hizmet düzeyi, istenen hizmet düzeyinden küçükse,    
Tablo 2.1‟de verilen iliĢkiyle istenen hizmet düzeyi sağlanana dek stok kontrol 
parametreleri birer birer arttırılır. Ġstenen hizmet düzeyi ya da fazlası elde edildiğinde 
(Si,ci,si) politikasının parametreleri belirlenmiĢ olur.  
 
Tablo 2.1.  (L=0) ve (L>0) durumlarında (S,c,s) kontrol parametreleri [3] 
 
Parametreler L=0 (Tedarik süresi sıfır) L>0 (Tedarik süresi sabit) 
Si Si(L=0) Si(L>0)=Si(L=0)+si 
ci ci(L=0) ci(L>0)=ci(L=0)+si 
si 0 si 
 
Ġzleyen bölümde tedarik süresinin ihmal edildiği (L=0) durumu ve sabit tedarik 
süresi (L>0) durumları için (S,c,s) stok politikası parametrelerinin belirlenmesi 






2.3.4.1. Tedarik süresinin ihmal edildiği durumda (S,c,s) parametrelerinin 
belirlenmesi 
 
Stok sistemindeki ürünlerin tedarik süresinin ihmal edilmesi (L=0) durumunda, i‟nci 
ürün için sipariĢ verildiği anda sipariĢ stok sistemine ulaĢacağından  “si” doğal olarak 
sıfır olacaktır. Ancak,  i‟nci ürünün diğer ürünlerle birlikte sipariĢ edilmesinin ortaya 
çıkaracağı maliyet avantajı nedeniyle, i‟nci ürün için (si=0) seviyesinin üzerinde bir 
düzeyde sipariĢ verilmesi durumu ortaya çıkabilir. Diğer bir deyiĢle, tedarik süresinin 
ihmal edildiği (L=0) durumunda, i‟nci ürün için birim zamanda beklenen maliyeti 
minimize eden (Si,ci) parametreleri belirlenmek istenmektedir. Daha önce de ifade 
edildiği üzere, Silver [1,3] ve Thompstone ve Silver [2]‟da yapılan kabule göre diğer 
ürünlerin sipariĢine eklendiğinde oluĢacak maliyet avantajı nedeniyle, i‟nci ürünün 
sipariĢ yenileme fırsatı, i  oranlı poisson sürecidir.  
 
Birim zamandaki beklenen toplam maliyeti hesaplamak için Silver [1, 46] „da verilen 
maliyet yöntemi, Denklem 2.26‟da verilmiĢtir.  
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Beklenen toplam maliyet formülünde yer alan maliyetler aĢağıda tanımlanmıĢtır: 
 
 iv : i‟‟nci ürünün eĢdeğer birim maliyeti (TL) 
 
 hi: i‟nci ürünün birim stok maliyeti (adet/TL/zaman) 
 
 K: sabit birincil sipariĢ maliyeti (TL/sipariĢ) 
 









 i : i‟nci ürünün var olan sipariĢe eklenme fırsatı oranı 
 
 i : i‟nci ürünün diğer ürünlerin sipariĢine eklenmeme olasılığı 
 
Burada sonraki iĢlemin talep olması, yani ürün i‟nci ürünün var olan bir sipariĢe 
eklenmemesi olasılığı, Denklem 2.27‟den hesaplanır [1].  
 




Maliyet formülünde geçen i ‟nin hesaplanabilmesi için önce, i  sipariĢ yenileme 
fırsatı oranının hesaplanması gereklidir.   
 
iNT , birim zaman süresince i‟nci ürünün, j‟nci ürünü i j tetiklediği ortalama 
yenileme sayısı olarak tanımlansın. Bu durumda j ürününün sipariĢ yenileme fırsat 
oranı j i
i j
NT  ile tahmin edilebilir. iNT  ise, Denklem 2.28‟ den hesaplanır [1].  
 
eşdeğer
/ 1 / 1                                                       (2.28)i i
c c
i i i i i i i iNT S c  
 
Beklenen toplam maliyet formülünde minimum noktanın bulunabilmesi için, toplam 
maliyet fonksiyonunda ikinci türevinin pozitif olması Ģartıyla, birinci türev sıfıra 
eĢitlenir. Toplam maliyet formülünün Si‟ye göre kısmi türevi sıfıra eĢitlendiğinde, 
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Böyle bir durumda ( )i i iS c c olarak alınırsa, verilen bir ci değeri için minimum 





Buna göre ilk adımda i‟nci ürün için Si, Denklem 2.30‟da verilen Ekonomik SipariĢ 












ci=0 için en uygun (0)iS miktarı, Denklem 2.29‟dan bulunur ve ( )i i iS c c  olarak 
alınıp, Denklem 2.26‟dan maliyeti hesaplanır. Her yinelemede NTi‟ler ve i ‟ler 
değiĢecektir, bu nedenle Denklem 2.29‟dan hesaplanan ( )i i iS c c  de değiĢir. 
Maliyetlerin artık azalmadığı yinelemede, en düĢük maliyetli (Si,ci) parametre 
değerleri ve i  
sipariĢ yenileme oranları elde edilmiĢ olur.  
 
i‟nci ürün için Silver [1]‟da verilen algoritma aĢağıda detaylandırılmıĢtır: 
 
Adım 1: i‟nci ürünün ilk yinelemedeki “c” (can order) düzeyi, 1 0ic , i‟nci ürün için 
ilk yinelemedeki sipariĢ fırsatı oranı 
1 0i  
olarak atanır. Ġlk adımda her ürün 
birbirinden bağımsız ele alınır. Böylece 
1 1ii
i i
 hesaplanır. Ġlk yinelemedeki 
1
iS  düzeyi, Denklem 2.30 ekonomik sipariĢ miktarı denkleminden (ESM) hesaplanır. 
Yineleme sayısı m=2 olarak belirlenir.  
 




NT  hesaplanır. Ġlk adımda 0i  
olarak alınıp 
Denklem 2.28‟den iNT  
hesaplanır. Denklem 2.29‟dan (0)iS  
hesaplanır ve ( )i i iS c c  
alınarak Denklem 2.26‟dan ortalama maliyet bulunur.  
 





hesaplanır. Önceki adımda bulunan ci kullanılarak denklem 2.29‟dan ( )i iS c  
hesaplanır ve ( )i i iS c c  alınarak, Denklem 2.26‟dan ortalama maliyet hesaplanır. 





küçük değilse algoritma sonlandırılır. En düĢük maliyete sahip Si ve ci parametre 
değeri bulunmuĢtur. Eğer daha düĢük bir maliyet hesaplandıysa, adım 3 tekrar edilir.  
 
2.3.4.2. Sabit tedarik süresi için (S,c,s) parametrelerinin belirlenmesi 
 
L>0 sabit tedarik süresi durumunda, (S,c,s) parametrelerinin belirlenmesi için tedarik 
süresinin ihmal edildiği (L=0) durumunda hesaplanan S(L=0), c(L=0) ve s=0(L=0) 
parametrelerinden hareket edilir. Bölüm 2.3.4.1‟de belirlenen S(L=0), c(L=0) ve 
s=0(L=0) politikasının mevcut hizmet düzeyi hesaplanır ve Tablo 2.1‟deki iliĢki 
kullanılarak istenen hizmet düzeyi sağalana dek (S,c,s) parametreleri birer birim 
arttırılır [2, 3].  
 
Stok sistemlerinde en uygun politikanın belirlenmesinde iki hesaplama yöntemi söz 
konusudur. Bu yöntemlerden ilki stoksuz kalma maliyetinin de dikkate alınarak       
en düĢük maliyeti veren politikanın hesaplanmasıdır. Ancak, müĢteri talebinin 
karĢılanamamasını maliyetlendirmek oldukça subjektiftir. Bu nedenle genelde, stok 
politikalarının belirlenmesinde diğer bir yöntem olan hizmet düzeyi kısıtı kullanılır.  
Stok literatüründe 3 tip hizmet düzeyi söz konudur: 
 
1) Birinci tip hizmet düzeyi (type I service level) 
 
2) Ġkinci tip hizmet düzeyi (type II service level) 
 
3) Üçüncü tip hizmet düzeyi (type III service level) 
 
Birinci tip hizmet düzeyi, bir sipariĢ çevriminde stoksuz kalmama olasılığı olarak 
tanımlanır. Örneğin birinci tip hizmet düzeyinin 0,95 olması, sipariĢ çevrimlerinin       
% 95‟inde stoksuz kalma durumuyla karĢılaĢılmayacağını ifade eder [45, 47].  
 
KarĢılama oranı (fill rate) olarak da isimlendirilen ikinci tip hizmet düzeyi, gelen 
müĢteri talebinin ne kadarının karĢılandığını gösteren bir orandır. Örneğin ikinci     
tip hizmet düzeyinin 0,95 olması, gelen müĢteri talebinin % 95‟inin stoklardan 





Hazırlık oranı (ready rate) olarak isimlendirilen üçüncü tip hizmet düzeyi ise,  
zamanın ne kadarında müĢteri talebinin stoklardan karĢılandığını gösteren bir 
orandır. MüĢteri talebinin poisson dağılımına uyması halinde hazırlık oranıyla, 
karĢılama oranı birbirine denktir [45].   
 
ÇalıĢmanın ana motivasyonu olan bankamatik probleminde, müĢterilerin talebinin ne 
kadarının karĢılandığının belirlenmesi önemli bir performans göstergesidir. Bu 
nedenle çalıĢmada, temel performans ölçütü olarak ikinci tip hizmet düzeyi 
kullanılmıĢtır.   
 
Sabit tedarik süresi için (S,c,s) politikasının hizmet düzeyinin hesaplanması: Verilen 
bir (S,c,s) politikasının ikinci tip hizmet düzeyini belirleyebilmek için ilgili 
değiĢkenler aĢağıda verilmiĢtir.  
 








TD : i‟nci ürün için bir sipariĢ çevriminde stoktan karĢılanamayan toplam 
talep 
 
 iTD : i‟nci ürün için bir sipariĢ çevrimindeki toplam talep  
 











Verilen bir “si“ için bir çevrimde ortalama stoktan karĢılanamayan miktar, eksiklik 
pozisyonu Zi‟nin dağılımından faydalanarak hesaplanabilir. Bölüm 2.3.3‟te Z‟nin 






Sabit bir tedarik süresi (L>0) söz konusu olduğunda Tablo 2.1‟de verilen iliĢki 
nedeniyle i‟nci ürün için ci(L>0)=ci(L=0)+si‟dir. Bölüm 2.3.4.1‟de belirlenen ihmal 
edilmiĢ tedarik süresi (L=0) için hesaplanan (Si,ci,0) politikasından hareketle,       
sabit bir tedarik süresi (L>0) için (Si,ci,si) politikası belirlenir.        
ci(L>0)=ci(L=0)+si iliĢkisi kullanıldığında, eksiklik pozisyonu Zi‟nin yeni             
tanım aralığı 
enbi
( 0), ( 0) 1,..., 2, 1,0,1,...,d 1i i iz c L c L  olarak belirlenir.           
Bu durumda eksiklik pozisyonu Zi‟nin olasılık fonksiyonu, si=0 için Silver [3]‟da 
verildiği üzere Denklem 2.32‟den hesaplanır.  
 
IP i i i
IP IP i i
1 1
enb
( ).(1 )                                               , z =-c (L=0),-c (L=0)+1,...,-2,-1             
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Bir çevrimde ortalama stoktan karĢılanamayan ürün miktarının ne olduğu, “si” 
düzeyi ile yakından iliĢkilidir. Silver [1] algoritmasına göre önce ihmal edilmiĢ  
tedarik süresi (L=0) için belirlenen (S,c,0) yani s=0 için hizmet düzeyi ölçülür ve 
sonrasında istenen hizmet düzeyi sağlanana dek (S+1,c+1,1), (S+2,c+2,2),… 
politikalarının hizmet düzeyleri hesaplanır.  
 
Bir sipariĢ çevriminde ortalama stoktan karĢılanan toplam talep miktarının in[ ]E TD  
hesaplanma yöntemleri, stoktan karĢılanamayan taleplerin geciktirildiği (back order) 
ve stoktan karĢılanamayan talebin kaybolduğu (lost sales) durumlarda farklıdır.  
 
Stoktan karĢılanamayan talebin geciktirilmesi durumu (back order) için ikinci tip 
hizmet düzeyinin hesaplanması: Talebin geciktirilebildiği durumda bir çevrimde 
stoktan karĢılanamayan talepler eninde sonunda diğer çevrimlerdeki sipariĢler ile 
karĢılanır. Bu nedenle SMi, i‟nci ürün için sipariĢ miktarını göstermek üzere bir 
çevrimdeki ortalama talep, bir çevrimdeki ortalama sipariĢ miktarı E[SMi]‟ye eĢittir. 
Stoktan karĢılanamayan talebin geciktirildiği durumda stoklardaki i‟nci ürün için 
sipariĢ verildiği anda, eldeki stok düzeyinin sıfırdan büyük (pozitif) ya da küçük 





kalma durumunda talebin geciktirildiği durum için bir sipariĢ çevrimindeki ortalama 
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i‟nci ürün için verilen bir “si” düzeyi durumunda bir çevrimde ortalama stoktan 
karĢılanamayan ürün miktarlarını hesaplamak için, Zi‟nin olasılık fonksiyonu 
kullanılır (Bkz. denklem 2.25). Bu durumda i‟nci ürünün bir sipariĢ çevrimindeki 
stoktan karĢılanamayan talep miktarı, Denklem 2.34, 2.35 ve 2.36‟dan hesaplanır. 
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   [ ] [ , 0] [ , 0] , z =s -c , s -c 1, ...,-1, 0,1, ..., d -1 (2.36) 
i i enb
i i i out i i i i i i i
E TD s E TD s Z E TD s Z
 
 
Ġkinci tip hizmet düzeyi, gelen müĢteri talebinin ne kadarının stoklardan 
karĢılandığını gösterdiğine göre, i‟nci ürün için verilen si düzeyine göre ikinci tip 





1 1                                                           (2.37) 
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Denklemlerde geçen IP (.)m , Bölüm 2.3.2‟de verildiği üzere stok pozisyonunun geçiĢ 
olasılı fonksiyonu, 
( ) (.)X Lf  ise Bölüm 2.1.3‟te verildiği üzere tedarik süresince gelen 
talebin olasılık fonksiyonudur.  
 
Stoktan karĢılanamayan talebin kaybolması (lost sales) durumu için ikinci tip hizmet 
düzeyinin hesaplanması: SipariĢ çevrimlerinde stoktan karĢılanamayan talebin 
kaybolduğu (lost sales) durumda, taleplerin geciktirilebildiği durumdan farklı olarak 
bir çevrimdeki ortalama talep miktarı, ortalama sipariĢ miktarına eĢit değildir.   





kaybolmaktadır. Eğer i‟nci ürün için sipariĢ verildiği anda stok düzeyi pozitifse, 
( ) i i iS s Z miktarı kadar ürün sipariĢ edilir. Oysa çevrimlerde stoktan 
karĢılanmayan talebin kaybolduğu durumda i‟nci ürün için sipariĢ verildiği anda stok 
düzeyi sıfırdan büyük değilse, Si kadar sipariĢ verilir. Denklem 2.38‟de verildiği gibi 
bir çevrimdeki ortalama talep miktarı, bir çevrimde stoktan karĢılanamayan ortalama 
talep miktarı ve bir çevrimde stoktan karĢılanan ortalama talep miktarının toplamı 
olarak hesaplanabilir [48].  
 
i iin out
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Bu durumda stoktan karĢılanamayan talebin kaybolduğu durumda i‟nci ürün için 






in out in out
[ ] [ ] [ ]
1                           (2.39)
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Bir çevrimdeki ortalama stoktan karĢılanamayan ürün miktarının hesaplanması, 
talebin geciktirildiği durumdaki hesaplamalarla aynıdır (Bkz. Denklem 2.34, 2.35 ve 
2.36).  Daha önce de ifade edildiği gibi farklı olan durum, bir çevrimdeki ortalama 
talebin hesaplanmasındadır. i‟nci ürün için bir çevrimdeki ortalama stoktan 
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i i i enb
in in in i
     [ ] [ , 0] [ , 0] , z =s -c , s -c 1, ...,-1, 0,1, ..., d -1    (2.42)
i i i i i i i i i i
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Stoktan karĢılanamayan talebin kaybolduğu durumda i‟nci ürün için verilen bir “s” 




                                                               (2.43)i i i iE TD s E TD s E TD s  
 
Ġkinci tip hizmet düzeyi, müĢteri talebinin ne kadarının stoklardan karĢılandığını 
gösterdiği için, stoktan karĢılanamayan talebin kaybolduğu durumda Denklem 
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Böylece, öncelikle tedarik süresinin ihmal edildiği (L=0) durumunda i‟nci ürün için 
(Si,ci,0) politikasının hizmet düzeyi bu bölümde verilen denklemlerden hesaplanır. 
Eğer mevcut politika istenen hizmet düzeyini sağlamıyorsa, istenen hizmet düzeyi 













Bölüm 3.1‟de, ürün kombinasyonu dağıtım ve stok politikalarının belirlenmesi için 
bir algoritma geliĢtirilmiĢtir. Bölüm 3.2‟de ise, yarı Markov karar süreci olarak 
modellenen ürün kombinasyonu dağıtım probleminin fonksiyon yaklaĢımlı ödüllü 
öğrenme algoritmalarıyla çözümü yer almaktadır.  
 
3.1. Ürün Kombinasyonu Dağıtım ve Stok Yenileme Algoritması 
 
Bankamatik stok sisteminde yer alan banknot çeĢitlerinin talep süreçleri bilindiğinde, 
istenen ikinci tip hizmet düzeyini sağlayacak Ģekilde banknot çeĢitlerinin (S,c,s) stok 
yenileme politikası parametrelerinin nasıl belirlenebileceği Bölüm 2.3‟te verilmiĢtir. 
Bankamatikteki banknot çeĢitlerinin bireysel müĢteri taleplerinin dağılımı;  
 
 bankamatiğe gelen müĢterilerin bireysel para talebi dağılımına, 
 
 bankamatiğin uyguladığı banknot kombinasyonu dağıtım politikasına 
bağlıdır.  
 
Tezde ele alınan problemde bankamatiğe gelen müĢterilerin bireysel para taleplerinin 
dağılımı bilindiği varsayıldığından, banknot çeĢitlerinin (S,c,s) stok yenileme 
parametrelerinin belirlenebilmesi için bankamatiğin uyguladığı banknot 
kombinasyonu dağıtım politikasının bilinmesi yeterlidir. Bölüm 2.2‟de yarı Markov 
karar süreci olarak modellenen banknot kombinasyonu dağıtım politikasının 
belirlenmesi için ise, banknot çeĢitleri için uygulanan (S,c,s) stok yenileme 

















ġekil 3.1. Ürün kombinasyonu dağıtım ve stok politikalarının etkileĢimi 
 
Sonuç olarak ġekil 3.1‟de gösterildiği gibi, bankamatik stok sisteminde yer alan 
banknot çeĢitlerinin (S,c,s) stok yenileme politikalarının belirlenebilmesi için 
bankamatiğin banknot kombinasyonu dağıtım politikasının bilinmesi; banknot 
kombinasyonu dağıtım politikasının belirlenebilmesi için ise banknot çeĢitlerinin 
(S,c,s) stok yenileme politikalarının bilinmesi gerekmektedir. Bu nedenle yaklaĢık 
optimal banknot kombinasyonu dağıtım ve stok politikalarının belirlenmesi için sıralı 
ve yinelemeli bir algoritma geliĢtirilmiĢtir. GeliĢtirilen algoritmanın akıĢ Ģeması ve 
adımları Bölüm 3.1.1‟de yer almaktadır.  
 
3.1.1. Algoritmanın adımları 
 
 Bu bölümde banknot kombinasyonu dağıtım ve banknot çeĢitlerinin (S,c,s) stok 
yenileme politikalarını optimale yakın bir Ģekilde belirlemek için bir algoritma 
geliĢtirilmiĢtir. GeliĢtirilen algoritmada baĢlangıçta seçilen keyfi bir banknot 
kombinasyonu dağıtım politikasından hareketle banknotların (S,c,s) stok yenileme ve 
bankamatiğin banknot kombinasyonu dağıtım politikaları, politikalar değiĢmeyene 
kadar yinelemeli ve sıralı olarak güncellenmektedir.  
 
ġekil 3.2‟de verilen akıĢ Ģemasında görüldüğü üzere geliĢtirilen algoritmada, banknot 
kombinasyonu dağıtım politikasının belirlenmesi için problemin ölçeğine bağlı 





nispeten az (küçük ölçekli) olan problemlerde, literatürde de yer alan SMART (semi 
Markov avarage reward technique) ödüllü öğrenme algoritması kullanılmıĢtır. 
Durum-karar sayısı nispeten fazla (orta ve büyük ölçekli) olan problemler için ise 
SMART ödüllü öğrenme algoritmasından hareketle, durum-karar ikilisi değerlerinin 
çok katmanlı yapay sinir ağlarıyla tahmin edildiği NeuroSMART fonksiyon 
yaklaĢımlı ödüllü öğrenme algoritması geliĢtirilmiĢ ve kullanılmıĢtır. Ġzleyen ürün 
kombinasyonu dağıtım probleminin çözümü bölümünde, ödüllü öğrenme ve 









Ürün Kombinasyonu Dağıtım 
Politikası ve Stok Politikası  π
yaklaĢık optimaldir.  
Tedarik süresini ihmal 
ederek (L=0) için Sj,cj
parametrelerini belirle (sj=0). 
Sabit tedarik süresi (L>0) ve 
(Sj,cj,sj) için ikinci tip hizmet 
düzeyi  β2j hesapla. 















Her bir ürün çeĢidi için keyfi 
bir ürün kombinasyonu 
dağıtım politikası belirle.
Her bir ürün çeĢidinin bireysel 
talep dağılımını güncelle.
Her bir ürün çeĢidinin 
bireysel talep dağılımını bul. 
 
 








AkıĢ Ģeması ġekil 3.2‟de verilen algoritmanın adımları ise aĢağıda verilmiĢtir:  
 
Adım 1: GeliĢtirilen algoritmanın ilk adımı, her bir ürün  çeĢidi (i=1,2,…l) için keyfi 
bir ürün kombinasyonu dağıtım politikasının seçilmesiyle baĢlar. Bu adımda 
seçilecek keyfi politikanın miyopik bir politika olması durumunda, ürün çeĢitlerinin 
bireysel talep dağılımları kolaylıkla bulunabilir. Bölüm 4‟te verilen uygulamalı 
örneklerde algoritmanın ilk adımı için, “bankamatiğe gelen her bir müĢterinin para 
talebinin en az banknot çeĢidini veren banknot kombinasyonuyla karĢılanması” 
miyopik politikası kullanılmıĢtır.  
 
Adım 2: Ġlk adımda belirlenen ürün kombinasyonu dağıtım politikasını kullanarak, 
her bir ürün çeĢidinin bireysel ürün talep dağılımlarını bul.  
 
Adım 3: 2‟nci adımda belirlenen ürün çeĢitlerinin talep dağılımlarını kullanarak, 
Bölüm 2.3.4.1‟de verilen yöntemlerle, tedarik süresinin ihmal edildiği (L=0) 
varsayımıyla her bir ürün için (S,c,s) politikası belirle. Bu adımda tedarik süresi 
ihmal edildiği için tüm ürünlerin “s”  kontrol parametresi, sıfır (0)‟dır.   
 
Adım 4: Her bir ürün çeĢidi için adım 3‟te belirlenen (S,c,0) stok politikasından 
hareketle ve Bölüm 2.3.4.2‟de verilen yöntemlerle, verilen sabit bir tedarik süresi 
(L>0) için 2‟nci tip hizmet düzeylerini hesapla. Eğer stok sistemindeki ürün 
çeĢitlerinden hizmet düzeyleri istenen düzeyin altında olanlar varsa, bu ürünler için 
belirlenen (S,c,s) politikasını, (S+1,c+1,s+1) politikasıyla değiĢtir ve bu ürünler için 
adım 3‟e dön. 2‟nci tip hizmet düzeyi, istenen düzeyin üstünde olan ürünler için adım 
5‟e geç.  
 
Adım 5: Ġzleyen bölümde verilen SMART/NeuroSMART ödüllü öğrenme 
algoritmasını kullanarak, adım 4‟te belirlenen ürün çeĢitlerinin (S,c,s) politikalarının 
birim zaman baĢına yaklaĢık en düĢük beklenen (ortalama) maliyetini veren ürün 
kombinasyonu dağıtım politikasını belirle. Diğer bir deyiĢle geçerli ürün 
kombinasyonu dağıtım politikasını güncelle. 





Adım 6: Adım 5‟te güncellenen geçerli ürün kombinasyonu dağıtım politikasını 
kullanarak, stok sistemindeki her bir ürün çeĢidinin bireysel talep dağılımlarını 
yeniden bul ve ürün çeĢitlerinin geçerli bireysel talep dağılımlarını güncelle.  
 
Adım 7: Adım 6‟da güncellenen ürün çeĢitlerinin bireysel talep dağılımlarını 
kullanarak, (Sj+1,cj+1,sj+1) stok politikasını belirle. Eğer önceki yinelemede 
hesaplanan (Sj,cj,sj) stok politikası, son yinelemede hesaplanan (Sj+1,cj+1,sj+1) stok 
politikasıyla aynı ise, algoritmayı durdur. Belirlenen ürün kombinasyonu dağıtım 
politikası ve stok politikası yaklaĢık optimaldir. Eğer (Sj,cj,sj) stok politikasıyla, 
(Sj+1,cj+1,sj+1) stok politikası birbirinden farklıysa adım 3‟e dön. 
 
3.2. Ürün Kombinasyonu Dağıtım Probleminin Çözümü 
 
Bölüm 3.2.1‟de Markov ve yarı Markov karar süreci problemlerini yaklaĢık optimal 
olarak çözen ve simülasyon tabanlı bir optimizasyon tekniği olan ödüllü öğrenme 
tartıĢılmıĢ ve Bölüm 3.2.2‟de, durum-karar sayısının nispeten az olduğu (küçük 
ölçekli) yarı Markov karar süreci problemlerinin çözümü için SMART ödüllü 
öğrenme algoritması incelenmiĢtir. Bölüm 3.2.3‟te ise durum-karar sayısının fazla 
olduğu (orta ve büyük ölçekli) yarı Markov karar süreci problemlerinin çözümü için, 
SMART ödüllü öğrenme algoritmasından hareketle çok katmanlı yapay sinir ağı 
kullanan fonksiyon yaklaĢımlı NeuroSMART ödüllü öğrenme algoritması 
geliĢtirilmiĢtir.   
 
3.2.1. Ödüllü öğrenme 
 
Ödüllü öğrenme (reinforcement learning), dinamik programlamaya dayalı tekniklerin 
geliĢtirilmesiyle ortaya çıkmıĢtır. Bu algoritmalar, her bir durum için baĢlangıçtan 
sona uzun dönemli olası en küçük maliyeti veren bir değer fonksiyonu hesaplar. 
Ödüllü Öğrenme, temel olarak simülasyon tabanlı bir optimizasyon tekniğidir ve 
baĢlıca Markov/yarı Markov problemlerinde yaklaĢık optimal çözüm elde etmek için 
kullanılır. Bu teknik için literatürde çoğu zaman ödüllü öğrenme yerine, neuro 





programlama (dynamic stochastic programming) isimlerinin de kullanıldığı 
görülmektedir [37, 39].  
 
Dinamik programlama algoritmaları, Markov ve yarı Markov karar süreci 
problemlerinin optimal çözümünü bulmayı garanti eder. Ancak, dinamik 
programlama algoritmalarının kullanılabilmesi için geçiĢ olasılıklarının, geçiĢ 
ödüllerinin ve -yarı Markov karar süreci problemleri için- geçiĢ sürelerinin 
hesaplanmıĢ olması gerekmektedir. GeçiĢ olasılıklarının hesaplanması, rassal 
değiĢkenlerin olasılık fonksiyonlarını içeren çok katlı integral hesaplamalarını içerir. 
Büyük ölçekli ve karmaĢık problemlerde rassal değiĢkenlerin sayısı arttıkça, bu 
hesaplamaların yapılması gittikçe daha zor hale gelir. Dinamik programlamada bu 
duruma, modellemenin laneti (curse of modeling) ismi verilmektedir. Hatta çoğu 
zaman küçük ölçekli ancak karmaĢık yapıya sahip gerçek hayat problemlerinde bile 
geçiĢ olasılıklarının hesaplanması mümkün olmayabilir. Ödüllü öğrenme yöntemi, 
modellemenin lanetiyle baĢa çıkabilmek için iyi bir çözümdür. ġekil 3.3‟te ödüllü 
öğrenme ve dinamik programlama algoritmaları karĢılaĢtırılmaktadır. ġekilde 
görüldüğü üzere dinamik programlamanın aksine, ödüllü öğrenme algoritmalarını 
çalıĢtırabilmek için geçiĢ olasılıklarının, geçiĢ ödüllerinin ve geçiĢ sürelerinin 
hesaplanması gerekli değildir, çünkü tüm bu hesaplamalar bir simülatör vasıtasıyla 
yapılmaktadır. Buna karĢılık dinamik programlama algoritmalarıyla optimal çözüm 
elde edilirken, ödüllü öğrenme de yaklaĢık optimal çözüme ulaĢılabilmektedir [37].      
  
Ödüllü Öğrenme Dinamik Programlama























Dinamik programlama algoritmalarıyla ilgili diğer bir problem, geçiĢ olasılıklarının 
depolanmasıyla ilgilidir. Örneğin 1000 adet durum (state) ve her bir durum için        
3 kararın (actions) bulunduğu bir problem ele alınsın. Burada her bir faaliyetin geçiĢ 
olasılığı matrisi 3 91000 10 (bir milyar) elemanlıdır ve dinamik programlama 
algoritmalarının kullanılabilmesi için bu matrisin bilgisayarda depolanması 
gerekmektedir. Her bir durumdaki karar sayısının sadece bir artması, yani verilen 
örnek için 4 olması durumunda, depolanması gereken matrisin eleman sayısı 10
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(bir trilyon) olacaktır. Günümüz bilgisayarlarında bile hafıza problemi nedeniyle, bu 
büyüklükte matrislerin depolanması mümkün değildir. Durum uzayının kesikli değil 
de sürekli olduğu problemlerde, depolama problemi daha da dramatik bir hal alır. Bu 
duruma boyutun laneti (curse of dimensionality) adı verilir. Ödüllü öğrenme bir 
dereceye kadar bu problemle de baĢa çıkabilmektedir. Ġlk olarak ödüllü öğrenme 
metotları geçiĢ olasılıkları matrisine ihtiyaç duymaz. Ġkinci olarak ödüllü öğrenme 
metotları dinamik programlamadaki durumların değer fonksiyonu elemanlarına da 
ihtiyaç duymaz. Ödüllü öğrenme bunun yerine değer fonksiyonlarını, Q faktör ismi 
verilen formlarda depolar. Ancak ödüllü öğrenmede bile problemin durum uzayı çok 
büyüdüğünde ya da durum uzayı sürekli ise, dinamik programlamada olduğu gibi    
Q faktör değerleri izlenebilir değildir. Bu nedenle Q faktör değerleri tek tek arama 
(lookup) tablolarına depolanma yerine, yapay sinir ağları (artificial neural network), 
regresyon ve interpolasyon gibi fonksiyon yaklaĢım metotlarıyla tahmin edilir. 
Böylece az sayıda skaler sayıyla, milyonlarca durum-karar ikilisinin Q faktör 
değerlerine yaklaĢılabilir ve ödüllü öğrenmede fonksiyon yaklaĢım metotlarıyla, 
dinamik programlamadaki boyutun laneti problemiyle baĢ edilebilir  [37, 39, 40].  
 
Çoğu ödüllü öğrenme algoritması, dinamik programlamadaki değer fonksiyonunu 
hesaplar. Ancak farklı olarak dinamik programlama, verilen bir durumun değer 
fonksiyonu elemanıyla ilgilenirken; ödüllü öğrenme, verilen bir durum-karar 
ikilisinin Q faktör değer fonksiyonu elemanıyla ilgilenir. Örneğin iki durum ve her 
bir durumda iki kararın alınabildiği bir yarı Markov karar süreci problemi ele alınsın. 
Bu örnek için dinamik programlamada *v  değer fonksiyonu vektörü              
Denklem 3.1‟deki gibi 2 elemandan oluĢurken, ödüllü öğrenmede Q faktör vektörü 
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Yarı Markov karar süreci problemleri için her bir durum-karar ikilisinin ortalama 
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Bu durumda bir durumun değer fonksiyonu ve bir durumun Q faktör iliĢkisi, 
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Eğer Q faktör değerleri bilinirse, verilen bir durumun değer fonksiyonu Denklem 
3.4‟ten hesaplanabilir. Her bir durum-karar ikilisinin Q faktör değeri, Denklem 3.5‟te 
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, X rassal değiĢkeninin i‟nci bağımsız örneklemini ve n, örneklem büyüklüğünü 



















 olarak ifade edilirse, Robbins-Monro algoritmasına göre 
1 1 1 1(1 )n n n n nX X s ‟dir [37]. Böylece Robbins-Monro algoritması 
kullanılarak, dinamik programlamada mutlaka bulunması gereken geçiĢ olasılıklarını 
hesaplamaksızın Q faktör değerleri, bir simülatörde Denklem 3.6 güncelleme 
denklemiyle tahmin edilebilir.  
 
1 1 1 *
( )
( , ) (1 ) ( , ) ( , , ) ( , , ) min ( , )         (3.6) n n n n n
b A j
Q i a Q i a r i a j t i a j Q j b
 
 
Bu denklemde , adım sayısı ya da öğrenme oranı; r(i,a,j), i durumundan a kararı 
altında j durumuna geçmenin anlık maliyeti (immediate cost); * , sonsuz zaman 
ufkunda birim zaman baĢına optimal ortalama maliyet ve t(i,a,j), i durumundan a 
kararı altında j durumuna geçiĢ süresidir.  
 
Ödüllü öğrenmedeki temel düĢünce, iyi kararların ödüllendirilmesi ve kötü kararların 
cezalandırılmasıdır. Herhangi bir verilen i durumu için iyi kararların Q faktör 
değerleri iyileĢtirilir, kötü kararların Q faktör değerleri ise kötüleĢtirilir. ġekil 3.4‟te 
ödüllü öğrenme algoritmalarının simülatör içindeki genel çalıĢma prensibi 
verilmiĢtir. ġekilde verilen oklar simülatörde durumlar arası geçiĢleri göstermektedir 
ve görüldüğü üzere sistem i durumundayken simülatör bir a kararını seçmekte ve bu 
kararın sonucu olarak sistem j durumuna gitmektedir. Simülatörün i durumundan j 
durumuna geçiĢindeki zaman aralığı süresince ödüllü öğrenme algoritması, sistem i 
durumundayken a kararı altında j durumuna geçmenin anlık maliyeti r(i,a,j) ve            
i durumundan a kararı altında j durumuna geçiĢ süresi t(i,a,j) bilgilerini toplar. 
Simülatör j durumuna ulaĢtığında r(i,a,j) ve t(i,a,j) kullanılarak, Q(i,a)‟nın yeni bir 
örneklemi üretilir ve Denklem 3.6 güncelleme denklemi vasıtasıyla Q(i,a) 
güncellenir. Böylece, sonraki duruma geçtikten sonra durum-karar ikilisi için 

























ġekil 3.4. Simülatörde Q faktör değerlerinin güncellenmesi [37] 
 
 öğrenme oranı için 1‟den küçük sabit bir değer kullanılabileceği gibi, her bir 
durum-karar ikilisinin kaç defa ziyaret edildiği bilgisi tutularak, bu bilgiden hareketle 
simülasyon boyunca dinamik olarak da belirlenebilir. Simülatörde bir durum-karar 
ikilisinin Q faktör değeri, baĢka durum-karar ikililerinin Q faktör değerlerinden daha 
fazla sayıda güncellenebilir. Bu durumun bir sonucu olarak bir hata ortaya çıkar. 
Eğer  çok küçük seçilirse bu hata ihmal edilebilir derecede azalır, ancak bu 
durumda algoritma yavaĢlar. , 1‟e yakın seçildiğinde ise algoritmanın ilerleme hızı 
artar, ancak bu durumda hata artık ihmal edilebilir değildir ve bu nedenle algoritma 
yakınsamayabilir [37, 39].  
 
V(i,a), i durumunda a kararının simülatörde ziyaret edilme sayısını göstersin.  , her 
bir durum karar ikilisinin ziyaret sayıları V(i,a)‟lar izlenerek dinamik olarak 
belirleniyorsa, bu durumda ziyaret sayıları büyüdükçe , sıfıra yaklaĢmaya baĢlar.   
, sıfıra çok yakın bir değere ulaĢtığında artık Q faktör değerleri belirgin bir Ģekilde 
değiĢmeyeceği için simülasyon durdurulabilir. Simülasyonun diğer bir durdurma 
kriteri, yeterince büyük seçilmiĢ yineleme sayısı olabilir. Simülasyonda yeterince 
büyük seçilmiĢ yineleme sayısı, ‟nın gittikçe küçülmesini ve Q faktör değerlerinin 
artık değiĢmemeye baĢlamasını garanti eder [37].  
 
Simülatörde, durumlara uygulanacak kararların seçiminde farklı stratejiler 
uygulanabilir. Örneğin bir durum için alınabilecek her kararın eĢit olasılıkla 




Bir a kararı seç, seçtiğin kararı 
simüle et ve j durumuna git 
                      r(i,a,j) ve t(i,a,j) 
(simülatörde toplanan bilgi) 
Q(i,a)‟yı güncelle, bir kararı 





(exploratory) stratejisidir. Bu stratejide en yüksek Q faktör değerine sahip karar 
(greedy action) yüksek bir olasılıkla, diğer kararlar ise daha düĢük, ancak sıfır 
olmayan olasılıklarla seçilir. Bu durumda simülasyonun baĢında greedy olmayan 
kararlar seçilecek, ancak simülasyon ilerledikçe greedy olmayan kararların seçilmesi 
olasılığı gittikçe azalacaktır. Bu tür bir karar seçimi stratejisi, simülasyonun çalıĢma 
uzunluğunu önemli ölçüde kısaltır [37]. Bu nedenle yapılan çalıĢmada simülatörde 
karar seçimi için keĢif (exploratory) stratejisi uygulanmıĢtır.  
 
ÇalıĢmada ortalama ödül problemi, maliyet açısından ele alınmıĢtır. Bu tür 
problemlerde performans ölçütü olan ortalama ödül skaler bir ölçü birimi olduğu 
için, ödüllü öğrenme algoritmasıyla öğrenilen politikaların performanslarının 
ölçülmesi nispeten daha kolaydır. ÇalıĢmada ödüllü öğrenme algoritmasının 
performansının ölçülmesi için belli yinelemelerde o ana kadar öğrenilen politika 
simüle edilerek, birim zamandaki ortalama maliyet hesaplanmıĢtır. Ödüllü öğrenme 
algoritmasını içinde bulunduran simülasyon ilerledikçe öğrenilen politikanın 
ortalama maliyeti azalmakta, artık Q faktör değerleri değiĢmemeye baĢladığında ise 
elde edilen politikanın ortalama maliyeti bir değere yakınsamaktadır.   
 
3.2.2. Küçük ölçekli Markov karar süreci problemlerinin çözümü 
 
ÇalıĢmada sonsuz ufukta birim zaman baĢına ortalama maliyetin en küçüklenmesi 
amaçlandığı için ödüllü öğrenmede ortalama ödül (avarage reward) algoritmaları 
üzerinde durulacaktır. Ortalama ödül yarı Markov karar süreci problemi ya politika 
yineleme (policy iteration) yaklaĢımıyla, ya da değer yineleme (value iteration) 
yaklaĢımıyla çözülebilir. Ödüllü öğrenmede, yarı Markov karar süreci problemlerinin 
süreci birlikleĢtirme (uniformization) iĢlemiyle Markov karar sürecine dönüĢtürülüp 
çözülmesi iĢleminden kaçınılır. Çünkü hem sürekli zaman Markov süreci 
problemlerinin dıĢında birlikleĢtirme iĢlemiyle süreç tam olarak Markov karar 
sürecine dönüĢtürülemez ve hem de bu iĢlem için geçiĢ olasılıklarının bilinmesi 
gerekir [37]. Bu nedenle çalıĢmada durum-karar sayısının nispeten az olduğu 
problemler, yarı Markov karar süreci problemleri için geliĢtirilen bir ödüllü öğrenme 






3.2.2.1. SMART algoritması  
 
Bölüm 2.2‟de verildiği üzere ortalama ödül yarı Markov karar süreci modelinin 
optimallik denkleminde, optimal politikanın maliyeti 
*
 yer almaktadır (Bkz. 
Denklem 2.20). Bu nedenle değer yineleme (value iteration) için ödüllü öğrenme 
güncelleme denklemini formüle etmede, Denklem 2.20‟de verilen optimallik 
denklemi doğrudan kullanılamaz. Ortalama ödül yarı Markov karar süreci 
problemlerinde güncelleme için Denklem 2.20 optimallik denklemi yerine, bunun     
Q faktör versiyonu olan Denklem 3.7 kullanılır [37].  
 
( )
( , ) (1 ) ( , ) ( , , ) ( , , ) min ( , )                            (3.7)
b A j
Q i a Q i a r i a j t i a j Q j b   
 
Denklem 3.7‟de yer alan  öğrenme oranı, SMART algoritmasında (i,a)          
durum-karar ikililerinin simülatördeki ziyaret sayılarından hesaplanmaktadır. 
( , , )r i a j , i durumundan j durumuna geçildiğinde oluĢan anlık maliyet ve  
bilinmeyen ancak çözüm boyunca güncellenerek 
*
‟a yaklaĢan politikanın birim 
zamandaki ortalama maliyetidir. Sonuç olarak SMART algoritmasında sadece        
Q-faktör değil, ‟da güncellenir. Ancak ‟nun algoritmada güncellenmesi için, 
simülatörde seçilen faaliyetin o ana kadar o durumdaki en iyi Q-faktöre değerine 
sahip karar (greedy action) olması gerekir. Aksi durumda  güncellenmez. 
Algoritmanın adımları aĢağıda verilmiĢtir [37]:   
 
Adım 1: Tüm Q faktörleri, ziyaret sayılarını, simülasyonda algoritmanın yineleme 
sayısını, toplam süreyi, toplam maliyeti ve greedy politikanın maliyetini sıfır (0) yap.  
 
 
, ( )l S u A l için ( , ) 0 ve ( , ) 0Q l u V l u
 
 
 0k  (k: zincirdeki sıçrama sayısı veya yineleme sayısı ) 
 
 Toplam süre 0  
 





 0  ( : greedy politikanın ortalama maliyeti) 
 
1‟den küçük öğrenme oranı sabiti A‟yı belirle ( 1A ). Yeterince büyük 
enbk (algoritmanın çalıĢacağı yineleme sayısı) belirle. Sistemin simülasyonu herhangi 
keyfi durumdan baĢlat. 
 




0,        arg min ( , )  ise                             
                                          (3.8)
1,        aksi halde                                                  
u A i
a Q i u
 
 
Adım 3: Karar a‟yı simüle et. Gidilen durum j olsun. ( , , )r i a j , a kararı altında i 
durumundan j durumuna geçildiğinde kazanılan anlık maliyet ve ( , , )t i a j , aynı geçiĢ 
için geçen süreyi göstersin. Bu iki değer de simülatör tarafından hesaplanmaktadır.  
( , )V i a , (i,a) ikilisinin ziyaret sayısını ve k‟yı 1 arttır. Öğrenme oranı 
/ ( , )A V i a ‟yı hesapla. 
 
Adım 4a: Denklem 3.7‟de verilen güncelleme denklemini kullanarak ( , )Q i a ‟yı 
güncelle. 
 
Adım 4b: Eğer seçilen a kararı greedy ise ( 0 ise) toplam süreyi Denklem 3.9‟dan 
ve toplam maliyeti Denklem 3.10‟dan güncelle.  
 
Toplam süre Toplam süre + ( , , )t i a j                                                                (3.9)    
                
                         
 
Toplam ödül Toplam maliyet + ( , , )                                                        (3.10)r i a j            
                                           
 
 









Toplam Süre                                                                                             
(3.11)  
 
Adım 5: Eğer enbk k  ise adım 2‟ye dön. Değilse adım 6‟ya geç.  
 
Adım 6: Her bir l S için 
( )
( ) arg min ( , ) 
b A l
d l Q l b seç. Algoritmayla üretilen politika 
d̂ ‟dir. Dur. 
 
3.2.2.2. Politika ortalama maliyetlerinin simülatörde hesaplanması  
 
ÇalıĢmada ödüllü öğrenme algoritmasıyla öğrenilen politikaların performansını 
ölçmek için aĢağıda verilen algoritma kullanılmıĢtır. Ödüllü öğrenme algoritmasının 
simülasyonunda belirli yineleme aralıklarıyla verilen algoritma çalıĢtırılarak, o ana 
dek öğrenilen politikanın birim zamandaki ortalama maliyeti hesaplanmaktadır. 
Ödüllü öğrenme algoritması yinelemeleri ilerledikçe, hesaplanan ortalama maliyetler 
bir limite yakınsamaktadır.  
 
Adım 1: Toplam süreyi ve toplam maliyeti sıfır (0) yap.  
 
 Toplam süre 0  
 
 Toplam maliyet 0  
 
Simülatörde ortalama maliyetlerin bir değere yakınsamasını sağlayabilecek kadar 
uzun bir simülasyon süresi belirle. 
 
Adım 2: Mevut durum i olsun. Denklem 3.12‟yi kullanarak a kararını seç. 
 
( )
arg min ( , )                                                                                                (3.12)
u A i






Adım 3: Karar a‟yı simüle et. Gidilen durum j olsun. ( , , )r i a j , a kararı altında           
i durumundan j durumuna geçildiğinde kazanılan anlık maliyet ve ( , , )t i a j , aynı 
geçiĢ için geçen süreyi göstersin. Toplam süreyi Denklem 3.13‟ü kullanarak ve 
toplam maliyeti Denklem 3.14‟ü kullanarak güncelle.  
 
Toplam süre Toplam süre + ( , , )t i a j                                                               (3.13)   
                 
                              
Toplam maliyet Toplam maliyet + ( , , )r i a j                                                   (3.14)    
                                    
Adım 4: Eğer Toplam süre< simülasyon süresi ise, i j  yap ve adım 2‟ye dön. 
Değilse adım 5‟e git. 
 
Adım 5: Denklem 3.15‟i kullanarak öğrenilen politikanın birim zamandaki ortalama 





                                                                                             (3.15)  
 
3.2.3. Orta ve büyük ölçekli Markov karar süreci problemlerinin çözümü 
 
ÇalıĢmada ele alınan problem karmaĢık yapılı ve durum-karar sayısı büyük olan bir  
yarı Markov karar süreci problemidir. Bu nedenle çözümde, modellemenin lanetiyle 
baĢ edebilmek için ödüllü öğrenme algoritmaları kullanılmıĢtır. Ancak, ödüllü 
öğrenme algoritmaları kullanılmasına rağmen, durum-karar sayısı büyük olduğu için 
boyutun laneti problemi hala ortadadır. Bu nedenle milyonlarca Q-faktör değerini 
depolamak yerine, bu değerlere yapay sinir ağları (artificial neural networks) 
kullanılarak yaklaĢılmıĢtır. 
 
3.2.3.1. Q faktör değer fonksiyonuna yaklaĢım 
 
Bir Markov ya da yarı Markov karar süreci problemi ödüllü öğrenme algoritmalar ile 





tam olarak temsil etmeyi garanti eden tek yol, simülatörde elde edilen tüm        
durum-karar ikililerinin Q faktör değerlerinin arama tablolarında ayrı ayrı 
depolanmasıdır. Böylece simülasyonun her yinelemesinde, önceki yinelemede 
depolanan Q faktörler tablolardan alınıp kullanılır. Ancak durum-karar ikilisi sayısı 
büyüdükçe veya durum-karar ikilileri sürekli değiĢkenlerse, tüm durum-karar 
ikililerinin Q faktör değerlerinin depolanması olanaksızlaĢır. Hatta çoğu zaman 
küçük ölçekli problemler için bile tüm durum-karar ikililerinin Q faktör değerlerinin 
arama tablolarında depolanması, günümüz bilgisayar teknolojisinde bile mümkün 
değildir. Bu nedenle tüm Q faktör değerlerini depolayamadığımız problemleri 
çözebilmenin tek yolu, Q faktör fonksiyonunu temsil eden yaklaĢımlar kullanmaktır. 
Q faktör fonksiyonuna yaklaĢılabilecek birçok yol vardır. Örneğin Q faktör 
fonksiyonuna yaklaĢmak için durum uzayını kümeleme (state aggregation), 
fonksiyon enterpolasyonu (function interpolation) ve fonksiyon uydurma (function 
fitting) gibi yöntemler kullanılabilir [37, 39, 40].  
 
Durum uzayını kümeleme yönteminde fazla sayıdaki durum-karar ikililerinin sayısını 
azaltmak için bazı durumlar birleĢtirilmekte ve bu Ģekilde daha az sayıda           
durum-karar ikilileri oluĢmaktadır. Genel kural olarak benzer karakteristiklere sahip 
durumlar birleĢtirilir. Böylece, azalan durum-karar ikililerinin Q faktör değerleri 
tablolarda depolanabilmekte ve problemin çözümü için ödüllü öğrenme algoritmaları 
kullanılabilmektedir [37].  
 
Enterpolasyon, matematik literatüründe iyi çalıĢılmıĢ bir konudur ve literatürdeki 
enterpolasyon metotları ödüllü öğrenmede Q faktör fonksiyonuna yaklaĢmak için 
kullanılabilir. Temel düĢünce Q faktörleri temsilen birkaç Q faktörün depolanması ve 
tüm diğer Q faktörlerin depolanan bu değerlerden hareketle enterpolasyon teknikleri 
kullanılarak belirlenmesidir [37].  
 
Çok sayıda durum-karar ikililerinin Q faktör değerlerinin depolanması gerekliliği ile 
baĢ edebilmek için kullanılan diğer bir yöntem regresyon ya da yapay sinir ağları gibi 






ÇalıĢmada orta ve büyük ölçekli problemlerde tüm durum-karar ikililerinin Q faktör 
değerlerinin depolanması gerekliliği ile baĢ edebilmek için, Q faktör fonksiyonuna 
çok katmanlı yapay sinir ağlarıyla fonksiyon uydurulması yaklaĢımı kullanılmıĢtır.  
 
3.2.3.2. Yapay sinir ağları 
 
Yapay sinir ağlarının (artificial neural networks, ANN) çıkıĢ noktası insan 
biyolojisinin taklit edilmesi ve ilham kaynağı da insan beynidir. BiliĢsel bilim 
(cognitive science) ve sinir bilimi (neuro science) uzmanları insan beynindeki 
sinirleri modelleyip simüle ederek, beyin fonksiyonları anlamayı amaçlamıĢlardır. 
Mühendisliğin insan beyni sinirleriyle ilgilenmesinin amacı ise onları anlamak değil, 
kullanıĢlı makineler için bu tür yapıları kullanmaktır. Ġnsan beyni mükemmel bir 
bilgi iĢleme aracıdır ve görüntü/ses tanıma, öğrenme vb. inanılmaz yeteneklere 
sahiptir. Eğer insan beyninin bu fonksiyonları nasıl gerçekleĢtirdiği bulunup 
mühendislik alanına uygulanabilirse, zor mühendislik problemlerinin çözümünde 
büyük kolaylıklar sağlanabilir. Ġnsan beyni bir bilgisayardan çok farklıdır. Bir 
bilgisayar genellikle birkaç iĢlemciye sahipken, insan beyni nöron ismi verilen ve 
birbiriyle paralel çalıĢan 10
11
 iĢlemci biriminden oluĢur. Ġnsan beynindeki her bir 
nöron çevresindeki yaklaĢık 10
4
 nöronla tamamen paralel çalıĢan bağlantılara 
sahiptir. Bu nedenle insan beyninin bir bilgisayarla kıyaslanamayacak ölçüde 
hesaplama gücüne mevcuttur [42].   
 
Yapay sinir ağları, istenen bir sistem performansını gerçekleĢtirebilen bir kontrol 
biçimini öğrenebilmek için uygun ağırlık bağlantılarıyla kendi kendilerini 
biçimlendirir. Yapay sinir ağları genel olarak verilen giriĢ-çıkıĢ çiftlerinden ağın 
parametrelerini ayarlama temeline dayanır [43]. 
 
Yapay sinir ağları temel olarak doğrusal ve doğrusal olmayan olmak üzere ikiye 
ayrılır. Doğrusal yapay sinir ağları model bağımlıdır ve yaklaĢtığı fonksiyonun 
doğrusal bir modele uyduğunu kabul eder [37]. ġekil 3.5‟te doğrusal bir yapay sinir 
ağının mimarisi verilmiĢtir. ġekilden de görüldüğü üzere doğrusal yapay sinir ağları, 
girdi düğümleri ve çıktı düğümü olmak üzere iki katmandan oluĢur ve herhangi bir 







ġekil 3.5. Doğrusal yapay sinir ağı mimarisi 
  
ġekil 3.5‟teki p girdi düğümü, R elemandan oluĢur. ġekilde verilen tek bias düğümü 
regresyon denklemindeki sabit katsayıyı (b), diğer girdi düğümleri ise bağımlı 
değiĢkenleri ifade eder. Burada w(.) ise ağın ağırlıklarıdır ve Denklem 3.16‟daki gibi  
[p1,p2,…,pR], [w1,1,w1,2,…,w1,R]ağırlıkları ile çarpılır ve toplanır. Bu toplama 
Denklem 3.17‟deki gibi bias (b) eklenerek transfer fonksiyonuna net girdi (n) 
sağlanır [44].   
 
1,1 1 1,2 2 1,. ...                                                                            (3.16)R RWp w p w p w p
 
                                                                                                             (3.17)n Wp b
 
Denklem 3.18‟de verildiği üzere transfer fonksiyonunda net girdi (n) kullanılarak 
çıktı düğümü a elde edilir.  
 
( )                                                                                                                 (3.18)a f n
  
Öğrenme eğrisi olarak da adlandırılan transfer fonksiyonları, bir yapay sinir ağında 
nöronun çıkıĢ genliğini istenilen değerler arasında sınırlar. Bu değerler çoğunlukla 
[0,1] veya [-1,1] arasındadır. Yapay sinir ağlarında kullanılacak olan fonksiyonların, 






Dorusal yapay sinir ağlarında ġekil 3.6‟te verilen doğrusal transfer fonksiyonu 
(purelin) kullanılır ve ağın çıktısı Denklem 3.19‟dan hesaplanır.  
 
 
ġekil 3.6. Doğrusal transfer fonksiyonu (purelin) [44] 
  
( ) purelin( ) purelin( )                                                 (3.19)a f n n Wp b Wp b  
 
Doğrusal yapay sinir ağları, doğrusal olmayan bir fonksiyona doğrusal yaklaĢım için 
kullanılabilir ancak doğrusal olmayan bir hesaplama gerçekleĢtiremez. Doğrusal 
olmayan ve matematiksel olarak modellenemeyen problemlerin çözümü için çok 
katmanlı yapay sinir ağları geliĢtirilmiĢtir. Çok katmanlı yapay sinir ağlarının en 
önemli özellikleri matematiksel olarak modellenemeyen fonksiyonlara yaklaĢma 
yetenekleridir [43, 44]. 
 
ġekil 3.7‟de 1 girdi katmanlı, 2 gizli katmanlı ve 1 çıktı katmanlı yapay sinir ağı 
mimarisi verilmiĢtir. Daha fazla gizli katman bulunan yapay sinir ağlarının yapısı da 










ġekildeki 4 katmanlı yapay sinir ağında girdi katmanında R adet girdi düğümü,         
1. gizli katmanda S
1
 adet gizli düğüm ve bias düğümü, 2. gizli katmanda S
2
 adet gizli 
düğüm ve bias düğümü, çıktı katmanında ise tek çıktı düğümü vardır. Girdi 
düğümleri 1. gizli katmandaki her bir gizli düğümle, 1. gizli katmandaki her bir gizli 
düğüm 2. katmandaki her bir gizli düğümle ve 2. gizli katmandaki her bir gizli 
düğüm çıktı düğümüyle tek yönlü bağlantılara sahiptir. ġekilde girdi katmanındaki 
düğümlerle 1. gizli katmandaki düğümler arasındaki ağırlıklar 1 1( , )w R S  ile  1. gizli 
katmandaki düğümler ile 2. gizli katmandaki düğümler arasındaki ağırlıklar 
2 1 2( , )w S S  ile ve ise 2. gizli katmandaki düğümlerle çıktı düğümü arasındaki 
ağırlıklar 
3 3( )w S  ile gösterilmektedir. Çok katmanlı yapay sinir ağları fonksiyon 
uydurmanın yanı sıra örüntü tanıma, verileri kümeleme vb. birçok alanda 
kullanılmaktadır ve bu alanlardaki kullanımlarda çıktı katmanı birden fazla 
düğümden de oluĢabilmektedir. Ancak yapay sinir ağlarının çalıĢmadaki kullanımı 
olan fonksiyon yaklaĢımı için, çıktı katmanında tek düğüm yer almaktadır. Girdi 
katmanındaki R girdi düğümü genellikle her bir bağımsız değiĢkenle iliĢkilidir ve bu 
nedenle girdi düğüm sayısı, fonksiyon uydurma sürecindeki değiĢken sayısına eĢittir 
[37].  
 
Gizli katman sayısı, fonksiyon yaklaĢımının baĢarısındaki önemli faktörlerdendir. 
Uydurulması gereken fonksiyon ne kadar karmaĢık ve doğrusallıktan uzaksa, o kadar 
fazla sayıda gizli katman kullanılması gerekir. Ancak gizli katman sayısı arttıkça, 
yapay sinir ağının hesaplama yükü de artmakta ve bu nedenle ağın eğitimi ve 
ağırlıkların hesaplanma süreleri uzamaktadır. Uygun gizli katman sayısını belirlemek 
için belirli bir kural mevcut değildir, genellikle deneme yanılma yöntemiyle 
kullanılacak gizli katman sayısı belirlenir [37, 43].  
 
ġekil 3.7‟de görüldüğü gibi genellikle çok katmanlı yapay sinir ağlarında, regresyon 
modelindeki sabit katsayıyı temsil etmek için doğrudan her bir ara çıktı düğümleriyle 
bağlantılı bias düğümleri kullanılır.  
 
1. gizli katmanın net girdileri 1
1 1 1
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1. gizli katman net gidileri transfer fonksiyonunda kullanılarak, 1. gizli katmanın 
çıktıları (2. gizli katmanın girdileri) Denklem 3.21‟den hesaplanır.  
 
1 1
















2. gizli katmanın net girdileri 2
2 2 2
1 2, ,..., Sn n n , Denklem 3.22‟ den hesaplanır.  
 
1
2 1 1 2 1 1 2 1 1 2 2




2 1 1 2 1 1 2 1 1 2 2
2 1 2 2
2 1 1 2 1 1 2 1 1 2 2
1 2
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2. gizli katman net gidileri transfer fonksiyonunda kullanılarak, 2. gizli katmanın 
çıktıları (çıktı katmanının girdileri) Denklem 3.23‟ ten hesaplanır.  
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1 2(1 ) (2 ) ... ( )                                                              (3.24)Sn a w a w a w S
 
3( )                                                                                                                (3.25)a f n
 
Çok katmanlı yapay sinir ağlarında genellikle sigmoid transfer fonksiyonları 
kullanılır. ġekil 3.8‟de verilen log-sigmoid transfer  fonksiyonu, nöronun net girdisi 
negatiften pozitife doğru gittikçe 0 ve 1 arasında çıktılar üretir.  
 
ġekil 3.8 Log-sigmoid transfer fonksiyonu [44] 
 
Alternatif olarak çok katmanlı yapay sinir ağlarında tan-sigmoid (tansig) transfer 
fonksiyonu da kullanılabilir. ġekil 3.9‟da verilen tan-sigmoid transfer fonksiyonu ise 
nöronun net girdisi negatiften pozitife doğru gittikçe, -1 ve 1 arasında çıktılar üretir.  
 
ġekil 3.9 Tan-sigmoid transfer fonksiyonu [44]   
 
Çok katmanlı ağların eğitimi sırasında hem girdiler ve hem de bu girdilere karĢılık 
üretilmesi gereken çıktılar gösterilir. Ağın görevi, her girdi için o girdiye karĢılık 





yöntemine dayanır. Buna göre önce ileri doğru hesaplama ile ağın çıktısı hesaplanır, 
sonrasında ise ağırlıkların değiĢtirildiği geriye doğru hesaplama (backpropagation) 
yapılır [43]. 
 
Ağırlıkların güncellendiği geriye doğru hesaplama algoritmaları, temel olarak bir 
doğrusal olmayan gradyen azaltım (gradient-descent) algoritmalarıdır. Bu 
algoritmalarda en küçüklenmek istenen amaç fonksiyonu, mevcut çıktı değeri ile 
ağın ürettiği çıktı değeri farkının kareler toplamı (sum of the square of errors, SSE), 
karar değiĢkenleri ise ağdaki ağırlıklardır [37].  
 
Geriye doğru hesaplama algoritması, gradyen azaltım algoritması olduğu için 
kullanılan transfer fonksiyonlarının türevleri hesaplanabilir fonksiyonlar olması 
önemlidir. ÇalıĢmada verilen log-sigmoid, tan-sigmoid ve purelin fonksiyonları 
türevi hesaplanabilen transfer fonksiyonlarıdır [37]. Çok katmanlı yapay sinir 
ağlarında genellikle gizli katmanlarda sigmoid transfer fonksiyonları, çıktı 
katmanında ise doğrusal transfer fonksiyonu kullanılır. Böylece doğrusal olmayan 
transfer fonksiyonlu gizli katmanlar,  girdi ve çıktılar arasındaki doğrusal ve doğrusal 
olmayan iliĢkilerin öğrenilmesine, doğrusal çıktı katmanı ise ağın [-1,1] aralığı 
dıĢında değer üretmesine olanak tanır. Eğer ağın çıktı değerinin (örneğin 0 ve 1 
arasında) kısıtlanması isteniyorsa, bu durumda çıktı katmanında da sigmoid transfer 
fonksiyonları kullanılabilir [44]. 
 
Yapay sinir ağının mimarisi ve baĢlangıç ağırlıkları keyfi olarak küçük sayılardan, 
biaslar ise 1 ya da 1‟den farklı bir sabit sayı olarak belirlendikten sonra geriye doğru 
hesaplama algoritmasıyla ağırlıklar ve biaslar eğitilir. Eğitim süresince ağırlıklar ve 
biaslar, performans fonksiyonunu en küçükleyecek Ģekilde yinelemeli olarak 
ayarlanır. Genellikle performans fonksiyonu olarak Denklem 3.26‟da verilen ağın 
çıktısı “a” ile hedeflenen çıktı “t” arasındaki ortalama hata kareleri (mean square of 

















Çok katmanlı ağlarda ağırlıkların eğitimi için kullanılan birçok geriye doğru çalıĢan 
eğitim algoritması mevcuttur. Bu algoritmaların tümü performans fonksiyonunu en 
küçükleyen ağırlıkları belirlemek için performans fonksiyonunun gradyenini (birinci 
dereceden türevini) kullanır, ancak Levenberg-Marquardt gibi hızlı algoritmalar 
ikinci türevleri de kullanır [43].  
 
Geriye doğru hesaplama algoritmasının en basit uygulamasında ağın ağırlıkları ve 
biaslar, performans fonksiyonunun en hızlı Ģekilde azaldığı yani gradyenin negatif 
olduğu yönde güncellenir. Bu algoritmanın bir yinelemesi Denklem 3.27‟deki gibi 
yazılabilir [44].  
 
1                                                                                                      (3.27)k k k kx x g  
 
Denklemde kx  mevcut ağırlık ve bias vektörü, kg mevcut gradyen ve k öğrenme 
oranıdır. Gradyen azaltım algoritmasında güncelleme, artımlı güncelleme 
(incremental updating) ve yığın güncelleme (batch updating) olmak üzere iki farklı 
Ģekilde yapılabilir. Artımlı güncellemede gradyen hesaplanır ve her bir girdinin ağa 
uygulanmasından sonra ağırlıklar güncellenir. Yığın güncelleme de ise tüm girdiler, 
ağırlıklar güncellenmeden önce ağa uygulanır [44].  
 
ÇalıĢmada yapay sinir ağının eğitilmesinde Levenberg-Marquardt eğitim algoritması 
kullanılmıĢtır. Performans fonksiyonu kareler toplamı olduğundan Hessian matrisine 
Denklem 3.28‟deki gibi yaklaĢılabilir [44].  
 
                                                                                                                (3.28)TH J J
 
Gradyen ise Denklem 3.29‟dan hesaplanır [44].  
 
                                                                                                                  (3.29)Tg J e  
 
Burada J, ağırlıklar ve biaslarla ilgili ağın birinci dereceden türevini içeren     
Jacobian matrisi, e ise ağ hatalarının bir vektörüdür. Hessian matrisinin tersinin 





matrisine küçük bir sabiti eklenir ve Denklem 3.30‟da verildiği Ģekilde ağırlıklar 
güncellenir [43, 44]. 
 
1
1                                                                                  (3.30)
T T
k kx x J J I J e  
 
BaĢlangıçta denklemde küçük bir  değeriyle baĢlanır, performans fonksiyonundaki 
her azalıĢtan sonra  10 kat azaltılır, performans fonksiyonundaki her artıĢtan sonra 
da  10 kat arttırılır. Bu Ģekilde performans fonksiyonu algoritmanın her bir 
yinelemesinde daima azalır [43, 44].  
 
3.2.3.3. NeuroSMART algoritması 
 
ÇalıĢmada her bir durum-karar ikilisinin Q faktör değer fonksiyonunun tahmini için 
çok katmanlı yapay sinir ağları kullanılmıĢtır. Kullanılan yapay sinir ağında girdi 
katmanındaki düğümler stok sistemindeki ürün çeĢitlerinin mevcut stok düzeyleri, 
stok sistemine gelen müĢteri talebi ve bu durum için alınan karardan oluĢmaktadır. 
Örneğin 4 farklı ürün çeĢidinden oluĢan bir stok sisteminin yapay sinir ağındaki girdi 
düğümü sayısı, 6‟dır. Ağda, deneme yanılma ile en iyi sonucu veren gizli katman 
sayısı kullanılmıĢtır. Çıktı katmanı ise tektir ve girdi olarak verilen durum-karar 
ikilisinin Q faktör değerini vermektedir.  
 
Bu bölümde büyük ölçekli yarı Markov karar süreci problemlerinin çözümü için  
SMART ödüllü öğrenme algoritmasından hareketle, durum-karar ikililerinin Q faktör 
fonksiyonuna çok katmanlı yapay sinir ağıyla yaklaĢıldığı NeuroSMART algoritması 
geliĢtirilmiĢtir. GeliĢtirilen algoritmanın adımları aĢağıda verilmiĢtir. Algoritmada 
yapay sinir ağından tahmin edilen durum-karar ikilisi değerleri q ile gösterilmiĢtir.   
 
Adım 1: Yapay sinir ağının baĢlangıç ağırlıklarını w(.) rassal olarak belirle.  
 
 Adım 2: Tüm q faktör değerlerini, simülasyonda algoritmanın yinelenme sayısını, 







, ( )l S u A l için ( , ) 0 q l u
 
 
 0k  (k: zincirdeki sıçrama sayısı) 
 
 Toplam süre 0  
 
 Toplam maliyet 0  
 
 0  ( : greedy politikanın ortalama ödülü) 
 
Sabit öğrenme oranı , (0< 1)  belirle. Yeterince büyük enbk  (yineleme sayısı) 
belirle. Sistemin simülasyonu herhangi keyfi durumdan baĢlatılır. 
 
Adım 3: Mevut durum i olsun. Tüm  ( ( ))u A i kararları için, yapay sinir ağını 
kullanarak ( , )q i u değerlerini tahmin et.  
 
Adım 4: Rastgele a kararı seç. Denklem 3.31‟i kullanarak ‟yi belirle. Karar a‟yı 
simüle et. Geçilen durum j olsun. Simülatörde a kararı altında i durumundan j 
durumuna geçildiğinde oluĢan anlık maliyet ( , , )r i a j ‟yi ve aynı geçiĢ için geçen süre 
( , , )t i a j ‟i hesapla.  
 
( )
0,     arg min ( , )  ise
1,     değilse                         
u A i
a q i u
                                                                         (3.31)  
 
Adım 5a: Yapay sinir ağını kullanarak j durumundaki tüm kararlar için 
( , ),  (b ( ))q j b A j  değerlerini belirle. Denklem 3.32‟yi kullanarak j durumunun o 
anki q faktör değeri nextq ‟i hesapla. Denklem 3.33‟ü kullanarak (i,a) durum-karar 
ikilisinin q faktör değeri ( , )q i a ‟yı güncelle.  
 
( )
arg min ( , )next
b A j
q q j b                                                                                            (3.32)  
 





Adım 5b: Eğer seçilen a kararı greedy ise ( 0 ise) Denklem 3.34‟ü kullanarak 
toplam süreyi ve Denklem 3.35‟i kullanarak toplam maliyeti güncelle.  
 
Toplam süre Toplam süre + ( , , )t i a j




Toplam maliyet Toplam maliyet + ( , , )r i a j









                                                                                            (3.36)  
 
Adım 6: Eğer enbk k  ise güncellenen q(i,a)‟yı kullanarak yapay sinir ağını güncelle 
ve adım 3‟e dön. Değilse adım 7‟ye geç.  
 
Adım 7: Dur. Öğrenilen politika yapay sinir ağının ağırlıklarında depolanır. Bir 
durumla ilgili kararı belirlemek için,  bu durum için izin verilen kararların yapay 
sinir ağı çıktıları bulunur.  
 
Adım 6‟da yapay sinir ağının ağırlıkları artımlı olarak güncellenir. Algoritmanın 
hızlandırılması için simülatördeki her adımda ağırlıkların güncellenmesi yerine, 






















 GeliĢtirilen algoritmanın performansını ve sonuçlarını değerlendirmek için bir dizi 
uygulamalı örnek tasarlanmıĢtır. Uygulamalı örneklerde baĢlıca;  
 
a) ürün kombinasyonu dağıtım probleminde Q faktör fonksiyonuna yapay sinir 
ağları ile yaklaĢılarak elde edilen çözümün kullanılabilirliği,  
 
b) orta ve büyük ölçekli stok yenileme ve ürün kombinasyonu dağıtım 
problemlerinin Q faktör fonksiyonuna yapay sinir ağlarıyla yaklaĢılarak 
çözülmesi ve elde edilen politikaların maliyetlerinin miyopik politikalarla 
kıyaslanması konuları araĢtırılmıĢtır. 
 
OluĢturulan uygulamalı örnekler, çalıĢmanın ana motivasyon kaynağı olan 
bankamatiklerden para çekme problemi olarak ĢekillendirilmiĢtir. Bölüm 3.1‟de 
geliĢtirilen algoritma, matlab‟de kodlanmıĢ ve uygulamalı örnek 1‟in; 
 
 verilen bir banknot kombinasyonu dağıtım politikası altında bankamatikteki 
banknot çeĢitlerinin yaklaĢık optimal (S,c,s) stok politikası, 
 
 bankamatikteki banknot çeĢitleri için verilen (S,c,s) stok politikası altında 
SMART ve NeuroSMART ödüllü öğrenme algoritmalarıyla yaklaĢık optimal 
banknot kombinasyonu dağıtım politikası belirlenmiĢtir. 
 
Uygulamalı örnek 2 ve 3 için ise, yaklaĢık optimal (S,c,s) stok yenileme ve banknot 
kombinasyonu dağıtım politikaları belirlenmiĢ ve miyopik politikalarla 







4.1. Uygulamalı Örneklerde Kullanılan Ortak Parametreler 
 
Uygulamalı örneklerde bankamatik stoklarında 4 farklı banknot çeĢidi (10 TL, 20 
TL, 50 TL ve 100 TL) bulunduğu ve bankamatiğe gelen müĢterilerin para 
taleplerinin olasılık fonksiyonu (.)Df ‟nin Tablo 4.1‟de verilen kesikli düzgün 
dağılıma uyduğu varsayılmıĢtır.    
 
Tablo 4.1. MüĢterilerin bireysel para talebi olasılık dağılımı 
 
d (TL) 10 20 30 40 50 60 70 80 90 100 
( )Df d  0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 
 
MüĢterilerin bankamatikten para taleplerinin tablo 4.1‟de verilen kesikli olasılık 
fonksiyonuna uyması durumunda 1n , 10 TL‟lik banknotlardan; 2n , 20 TL‟lik 
banknotlardan; 3n , 50 TL‟lik banknotlardan ve 4n , 100 TL‟lik banknotlardan 
müĢteriye dağıtılan miktarları göstermek üzere, her bir talep için oluĢturulabilecek 
1 2 3 4
( , , , )n n n n  kararları Tablo 4.2‟ de verilmiĢtir. 
 
Tablo 4.2. MüĢteri talebine göre oluĢan kararlar 
 
d (TL) 10 20 30 40 50 60 70 80 90 100 
Karar  [1] 1,0,0,0 0,1,0,0 1,1,0,0 0,2,0,0 0,0,1,0 0,3,0,0 0,1,1,0 0,4,0,0 0,2,1,0 0,0,0,1 
Karar  [2]  2,0,0,0 3,0,0,0 2,1,0,0 1,2,0,0 1,0,1,0 1,3,0,0 1,1,1,0 1,4,0,0 0,0,2,0 
Karar  [3]    4,0,0,0 3,1,0,0 2,2,0,0 2,0,1,0 2,3,0,0 2,1,1,0 0,5,0,0 
Karar  [4]     5,0,0,0 4,1,0,0 3,2,0,0 3,0,1,0 3,3,0,0 1,2,1,0 
Karar  [5]      6,0,0,0 5,1,0,0 4,2,0,0 4,0,1,0 2,4,0,0 
Karar  [6]       7,0,0,0 6,1,0,0 5,2,0,0 3,1,1,0 
Karar  [7]        8,0,0,0 7,1,0,0 4,3,0,0 
Karar  [8]         9,0,0,0 5,0,1,0 
Karar  [9]          6,2,0,0 
Karar  [10]          8,1,0,0 
Karar  [11]          10,0,0,0 
 
Tasarlanan tüm örnekler için Bölüm 3.1‟de geliĢtirilen algoritmanın ilk adımı olarak 
bankamatiğin, müĢteri taleplerini “en az banknot sayısını içeren kombinasyonla 
karĢılama” miyopik politikasını uyguladığı kabul edilmiĢtir. Bu durumda 





Tablo 4.3. Bankamatiğin baĢlangıç banknot dağıtım politikası 
 
d (TL) 10 20 30 40 50 60 70 80 90 100 
 1,0,0,0 0,1,0,0 1,1,0,0 0,2,0,0 0,0,1,0 1,0,1,0 0,1,1,0 1,1,1,0 0,2,1,0 0,0,0,1 
 
Bankamatiğin her bir müĢteri talebini en az banknot sayısını içeren kombinasyonla 
sağlama politikası altında, i‟nci banknot çeĢidinin bireysel talebi iD ‟nin dağılımı, 
Toplam Olasılık Yasası kullanılarak Denklem 4.1‟deki gibi bulunur.  
 
( ) ( ). ( ),          d=10,20,....    ;      n =0,1,2,...                      (4.1)
i i
D i i D iD D
d
f n f n d f d
 
 
Stoklardaki 10 TL‟lik banknotların belirtilen baĢlangıç banknot dağıtım politikası 
altında bireysel ürün talebi olasılık fonksiyonunun hesabı, Denklem 4.2, 4.3, 4.4 ve 
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(1) 1.(0,10) 0.(0,10) 1.(0,10) 0.(0,10) 0.(0,10)                                                
1.(0,10) 0.(0,10) 1.(0,10) 0.(0,10) 0.(0,10)
          = 0,40  
(4.5)
                                 
D
f
                                                                              
 
di=2,3,… ve d=10,20,…,100 için 1( ) 0iP D d D d  olduğundan, di=2,3... için     
( ) 0
iD i
f d ‟dır. 10 TL‟lik banknotlar için hesaplanan bireysel talep olasılık 





0,60  ,     n 0      
0, 40  ,     n 1      ( )                                                                                     
0       ,     aksi halde
(4.6)Df n  
 
Benzer Ģekilde hesaplanan 20 TL‟lik, 50 TL‟lik ve 100 TL‟lik banknotların belirtilen 
baĢlangıç ürün kombinasyonu dağıtım politikası altındaki olasılık fonksiyonları, 
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0,50 ,      1            ( )                                                                            









0,90  ,     0          
0,10  ,     1          ( )                                                                              
0       ,    aksi halde    
(4.9)D
n






ÇalıĢmada bankamatiğe gelen müĢterilerin, karar verici tarafından bilindiği 
varsayılan özdeĢ bir fayda fonksiyonuna sahip olduğu kabul edilmiĢtir. MüĢterilerin 
kazandıkları faydalar, para taleplerini karĢılamak için bankamatik tarafından verilen 
banknot kombinasyonlarına göre değiĢmektedir. Örneklerde kullanılan özdeĢ fayda 
fonksiyonu Tablo 4.4‟te verilmiĢtir.  
 
Tablo 4.4. MüĢterilerin kesikli ve özdeĢ fayda fonksiyonu 
 
 Fayda 
 10 20 30 40 50 60 70 80 90 100 
Karar  [1] 100 80 100 60 50 50 70 50 90 30 
Karar  [2]  100 80 100 100 50 80 100 60 50 
Karar  [3]    80 90 100 100 90 100 60 
Karar  [4]     60 80 70 60 80 100 
Karar  [5]      60 60 70 70 60 
Karar  [6]       50 50 60 90 
Karar  [7]        40 50 60 
Karar  [8]         30 40 
Karar  [9]          30 
Karar  [10]          20 
Karar  [11]          10 
 
MüĢterilerin bankamatiğe geliĢ ortalamaları ( ) çalıĢmadaki uygulamalı örneklerde 
birbirinden farklı alınmıĢtır. MüĢterilerin geliĢ ortalamaları ( ) değiĢtikçe,  her bir 
banknot çeĢidinin eĢdeğer birleĢik poisson süreci parametreleri de değiĢmektedir.   
 
4.2. (S,c,s) Stok Politikası Altında SMART ve Neuro SMART Algoritmalarının 
Performansları 
 
ÇalıĢmanın bu bölümünde ele alınan problemin ürün kombinasyonu dağıtımı alt 
probleminin çözümünde kullanılan ödüllü öğrenme algoritması SMART ile Q faktör 
fonksiyonunun çok katmanlı yapay sinir ağlarıyla tahmin edildiği NeuroSMART 
algoritmasının ürettiği politikaların sonsuz ufukta birim zamandaki ortalama 
maliyetlerinin birbirinden farklı olup olmadığı araĢtırılmıĢtır. Bölüm 3.2.3‟te 
verildiği üzere problemlerin durum-karar sayısı arttıkça, tüm durum-karar ikililerinin 







güncelleme için kullanılması mümkün değildir. Bu nedenle durum-karar sayısının 
fazla olduğu problemlerde doğrudan SMART algoritması kullanılamaz. Eğer           
Q faktör fonksiyonunun yapay sinir ağları ile tahmin edildiği NeuroSMART 
algoritması SMART algoritmasına yakın performans gösteriyorsa, bu durumda 
durum-karar sayısının fazla olduğu orta ve büyük ölçekli Markov ve yarı Markov 
karar süreci problemlerinde NeuroSMART algoritması baĢarıyla kullanılabilir. Bu 
nedenle SMART algoritmasıyla çözülebilecek küçük ölçekli bir problem tasarlanmıĢ 
ve aynı (S,c,s) stok politikası için bu iki algoritmanın ürettiği politikaların birim 
zamandaki ortalama maliyetleri karĢılaĢtırılmıĢtır.  
 
4.2.1. Uygulamalı örnek 1  
 
ÇalıĢmada ürün kombinasyonu dağıtım politikasının belirlenmesinde SMART ve 
NeuroSMART algoritmalarının performanslarının kıyaslanması için durum karar 
sayısının az olduğu küçük ölçekli bir örnek tasarlanmıĢtır. Bu örnekteki bankamatik 
talep süreci,  müĢteri geliĢleri ortalaması 5  müĢteri/saat ve para talepleri Tablo 
4.1‟de verilen kesikli dağılıma uyan birleĢik poisson sürecidir. Bankamatik 
stoklarında yer alan banknot çeĢitlerinin (S,c,s) stok parametrelerinin 
belirlenebilmesi için, bankamatiğe müĢteri geliĢ ortalaması dikkate alınarak banknot 
çeĢitlerinin talep sürecinin, eĢdeğer birleĢik poisson ve eĢdeğer poisson süreçlerine 
dönüĢtürülmesi gerekir.   
 
Örnek 1‟de, bankamatik stoklarında yer alan tüm banknot çeĢitleri için stokta 
bulundurma maliyeti h=0.01 TL/banknot/saat; birincil sipariĢ maliyeti K=10 
TL/sipariĢ; ikincil sipariĢ maliyeti k=5 TL/sipariĢe eklenen banknot çeĢidi sayısı; 
talebin stoktan karĢılanamaması maliyeti w=10 TL/sipariĢi stoktan karĢılanamayan 
müĢteri sayısı ve müĢterinin kaçırdığı faydanın fırsat maliyeti p=0,5 TL/kayıp 
müĢteri faydası olarak tanımlanmıĢtır. Belirlenen stok politikasının tüm banknot 
çeĢitleri için en az 0,90 ikinci tip hizmet düzeyini sağlaması gerektiği ve verilen 







4.2.1.1. Uygulamalı örnek 1’in birleĢik poisson ürün talebi parametreleri 
 
Bankamatiğin baĢlangıç banknot dağıtım politikası ve bankamatiğe gelen 
müĢterilerin bireysel para talebi dağılımı kullanılarak bulunan bankamatik 
stoklarında yer alan her bir banknotun bireysel talep dağılımları Bölüm 4.1‟de 
verilmiĢtir (Bkz. Tablo 4.1, Denklem 4.6, 4.7, 4.8 ve 4.9). Ancak, Bölüm 2.1.2‟de 
verildiği üzere hesaplanan bu olasılık fonksiyonlarında banknot çeĢitlerinin bireysel 
talebinin sıfır olması olasılıkları da söz konusu olduğu için daha önce hesaplanan 
banknot bireysel talep olasılıklarının, bireysel talebin sıfır olamadığı eĢdeğer bireysel 
talep olasılık fonksiyonu ve eĢdeğer banknot müĢteri geliĢ oranı hesaplanmalıdır. Bu 
durumda belli bir banknot çeĢidi için gelen müĢteri talebi süreci Bölüm 2.1.2‟de 
verildiği Ģekilde ortalaması ve bireysel banknot talep olasılık fonksiyonu (.)
iD
f  
olan eĢdeğer birleĢik poisson sürecidir. Örnek 1 için bankamatik stoklarında yer alan 
10 TL, 20 TL, 50 TL ve 100 TL banknotlarının eĢdeğer birleĢik poisson talep 
dağılımları aĢağıda bulunmuĢtur.  
 
10 TL‟lik banknotlar için birleĢik poisson talep parametreleri (i=1): 10 TL‟lik 
banknot çeĢidi için eĢdeğer müĢteri geliĢ ortalaması ve eĢdeğer bireysel banknot talep 
dağılımı hesaplamaları sırasıyla Denklem 4.10, 4.11 ve 4.12‟de verilmiĢtir.   
 
11
(1 (0)) 5.(1 0,60) 2  müşteri/saat                                                  (4.10)Df
 
1 1 1





1 ,     n 1      
( )                                                                                         
0 ,     aksi halde
(4.12)Df n  
 
20 TL‟lik banknotlar için birleĢik poisson talep parametreleri (i=2): 20 TL‟lik 
banknot çeĢidi için eĢdeğer müĢteri geliĢ ortalaması ve eĢdeğer bireysel banknot talep 
dağılımı hesaplamaları sırasıyla Denklem 4.13, 4.14, 4.15 ve 4.16‟da verilmiĢtir.   
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(1) (1) / (1 (0)) 0,40 / 0,60 2 / 3                                                    (4.14)D D Df f f  
 
2 2 2





2 / 3 ,    1                                                                                               
( ) 1/ 3 ,     2                                                                      D
n
f n n                       
 
0     ,     aksi halde                                                                                            
(4.16)  
 
50 TL‟lik banknotlar için birleĢik poisson talep parametreleri (i=3): 50 TL‟lik 
banknot çeĢidi için eĢdeğer müĢteri geliĢ ortalaması ve eĢdeğer bireysel banknot talep 
dağılımı hesaplamaları sırasıyla Denklem 4.17, 4.18 ve 4.19‟da verilmiĢtir.   
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(1 (0)) 5.(1 0,50) 2,5  müşteri/saat                                             (4.17) Df  
 
3 3 3





1 ,     n 1                                                                                                    
                                                                               ( )Df n
                            
0 ,    aksi halde                                                                                               
       (4.19)
 
 
100 TL‟lik banknotlar için birleĢik poisson talep parametreleri (i=4): 100 TL‟lik 
banknot çeĢidi için eĢdeğer ortalama ve eĢdeğer bireysel banknot talep dağılımı 
hesaplamaları sırasıyla Denklem 4.20, 4.21 ve 4.22‟de verilmiĢtir.   
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(1 (0)) 5.(1 0,90) 0,5  müşteri/saat                                              (4.20)Df  
 
4 4 4





1   ,     n 1
( )                                                                                        
0  ,    aksi halde  







4.2.1.2. Uygulamalı örnek 1’in eĢdeğer poisson ürün talebi parametreleri 
 
Bölüm 2.3‟te verilen yöntemlerle (S,c,s) stok politikasının belirlenebilmesi için 
birleĢik poisson dağılımına uyan banknot çeĢidi talep dağılımlarının, Bölüm 2.1.4‟te 
verildiği gibi Friend [35]‟in yaklaĢımıyla eĢdeğer poisson dağılımına dönüĢtürülmesi 
gerekir. Bankamatiğin stoklarında yer alan 10 TL, 20 TL, 50 TL ve 100 TL banknot 
çeĢitlerinin eĢdeğer poisson parametreleri aĢağıda tanımlanmıĢtır.  
 
10 TL‟lik banknotlar için eĢdeğer poisson talep parametreleri (i=1): 10 TL‟lik 
banknot çeĢidinin eĢdeğer poisson talebi parametrelerine ait hesaplamalar Denklem 




1 1 1[ ] . ( ) 1.1 1  (adet 10 TL banknot)                                          (4.23)D
n





2 2 2 2
1 1 1[ ] ( ) . ( ) 1 .1 1    (adet  10 TL banknot)                               (4.24)D
n




















. [ ] 2.1






1 1 1. 10.1 10   (TL)                                                                               (4.27)v v U  
 
20 TL‟lik banknotlar için eĢdeğer poisson talep parametreleri (i=2): 20 TL‟lik 
banknot çeĢidinin eĢdeğer poisson talebi parametrelerine ait hesaplamalar Denklem 


















2 2 2 2 2
2 2 2
2 1




























. [ ] 83
     (adet 20 TL banknot/saat)                         (4.31)





2 2 2. 20.1,5 30   (TL)                                                                            (4.32)v v U  
 
50 TL‟lik banknotlar için eĢdeğer poisson talep parametreleri (i=3): 50 TL‟lik 
banknot çeĢidinin eĢdeğer poisson talebi parametrelerine ait hesaplamalar Denklem 




3 3 3[ ] . ( ) 1.1 1  (adet 50 TL banknot)                                         (4.33)D
n




2 2 2 2
3 3 3[ ] ( ) . ( ) 1 .1 1    (adet  50 TL banknot)                               (4.34)D
n




















. [ ] 2,5.1












100 TL‟lik banknotlar için eĢdeğer poisson talep parametreleri (i=4): 100‟TL‟lik 
banknot çeĢidinin eĢdeğer poisson talebi parametrelerine ait hesaplamalar Denklem 




4 4 4[ ] . ( ) 1.1 1  (adet 100 TL banknot)                                      (4.38)D
n




2 2 2 2
4 4 4[ ] ( ) . ( ) 1 .1 1    (adet  100 TL banknot)                            (4.39)D
n




















. [ ] 0,5.1






4 4 4. 100.1 100   (TL)                                                                            (4.42)v v U  
 
4.2.1.3. Uygulamalı örnek 1’de SMART ve NeuroSMART algoritmalarının 
çözümlerinin karĢılaĢtırılması 
 
Uygulamalı örnek 1 için bankamatiğin “en az banknot sayısını içeren kombinasyonu 
dağıtma” miyopik politikası altında bulunan (S,c,s) eĢgüdümlü stok politikası,      
Tablo 4.5‟te verilmiĢtir.   
 
Tablo 4.5.  Örnek 1‟in (S,c,s,) stok kontrol politikası parametreleri 
 
 Si ci si 
10 TL (i=1) 12 4 0 
20 TL (i=2) 11 5 2 
50 TL (i=3) 8 3 1 







Tablo 4.2‟de verilen olası taleplerdeki karar sayıları ve Tablo 4.5‟teki stokların 
tamamlanacağı üst sınır düzeyleri (12, 11, 8, 3) dikkate alındığında, bu çok küçük 
ölçekli problem için bile durum-karar sayısının 155 232 olduğu görülmektedir. 
 
Tablo 4.5‟te verilen (S,c,s) stok yenileme politikası sabit tutularak SMART ödüllü 
öğrenme algoritmasıyla elde edilen politikaların birim zamandaki ortalama maliyet 
yakınsama grafiği ġekil 4.1‟de verilmiĢtir.   
 
 
ġekil 4.1. Örnek 1‟in SMART algoritması yakınsama grafiği 
 
Örnek 1‟in çözümünde SMART algoritmasındaki yineleme sayısı olarak 200.000 
müĢteri alınmıĢ ve karar seçiminde keĢif (exploratory) stratejisi uygulanmıĢtır. 
SMART algoritmasında simülatöre gelen her 100 müĢteride bir, o zamana kadar 
üretilen politikanın birim zamandaki ortalama maliyeti hesaplanmıĢtır. ġekil 4.1‟de 
görüldüğü gibi üretilen politikaların maliyetleri yaklaĢık olarak 1200‟ncü politika ya 
da diğer bir deyiĢle 120.000‟nci müĢteriden itibaren yaklaĢık olarak 72 değerine 
yakınsamaktadır.    
 
Tablo 4.5‟te verilen (S,c,s) stok yenileme politikaları sabit tutularak, Q faktör 
















ödüllü öğrenme algoritması kullanılmasıyla elde edilen politikaların birim zamandaki 
ortalama maliyet yakınsama grafiği, ġekil 4.2‟deki gibi elde edilmiĢtir.   
 
 
ġekil 4.2. Örnek 1‟in 20 gizli katmanlı NeuroSMART algoritması yakınsama grafiği  
  
Örnek 1‟in çözümünde kullanılan NeuroSMART algoritmasında yineleme sayısı 
olarak 50.000 müĢteri kullanılmıĢ ve karar seçimi için yine keĢif (exploratory) 
stratejisi uygulanmıĢtır. Yapay sinir ağının baĢlangıç ağırlıklarının belirlenmesi için 
girdi olarak baĢlangıçta rassal olarak üretilen Q faktör değerleri kullanılmıĢ, 
sonrasında simülatörde üretildikçe Q faktörler girdi olarak kullanılıp, yapay sinir 
ağının ağırlıkları eğitilmiĢtir. Simülatörde her 100 müĢteride bir yapay sinir ağı 
yeniden eğitilmiĢ ve ağın ağırlıklarında tanımlanmıĢ o ana kadarki politikanın birim 
zamandaki ortalama maliyeti hesaplanmıĢtır. ġekil 4.2‟de görüldüğü üzere 
NeuroSMART algoritmasıyla üretilen politikaların maliyetleri çok hızlı bir biçimde 
yaklaĢık olarak 72 değerine yakınsamıĢtır.  
 
ÇalıĢmada NeuroSMART algoritmasında Q faktör fonksiyonuna yapay sinir 
ağlarıyla yaklaĢılması için MATLAB 2008b Neural Fitting Toolbox kullanılmıĢ ve 
yapay sinir ağı için yazılan matlab kodu, NeuroSMART algoritması kodunun içine 
gömülmüĢtür. Çok katmanlı yapay sinir ağının gizli katmanlarında tan-sigmoid 
















kullanılmıĢtır. Yapay sinir ağının eğitimi için Levenberg-Marquardt backpropagation 
algoritması seçilmiĢtir. Yapay sinir ağının her eğitiminde simülatörden elde edilen 
verilerden rassal olarak  % 60‟ı eğitimi seti , % 20‟si geçerlilik seti ve % 20‟si test 
seti olarak alınmıĢtır. Eğitim setinde yer alan veriler eğitim süresince ağda 
kullanılmıĢ ve gradyen hesaplanarak ortalama hata kareleri (MSE) performans 
ölçütüne göre ağın ağırlıkları ve biaslar ayarlanmıĢtır.  
 
Eğitim süreci boyunca geçerlilik setinin hataları gözlenir ve geçerlilik setinde yer 
alan veriler, ağın genelleĢtirilmesinin ne kadar geçerli olduğunun ölçülmesinde 
kullanılır. BaĢlangıçtan itibaren ağ eğitildikçe eğitim setindeki hatalar ve buna bağlı 
olarak geçerlilik setindeki hatalar gittikçe azalır. Bununla birlikte ağ, eğitim setindeki 
verileri ezberlemeye baĢladığında (over fitting) eğitim setindeki hatalar git gide 
azalmaya devam ettiği halde, geçerlilik setindeki hatalar giderek artmaya baĢlar. Bu 
nedenle geçerlilik setindeki hatalar belli bir yineleme sayısında arka arkaya artarsa, 
bu durumda ağın eğitim seti verilerini ezberlemeye baĢladığı ve bunun sonucunda 
fonksiyonu yanlıĢ bir Ģekilde aĢırı uydurduğu düĢünülerek eğitim sonlandırılır ve en 
küçük geçerlilik seti hatasındaki ağırlıklara ve biaslara dönülür. Test verileri, ağın 
eğitimi tamamlanıp ağırlıklar ayarlanmadan önce ağa gösterilmez ve ağın ürettiği 
sonuçların ne kadar genelleĢtirilebileceğinin bağımsız testleri için kullanılır. Eğer test 
setindeki hatalar geçerlilik setindeki hatalardan belirgin bir Ģekilde farklı 
yinelemelerde en küçük değerine ulaĢırsa, bu durum verilerin eğitim setine, geçerlilik 
setine ve test setine rassal olarak ayrılmasında problem olduğunu gösterir.   
 
Yapılan çalıĢmada yapay sinir ağının girdi verisi olarak durum-karar ikilileri          
(x1, x2, x3, x4, d,a), ağın çıktısı olarak ise bu durum-karar ikililerinin Q faktör 
değerleri kullanılmıĢtır.   
 
Örnek 1‟in SMART ve NeuroSMART algoritmalarıyla elde edilmiĢ yakınsama 
grafikleri ġekil 4.3‟te kıyaslanmıĢtır. ġekilden görüldüğü üzere 20 gizli katmanlı 
NeuroSMART algoritmasının ürettiği politikaların birim zaman baĢına ortalama 
maliyeti ile SMART algoritmasının ürettiği politikaların birim zaman baĢına 



























ġekil 4.3 Örnek 1‟in SMART ve NeuroSMART algoritmaları yakınsama grafikleri 
 
Yapay sinir ağının yapısındaki gizli katman sayısı, yapay sinir ağının performansını 
önemli derecede etkileyen bir etmendir. Gizli katman sayısı arttıkça ağın eğitim 
süresi uzadığı için algoritmanın performansı süre olarak kötüleĢmekte, ancak tahmin 
olarak iyileĢmektedir. Bu nedenle tahmin kalitesi açısından yakın sonuçlar verdiği 
sürece düĢük gizli katman sayılarının seçilmesi mantıklıdır. Örnek 1, gizli katman 
sayısı 2, 5, 10 verilerek yeniden çözülmüĢtür.  
 
ġekil 4.4‟te iki gizli katmana sahip yapay sinir ağıyla Q faktör fonksiyonunun tahmin 
edildiği NeuroSMART algoritması sonuçları verilmiĢtir. ġekilden görüldüğü üzere 
iki gizli katmana sahip yapay sinir ağıyla Q faktör fonksiyonunu tahmin ederek 
uygulanan NeuroSMART algoritması sonucunda elde edilen politikaların maliyetleri 
çok geniĢ bir aralıkta (100-170) salınmakta ve bir limit maliyete yakınsamamaktadır. 
Bu nedenle elde edilen çözüm kullanılabilir değildir.  Farklı ölçekte problemlerde de 
yapay sinir ağında iki gizli katman kullanıldığı durumlarda benzer sonuçlar 
gözlenmiĢtir. Sonuç olarak, NeuroSMART algoritmasının kullanımında gizli katman 











ġekil 4.5. Örnek 1‟in 5 gizli katmanlı NeuroSMART algoritması yakınsama grafiği 
 
ġekil 4.5‟te beĢ gizli katmana sahip yapay sinir ağıyla Q faktör fonksiyonunun 
tahmin edildiği NeuroSMART algoritması sonuçları verilmiĢtir. ġekil 4.5‟te 



























tahmin ederek uygulanan NeuroSMART algoritması sonucunda elde edilen 
politikaların ortalama maliyetleri, 50‟nci yinelemeden sonra 75-80 bandında 
yakınsamaktadır. Ancak, ġekil 4.5‟te elips içine alınan 47‟nci ve 129‟ncu 
politikaların ortalama maliyetleri genel salınımdan çok büyük sapma göstermiĢtir. 
Her ne kadar simulasyonun ilerleyen yinelemelerindeki politikaların ortalama  
maliyet hesaplamalarında yakınsama sağlansa da, 47 ve 129 politikalarının ortalama 
maliyetlerindeki büyük sapmalar, Q faktör fonksiyonun yapay sinir ağıyla 
tahmininde bu iki noktada yakınsamadan uzaklaĢılabileceğini göstermektedir.  
 
 
ġekil 4.6. Örnek 1‟in 5 gizli katmanlı NeuroSMART algoritması yakınsama grafiği (tekrar çözüm)  
 
Aynı örnek tekrar çözüldüğünde ġekil 4.6‟da görüldüğü üzere bu sefer yakınsama 
sağlanamamıĢtır. ġekilde elips içine alınmıĢ 45‟nci ve 79‟ncu politikalarda ortalama 
maliyetler genel salınımdan aĢırı sapma göstermiĢ ve 145‟nci politikadan sonra    
ġekil 4.5‟teki çözümün aksine, yakınsamaktan uzaklaĢmıĢtır. Bu nedenle gizli 




















ġekil 4.7. Örnek 1‟in 10 gizli katmanlı NeuroSMART algoritması yakınsama grafiği 
 
ġekil 4.7‟de 10 gizli katmana sahip yapay sinir ağıyla Q faktör fonksiyonun tahmin 
edildiği NeuroSMART algoritması sonuçları verilmiĢtir. ġekilden görüldüğü üzere 
50‟nci politika hesaplamasından sonra elde edilen politikaların ortalama maliyetleri 
75-80 bantında yakınsamakta ve genel salınımdan büyük sapmalar 
gözlenmemektedir. 10 gizli katmanlı yapay sinir ağı yaklaĢımlı NeuroSMART 






















































Gizli Katman 2 Gizli Katman 5 Gizli Katman 10 Gizli Katman 20  
 
 
ġekil 4.8. Örnek 1‟in 2, 5, 10, 20 gizli katmanlı NeuroSMART algoritması yakınsama grafikleri 
 
ġekil 4.8‟de gizli katman sayısının 2, 5, 10 ve 20 olarak belirlendiği yapay sinir 
ağlarıyla Q faktör fonksiyonun tahmin edildiği örneklerin ortalama maliyetlerini 
















sayısının 10 ve 20 olarak belirlendiği durumlarda çok iyi sonuçlar alınmıĢ, 2 olarak 
belirlendiğinde ortalama maliyetlerde yakınsama sağlanamamıĢ ve 5 olarak 
belirlendiğinde ise yakınsama sağlanmasına rağmen fonksiyon yaklaĢımı güvenilir 
değildir.  
 
4.3. Ürün Kombinasyonu Dağıtım ve Stok Yenileme Probleminin Çözümü 
 
Bu bölümde farklı ölçeklerde iki uygulamalı örnek tasarlanmıĢ ve geliĢtirilen 
algoritmayla elde edilen politikaların birim zamandaki ortalama maliyetleri, 
müĢterilere en az banknot sayısını içeren kombinasyonunu dağıtma (miyopik  
politika 1) ve müĢterilere en fazla faydayı sağlayan banknot kombinasyonunu 
dağıtma (miyopik politika 2) politikalarının birim zamandaki ortalama maliyetleri ile 
kıyaslanmıĢtır.    
 
Bu bölümde verilen örnekler için müĢterilerin bankamatikten bireysel para 
taleplerinin kesikli olasılık fonksiyonu, müĢterilerin bankamatikten para taleplerine 
göre oluĢan kararlar, algoritmanın ilk adımında kullanılan bankamatiğin baĢlangıç 
banknot dağıtım politikası, müĢterilerin özdeĢ kesikli fayda fonksiyonu Bölüm 
4.1‟dekilerle aynıdır (Bkz. Tablo 4.1, 4.2, 4.3 ve 4.4). Bunun sonucu olarak 
bankamatikten para taleplerinin dağılımına ve bankamatiğin baĢlangıç banknot 
dağıtım politikasına göre hesaplanan banknot çeĢitlerinin bireysel talep olasılık 
fonksiyonları da Bölüm 4.1 ile aynıdır (Bkz. Denklem 4.6, 4.7, 4.8 ve 4.9).  
 
Bölüm 4.2‟deki, bir (S,c,s) stok politikası altında ürün kombinasyonu dağıtım 
politikasının belirlenmesinde SMART ve NeuroSMART algoritmalarının 
performanslarının kıyaslanmasında elde edilen sonuçlar göz önünde bulundurularak, 
optimale yakın ürün dağıtım ve stok yenileme politikasını belirlemek için geliĢtirilen 
ve adımları Bölüm 3.1 „de verilen algoritmayla ürün kombinasyonu politikasının 
belirlenmesinde NeuroSMART algoritması kullanılmıĢtır.  
 
Bu bölümde yer alan her iki örnek için de NeuroSMART algoritmasında yineleme 
sayısı olarak 100.000 müĢteri kullanılmıĢ ve karar seçimi için yine keĢif 





belirlenmesi için girdi olarak yine baĢlangıçta rassal olarak üretilen Q faktör 
değerleri kullanılmıĢ, sonrasında simülatörde üretildikçe Q faktörler girdi olarak 
kullanılıp, yapay sinir ağı eğitilmiĢtir. Simülatörde her 200 müĢteri de bir yapay sinir 
ağı yeniden eğitilip, ağın ağırlıklarında tanımlanmıĢ ve o ana kadarki politikanın 
birim zamandaki ortalama maliyeti hesaplanmıĢtır.  
 
Bölüm 4.2‟de olduğu gibi bu bölümde yer alan sayısal örnekler için de 
NeuroSMART algoritmasının içinde yer alan Q faktör fonksiyonuna yapay sinir 
ağlarıyla yaklaĢılması için MATLAB 2008b Neural Fitting Toolbox kullanılmıĢ ve 
yapay sinir ağı için yazılan matlab kodu, NeuroSMART algoritma kodunun içine 
gömülmüĢtür. ġekil 4.9‟da verildiği üzere yapay sinir ağı 1 girdi katmanı, 20 gizli 
katman, 1 çıktı katmanından oluĢturulmuĢ ve gizli katmanlarda tan-sigmoid transfer 
fonksiyonu, çıkıĢ fonksiyonunda ise purelin doğrusal transfer fonksiyonu 
kullanılmıĢtır. Yapay sinir ağının eğitimi için Levenberg-Marquardt backpropagation 
algoritması seçilmiĢtir. Yapay sinir ağının her eğitiminde simülatörden elde edilen 
verilerden rassal olarak  % 60‟ı eğitimi seti , % 20‟si geçerlilik seti ve % 20‟si test 
seti olarak alınmıĢtır. Yapay sinir ağının girdisi verisi durum-karar ikilileri             









4.3.1. Uygulamalı örnek 2 (orta ölçekli problem) 
 
Örnek 2‟de müĢterilerin bankamatikten para talebi sürecinin, geliĢ ortalaması 5  
müĢteri/saat ve müĢterilerin bireysel para talebinin Tablo 4.1‟de verilen kesikli 
dağılıma uyduğu birleĢik poisson süreci olduğu kabul edilmiĢtir. Örnek 2‟de 
bankamatiğin stoklarında 4 farklı banknot çeĢidi (10 TL, 20 TL, 50 TL ve 100 TL) 
bulunduğu ve tüm banknot çeĢitleri için stokta (h) bulundurma maliyeti 0,001 
TL/banknot/saat; (K) birincil sipariĢ maliyeti 10 TL/sipariĢ, (k) ikincil sipariĢ 
maliyeti 5 TL/sipariĢe eklenen banknot çeĢidi sayısı, (w) talebin stoktan 
karĢılanamaması maliyeti 10 TL/sipariĢi stoktan karĢılanamayan müĢteri sayısı ve (p) 
müĢterinin kaçırdığı faydanın fırsat maliyeti 0,01 TL/kayıp müĢteri faydası olarak 
tanımlanmıĢtır. Belirlenen stok politikasının tüm banknot çeĢitleri için en az 0,90 
ikinci tip hizmet düzeyini karĢılaması gerektiği ve verilen sipariĢlerin tedarik 
süresinin sabit 0,5 saat olduğu kabul edilmiĢtir.  
 
Bankamatik stoklarında yer alan her banknot çeĢidinin baĢlangıç (S,c,s) stok 
parametrelerinin belirlenebilmesi için bankamatiğe gelen müĢteri geliĢ ortalaması 
dikkate alınarak banknotların ürün talebi sürecinin, eĢdeğer birleĢik poisson ve 
eĢdeğer poisson süreçlerine dönüĢtürülmesi gerekir.  4 banknot çeĢidi için hesaplanan 
birleĢik poisson ürün talebi ve eĢdeğer poisson ürün talebi parametreleri sırasıyla 
Tablo 4.6 ve 4.7‟de verilmiĢtir.  
 




EĢdeğer MüĢteri GeliĢ 
Ortalaması ( i ) 
EĢdeğer Bireysel Talep Olasılık 
Fonksiyonu ( (.)
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EĢdeğer Bireysel  
Sabit Talep 





10 2 1 10 
20 8/3 1,5 30 
50 2,5 1 50 
100 0,5 1 100 
 
Bölüm 3.1.1‟de verilen ürün kombinasyon ve stok politikasını belirleyen 
algoritmanın ilk adımı için baĢlangıç banknot dağıtım politikası olarak, müĢterilere 
en az banknot sayısını içeren kombinasyonun dağıtımı politikası seçildiğinde elde 
edilen (S,c,s) stok politikaları Tablo 4.8‟de verilmiĢtir.  
 
Tablo 4.8. Örnek 2‟nin baĢlangıç stok yenileme politikası 
 
 Si ci si 
10 TL (i=1) 101 30 0 
20 TL (i=2) 78 28 0 
50 TL (i=3) 50 18 0 
100 TL (i=4) 37 14 0 
 
Algoritmanın uygulanmasıyla elde edilen stok yenileme politikası ise Tablo 4.9‟da 
verilmiĢtir.  
 
Tablo 4.9. Örnek 2‟nin yaklaĢık optimal stok yenileme politikası 
 
 Si ci si 
10 TL (i=1) 108 37 0 
20 TL (i=2) 80 30 0 
50 TL (i=3) 49 17 0 










Tablo 4.2‟de verilen olası taleplerdeki karar sayıları ve yaklaĢık optimal stok 
politikasındaki stokların tamamlanacağı üst sınır düzeyleri (108, 80, 49, 36) dikkate 
alındığında ele alınan problemin durum-karar sayısının 746.807.040 olduğu 
görülmektedir. Durum-karar sayısının bu kadar büyük olduğu bir problemde            
Q-faktör değerlerinin arama tablolarına depolanıp, güncellenmesi mümkün değildir. 
Bu nedenle Q faktör fonksiyonu, yapay sinir ağları ile tahmin edilmiĢtir.  
 
Algoritmanın uygulanmasıyla belirlenen yaklaĢık optimal banknot kombinasyonu 
dağıtım ve (S,c,s) stok politikasının birim zamandaki ortalama maliyet yakınsama 
grafiği ġekil 4.10‟da verilmiĢtir.  
 
 
ġekil 4.10. Örnek 2‟nin yaklaĢık optimal banknot kombinasyonu dağıtım ve stok yenileme politikası 
yakınsama grafiği  
 
Algoritma, yaklaĢık optimal banknot kombinasyonu dağıtım ve stok yenileme 
politikasını 85 saatte bulmuĢtur. Bankamatik için elde edilen politikanın 2.tip hizmet 


















ġekil 4.11. Örnek 2‟deki yapay sinir ağının ortalama hata kareleri ve korelâsyon katsayıları 
 
Algoritmanın durduğu andaki son yapay sinir ağının ortalama hata karesi MSE 
(mean square error) ve oluĢan regresyon denkleminin R korelâsyon katsayısı 
(coefficient of corelation) ġekil 4.11‟de görülmektedir. ġekilde görüldüğü üzere 
ortalama hata kareleri oldukça küçüktür ve eğitim seti için 0,529938,  geçerlilik seti 
için 0,609077 ve test seti için 0,590618 olarak gerçekleĢmiĢtir. Hedefler ve çıktılar 
arasındaki regresyonun korelâsyon katsayıları ise eğitim seti için 0,966963, geçerlilik 









ġekil 4.12. Örnek 2‟deki yapay sinir ağının performans grafiği  
 
ġekil 4.12‟de verilen yapay sinir ağının performans grafiği, yapay sinir ağının 
performans değerinin geliĢimini göstermektedir. ġekildeki performans grafiği 
incelendiğinde ortalama hata karelerinin (MSE) eğitim algoritmasının yinelemeleri 
ilerledikçe hızlı bir Ģekilde 1000‟li değerlerden 0,60‟lara kadar azaldığı 
görülmektedir. Diğer bir deyiĢle performans grafiği, yapay sinir ağının eğitildiğini 
göstermektedir.  
 
ġekil 4.13‟te verilen eğitim durumu grafiğinde, eğitim setinden hesaplanan gradyen 
değeri, Levenberg-Marquardt eğitim algoritmasında ağırlıkların güncellenmesinde 
kullanılan  sabiti ve geçerlilik hatasında artma olup olmadığının yinelemelere göre 
değiĢimleri gösterilmiĢtir. ġekilden görüldüğü üzere 137‟nci yinelemede geçerlilik 
hatası artmaya baĢlamıĢ ve arka arkaya 6 yinelemede bu artıĢ sürmüĢtür. Bu nedenle 
137‟nci yinelemeden itibaren ağın eğitim verilerini ezberlemeye baĢladığı kararına 









ġekil 4.13.Örnek 2‟ deki yapay sinir ağının eğitim durumu grafiği 
 
ġekil 4.12 performans grafiği ve ġekil 4.13 eğitim durumu grafiğine göre ağın 
belirlenen ağırlık ve biasları ile ilgili, fonksiyonun aĢırı uydurulması ya da veri 









ġekil 4.14‟te ağın hedef değerleri ile çıktı değerleri arasındaki iliĢkiyi gösteren 
regresyon grafiği verilmiĢtir. R korelâsyon katsayısının 1‟e yaklaĢması bu iliĢkinin 
mükemmel olduğunu gösterir. ġekilde görüldüğü üzere eğitim seti, geçerlilik seti, 
test seti ve tüm veriler için regresyon grafiklerinde ortalama R=0,96‟dır. Buna göre 
yapay sinir ağıyla Q faktör fonksiyonu çok iyi bir Ģekilde tahmin edilmekte ve 




ġekil 4.15. Örnek 2‟de miyopik politika 1‟in yakınsama grafiği  
 
ġekil 4.15‟te müĢterilere en az sayıda banknot verme politikasının                        
(miyopik politika 1) birim zamandaki ortalama maliyet yakınsama grafiği verilmiĢtir. 
GeliĢtirilen algoritmanın çözümünde ilk adım olarak bu politika (miyopik politika 1) 
kullanıldığı için stok politikası, Tablo 4.8 baĢlangıç stok yenileme politikasıyla 
aynıdır. 
 
ġekil 4.16‟da müĢterilere en fazla faydayı sağlayan banknot kombinasyonunu verme 
politikasının (miyopik politika 2) birim zamandaki ortalama maliyet yakınsama 


















ġekil 4.16. Örnek 2‟de miyopik politika 2‟nin yakınsama grafiği  
 
Miyopik politika 2 kullanıldığında elde edilen stok politikası tablo 4.10‟da yer 
almaktadır.   
 
Tablo 4.10. Örnek 2‟de miyopik politika 2‟nin stok yenileme politikası 
 
 Si ci si 
10 TL (i=1) 107 36 0 
20 TL (i=2) 78 28 0 
50 TL (i=3) 50 17 0 
100 TL (i=4) 36 14 0 
 
ġekil 4.17‟de, algoritmayla elde edilen yaklaĢık optimal banknot kombinasyonu 
dağıtım ve stok politikalarının birim zamandaki ortalama maliyetleri, miyopik 
politika 1 ve miyopik politika 2‟nin ürün kombinasyonu dağıtım ve stok yenileme 


























































Öğrenilen Politika Miyopik Politika 2 Miyopik Politika 1  
 
ġekil 4.17. Örnek 2‟de öğrenilen politikayla miyopik politika 1 ve 2‟nin kıyaslanması  
 
ġekil 4.17‟den görüldüğü üzere örnek 2‟nin geliĢtirilen algoritmayla çözümü sonucu 
elde edilen ürün kombinasyonu dağıtım ve stok yenileme politikasının birim 
zamandaki ortalama maliyeti, miyopik politika 1 ve miyopik politika 2‟den çok daha 
düĢüktür.  
 
4.3.2. Uygulamalı örnek 3 (büyük ölçekli problem) 
 
Uygulamalı örnek 3‟te, durum-karar sayısının tezde verilen diğer örneklerden daha 
büyük olduğu bir problem tasarlanmıĢtır. Bu örnekte bankamatikten müĢterilerin 
para taleplerinin, müĢteri geliĢ ortalamasının 40  müĢteri/saat ve müĢterilerin 
bireysel para taleplerinin Tablo 4.1‟de verilen kesikli olasılık fonksiyonuna uyduğu 
birleĢik poisson süreci olduğu varsayılmıĢtır (Bkz. Tablo 4.1). Örnekte bankamatiğin 
stoklarında yine 4 farklı banknot çeĢidi (10 TL, 20 TL, 50 TL ve 100 TL) bulunduğu 
ve tüm banknot çeĢitleri için stokta bulundurma maliyeti h= 0,001 TL/banknot/saat; 
birincil sipariĢ maliyeti K=10 TL/sipariĢ, ikincil sipariĢ maliyeti k=5 TL/sipariĢe 
eklenen banknot çeĢidi sayısı, talebin stoktan karĢılanamaması maliyeti               
w=10 TL/sipariĢi stoktan karĢılanamayan müĢteri sayısı ve müĢterinin kaçırdığı 
faydanın fırsat maliyeti p=0,01 TL/kaçan fayda olarak tanımlanmıĢtır. Belirlenen 
stok politikasının tüm banknot çeĢitleri için en az 0,90 ikinci tip hizmet düzeyini 
karĢılaması gerektiği ve verilen sipariĢlerin tedarik süresinin sabit 1 saat olduğu 
kabul edilmiĢtir.  
 
Bankamatik stoklarında yer alan her banknot çeĢidinin (S,c,s) stok parametrelerinin 





banknotların talep sürecinin, eĢdeğer birleĢik poisson ve eĢdeğer poisson süreçlerine 
dönüĢtürülmesi gerekir. 4 banknot çeĢidi için hesaplanan birleĢik poisson banknot 
talebi ve eĢdeğer poisson banknot talebi parametreleri sırasıyla Tablo 4.11 ve 4.12‟de 
verilmiĢtir.  
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EĢdeğer Bireysel  
Sabit Talep 
 ( iU ) 
EĢdeğer Banknot 
Fiyatı  
( iv ) 
10 16 1 10 
20 64/3 1,5 30 
50 20 1 50 
100 4 1 100 
 
Bölüm 3.1.1‟de verilen banknot kombinasyon ve stok politikasını belirleyen 





az banknot sayısını içeren kombinasyonun dağıtımı miyopik politikası seçildiğinde 
elde edilen (S,c,s) stok politikaları, Tablo 4.13‟te verilmiĢtir.  
 
Tablo 4.13. Örnek 3‟ün baĢlangıç stok yenileme politikası 
 
 Si ci si 
10 TL (i=1) 285 84 0 
20 TL (i=2) 221 80 0 
50 TL (i=3) 141 51 0 
100 TL (i=4) 104 40 0 
 
Banknot kombinasyonu dağıtım ve stok yenileme politikalarını belirlemek için 
geliĢtirilen algoritmanın uygulanmasıyla elde edilen yaklaĢık optimal stok politikası 
ise Tablo 4.14‟te verilmiĢtir.  
 
Tablo 4.14. Örnek 3‟ün yaklaĢık optimal stok yenileme politikası 
 
 Si ci si 
10 TL (i=1) 334 134 5 
20 TL (i=2) 221 79 0 
50 TL (i=3) 132 42 0 
100 TL (i=4) 97 33 0 
 
Tablo 4.2‟de verilen olası taleplerdeki karar sayıları ve yaklaĢık optimal stok 
politikasındaki stokların tamamlanacağı üst sınır düzeyleri (334, 221, 132, 97) 
dikkate alındığında ele alınan problemin durum-karar sayısının, 46 310 608 344 
olduğu görülmektedir. Bu kadar büyük karar-durum sayısına sahip bir problemin     
Q-faktör değerlerinin arama tablolarına depolanıp, güncellendiği klasik ödüllü 
öğrenme algoritmalarıyla çözümü mümkün değildir.  
 
Algoritma sonucu belirlenen yaklaĢık optimal banknot kombinasyonu dağıtım ve 
stok yenileme politikasının birim zamandaki ortalama maliyet yakınsama grafiği 









edilen banknot kombinasyonu dağıtım ve stok politikalarının birim zamandaki 
ortalama maliyeti 70 TL‟ye yakınsamaktadır.  
 
 
ġekil 4.18. Örnek 3‟ün yaklaĢık optimal banknot dağıtım ve stok yenileme politikası yakınsama 
grafiği  
 
Algoritma yaklaĢık optimal banknot kombinasyonu dağıtım ve stok yenileme 
politikasını 209 saatte bulmuĢtur. Bankamatik için elde edilen politikanın 2.tip 
hizmet düzeyi simülatörde, 0,9395 olarak hesaplanmıĢtır.  
  
Algoritma durduğu andaki son yapay sinir ağının ortalama hatalarının karesi MSE 
(mean square error) ve oluĢan regresyon denkleminin R korelâsyon katsayısı 
(coefficient of corelation) Ģekil 4.19‟da görülmektedir. ġekilde görüldüğü üzere 
ortalama hata kareleri oldukça küçüktür ve eğitim seti için 0,686838,  geçerlilik seti 
için 0,679859 ve test seti için 0,669658 olarak gerçekleĢmiĢtir. Hedefler ve çıktılar 
arasındaki regresyonun korelâsyon katsayıları ise eğitim seti için 0,994826, geçerlilik 



















ġekil 4.19. Örnek 3‟teki yapay sinir ağının ortalama hata kareleri ve korelâsyon katsayıları 
 
ġekil 4.20‟de yapay sinir ağının performans grafiği verilmiĢtir. ġekilde verilen 
performans grafiği incelendiğinde ortalama hata karelerinin (MSE) eğitim 
algoritmasının yinelemeleri ilerledikçe, hızlı bir Ģekilde 1000‟li değerlerden 0,68‟lere 









ġekil 4.21‟de verilen eğitim durumu grafiğinde, eğitim setinden hesaplanan gradyen 
değerini, Levenberg-Marquardt eğitim algoritmasında ağırlıkların güncellenmesinde 
kullanılan  sabitini ve geçerlilik hatasında artma olup olmadığının yinelemelere 
göre değiĢimleri gösterilmiĢtir. ġekilden görüldüğü üzere 372‟nci yinelemede 
geçerlilik hatası artmaya baĢlamıĢ ve arka arkaya 6 yinelemede bu artıĢ sürmüĢtür. 
Bu nedenle 372‟nci yinelemeden itibaren ağın eğitim verilerini ezberlemeye 
baĢladığı kararına varılarak, 372‟nci yinelemede hesaplanan ağ ağırlıklarına 




ġekil 4.21. Örnek 3‟teki yapay sinir ağının eğitim durumu grafiği 
 
ġekil 4.22‟de ağın hedef değerleri ile çıktı değerleri arasındaki iliĢkiyi gösteren 
regresyon grafiği verilmiĢtir. ġekilde görüldüğü üzere eğitim seti, geçerlilik seti, test 
seti ve tüm veriler için regresyon grafiklerinin hepsinde de R=0,99‟un üzerindedir. 
Buna göre yapay sinir ağıyla Q faktör fonksiyonu çok iyi bir Ģekilde tahmin 












ġekil 4.23. Örnek 3‟te miyopik politika 1‟in yakınsama grafiği  
 
ġekil 4.23‟te müĢterilere en az sayıda banknot verme politikasının                   
(miyopik politika 1) birim zamandaki ortalama maliyet yakınsama grafiği verilmiĢtir. 
















kullanıldığı için stok politikası, Tablo 4.13 baĢlangıç stok yenileme politikasıyla 
aynıdır. ġekilde görüldüğü üzere miyopik politika 1‟in birim zamandaki ortalama 
maliyeti 85 TL‟ye yakınsamaktadır.  
 
Tablo 4.15‟te müĢterilere en fazla faydayı sağlayan banknot kombinasyonunun 
dağıtılması politikasının (miyopik politika 2) hesaplanan stok yenileme politikası 
verilmiĢtir.   
 
Tablo 4.15. Örnek 3‟te miyopik politika 2‟nin stok yenileme politikası 
 
 Si ci si 
10 TL (i=1) 306 106 5 
20 TL (i=2) 221 79 0 
50 TL (i=3) 140 50 0 
100 TL (i=4) 103 39 0 
 
ġekil 4.24‟te miyopik politika 2‟nin ve bu politika altındaki stok yenileme 
politikasının birim zamandaki ortalama maliyet yakınsama grafiği verilmiĢtir. 
ġekilde görüldüğü üzere miyopik politika 2‟nin birim zamanda ortalama maliyeti    
90 TL‟ye yakınsamaktadır.   
 
 


















ġekil 4.25‟te, geliĢtirilen algoritmayla elde edilen yaklaĢık optimal banknot 
kombinasyonu dağıtım ve stok yenileme politikasının birim zamandaki ortalama 
maliyet yakınsama grafikleri ile miyopik politika 1 ve miyopik politika 2‟nin birim 









































Öğrenilen Politika Miyopik Politika 1 Miyopik Politika 2  
 
ġekil 4.25. Örnek 3‟te öğrenilen politikayla miyopik politika 1 ve 2‟nin kıyaslanması  
 
ġekil 4.25‟ten görüldüğü üzere geliĢtirilen algoritmayla elde edilen politikaların 
birim zamandaki ortalama maliyeti, miyopik politika 1 ve miyopik politika 2‟nin 
ortalama maliyetlerinden daha düĢüktür.  
 
Literatürde yer alan çalıĢmalara göre ödüllü öğrenme algoritmalarında fonksiyon 
yaklaĢımı, her problem için iyi sonuçlar üretmemektedir [37, 49]. Ödüllü öğrenme 
algoritmalarında yapay sinir ağlarının kullanıldığı ve etkileyici sonuçlar alındığı en 
bilinen örnek Tesauro [50]‟nun yapay sinir ağlarını kullandığı tavla oyunu 
(backgammon) uygulamasıdır.   
 
Boyan ve Moore [49], dinamik programlamadaki arama tablolarının yerine 
fonksiyon yaklaĢımı kullanımının tavla oyunundaki gibi baĢarılı örneklerinin az 
olduğunu ve gürbüz sonuçlar vermediğini, hatta bazen tamamıyla yanlıĢ kontrol 
politikalarıyla sonuçlandığını ifade etmektedir. Yazarlara göre fonksiyon yaklaĢımı 
sonucu 4 olası davranıĢ gözlemlenebilir [49]: 
 
1) Ġyi Yakınsama: Fonksiyon yaklaĢımıyla her bir yinelemedeki Q faktör değer 
fonksiyonu doğru bir Ģekilde temsil edilir (diğer bir deyiĢle yeterince yinelemeden 
sonra değer fonksiyonu her bir durumun değerini doğru bir Ģekilde temsil eder) ve 





2) ġanslı Yakınsama: Fonksiyon yaklaĢımıyla her bir yinelemedeki Q faktör değer 
fonksiyonu doğru bir Ģekilde temsil edilmez, ancak yine de algoritma, politikası 
optimal olan bir değer fonksiyonuna yakınsamayı baĢarır.  
 
3) Kötü Yakınsama: Algoritma yakınsar; örneğin belli bir yinelemeden sonra 
durumların hedef değerlerinin değiĢimi durur, ancak elde edilen değer fonksiyonu ve 
politika kötüdür.  
 
4) Iraksama: Verilen diğer 3 durumdan en kötüsüdür. Küçük tahmin hataları, 
yinelemeler ilerledikçe katlanabilir ve durumların değer fonksiyonu değiĢimleri asla 
azalmayabilir.   
 
Öncelikle gerçekleĢtirilen ve çalıĢmada verilen/verilmeyen gizli katman sayısının 10 
ve üzeri olarak belirlendiği tüm örnekler için, sonsuz zaman ufkunda birim zaman 
baĢına ortalama maliyet fonksiyonu değiĢiminde yakınsama sağlanmıĢtır. Sadece 
gizli katman sayısının 5‟ten az olarak belirlendiği örneklerde ve bazen 5-10 arasında 
gizli katman kullanıldığı durumlarda kullanılabilir olmayan sonuçlar görülmüĢtür. 
Ayrıca uygulamalı örnek 1‟deki küçük ölçekli (durum-karar sayısı nispeten az) 
problem, hem fonksiyon yaklaĢımsız ödüllü öğrenme algoritması SMART ile ve hem 
de yapay sinir ağı yaklaĢımlı NeuroSMART algoritmasıyla çözülmüĢ ve her iki 
çözümün ürettiği politikaların ortalama maliyetlerinin birbirine çok yakın olduğu 
görülmüĢtür. Bu nedenle NeuroSMART algoritmasıyla elde edilen politikaların 
sonsuz zaman ufkunda birim zaman baĢına ortalama maliyetlerinin yakınsaması, Ģans 
olamaz. 
 
 ÇalıĢmada verilen örneklerin yakınsama grafikleri, durumların Q faktör değer 
değiĢimlerinin değil, değer yineleme algoritması çalıĢtıkça belli yineleme sayılarında 
üretilen politikaların sonsuz zaman ufkunda birim zaman baĢına ortalama maliyet 
grafikleridir. Verilen uygulamalı örneklerin grafiklerinden görüldüğü üzere 
SMART/NeuroSMART ödüllü algoritmalarının yinelemeleri devam ettikçe politika 
iyileĢmekte, artık durumların değer fonksiyonu değiĢmemeye baĢladığında ise 
üretilen politika sabitlenmekte ve elde edilen maliyetler değiĢmemeye baĢlamaktadır. 





(büyük ölçekli) problemlerinin ürün kombinasyonu dağıtım ve stok yenileme 
politikalarını birlikte belirleyen algoritmayla çözülmesiyle elde edilen politikaların 
sonsuz zaman ufkunda birim zaman baĢına ortalama maliyetlerinin, en az banknot 
sayısını içeren kombinasyonun dağıtımı miyopik politikasının ve en fazla faydayı 
veren kombinasyonların dağıtımı miyopik politikasının birim zamandaki ortalama 
maliyetlerinden çok daha düĢük olduğu gözlenmiĢtir.  
 
Uygulamalı örneklerde elde edilen sonuçlara göre, çalıĢmada ele alınan problem için 
geliĢtirilen ve Q faktör değer fonksiyonuna yapay sinir ağlarıyla yaklaĢılan 
algoritma, Boyan ve Moore [49]‟un genellemesinin aksine Tesauro [50]‟nun tavla 
oyunu uygulamasındaki gibi çok iyi sonuçlar üretmiĢtir. ÇalıĢma, yapay sinir 
ağlarıyla Q faktör değer fonksiyonuna yaklaĢımlı ödüllü öğrenme algoritmaları için 

































ÇalıĢmada, çok ürünlü bir stok sistemine gelen talebin karĢılanmasında kullanılacak 
ürün kombinasyonu dağıtım ve stok yenileme politikalarının belirlenmesi problemi 
ele alınmıĢtır. Literatürdeki firma kaynaklı müĢteri ikamesinin konu edildiği 
problemlerde sadece aĢağı tek yönlü ürün ikamesi söz konusu olmakta, farklı yönlü 
ikamelerin müĢteriye faydası dikkate alınmamaktadır. MüĢteri kaynaklı ürün 
ikamesinin söz konusu olduğunda ise firmalar ürün talebini yönlendirememektedir. 
Yapılan çalıĢmada ürün ikamesi firma kaynaklı olarak gerçekleĢmekte, ancak ikame 
literatürden farklı olarak sadece aĢağı tek yönlü olarak gerçekleĢmemektedir.  Ürün 
ikamelerine, farklı ürün ikamelerinin müĢteri faydaları da göz önüne alınarak, firma 
tarafından karar verilmektedir. Bu yönüyle literatürde benzer bir çalıĢma yer 
almamaktadır.  
 
ÇalıĢmada, müĢteri talebini karĢılayacak Ģekilde ürün kombinasyonu dağıtımı ve 
ürün stoklarının yenilenmesi politikalarını sıralı ve yinelemeli bir Ģekilde birlikte 
belirleyen bir algoritma geliĢtirilmiĢtir. Stok yenileme politikası olarak, sürekli 
gözden geçirmeli ve eĢgüdümlü (S,c,s) politikası kullanılmıĢ ve stok sistemindeki her 
bir ürün çeĢidinin (S,c,s) stok kontrol  parametrelerinin belirlenmesinde literatürdeki 
çalıĢmalardan faydalanılmıĢtır. Ürün kombinasyonu dağıtım problemi ise yarı 
Markov karar süreci olarak modellenmiĢtir. Ele alınan problem endüstride yeri olan 
karmaĢık ve büyük ölçekli gerçek bir yaĢam problemidir. Bu nedenle modelin 
dinamik programlamayla çözümü mümkün olmamıĢ ve çözüm için simülasyon 
tabanlı bir optimizasyon tekniği olan Ödüllü Öğrenme kullanılmıĢtır. ÇalıĢmada, yarı 
Markov karar süreci problemlerinin çözümü için geliĢtirilmiĢ SMART ödüllü 
öğrenme algoritmasından hareketle, Q faktör fonksiyonunu çok katmanlı yapay sinir 
ağları ile tahmin eden, fonksiyon yaklaĢımlı NeuroSMART algoritması 
geliĢtirilmiĢtir. ÇalıĢma, durum-karar sayısının büyük olduğu ve bu nedenle ödüllü 






fonksiyonunun çok katmanlı yapay sinir ağlarıyla tahmin edildiği ödüllü öğrenme 
algoritmalarına iyi bir örnek teĢkil etmektedir.  
 
Bölüm 4‟te gerçekleĢtirilen uygulamalı örneklerin ilk bölümündeki Q faktör 
fonksiyonunu tahmin etmek için kullanılan yapay sinir ağında gizli katman sayısının 
uygun bir Ģekilde belirlenmesiyle elde edilen sonuçlarda, NeuroSMART 
algoritmasının SMART algoritması kadar iyi sonuçlar verdiği gözlenmiĢtir. 
Uygulamalı örneklerde gizli katman sayısı küçük belirlendiğinde ise algoritma 
sonuçlarının bir değere yakınsamadığı veya yakınsasa bile güvenilir olmadığı 
görülmüĢtür. Bu durum Q faktör fonksiyonun beklendiği gibi doğrusal olmayan, 
karmaĢık bir fonksiyon olduğunu göstermektedir. Uygulamalı örneklerde yapay sinir 
ağlarında 20 gizli katman kullanımıyla gürbüz (robust) sonuçlar üretmiĢtir.  
 
Bölüm 4‟te gerçekleĢtirilen uygulamalı örneklerin ikinci bölümünde yaklaĢık optimal 
ürün dağıtım ve stok yenileme politikalarının belirlenmesi için geliĢtirilen 
algoritmanın, NeuroSMART algoritmasıyla performansı incelenmiĢtir. Uygulamalı 
örneklerde, geliĢtirilen algoritmayla elde edilen birim zamandaki ortalama 
maliyetler, en az banknot kombinasyonunun dağıtımı ve en fazla faydayı sağlayan 
banknot kombinasyonunun dağıtımı politikalarının ortalama maliyetleri ile 
kıyaslanmıĢ ve geliĢtirilen algoritmayla elde edilen sonuçların çok daha iyi olduğu 
görülmüĢtür.  
 
Bu bölümde ayrıca Q faktör fonksiyonunu tahmin etmek için kullanılan yapay sinir 
ağının performansı ve kullanılabilirliği de araĢtırılmıĢtır. Elde edilen sonuçlara göre, 
geliĢtirilen algoritmayı kullanan simülasyon sona erdiğinde elde edilen yapay sinir 
ağı, genelleĢtirilebilir ve ağın ağırlıklarından istenen durum-karar ikilisi simüle 
edilerek uygulanacak politika kolaylıkla belirlenebilir.  
 
Elde edilen sonuçlar kısaca aĢağıda özetlenmiĢtir:  
 
 ÇalıĢmada, literatürde benzeri olmayan ancak endüstride yeri olan bir 





 Uygulamalı örneklerden elde edilen sonuçlara göre, uygun gizli katman 
sayısına sahip yapay sinir ağıyla Q faktör fonksiyonunun tahmin edildiği  
NeuroSMART ödüllü öğrenme algoritması, çok iyi sonuçlar vermektedir.  
 
 Dinamik programlama ve ödüllü öğrenmeyle çözülemeyecek büyüklükte 
durum-karar sayısına sahip Markov ve yarı Markov problemlerinde, çok 
katmanlı yapay sinir ağı yaklaĢımlı NeuroSMART ödüllü öğrenme 
algoritması yaklaĢık optimal çözüm veren iyi bir alternatiftir.  
 
 NeuroSMART algoritmasının baĢarısında gizli katman sayısı önemlidir. Ele 
alınan problemde gizli katman sayısı 10 ve 10‟dan büyük seçildiğinde 
algoritma baĢarıyla çalıĢmaktadır. Gizli katman sayısı 5 olarak 
belirlendiğinde algoritma gürbüz değildir, 2 olarak belirlendiğinde ise 
algoritmayla elde edilen çözüm kullanılamamaktadır.  
 
 GeliĢtirilen algoritmayla elde edilen ürün kombinasyonu dağıtım ve stok 
yenileme politikalarının sonsuz zaman ufkundaki ortalama maliyetleri, 
incelenen miyopik politikaların birim zamandaki ortalama maliyetlerinden 
çok daha düĢüktür. 
 
ÇalıĢmada ele alınan stok sistemi, bir imalatçı ve bir dağıtımcıdan oluĢmaktadır. 
Ġleriki çalıĢmalarda problem, dağıtımcı sayısı arttırılarak, hem stok sistemindeki 
ürünlerin ve hem de farklı dağıtımcıların aynı imalatçıdan eĢgüdüm halinde 
stoklarını yeniledikleri duruma geniĢletilebilir. Örneğin ele alınan problem 
çalıĢmanın motivasyon kaynağı bankamatik problemi için, bir bankanın bir Ģehirdeki 
tüm bankamatiklerindeki banknotların eĢ güdüm halinde stoklarının yenilenmesi 
problemine geniĢletilebilir. Bu durumda problem, ele alınan tüm bankamatiklerin 
yaklaĢık optimal eĢgüdümlü stok yenileme politikalarının, her bir bankamatiğin 
banknot kombinasyonu dağıtım politikasının ve stokları yenilenecek bankamatiklere 
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