Abstract-Recursive systematic convolutional encoders have been shown to play a crucial role in the design of turbo codes. We recall some properties of binary convolutional encoders and apply them to a search for good constituent convolutional codes of turbo codes. Tables of the "best" recursive systematic convolutional encoders found are presented for various rates, together with the average bit-error probability performances of some turbo codes using them.
I. INTRODUCTION
A BINARY convolutional code admits many encoders. The first error event probability [1] is the same for all encoders because they generate the same set of code sequences. Different encoders, on the other hand, yield different input-output mappings, and thus different bit-error probability performance. Although these differences may be unimportant for the single code, they become crucial when the code is embedded into a turbo code, a concatenated code structure composed by two constituent binary systematic convolutional encoders and an interleaver [2] .
The importance for constituent convolutional encoders of turbo codes to be both systematic (for decoding simplicity) and, especially, recursive (to maximize the interleaver gain) is now well recognized in the literature [3] , [4] . In [3] the most important turbo code design parameters and a set of rate-1/2 good constituent convolutional encoders were presented. In [5] the results of [3] were extended to rateand tables of good constituent encoders for various rates presented.
In this letter we present the results of an extensive search for good recursive systematic convolutional encoders of various rates to be used in the design of turbo codes. The search is based on a minimal encoder description as a finite-state machine derived from a group-theoretic approach to binary convolutional codes. The choice of the codes is based on the most extensive set of optimization parameters used so far. Average analytical upper bounds to the bit-error probability of turbo codes using some of the codes found are also presented-they are obtained by averaging the union bound with respect to the class of all possible interleavers of a given length [6] . Comparisons with punctured constituent codes are also given. In this section we revisit without proof some results on binary convolutional encoders. The key points will be the following.
1) Every binary convolutional code with rateand states admits one and only one minimal systematic linear encoder.
2) This encoder can be described as a finite-state machine by a set of four-element edges (starting state, input element, output element, final state).
3) This encoder description is not only well suited for implementation, but can also be used for an efficient exhaustive search, as an alternative to the usual generating matrix description. Since only binary codes are considered in this letter, the general results on group code theory developed in [7] will be referred to binary vector spaces. Let us denote by the binary vector space of all -tuples over GF (2) , where is the projection onto the first components of . It is evident that a necessary condition for a group code to admit a systematic encoder is that . This condition is not a serious limitation-if a code does not satisfy it, there always exists a permutation of (that does not alter the code properties) such that the code satisfies the condition. In the following we will assume that satisfies this condition.
An encoder is recursive if, given any sequence with Hamming weight , no finite-weight sequences exist, such that . The input-state-output-representation permits an easy enumeration of minimal encoders for a code by the following results, stated without proof:
• there are distinct minimal encoders for ; • there exist distinct minimal linear encoders for ;
• there exists one and only one minimal linear systematic encoder for . Example 1: The extended trellis section of the minimal linear systematic encoder for the rate-2/3 twostate code of Tables I and II is  , with  ,  ,  ,  and , , , The description of an encoder by its extended trellis section is often sufficient for implementation; moreover, there exist algorithms (also available within many digital synthesis commercial programs) that translate finite directed labeled graphs into hardware descriptions. On the other hand, mainly for historical reasons, convolutional encoders are more often described as shift register structures. We state, without proof, that any minimal linear ratesystematic convolutional encoder can be realized by generalizing to the appropriate rate the structure depicted in the upper part of Fig. 1 , which refers to a rate-2/3 eight-state encoder.
For a rate--state systematic encoder, binary input sequences are directly transmitted to the channel. To generate the remaining check sequences, "check" lines are used-the th check line contains memory cells. The distribution of the integers , with , is called "partition" of the encoder. The octal numbers (least significant bit on the right) define the feedforward connections between the access points on the th check line and the modulo-2 adder of the th check sequence; the least significant bit is shown in bold in the figure. The octal numbers (least significant bit on the right) define instead the feedback connections of the th input line and access points on the th check line with the modulo-2 adder at the beginning of Table II. the th check line; the least significant bit is shown in bold in the figure. The code description in Table II is done through the partition and the octal numbers and . To better clarify their meaning, we show in Fig. 1(b) the structure of the best eight-state rate-2/3 encoder of Table II, with partition (2, 1) and octal generators and .
III. SEARCH FOR GOOD CODES THROUGH THE EXTENDED TRELLIS SECTION In the code search, the generation of all possible codes of given rate and number of states is required. As previously discussed, there is a one-to-one correspondence between a convolutional code and the extended trellis section of the only minimal linear systematic encoder that generates . An enumeration by allows to exploit some properties of this representation that reduce the code search complexity.
• • Symmetry Considerations: Equivalent codes are codes tied by symmetries of (for example coordinate permutations) that do not alter the properties under examination-only a representative for each class of equivalent codes must be tested.
• Minimality Properties: The generator edges can be chosen in such a way that the code has exactly the required number of states.
IV. TABLES OF CODES
A turbo code is a parallel concatenated convolutional code employing two (normally equal) ratesystematic convolutional encoders and an interleaver-information sequences are transmitted together with the check sequences of the first encoder. The same information sequences are TABLE II  ENCODER DESCRIPTION FOR THE BEST SYSTEMATIC ENCODERS OF TABLE I interleaved and enter the second encoder; the check sequences generated by the second encoder are also transmitted. The rate of the turbo code is then . Averaging the union bound with respect to all interleavers of a given length, it has been proven in [3] that the biterror probability of a turbo code depends in general on the minimum-weight code sequences of the constituent codes generated by input sequences of low weight. Among the weights of those sequences, the most important one is the effective free distance , defined in [3] as the minimumweight of code sequences generated by input sequences of weight 2. The optimization criteria for the constituent codes of a turbo codes are thus quite different from those used for stand-alone convolutional codes-in this letter it based on the optimization of the pairs , for to . To define these quantities, suppose the encoder starts in the zero state, and consider only input sequences starting (with a 1) at time zero-is the minimum weight of code sequences generated by input sequences of weight (notice that ), and are their multiplicities, i.e., the number of code sequences of weight generated by input sequences of weight . Only single error events are considered, as they contribute to the error probability upper bound; the sequences made by the concatenation of two or more shorter error events are not included. As for the chosen criteria, first of all, the encoders must be recursive, i.e.,
, then the pairs must be sequentially optimized-first is maximized and then minimized, from up to . In this section tables of the "best" constituent systematic convolutional encoders with rates 1/4, 1/3, 1/2, 2/4, 2/3, 3/4, and 4/5 will be presented. A similar search has been presented in [5] , where good constituent recursive systematic encoders were found using a procedure based on the maximization of and without considering the multiplicities. In the following example we show that the inclusion of multiplicities in the code search may lead to significantly better codes. This fact, which is true also for the codes in a stand-alone configuration, may become overly important when codes are embedded in turbo codes.
Example 2: Consider the four-state rate-4/5 codes with distance spectra.
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The first code (code A) has the best sequence of distances , whereas the second (code B) has the best sequence . We have computed the "average" upper bounds [3] , [6] to the bit-error probability for the rate-2/3 turbo codes employing these two codes with a uniform interleaver [6] of length 1000. This bound coincides with the average of the union bounds over the class of all 1000 turbo codes obtained from these constituent encoders and an interleaver of length 1000. The results are plotted in Fig. 2 , and show that the second code improves over the first by almost 2 dB at less than 10 . To confirm that the previous comparison between the two constituent codes, obtained through the average bound based on the uniform interleaver, is valid also for an actual pseudorandom interleaver, we drew in the same figure also the curves obtained by simulating the iterative decoding technique using the a posteriori-probability algorithm described in [9] . The interleaver is a randomly chosen convolutional interleaver, and the different curves refer to an increasing number of iterations. With five iterations, an impressive agreement between simulation and analytical results has been obtained.
The search for "best" encoders has been based on the encoder description as a finite-state machine, and the search complexity reductions described in the previous section have been extensively applied. The search program is based on the following steps. 1) The parameters defining the code rate, and the set of defining the code memory are chosen.
2) The algorithm searches the recursive encoders ( ) that sequentially optimize the pairs -first is maximized and then minimized starting for to . Among those yielding the optimum values for , it retains those with the largest . The search procedure excludes optimal (with respect to the aforementioned criterion) codes behaving as repetition codes for at least a pair of redundant bits. This is due to the poor behavior of such codes, when embedded in a turbo code.
3) The "best" encoders found are described as finite-state machines by . To characterize them in the table, we generate the shift-register structure of Fig. 1 described in Section II; the vectors and , expressed in octal notation (least significant bit on the right), that refer to the feedback and feedforward connections, respectively, are reported in the tables. For completeness, a second search based on the sequential maximization of the sequence only has been performed, and the best codes stemming from the two searches have been compared computing the average bit-error probability bounds [6] for turbo codes with these constituent codes and a uniform interleaver of length 1000. 1 When the best encoders obtained from the two searches proved to be optimal for different signal-to-noise ratio ranges, they have been both enclosed in the tables (see the two 64-state rate-1/2 codes).
Tables I and II report the best codes found using the selection criteria aforementioned. Table I describes the characteristics of the best codes found for rates 1/4 (leading to rate 1/7 turbo codes), 1/3 (1/5 turbo codes), 1/2 (1/3 turbo codes), 2/4 (1/3 turbo codes), 2/3 (1/2 turbo codes), 3/4 (3/5 turbo codes), and 4/5 (2/3 turbo codes). It reports , the number Fig. 3 . Average bit-error probability bounds for rate-1/3 turbo codes with N = 1000 and constituent codes with rate R = 1=2 and R = 2=4 (thick lines) ( Table I) . Fig. 4 . Average bit-error probability bounds for rate-1/2 turbo codes with N = 1000 and constituent codes with rate R = 2=3 (Table I ). The thinner lines refer to punctured codes.
of states , and the pairs of the codes. The free distances of the codes are made evident as a boldface number. Table II reports the encoder description for the codes  of Table I .
In Fig. 3 the average upper bounds to the bit-error probability are shown for rate-1/3 turbo codes employing the rate-1/2 or rate-2/4 constituent codes of Table I , and a uniform interleaver of length . Rate constituent codes, with , can also be obtained by puncturing rate "mother" codes [10] . To justify the use of actual rateconstituent codes, we have compared the analytical average performance of some turbo codes employing either punctured convolutional codes or our best codes. The results are reported in Figs. 4 and 5 for rate-1/2 and rate-2/3 turbo codes employing rate-2/3 and rate-4/5 constituent codes, respectively. Apart for the case of constituent codes with two, and sometimes four, states, using our best codes yields significant improvements over punctured codes. As an example, comparing the two rate-2/3 turbo codes Fig. 5 . Average bit-error probability bounds for rate-2/3 turbo codes with N = 1000 and constituent codes with rate R = 4=5 (Table I ). The thinner lines refer to punctured codes.
based on the eight-state rate-4/5 best and punctured code in Fig. 5 , we notice a difference of almost 2 dB at .
V. CONCLUSIONS
The input-state-output-description of convolution encoders as finite-state machines has been used in the search for good constituent codes to be employed in turbo codes. Tables of the "best" codes for various rates have been presented, and the performance obtained by turbo codes employing the codes found have been computed through analytical upper bounds to the bit-error probability. Comparisons with similar turbo codes constructed through punctured constituent codes have shown the advantage of using our best codes.
