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a b s t r a c t
Given a set of m identical bins of size 1, the online input consists of a (potentially infinite)
stream of items in (0, 1]. Each item is to be assigned to a bin upon arrival. The goal is to
cover all bins, that is, to reach a situation where a total size of items of at least 1 is assigned
to each bin. The cost of an algorithm is the sum of all used items at the moment when the
goal is first fulfilled. We consider three variants of the problem, the online problem, where
there is no restriction of the input items, and the two semi-online models, where the items
arrive sorted by size, that is, either by non-decreasing size or by non-increasing size. The
offline problem is considered as well.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider the following model. We are given a list of items, arriving online, where each item j has a size sj ∈ (0, 1].
There arem bins of size 1 and the goal is to cover all bins, that is, to assign items of total size at least 1 to each bin, minimizing
the total size of the used items. In this online variant, the items arrive one by one, and at each step we have to assign a new
item to one of the (uncovered) bins. Only after an item is assigned, the successor item (if it is required) is revealed. The
process ends when all bins are covered.
We mention two possible applications. The first application is related to max–min allocations and fairness issues. A
system of mmachines relies on keeping all the machines productive for at least a given duration, as the entire system fails
even in a case that just one of themachines ceases to be active (see [10] for details). Resources of variable sizes (fuel tanks) are
presented and assigned to machines one by one. A resource cannot be split between machines. Once all machines received
a sufficient amount of resources, this process can stop, and the total charge is proportional to the total size of resources
which are used. The second application comes from the area of human resource management. Workers are to be assigned
to perform m identical tasks. Each worker j is available for a given time sj, and this time cannot be split between tasks. The
workers are interviewed one by one, and need to be assigned to a task immediately. It is not allowed to refuse a worker.
Once enough working time has been assigned to all tasks, no additional workers are interviewed. The goal is to minimize
the total working time of the workers.
In this paper, we use competitive analysis and compare the cost of an online algorithmwith the cost of an optimal offline
algorithm, which can see the complete list of items at once. Though an offline algorithm knows the sequence in advance, it is
not allowed to change the order of the items or to reject any item until all bins are covered. Similarly to the online algorithm,
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it has to cover the bins with a prefix of the item sequence, and its cost is the total size of the items in this prefix. In all proofs
we consider a specific optimal offline algorithm opt. For an algorithmA, we denote its cost byA as well. For minimization
problems, the asymptotic competitive ratio of an algorithmA is the infimumR ≥ 1 such that for any input,A ≤ R ·opt+c ,
where c is a constant independent of the input. We also use the absolute competitive ratio which is infimumR ≥ 1 such
that for any input,A ≤ R · opt.
Our problem is related to the bin covering problem, where the input consists of items of size at most 1, which need to be
partitioned into sets (bins) so as to maximize the number of sets whose total sum is at least 1. The bin covering problem
was investigated in the early 1980’s by Assmann [2] and by Assmann et al. [3]. Later, further results have been achieved on
that problem and its variants [8,1,7,12]. An extensive overview on these results can be found in [6].
Another related problem is the online knapsack problem. In this problem, several knapsacks (bins) of an identical capacity
are to receive subsets of input items, each having a weight and a value. The goal is to maximize the total value of the items
which are packed into the knapsacks. Since weights can be arbitrarily large, the two types of competitive ratio result in the
samemeasure for the online knapsack problem. Our problem can be considered as the dual of the knapsack problem, where
the weight of every item is equal to its value. However, an additional restriction in our case is that items cannot be refused,
that is, the packed set of itemsmust be a prefix of the sequence of items. It is known that there exists no constant competitive
algorithm for the online knapsack problem (no matter whether it is allowed to refuse to pack arriving items or not). A
stochastic version where the weights and values are drawn according to a known distribution is investigated in [13,14], and
a semi-stochastic version where the elements arrive in random order is studied in [5]. In the deterministic version, if it is
allowed to remove items from the knapsack after they have been packed, then it is possible to achieve constant competitive
ratio. Specifically, Iwama and Taketomi [11] designed an optimal online algorithm for this model for one knapsack, and
studied a variant with multiple knapsacks. If the value of each item is 1, then the knapsack problem leads to a version of
online bin packing where the number of bins is fixed and the goal is to maximize the number of the packed items. This
problem is investigated in [4] for identical bins. Both options, the case where items cannot be refused (similarly to the
problem studied in our paper), and the case that items can be refused, were considered. A generalization for variable sized
bins is given in [9].
We define the load of a bin at a given time to be the sum of all items that are assigned to this bin. If the load of a bin is at
least 1, we say that the bin is covered, and otherwise uncovered. We mention two natural algorithms for the problem. The
algorithm List is defined as follows. List assigns a new item to the least loaded bin, and halts when all bins are covered. An
additional natural algorithm is Next-Fit (NF). This algorithm assigns all items to an active bin, and moves on to the next bin
only after this active bin is covered. We say that an algorithmA is thrifty if the following two conditions hold: First,A halts
once all bins are covered, and second,A does not assign further items to any covered bins. Clearly, List is thrifty, and so is
NF, if they are executed on a set of empty bins (or a set of bins that are not empty, but none of them had received an item
after it had already been covered).
We study the parametric case in addition to the general results. In the parametric case, items sizes are bounded from
above by a value 1p for an integer p. The general case is identical to the case p = 1. For a thrifty algorithm, the total size
assigned to each bin can exceed 1 by atmost the size of the largest possible item. The following claimholds for the parametric
case, and it implies an absolute competitive ratio of 2 for both List and NF, in the general case.
Claim. Let A be an arbitrary thrifty algorithm for the parametric case with items sizes in the interval (0, 1p ] for an integer p ≥ 1.
The absolute competitive ratio of A is at most 1+ 1p . Furthermore, whenA halts, the load of every bin of A is smaller than 1+ 1p .
Our results. In this paper, we are interested in the online problem, where items arrive ordered arbitrarily, and in two semi-
online variants, where items are sorted according to size (either in a non-increasing order or in a non-decreasing order).
We begin our studywith the offline problem. In the offline variant, the algorithm receives a sequence of n items. The goal
is to find a prefix of this sequence (of a minimum total size), and an allocation of the items in this prefix to bins, so that all
bins are covered. In Section 2 we present an AFPTAS for the offline version of the problem. It is not difficult to see that the
problem is NP-hard in the strong sense, using a simple reduction from 3-Partition. In this reduction, given 3M items which
are an input to the 3-Partition problem, the input to our problem is created so that m = M , the first 3m items are based
on the input to 3-Partition, having sizes in ( 14 ,
1
2 ), and all additional items have some fixed size S. The strong NP-hardness
holds even if the input sequence needs to be sorted according to one of the orders. The first 3M items can be sorted according
to the required order, and the additional items have the size 1 in the case of non-decreasing item sizes, and 18 in the case of
non-increasing item sizes.
The remainder of the paper is devoted to the online and semi-online problems.We consider the casem = 2, and the case
of arbitrary m. In the latter case, we study the asymptotic competitive ratio. In the case m = 2 the asymptotic competitive
ratio is meaningless, so we study the absolute competitive ratio.
In Section 3 we provide a complete solution form = 2 (in the general case as well as in the parametric case), that is, we
present best possible online and semi-online algorithms. The absolute competitive ratios are 53 (for arbitrary list of items),
3
2 (for lists of items sorted by non-decreasing order) and
6
5 (for lists of items sorted by non-increasing order).
In Section 4 we consider the case of an arbitrary numberm of bins. We design two algorithms, which beat the easy upper
bound of 2 on the asymptotic competitive ratio, in both semi-online cases. We first present an algorithm of asymptotic
J. Csirik et al. / Discrete Applied Mathematics 158 (2010) 1381–1393 1383
competitive ratio of at most 1.931215 for lists of items sorted by non-decreasing order. In addition, we present a simple
algorithm for the other semi-online variant, of an asymptotic competitive ratio of 43 .
Finally, in Section 5 we present lower bounds for the possible asymptotic competitive ratios for all three variants of the
problem. We prove a lower bound of 1.387 on the asymptotic competitive ratio of any algorithm which can process items
given in an arbitrary order, a lower bound of 1.302 on the asymptotic competitive ratio of any algorithm which can process
items which are sorted according to non-decreasing size, and a lower bound of 1.111 on the asymptotic competitive ratio
of any algorithm which can process items which are sorted according to non-increasing size.
2. The offline problem
In this section we show that by using an AFPTAS for the bin covering problem we can obtain an AFPTAS for our problem.
Previous results for the bin covering problem include an APTAS [7] and an AFPTAS due to Jansen and Solis-Oba [12]. Such an
AFPTAS provides the following performance guarantee (for a given function f ). Denote byµ the value of the optimal solution,




To show the relation between bin covering and our problem, we define the following function g : N → N, where g(k)
is the value of the optimal solution for bin covering on the first k items of input for our problem. Clearly, g is monotonically
non-decreasing. Moreover, for any k ≥ 1, we have g(k) ≤ g(k − 1) + 1 (where g(0) = 0). This last property holds since
given a solution for bin covering using k items, the removal of one item can decrease the number of covered bins by at
most 1. Therefore, finding an optimal solution to our problem can be reduced to finding an optimal solution to bin covering
as follows: find theminimum k such that an optimal solution for the bin covering problem is exactlym. Recall that n denotes
the number of items in the input sequence.
Our scheme works as follows. We guess the prefix of the items that the optimal solution uses. Note that for this guessing
step there are at most n possible values and hencewe can try all possibilities for this step in polynomial time, and output the
best resulting solution. In the analysis of the scheme it suffices to consider the iteration inwhichwe used the correct prefix of
items (as the optimal prefix). For this prefix of itemsweuse the AFPTAS of [12] tomaximize the number of bins covered using
the same set of items as the optimal solution used. Note that by our guessing we conclude that the bin covering instance
has an optimal value equals to m and hence in this step we cover at least (1 − ε)m − f ( 1
ε
) bins. Therefore, the number of
uncovered bins is at most εm+ f ( 1
ε
). Nowwe use the next-fit heuristic to cover the remaining bins. Note that each such bin
that is covered by next-fit, will have total load of at most two, and hence the total size of items that are used in this step is at
most 2εm+2f ( 1
ε
). Therefore, the total size of items used by the algorithm is atmostopt+2εm+2f ( 1
ε
) ≤ (1+2ε)opt+2f ( 1
ε
)
where the inequality holds usingm ≤ opt, and so we prove the following result.
Proposition 1. The offline problem has an AFPTAS.
3. Two bins
We start with a complete solution for all variants in the casem = 2.
3.1. Arbitrary input sequences
We use the following thrifty algorithm for any integer p ≥ 1.
Algorithm TwoBins.
0. Given a new item j, let A1 ≥ A2 be the current loads of the two bins (where A2 < 1).
1. If 1 ≤ A2 + sj ≤ 2p+22p+1 , assign j to the bin of load A2. Go to Step 4.
2. If A1 < 1 and A1 + sj ≤ 2p+22p+1 , assign j to the bin of load A1. Go to Step 4.
3. Assign j to the bin of load A2.
4. If both bins are covered, halt, otherwise, go to Step 0.
Theorem 1. The absolute competitive ratio of TwoBins p ≥ 1 is (4p+1)(p+1)2p(2p+1) , which is best possible.
Proof. Consider the first time that some bin is covered. If this happens in Step 1 or Step 2, this bin will have a load of at most
2p+2
2p+1 . Since the algorithm is thrifty, the other bin would not exceed a load of 1 + 1p . We get TwoBins ≤ 2 + 1p + 12p+1 and
opt ≥ 2. In this case the absolute competitive ratio follows.
It is left to consider the case that a bin is covered in Step 3. In this case, let t be an index of the first item that ever covers a
bin. At the time of assignment of item t , both bins were uncovered, but non-empty (since if an empty bin is covered using a
single item, this happens already in Step 1). The item t is assigned to the least loaded bin. Consider next a case where at the
time of arrival of t , at least one bin contains a total size of items that is at least 2p2p+1 . After t is assigned to the least loaded
bin, one bin is covered, and the other bin is loaded by at least 2p2p+1 . Since it will not reach a load of more than 1 + 1p , the
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total size of additional items assigned to this bin, which are t, . . . , i, where i is the last item which is used by TwoBins, is no




k=1 sk+ 1p + 12p+1 . Since
∑t−1
k=1 sk < 2, optmust use at least t items,
and opt ≥∑tk=1 sk. We get TwoBins ≤ opt+ 1p + 12p+1 . Using opt ≥ 2 we get the required absolute competitive ratio.
Finally, we examine the case where an item t covers a non-empty bin in Step 3, and both bins are loaded by less than
2p
2p+1 (but more than zero) at the time that t arrives. We first state an important property of the algorithm. Starting the time
that the second bin becomes non-empty, and until it receives at least p items (including the first and p-th items assigned
to this bin), all item assigned to the second bin have sizes in the interval ( 22p+1 ,
1
p ]. To prove this, first note that the first bin
(i.e., the one used first) must have load of more than 2p+22p+1 − 1p > p−1p when the second bin is used first, otherwise the new
item is assigned by one of the two first steps. Since its load is less than 2p2p+1 but a new item would increase it above
2p+2
2p+1 ,
the size of the new item is larger than 22p+1 . This is true at the assignment time of the first p items that are assigned to the
second bin, since after p − 1 such items, the load of the second bin is at most p−1p . Moreover, during this process, no bin is
covered in Step 3. The second bin cannot be covered since it has at most p items, and the total size of its items is at most 1.
The first bin is more loaded during the process, and thus if it is covered, it cannot happen in Step 3.
Consider the second bin after the process. It has p items, of total size larger than 2p2p+1 . Thus the condition above is satisfied,
and we are done.
To prove the lower bound, we fix a small value ε > 0. We present two items of size 12p+1 . If they are placed into the same
bin, 2p items of size 22p+1 are presented. At this time one bin has load
2p+2
2p+1 and the other (uncovered) bin has load
2p
2p+1 . The
last items have sizes 12p+1 − ε and 1p . Clearly, both items are required to cover the uncovered bin. An optimal solution would




2 which is arbitrarily close to
(4p+1)(p+1)
2p(2p+1) for ε→ 0.
If the first two items are placed into different bins, the next 2p − 1 items have size 1p , they are followed by one item of
size 1p(2p+1) . The items of size
1
p cause one bin to be covered, and the other bin reaches a load of 1− 1p + 12p+1 = 1− p+1p(2p+1) .
The additional item brings this load up to 1 − 12p+1 . The sequence continues as in the previous case, and again an optimal
solution uses all items but the last two. We get the same absolute competitive ratio in this case as well. 
3.2. Input sequences with non-decreasing item sizes
In this case, we simply use List, where ties are broken in favor of the first bin. The same algorithm turns out to give an
optimal result for the parametric case as well. We prove the following theorem for input sequences with non-decreasing
item sizes. This shows that the optimal absolute competitive ratio for p = 1 is 32 .
Theorem 2. Given an upper bound 1p on the sizes of items, where p ≥ 1 is an integer, the cost of List is at most opt + 1p , and
this is best possible. The absolute competitive ratio of List is 2p+12p , which is best possible as well.
Proof. We claim that List acts as Round-Robin for non-decreasing item sizes. Assume that item 1 is assigned to the first bin.
We show by induction that all odd-indexed items are assigned to the first bin, and all even-indexed items are assigned to
the second bin. Consider first an item of index 2k for k ≥ 1. By the induction hypothesis, the load of the first bin is∑kj=1 s2j−1




j=2 s2j−2. Since s2j−2 ≤ s2j−1 for 2 ≤ j ≤ k, and s1 > 0, the load of the first
bin is strictly larger than the load of the second bin, and item 2k is assigned to the second bin.
Next, consider an item of index 2k + 1 for k ≥ 1. By the induction hypothesis, the load of the first bin is∑kj=1 s2j−1 and
the load of the second bin is
∑k
j=1 s2j. Since s2j ≥ s2j−1 for 1 ≤ j ≤ k, the load of the first bin is no larger than the load of the
second bin, and item 2k+ 1 is assigned to the first bin.
As a result, we can see that after one bin is covered, the other bin is covered immediately after that with the next item. Let
i be the index of the item that covers the first bin that is covered (this can be the first or the second bin). Then List =∑i+1k=1 sk.
Since
∑i−1
k=1 sk < 2, we have opt ≥
∑i
k=1 sk. Since si+1 ≤ 1p , we get List ≤ opt + 1p . Since opt ≥ 2, this also implies an
absolute competitive ratio of at most 1+ 12p .
For the lower bound, let ε > 0 be a small number. We construct a sequence which starts with two items of size pε. If
they are assigned to the same bin, we continue with items of size 1p − ε, and otherwise, we give another item of size 2pε,
and items of size 1p − 2ε. In the first case, an optimal solution assigns one item of size pε and p items of size 1p − ε to each
bin. In the second case, an optimal solution assigns one item of size 2pε and p items of size 1p − 2ε to one bin, and two items
of size pε and p items of size 1p − 2ε to the other bin. Therefore the optimal cost is 2. The algorithm however, does not cover
both bins already using 2p larger items. In the first case, the bin with no small items requires p+ 1 larger items, and in the
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second case, the bin which receives only one of the three first items requires p+ 1 larger items. The cost is therefore larger
than (2p+ 1)( 1p − 2ε), which gives a lower bound of 2p+12p for ε→ 0. Note that the cost of the algorithm exceeds opt by at
least 1p − 2ε. 
3.3. Input sequences with non-increasing item sizes
In this last case, we again use List (ties are broken arbitrarily). The resulting algorithm in this case does not act as Round-
Robin, but it is still possible to show optimality. We prove the following theorem for input sequences with non-increasing
item sizes. We later discuss the parametric case for p ≥ 2, which for this input behaves differently from the case p = 1, and
to get the best result a different algorithm is required.
Theorem 3. The absolute competitive ratio of List is 65 , which is best possible.
Proof. Let t be the index of the first item that covers a bin. If t = 1 it means that s1 = 1. In this case we are left with a
single bin, and therefore the solution is optimal. If t = 2 we get that s2 = 1 and so s1 = 1, therefore this case is impossible
(it means that already the first bin is covered, and thus t = 1). If t = 3, we get that s2 + s3 ≥ 1. An optimal solution must
have two items in {1, 2, 3} assigned to the same bin. We may assume that these items are 2, 3 (since they are the smallest
but still cover a bin), and we get that the solution obtained by List is optimal.
If the (t + 1)-th item covers the second bin, and t ≥ 5, we have opt ≥ ∑tk=1 sk (since∑t−1k=1 sk < 2), and the cost of
the algorithm is
∑t+1
k=1 sk. Since st+1 ≤ si for 1 ≤ i ≤ t , we have st+1 ≤ 1t
∑t
k=1 sk, thus the cost of the algorithm is at most
t+1
t opt ≤ 65opt.
If the (t + 1)-th item does not cover the other bin, we recall that t ≥ 4, and let x = 1 − L, where L is the load of this
uncovered bin, at the time of assignment of item t . We denote the load of the covered bin, just before item t is assigned
there, byM . By the definition of List, L ≥ M . We have opt ≥ M+ L+ st . Since item t+1 does not cover the bin it is assigned
to, we have st+1 < x. All future items are of size no larger than st+1, therefore the final load of this bin will be no larger
than 1 + st+1 < 1 + x. The cost of the algorithm is therefore at most M + st + 1 + x ≤ opt + 1 + x − L = opt + 2x,
if x ≤ 15 , we are done since opt ≥ 2. Otherwise, since t ≥ 5, at least one bin received at least two items just before item
t is assigned, and its load was at most max{M, L} = L, thus st < L2 = 1−x2 ≤ 25 . The cost of the algorithm is at most
M + st + 1+ x ≤ L+ x+ 1+ st = 2+ st ≤ 125 . Since opt ≥ 2 we are done in this case as well.
We are left with the case t = 4 where the fifth item covers the other bin. We show that the solution obtained by List is
optimal. Assume by contradiction that opt can use at most four items. If opt has a bin with only one item, it means that
s1 = 1 and t = 1. Therefore, opt has two items in each bin. This means that the bin which does not contain the first item is
covered by two items in {2, 3, 4} and therefore s2 + s3 ≥ 1. However, List assigns items 2, 3 to the second bin and t > 3 so
we get s2 + s3 < 1. Contradiction.
For the lower bound, we fix a small value ε > 0. We construct a sequence which starts with two items of size 12 + ε. If
the algorithm assigns them to the same bin, all future items have size 12 − ε and otherwise, all future items have size 12 −2ε.
In the first case, an optimal packing would be to pack every item of size 12 + ε together with an item of size 12 − ε, and get a
cost of 2. In the second case, an optimal packing would be to pack the two items of size 12 + ε together, and three items of
size 12 − 2ε in an additional bin, and get a cost of 52 − 4ε.
In the first case, the algorithm has covered one bin using the first two items, and it needs three additional items to cover
the other bin. This gives a cost of 52 − ε. In the second case, the algorithm needs two additional items to cover each bin. This
gives a cost of 3− 6ε. Letting ε tend to zero, we get ratios of 54 and 65 in the two cases, which implies a lower bound of 65 on
the absolute competitive ratio. 
We next define the algorithm TwoBinsDecreasing (TBD). The first p items are assigned to the first bin. The next p items
are assigned to the second bin. Every additional item is assigned to the least loaded bin, until both bins are covered.
Theorem 4. The absolute competitive ratio of TBD, for p ≥ 2, is 2p+32p+2 which is best possible.
Proof. Let t be the index of the first item that covers a bin. If t = p, we have a bin covered by exactly p items of size 1p , the
algorithm is left with one bin and the solution is optimal. Otherwise, we get that no p items can cover a bin, and thus any
solution needs at least 2p+ 2 items and for the algorithm, the first 2p items cannot cover a bin and so t ≥ 2p+ 1.
If t = 2p+ 1 we show the TBD gives an optimal solution. The (2p+ 1)-th item is assigned to the least loaded bin, thus
at the time of assignment, there is a covered bin which contains a total size equal to the size of items p + 1, . . . , 2p + 1.
optmust assign a subset of at least p+ 1 items out of the first 2p+ 1 items to one bin. Since the smallest such p+ 1 items
already cover a bin, we may assume that these are indeed the items that opt assigns to one bin. Therefore, the other bin of
optwill have items of the same sizes as the other bin of TBD, and TBD obtains an optimal solution,
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Consider now the case where after the t-th item covers one bin, the (t + 1)-th item covers the other bin. We have
t ≥ 2p + 2, and opt ≥ ∑ti=1 si since opt ≥ 2 and∑t−1i=1 si < 2. The algorithm has a cost of∑t+1i=1 si. Since st+1 ≤ si for
1 ≤ i ≤ t we get TBD ≤ t+1t opt ≤ 2p+32p+2opt.
If the (t+1)-th itemdoes not cover the other bin,we use the samenotations as in the proof of Theorem3. Since t ≥ 2p+2,
both bins are covered after TBD switched to assigning items to the least loaded bin. Thus, the same properties holds, that is,
TBD ≤ opt+ 2x ≤ (1+ x)opt and TBD ≤ opt+ st ≤ opt(1+ st2 ). Since at least 2p+ 1 items were assigned before any bin
was covered, there exists at least one that received at least p+1 items before item t was assigned and thus st ≤ Lp+1 = 1−xp+1 .
If x ≤ 12p+2 , we are done using the first bound. Otherwise, st ≤ 2p+1(2p+2)(p+1) < 1p+1 , which implies the required bound.
For the lower bound, we fix a small value ε > 0. We construct a sequence which starts with two items of size 1p+1 + pε.
If they are assigned to the same bin, the next items are all of size 1p+1 − ε. Otherwise, there are 2p − 1 items of size 1p+1
followed by items of size 1p+1 − 2pε. The optimal solution in the first case assigns one of the initial items, and p of the
following items to each bin. In the second case it assigns the first two items, p− 2 of the next batch of items, and one item
of size 1p+1 − 2pε, to one bin, and p + 1 items of size 1p+1 to another bin. The algorithm, in the first case, needs at least
p − 1 items for the bin that contains both largest items, and at least p + 2 items for the other bin, getting a cost of at least
2( 1p+1+pε)+(2p+1)( 1p+1−ε) = 2p+3p+1 −ε. In the second case, clearly at least 2p+2 items are needed in total, at least p+1
for each bin. We next argue that 2p+ 3 items are used by the algorithm. After the arrival of first 2p+ 1 items, there exists
a bin which received at most p items so far. Let a be the number of items on the less loaded bin at this time, its load at this
time is 1p+1 +pε+ (a−1) 1p+1 = ap+1 +pε. If it receives just one additional item, its load becomes ap+1 +pε+ 1p+1 −2pε < 1,
for a ≤ p. Therefore, at least one bin receives at least p+ 2 items in total, and we get a cost of at least 2+ 1p+1 − 2pε. 
4. An arbitrary number of bins
In this section we consider online algorithm for the general problem in the two semi-online cases (of monotone non-
decreasing item sizes and monotone non-increasing item sizes). We define two algorithms, PackDecreasing (PD) and
PackIncreasing (PI).
4.1. Input sequences with non-decreasing item sizes
In this section, the algorithm uses several parameters. We give initial bounds on their values and later fix them exactly.
Items are partitioned into three types. Items of size at most 12 are called small. Items of size in (
1
2 , α], where 34 ≤ α ≤ 56 ,
are called medium, and items of size larger than α are called large. Since items arrive sorted by non-decreasing size, all
small items arrive before all medium items, which are followed by large items. In particular, if opt uses any large items for
packing, then the further items which are used by the algorithm (but not by opt) are all large.
A second parameter is β , where 18 ≤ β ≤ 14 is used as follows. The first bβmc bins are called reserved bins, the other bins
are called unreserved. We use the following algorithm.
Algorithm PI
Phase 1. As long as the new arriving items are small, and there exists at least one reserved bin of load smaller than 1 − α,
small items are assigned using List into reserved bins. If this process is stopped due to the arrival of a medium or a large
item, go to Phase 2. Otherwise, go to Phase 4.
Phase 2. Use NF on the unreserved bins. Continue to Phase 3.
Phase 3. Use List on the reserved bins, until all of them are covered. Halt.
Phase 4. Assign arriving items using NF, first to the unreserved bins and then to reserved bins, until all bins are covered.
To analyze PI, denote the prefix of the input, which is used by opt to cover the bins, by I . We first state some simple facts
regarding the action of PI.
Proposition 2. 1. At the end of Phase 1, the load of every reserved bin is at most 32 − α.
2. After Phase 2 (if it is applied) every unreserved bin contains at most two items, each of size at least 12 . Therefore the number of
items assigned at this step is at most 2(m− bβmc).
3. opt ≥ m, and if I contains M > m large items, then opt ≥ m+ (M −m)(2α − 1).
Proof. The first property holds since a reserved bin does not receive additional items after its load reaches or exceeds 1−α.
The second property holds since medium and large items have size larger than 12 . The only case in which a bin receives a
single item is if the item has a size of 1. The third property holds since at leastM − m bins must receive two large items in
opt. 
Lemma 1. If the algorithm performs Phase 4, then its asymptotic competitive ratio is at most 2− αβ + β2 .
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Proof. We consider two cases. If all unreserved bins received only small or medium items, we prove that the load of each
such bin, except for possibly one bin, is at most 2α. If no unreserved bin received a medium item, then the load of each such
bin is at most 32 ≤ 2α. Otherwise, consider the first unreserved bin which received a medium item. All further unreserved
bins receive exactly two medium items. The load of every reserved bin is at most 2. Thus the total size of items used is at
most 2α(m− bβmc − 1)+ 2(bβmc + 1) = 2αm+ 2bβmc(1− α)+ 2− 2α ≤ m(2α − 2αβ + 2β)+ 2(1− α).
Otherwise, if some unreserved bin received a large item, then all items which were assigned to reserved bins in Phase 4
are large. Since every reserved bin contained a total load of at least 1− α after Phase 1, then a single large item is sufficient
to cover it. Thus, the final load of every reserved bin is at most 52 − α. The total size of items used is therefore at most
2(m− bβmc)+ ( 52 − α)bβmc = 2m+ ( 12 − α)bβmc ≤ 2m+ ( 12 − α)(βm− 1) = 2m+ ( 12 − α)(βm)+ α − 12 .
The asymptotic competitive ratio is at most max{2α− 2αβ + 2β, 2− αβ + β2 }. Since 2α− 2αβ + 2β ≤ 2− αβ + β2 is
equivalent to ( 32 − α)(2− β) ≥ 1, which holds for our potential choices of α and β , the claim follows. 
We further consider the case where Phases 2, 3 are performed, and thus the total size of small items is relatively small.
Let γ be a parameter which is used only for the analysis, such that 18 ≤ γ ≤ 15 .
Lemma 2. If I contains at least 2bγmcmedium items, then the asymptotic competitive ratio is at most 2(γ α + 1− γ ).
Proof. In Phase 2, at least bγmc unreserved bins receive two medium items each, and thus the total size of items used is at
most 2αbγmc + 2(m− bγmc) = 2m+ 2bγmc(α − 1) ≤ 2m+ 2γαm− 2γm. 
We are left with the case where the total size of both the medium and the small items in I is relatively small. Specifically,
the total size of small items is at most bβmc( 32 − α), and the total size of medium items is at most 2αbγmc.
Then the total size of the large items in I is at least m − bβmc( 32 − α) − 2αbγmc ≥ m(1 − β( 32 − α) − 2αγ ), which
also gives the lower bound (1 − β( 32 − α) − 2αγ )m on the number of large items in I . We would like to show that for
the ranges of parameters which we allow, I contains at least 2βm large items. Indeed, we have β( 32 − α) + 2αγ + 2β =
( 72 − α)β + 2αγ ≤ ( 72 − α)β + 25α = ( 72 − α)(β − 0.4)+ 1.4 ≤ 1.
A bin of opt is called good, if it contains a single large item and no medium items (but it may contain some small items).
Let n1 be the number of good bins in opt, and n′ the total number of large items in opt.
Claim. opt ≥ (n′ − n1)(α − 12 )+m.
Proof. In opt, there may be two types of bins which contain large items, and are not good. One type contains a large item
together with a medium item, and the total size of items in such a bin is at least 12 + α = 1 + (α − 12 ). The other type
contains two large items, and total size of items in such a bin is at least 2α = 1+ 2(α − 12 ). Thus, every large item which is
not packed in a good bin, contributes at least α − 12 to the total sum of items, in addition to the size of at least 1, which is
packed in each bin. 
Lemma 3. If n1 ≤ 2βm, then the asymptotic competitive ratio is at most 21+(α− 12 )(1− 72 β+αβ−2αγ ) .
Proof. The cost of PI is at most 2m, therefore, by the claim above, and by the calculation of the number of large items, the
competitive ratio is at most 2m
((1−β( 32−α)−2αγ )m−2βm)(α− 12 )+m
. 
Lemma 4. If n1 > 2βm, then the asymptotic competitive ratio is at most max{ 4021 , 2− αβ + β2 }.
Proof. Consider the last item assigned by PI to an unreserved bin, and denote it and its size by T . We show that this item
must be large. If this is not an item of I , then it is no smaller than any item of I , while we assume that I contains some large
items. Otherwise, since I contains atmost 2bγmcmedium items, at leastm−bβmc−bγmc ≥ m(1−β−γ ) > m2 unreserved
bins received only large items. Moreover, if T < 1, then every unreserved bin which received large items, received two such
items.
Assume first that T ∈ I and T < 1. Then opt contains at least 2m(1− β − γ ) > m large items. Therefore, it has at least
m − 2mβ − 2mγ bins which contain two large items. We get opt ≥ m + (m − 2mβ − 2mγ )(2α − 1) ≥ 1.05m. Using
PI ≤ 2m, we get a competitive ratio of at most 4021 ≈ 1.905.
We show that in the other cases, every reserved bin receives a single large item. If T = 1, then all large items assigned to
reserved bins are of size 1, so the claim is clear. Otherwise, we show the claim for T 6∈ I . It is enough to show that the total
size of small items of every unreserved bin is at least 1− T .
Consider the good bins of opt. Each such bin contains a large item of size at most T , and thus small items of total size at
least 1− T .
Let S denote the total size of small items excluding one item of every bin, which is the last item assigned to this bin.
We call these items last items. Since the small items are packed using List, the load of every bin (including the last item of
each bin) is at least Sbβmc . Consider the list of good bins of opt, and remove all such bins which contain at least one last item.
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This leaves at least n1 − bβmc > βm good bins. Therefore, we get S ≥ (βm)(1 − T ). Therefore, each unreserved bin is
loaded by at least 1− T , before it received a large item (but including its last item).
Since every reserved bin receives one large item, it has a total size of items of atmost 52−α, andwe get the same situation
as in Lemma 1, and thus the same bound. 
We use the parameters α = 0.826113, β = 0.211 and γ = 0.19778. In order to find the values of the parameters, we
used Matlab to solve a set of nonlinear equations, requiring the different upper bounds (which are found in the different
cases) to be equal, and minimizing the resulting upper bound.
By Lemmas 1–4, we conclude that the asymptotic competitive ratio of the algorithm is at most 1.931215.
Theorem 5. There exists an online algorithm whose asymptotic competitive ratio is at most 1.931215 for instances where items
arrive sorted by non-decreasing sizes.
4.2. Input sequences with non-increasing item sizes









. Note that the values of h and ` are revealed to the algorithm online. Our algorithm has several cases based on the
values of h and `.
We next define the action of PD. The algorithm acts (without loss of generality) under the assumption that the input
sequence does not contain unit sized items. In order to be able to assume this, if there are any unit sized items, then the
algorithm starts by placing the unit sized items in separate bins. There exists an optimal solution which packs each such
item into a separate bin, so the bins which are covered by unit sized items can be neglected.
Algorithm PD
The first min{h,m} items are packed into different bins.
Case 1: h ≥ m. In this case, place the next m items one in each bin, such that bin i contains item i and item 2m + 1 − i.
Afterwards, pack the uncovered bins using NF.
Case 2: h < m, 2(m−h) ≤ `. Pack the next 2(m−h) items in pairs (of consecutive items) in the bins of indices h+1, . . . ,m,
that is, into new bins that do not contain items larger than 23 . Continue to pack the next h items one in each bin (these items
are added to the first h items), and then use NF to cover all uncovered bins.
Case 3: h < m, 2(m − h) > `. Let h′ = b `2c. Pack the next 2h′ items in pairs (of consecutive items) in the bins of indices
h+ 1, . . . , h+ h′, that is, into new bins that do not contain items larger than 23 . If ` > 2h′ (i.e., ` is odd), pack one item into







. Pack the next 2(m − h) − ` items such that each of the m bins contains either one item of size greater than 23 or
exactly two items of the first 2m− h items. Pack the next m− h′ items one in each uncovered bin, starting with the first h
bins, and the uncovered bins at the end of the packing of the first 3m− h′ − h items, are covered using NF.
Note that in the last two cases, PD acts in the same way until the value of ` is revealed, that is, min{2(m − h), `} items
are packed into new bins, so that each bin (except for possibly the last one, if ` < 2(m− h) and ` is odd) receives two items.
We analyze the three cases in Lemmas 5–7. The proofs of the first two lemmas are similar, while the third one is more
complicated.
Lemma 5. The asymptotic competitive ratio of PD in the first case is at most 43 .
Proof. Note that since we assume that the input sequence does not contain a unit size item, then each bin of the optimal
solution has at least two items, and therefore opt uses the first 2m items. Denote by t the size of the 2m-th item, then since
each bin of the algorithm has at least one item of size at least 23 and the second item we put in the bin has size at least t , we
conclude that after the first 2m items are packed by the algorithm each bin has load of at least 23 + t and the size of each
additional item is at most t . Then, we are using NF to cover a gap of a total size of at most 1 − ( 23 + t) = 13 − t in each
bin, using items of size at most t . Hence the total size of the items, which are added to such a bin, by the phase where NF is
applied, is at most 13 − t + t = 13 . Hence the total size of the items that the algorithm uses is at most the total size of the
first 2m items plus at most m3 . The claim follows since the total size of the first 2m items is at most opt andm ≤ opt. 
Lemma 6. The asymptotic competitive ratio of PD in the second case is at most 43 .
Proof. Note that since we assume that the input sequence does not contain a unit size item, then each bin of the optimal
solution has at least two items, and therefore opt uses the first 2m items. Denote by t the size of the 2m-th item, then since
each bin of the algorithm that is not covered by the first 2m items, has at least one item of size at least 23 and the second
itemwe put in the bin has size at least t , we conclude that after the first 2m items are packed by the algorithm each bin that
is still uncovered, has load of at least 23 + t and the size of each item is at most t . Then, we are using NF to cover a gap of a
total size of at most 1− ( 23 + t) = 13 − t in each bin, using items of size at most t . Hence the total size of the items, which
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are added to such a bin, by the phase where NF is applied, is at most 13 − t + t = 13 for each bin which is uncovered prior
to this step. Hence the total size of the items that the algorithm uses is at most the total size of the first 2m items plus at
most m3 . The claim follows since the total size of the first 2m items is at most opt andm ≤ opt. 
Lemma 7. The asymptotic competitive ratio of PD in the third case is at most 43 .
Proof. Recall that we assume that the input sequence does not contain a unit size item. Hence each bin in opt must have
at least two items. Moreover, each bin of opt that has only two items must have an item of size at least 12 . Hence there are
at most h + ` ≤ h + 2h′ + 1 such bins, and each other bin must have at least three items. Therefore, opt uses the first
2(h+ 2h′ + 1)+ 3(m− h− 2h′ − 1) = 3m− h− 2h′ − 1 items. Clearly, opt uses at least 2m items.
The number of items that the algorithm uses until the phase where NF is applied, is 2m+ (m− h− h′) = 3m− h− h′.
That is, at most h′ + 1 items that are not used by opt. Another upper bound on the number of items that are not used
by opt among these items is m − h − h′. Denote the size of the (2m − h)-th item by s. Clearly, s ≤ 12 . Therefore, since
(2m− h)+ (m− h− h′) = 3m− 2h− h′ ≤ 3m− h− h′, the additional items appear in the sequence no earlier than the
(2m− h)-th item and so every one of the additional items has a size of at most s. Bins that received two items of size at least
1
2 are covered by these two items, and so, the number of uncovered bins prior to the phase of NF is at mostm− h′.
If s ≤ 13 , then at the time of assignment of the (2m − h)-th item, all bins contain two items each, except for the first h
bins that contain just one item each, no bin contains a load of more than 43 (since the only covered bins contain two items of
size at most 23 ). Therefore, this would be the situation also after all bins are covered, and the asymptotic competitive ratio
would be at most 43 .
Assume therefore that s > 13 , and hence at the time, when (2m− h)-th has just been assigned, all bins contain a load of
at least 2s > 23 . Denote by t the size of the (3m− h− h′)-th item, then each bin out of the first h received an item of size at
least t in addition to the load of at least 23 . Therefore, each of these bins is filled with a load of at least
2
3 + t and the size of
the remaining items is at most t . The final loads of these bins would be no larger than 1+ t , thus, the application of NF adds
a total load of at most 13 to each such bin. As for the other uncovered bins, after receiving three items per bin, each one of
them contain a load of at least 2s + t . Since their final loads would be no larger than 1 + t , each one of them receives an
additional load of 1− 2s.
Therefore, the total cost of the algorithm is atmost the total size of the first 3m−h−2h′−1 items plus s(h′+1)+ h3+(1−
2s)(m−h−h′). The first term is atmost opt, andm ≤ opt, so we get a total of atmost (2−2s)opt+(3s−1)h′+(2s− 23 )h+s.
We next compute an additional upper bound on the cost of the algorithm in this case. The algorithm covers h′ bins with






). After 2m items have been
assigned, each one of the first h bins contains a total load of at least 23 + t . Therefore, the application of NF can increase the
load of such a bin by at most 13 . The last m − h − h′ bins contain at least a load of 2s at this time, and finally at most 1 + t ,
so they gain at most 1+ t − 2s ≤ 1− s, since t ≤ s. Hence the total cost of the resulting solution is at most the size of the
first 2m items, plus at most h3 + (1− s)(m− h− h′). Thus the cost is at most (2− s)opt+ (s− 1)h′+ (s− 23 )h. We multiply
the first bound on the cost by 1−s2s > 0, and the other bound by
3s−1




(3s− s2)opt+ (s2 − s3 )h+ s− s2
)
.
Using h ≤ m ≤ opt, we get a cost of at most 4opt3 + 1−s2 ≤ 4opt3 + 13 . 
By Lemmas 5–7, we conclude that the asymptotic competitive ratio of the algorithm is at most 43 .
Theorem 6. There exists an online algorithm whose asymptotic competitive ratio is at most 43 for instances where items arrive
sorted by non-increasing sizes.
5. Lower bounds
In this section we prove lower bounds on the asymptotic competitive ratio of any algorithm for m bins, for all three
variants.
5.1. A lower bound for input sequences with non-decreasing items
Theorem 7. For every p, α′ > 1, the asymptotic competitive ratio of any algorithm for input sequences with non-decreasing
items is at least
α′(p+ 1)− 1
α′(p+ 1)− 1− lnα′ .
Proof. Let κ be an integer and let α ≤ α′ be a rational number such that κ · α is an integer. Let δ > 0 be an arbitrarily small
positive value, such that δ < 1
(p+1)κ·m . We choose m to be divisible by (κ · α)!. The sequence consists of mκ items of size δ,
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followed by items of size 1−tδp for some integer t such that κ ≤ t ≤ κ · α. By the choice of δ, every bin must receive at least
p items of size 1−tδp to be covered.
We compute the cost of an optimal solution opt for a given value of t . opt has mκt bins, each of which contains t items of
size δ, and p items of size 1−tδp . All other bins contain p+ 1 items of size 1−tδp . Note that (p+ 1) 1−tδp = 1+ 1p − tδ(p+1)p ≥ 1,
by the definition of δ and since κα < m. Letting δ tend to zero, we get a cost of mκt + p+1p (m− mκt ) = p+1p m− mκpt .
Given an assignment of an algorithm A, of the items of size δ, we define X0 to be the number of bins that have at most
κ−1 items.We can assume that these bins are empty, since each such bin requires p+1 items of size 1−tδp to be covered, no
matter what the actual value of t is. Let X` be the number of bins which contain ` items of size δ, for κ ≤ ` ≤ κ · α. We may
assume that no bin contains more than κ · α items of size δ, since for any value of t , adding p items of size 1−tδp to a bin with
κ · α items of size δ covers this bin, and no bin with at most p− 1 items of size 1−tδp is covered. We get
∑ακ
`=κ ` · X` = mκ .
Given a specific value of t , such that the second part of the input consists of items of size 1−tδp , bins with at least t items






i=t Xi = p+1p m− 1p
∑κ·α
i=t Xi.









































`=κ ` · X` = mκ , this gives














≈ lnα, and the lower bound follows, by letting α→ α′. 
Corollary 1. Theorem 7 implies a lower bound of 1.302017 for p = 1 (using α′ = 2.1555664), a lower bound of 1.16445
for p = 2 (using α′ = 2.3603), a lower bound of 1.11326 for p = 3 (using α′ = 2.4551), and a lower bound strictly larger
than 1 for every value of p (using, e.g., α′ = e).
5.2. A lower bound for input sequences with non-increasing items
Theorem 8. For every p ≥ 1, the asymptotic competitive ratio of any algorithm for input sequences with non-increasing items
is at least
p2 + 3p+ 1
p2 + 3p+ 2− Hp+1 ,
where Hi is the i-th harmonic number, i.e., Hi =∑ij=1 1j .
Proof. We choosem to be divisible by (p+ 1)!. The sequence consists ofm items of size 1p+1 + ε for some 0 < ε < 1(p+2)2 ,
followed by a sequence consisting of items of size 1p+1 − p+1−ii ε for some 1 ≤ i ≤ p, or items of size 1p+1 − (p+ 1)ε (this is
defined as the case i = 0).
Note that for a given value of i, p+ 1− j items of size 1p+1 + ε and j items of size 1p+1 − p+1−ii ε cover a bin if and only if
j ≤ i, since (p + 1 − j)( 1p+1 + ε) + j( 1p+1 − p+1−ii ε) = 1 + ε(p + 1 − ji (p + 1)). For items of size 1p+1 − (p + 1)ε, even a
combination of p items of size 1p+1 + ε together with one item of size 1p+1 − (p+ 1)ε is not enough to cover a bin, thus the
same property holds for i = j = 0 as well, that is, a bin which contains p + 1 items is covered if and only if all these items
are of size 1p+1 + ε.
Consider an optimal solution for a given value of i, which we denote by opti. Such a solution consists of mp+1−i bins with
p + 1 − i items of size 1p+1 + ε and i items of size 1p+1 − p+1−ii ε and additional m − mp+1−i bins with p + 2 items of size
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p+1− p+1−ii ε. For i = 0 the first set of bins contains only the items of size 1p+1+ε, and in the second set of bins, the additional
items are of size 1p+1 − (p+ 1)ε. Thus for ε→ 0, we have opti = mp+1−i + p+2p+1 (m− mp+1−i ) = p+2p+1m− 1(p+1)(p+1−i)m.
Let Xj (for 0 ≤ j ≤ p+1) be the number of bins of the algorithmwith j items after the arrival of the items of size 1p+1 + ε.
Clearly,
∑p+1
j=0 Xj = m and
∑p+1
j=0 j · Xj = m.
For a given value of i, such that the second part of the input contains items of size 1p+1 − p+1−ii ε, or 1p+1 − (p+1)ε if i = 0,
the algorithm needs to add j items to bins that contain p+ 1− j items such that j ≤ i, and j+ 1 items to bins that contain
p+1− j items such that i < j ≤ p+1. Therefore, for ε→ 0 the algorithmwill contain a total size of 1 in Xp+1+· · ·+Xp+1−i
bins, and a total size of p+2p+1 in Xp−i + · · · + X0 bins. This gives the costm p+2p+1 − 1p+1
∑p+1
j=p+1−i Xj.













(p+ 1)(p+ 1− i)m
)
.
Multiplying by p+1m and taking the sum over 0 ≤ i ≤ p, we get,




j · Xj ≤ R((p+ 2)(p+ 1)− Hp+1).
Using
∑p+1
j=0 j · Xj = mwe get the claimed lower bound. 
Corollary 2. Theorem 8 implies a lower bound of 109 ≈ 1.111 for p = 1, a lower bound of 1.081967 for p = 2, a lower bound
of 1.06 for p = 3, and a lower bound strictly larger than 1 for every value of p.
5.3. A lower bound for arbitrary input sequences
We combine the methods used in the two previous lower bounds to obtain an improved lower bound for the case where
there is no restriction on the order in which items arrive.
Theorem 9. For every α′ > 1, the asymptotic competitive ratio of any algorithm for arbitrary input sequences is at least
7α′−5+3 lnα′
6α′−4 .
Proof. Let κ be an integer and let α ≤ α′ be a rational number such that κ · α is an integer. The input starts as in the proof
of Theorem 7, withmκ very small items of size δ, followed by items of size 1− tδ for some integer t such that κ ≤ t ≤ ακ ,
but the number of items of size 1− tδ is exactly mκt . If t > κ , additional items are introduced, using a construction similar to
the proof of Theorem 8. First,m− mκt items of size 12 + ε, followed by eitherm− mκt items of size 12 − ε or m2 − mκ2t items of
size 1. If additional items are needed, the last size of the sequence is repeated until all bins are covered. The value ε satisfies
the following properties. Roughly, it is defined to be small but much larger than δ, so that when the input continues to items
of size 12 + ε, the items of size δ in uncovered bins can be neglected. Thus we have ε > mκδ. On the other hand, we assume
ε < 16 , and let ε tend to zero later.
An optimal solution has mκt bins that contains one item of size 1 − tδ and t items of size δ. If the sequence ends with
items of size 12 − ε, then each of the m − mκt additional bins contains one item of size 12 + ε and one item of size 12 − ε.
Otherwise, there are m2 − mκ2t bins with two items of size 12 + ε and m2 − mκ2t bins with a single item of size 1. Letting ε→ 0,
we get that opt = m in all cases.
To compute the cost of the algorithm for a given value of t , we first note that it can be assumed, without loss of generality,
that all bins which contain at least t items of size δ, receive exactly one item of size 1 − tδ. Note first that the number of
such bins is at most mκt , thus the number of items of size 1− tδ is large enough. Assigning one such larger item to each bin
with at least t items of size δ covers the bin, therefore the algorithm clearly never assigns more than one such larger item to
these bins. Consider the situation of the algorithm after the arrival of the first two types of items. Assume that there exists
a bin b with at least t smaller items and with no larger item. If there exists a bin with at most t − 1 smaller items and one
larger item, then moving the larger item to b clearly improves the situation of the algorithm; it now has one empty bin and
one covered bin instead of one empty bin and one bin which requires one additional item to be covered. The uncovered bins
containing only items of size δ can be viewed as empty at this time since the items of size δ would not contribute towards
covering the bin in the future. If there exists a bin with at most t − 1 smaller items and two larger items, then moving one
larger item to b again improves the situation of the algorithm; it now has one covered bin and one uncovered bin that will
get covered using any future item, instead of one covered bin and one empty bin.
Denote the number of bins that contain j items of size δ by Xj (j = 0, κ, κ+1, . . . , ακ−1, ακ).We have∑ακj=κ Xj+X0 = m
and
∑ακ
j=κ j · Xj = mκ . After the arrival of items of size 1 − tδ and the items of size 12 + ε, we have several types of bins.
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As shown above, there are
∑κα
j=t Xj covered bins where the total size of items is 1 (for δ→ 0). There are additional six types
of bins, according to number of items of sizes 1− tδ and 12 + ε in these bins. The numbers of such bins are denoted by at , bt ,
ct , dt , et and ft . The types are bins with one item of size 1− tδ, bins with one item of size 1− tδ and one item of size 12 + ε,
bins with two items of size 12 + ε, bins with one item of size 12 + ε, bins with no items and bins with two items of size 1− tδ.
Clearly, we have




at + bt + 2ft = mκt and bt + 2ct + dt = m− mκt . Subtracting half the second equality from the first one gives,
at + bt2 − ct −
dt
2




If the last items are of size 12 − ε, the cost of the algorithm (if ε→ 0, which implies also δ→ 0) ism+ at2 + bt2 + et2 + ft .
If the last items are of size 1, the cost of the algorithm (if ε → 0) is m + at + bt2 + dt2 + ft . Let R be the asymptotic
competitive ratio, then m + at2 + bt2 + et2 + ft ≤ Rm and m + at + bt2 + dt2 + ft ≤ Rm. Multiplying the first inequality
by 2 and adding the second one, we get, 3m + 2at + 3bt2 + dt2 + et + 3ft ≤ 3Rm. Using (1) and subsequently (2), we get,
3m+ at + bt2 − ct − dt2 + 2ft +m−
∑ακ
j=t Xj ≤ 3Rm and 7m2 + 3mκ2t −
∑ακ
j=t Xj ≤ 3Rm, for κ < t ≤ ακ .
For t = κ , the calculation is different. The cost of the algorithm for δ → 0 is m + X0 = 2m −∑ακj=κ Xj, so we have
2m−∑ακj=κ Xj ≤ Rm. We multiply this inequality by κ and sum up with all other inequalities, which gives,
2mκ + 7m
2









jXj ≤ Rm(3(ακ − κ)+ κ) .
Using
∑ακ




j − 2 ≤ 2R(3α − 2).





≈ lnα. We getR ≥ 7α−5+3 lnα6α−4 by letting α→ α′ the lower bound follows. 
Corollary 3. Theorem 9 implies a lower bound of 1.387667 (using α′ = 2.2624).
Remark 1. In this section we focused only on the case p = 1. Lower bounds for the case p > 1 follow from the previous
sections. In order to prove improved lower bounds for p ≥ 2, constructions that combine ideas from Theorems 7 and 8,
similarly to the result for p = 1, can be used.
6. Conclusion
In this paper, we presented online and semi-online algorithms for a minimization version of a bin covering problem.
We gave tight results for the case of two bins for three types of inputs, general inputs, inputs where items are sorted by
non-decreasing size, and inputs where items are sorted by non-increasing size.
For multiple bins, a class of greedy algorithms (which we call thrifty algorithms) have an asymptotic competitive ratio of
at most 2 (in fact, they have an absolute competitive ratio of at most 2). We designed algorithms which perform better for
non-increasing inputs, and for non-decreasing inputs. The design of such an algorithm for arbitrarily ordered inputs remains
as an open problem.
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