Abstract. We prove that, in relative dimension one, the functor RH S constructed in a previous work ([9]) as a right quasi-inverse of the solution functor from the bounded derived category of relative D-modules with regular holonomic cohomology to that of complexes with relative constructible cohomology satisfies the left quasi-inverse property in a generic sense.
Introduction
Let p : X × S → S be the projection of a product of complex manifolds X and S onto the second factor. The notion of holonomic D X×S/S -modules (or relative holonomic D-modules for short) was introduced by the second author in [10] and the notion of relative regular holonomic D-modules was introduced by the authors in [9, Def. 2.1]. They are the objects of, respectively, the abelian categories Mod hol (D X×S/S ) and Mod rhol (D X×S/S ). Recall that relative holonomic modules are coherent modules whose characteristic variety, in the product (T * X) × S, is contained in Λ × S for some Lagrangian conic closed analytic subset Λ of T * X. Regular relative holonomic modules are holonomic modules whose restriction as p −1 O S -modules to the fibers of p have regular holonomic D X -modules as cohomologies.
In [8, Defs. 2.14 & 2.19] we introduced the notion of relative R-and C-constructibility for a complex of sheaves of p −1 O S -modules and proved that the essential image of the functor Sol on the bounded derived category of relative D-modules with holonomic cohomology is contained in that of complexes with relative C-constructible cohomology.
Under the assumption that d S = 1 (d denotes the dimension of a manifold), we constructed in [9, §3.4 ] the relative tempered cohomology functors TH S and RH S by adapting Kashiwara's functors TH and RH ( [2] , where RH is denoted by Ψ) and proved in [9, Th. 3] that RH S is a right quasi inverse for the functor p Sol := Sol[d X ] restricted to the derived category of complexes with relative regular holonomic cohomology. To be more precise, in the absolute case (S is point),
However, contrary to the absolute case, the property of being a left quasi inverse remains open. Indeed, the proof of such a property would require some functorial properties for this category such as stability under proper direct image and inverse image. Although stability under proper direct image holds true, the failure of stability by inverse image remains a main obstruction, in contrast with the absolute case as proved by M. Kashiwara in [1] . In Proposition 2.2 we prove that this obstacle can be overcome if d X = 1. More precisely, for each relative holonomic module M there exists a discrete set S 0 = S 0 (M) such that, out of S 0 , for each divisor Y in X, the induced system of M along Y × S has holonomic cohomologies.
We shall say that a property is satisfied generically on S if it is satisfied on X × S * , where S * is the complementary of a discrete subset S 0 in S. The main purpose of this note is to clarify the natural question arising after [9] : is RH S an equivalence of categories when d X = 1? In other words, does RH S also provide in that case a left adjoint to p Sol? The answer is that, any
, where Θ(•) satisfies Property (P 0 ) below. According to [2, Prop. 6.3] in the absolute case, we have 
Our main result is Theorem 2.6 in which we prove that, if d X = 1, such a morphism Θ(•) satisfying (P 0 ) exists. It follows from the second part of (a), together with [9, Prop. 1.9] that, for every M ∈ D b rhol (D X ), Θ(M) is an isomorphism on S * . Let us make precise our claim.
According to [9, (3. 17)], we have a natural morphism in
with the property that, for s ∈ S and M := Li * s M, Li * s Φ(M) = Φ(M ) coincides with Kashiwara's morphism (cf. the construction of the functor
We prove that, given M ∈ D b rhol (D X ), there exists a discrete S 0 such that, setting M * := M |X×S * , the natural morphism
obtained by applying Γ(X × S * , H 0 (·)) to the morphism associated to the left composition with Φ(M * ):
is an isomorphism, where for the last isomorphism of (4) we applied the "associative law" relating RHom and ⊗ (see [3, A.3 
(b)] and [4, Ex. II.24 (iii)]).
We then choose for Θ(M * ) the unique morphism corresponding to the identity in
Therefore, in the absolute case (S equal to a point, M has regular holonomic cohomology over D X ), we recover the construction of Kashiwara's isomorphism M ≃ RH(Sol M).
The proof that (4) is an isomorphism is a consequence of Proposition 2.5 below which states that, for any
is an isomorphism, which in turn is a consequence of Proposition 2.2 together a comparison result (Lemma 2.1). Another consequence of Proposition 2.5 is the full faithfulness of Sol in a generic sense (Lemma 2.7). Throughout this work we assume that
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Main results and proofs
We shall systematically make use of the notation and results in [8] and [9] .
Lemma 2.1. Let us assume that X = C = S and let (x, s) be the variables on
Proof. Let Y = {0} ⊂ X. According to [9, Prop. 3.5] , it is sufficient to consider F = C U ×S ⊗ p −1 O S , for some relatively compact open subanalytic set U ⊂ X. Thus our goal is to prove
It is sufficient to check (6) for the stalk at any (x 0 , s 0 ) ∈ X × S. If x 0 = 0, the result is trivial since Supp M = {0}× S. So we are led to assume (0, s 0 ) ∈ ∂U × S, since the quotient Γ C U ×S (Db X×S )/ T Hom (C U ×S , Db X×S ) (0,s) vanishes if 0 / ∈ ∂U and the result is again trivial. Therefore we may assume that U is contained in X {0}. We are then allowed to perform a change of generator u → x −1 u since tempered distributions on U × S are stable by multiplication by x −1 and the result follows.
q.e.d.
Proof. Let us prove 2.2(1). The question is local on X × S, so we can assume that M is finitely generated and, by induction on the number of local generators, we may assume that M is an holonomic D X×S/S -module with a single generator. Taking coordinates x on X and s on S, we are reduced to assuming that Y = {x = 0} and that Char(M) ⊂ (T * X X ∪ T * {0} X) × S. Therefore, there exists a relation
for some non-negative integer M and some holomorphic functions a j on X × S. We can write a j = x ℓ j a ′ j , with a ′ j (0, s) ≡ 0 and ℓ j ∈ N, and we set
Hence, after multiplying by x M 0 , (7) reads P u = 0 for an operator P = P 0 + xQ ∈ D X×S/S such that Q is of order zero with respect to the V -filtration and
for some holomorphic functions a ′′ k on S not all vanishing identically, and it is enough to treat the case of the D X×S/S -module D X×S/S /D X×S/S · P . Let N 0 be the biggest k such that a ′′ k does not vanish identically on S (note that N 0 can be 0). Let S 0 be the (discrete) zero set of a ′′ 
Assume that M is regular and let s ∈ S * be arbitrary. Let us consider the distinguished triangle
The assumption on M means that Li * s M has D X -regular holonomic cohomologies. Since Li * s commutes with RHom, we have, for each k ∈ N, identi-
and, since ⊗ commmutes with lim − → , we conclude a functorial isomorphism in
, where the right hand term has regular holonomic cohomologies according to [5, Th. 5.4.1] . Therefore RΓ [Y ×S * ] (M * ) has regular holonomic cohomologies and the result follows according to the distinguished triangle ( * ).
Remark 2.3. Our method in the preceding proof does not extend to the case d X > 1 because we do not have in general the analog of (7) and (8).
The following example shows that we cannot avoid the existence of a nonempty S 0 in Proposition 2.2. 
In particular P defines a filtered morphism, i.e.,
Let us compute ker
Consider a section u of the above form satisfying uP = 0. Since by assumption g is non constant and a m+1 = 0, we must have that a m = 0 and so henceforward, concluding the vanishing of ker P .
Suppose now that j m b j (s)δ j (x) = j l a j (s)δ j (x)P, with b m (s) = 0. Since b m+1 = 0 we have
On the other hand we have a k+ℓ = 0 for all ℓ ≫ 0, hence, recursively, we conclude that a k = 0 for any k m + 1. Thus b m = a m g. By descending induction applied to b k = (k + 1)ka k+1 + a k g with a k+1 given such that g divides a k+1 , we find a k = b k − (k + 1)ka k+1 /g. In particular the condition uP ∈ (B (r) {0}×S/S ) m implies that u ∈ (B (r) {0}×S/S ) m . We conclude that
If g(s 0 ) = 0, then g is a unit in a neighbourhood of s 0 , hence the sequence
is zero hence coherent in a neighbourhood of s 0 . If g(s 0 ) = 0, the above mentioned sequence is not locally stationary hence
Proof. Our aim is to apply [9, Lem. 4.2] to M( * (Y × S * )) for a suitable S * when M( * (Y ×S * )) is of D-type, in particular when it is strict. We embed M in an exact sequence of regular holonomic modules:
where M t is the submodule of O S -torsion germs and M tf is a strict, i.e., an O S -flat, module.
Step 1. We assume first that M ≃ M t . In that case, we claim that we can take for S 0 the empty set.
Since d S = 1, the projection of Supp M on S is discrete. Given (x 0 , s 0 ) ∈ Supp M, we may assume that M admits a single generator in a neighbourhood of (x 0 , s 0 ).
Let (x, s) denote a system of local coordinates, x in X and s in S, such that s 0 = 0 ∈ C. We can choose N ∈ N such that s N M = 0 and an easy argument of induction on N allows us to assume N = 1.
We may then write M as a quotient
where J is a coherent ideal of D X (X identified to X × {0}), and the assumption of regularity entails that L := D X /J is a regular holonomic D X -module. Moreover, in this local system of coordinates, D X embeds in D X×S/S as the subsheaf of operators not depending on s, so that D X×S/S is flat over D X and we have
According to the "associative laws" ([3, App. 3, (A.10)]) we get a chain of isomorphisms of functors
and according to [9, Prop. 3 .26], 
where (a) is induced by Φ(N) (cf. (1)) and the last isomorphism follows by the "associative properties" and [4, Ex. II.24 (iii)]. According to Proposition 2.5, the morphism (a) is an isomorphism and the result follows. q.e.d.
Remark 2.8. If M is regular holonomic and admits locally a single generator u such that J := {P ∈ D X×S/S | P u = 0} is monogenic, it is easy to verify that the associated discrete set S 0 ⊂ S mentioned in Proposition 2.2 can be taken to be the empty set:
The assumption on Char(M) entails that we can choose as a generator of J an operator P of the form
The assumption of regularity means that, for each fixed s, P (x, s, ∂ x ) has a regular singularity in x = 0 as a section of D X . Hence each coefficient a k (x, s) has a zero of order at least j − m + k at x = 0. It follows that the coefficient a ′′ N 0 in the proof of Proposition 2.2 is equal to 1 (it is the coefficient of the term x j ∂ m x ). However we cannot generalize this result to arbitrary regular holonomic modules because, contrary to the absolute case, we do not have the tools to perform a devissage.
