A major goal in hydrological modelling is to identify and quantify different sources of uncertainty in the modelling process. This paper analyses the structural uncertainty in a streamflow modelling system by investigating a set of models with increasing model structure complexity. The models are applied to two basins: Kielstau in Germany and XitaoXi in China. The results show that the model structure is an important factor affecting model performance. For the Kielstau basin, influences from drainage and wetland are critical for the local runoff generation, while for the XitaoXi basin accurate distributions of precipitation and evapotranspiration are two of the determining factors for the success of the river flow simulations. The derived model uncertainty bounds exhibit appropriate coverage of observations. Both case studies indicate that simulation uncertainty for the low-flow period contributes more to the overall uncertainty than that for the peak-flow period, although the main hydrological features in these two basins differ greatly.
INTRODUCTION
Hydrological models are always simplifications of the reality, and are therefore all subject to varying degrees of uncertainty. It is commonly accepted that the model uncertainty stems from a variety of sources where it can affect the model predictions (Melching 1995 . For example, many data sets needed as model inputs are defined through measurement in the field or laboratory, which introduces measurement errors and generates "datadriven uncertainty" (Brown and Heuvelink 2005) . Then the estimation of parameters and formalization of model structure may lead to "explanatory uncertainty" (Brown and Heuvelink 2005) in model predictions. Some model parameters are inherently uncertain when they refer to real, measurable quantities such as soil hydrological conductivity, while some are empirical quantities applied to models and must therefore be estimated using measurements of the system inputs and outputs. Rather, we are uncertain about the errors in our understanding of the real system represented in the model structure. The natural flow systems that are themselves imperfectly known and understood have to be translated in the hydrological models. This is particularly important because models are more frequently used but observations are still limited.
In recent years, uncertainty of hydrological models has been investigated extensively, in particular the uncertainty induced by model inputs and parameter values (e.g. Rogers et al. 1985 , Clausnitzer et al. 1998 , Haan et al. 1998 , Hansen et al. 1999 , Beven and Freer 2001 , Christiaens and Feyen 2002 , Carpenter and Georgakakos 2004 , Vrugt et al. 2005 , Gourley and Vieux 2006 , Lindenschmidt 2006 , Ratto et al. 2007 , Choi and Beven 2007 . This abundance of literature does not imply that the modelling uncertainty from the change of model structure can be neglected . Indeed, uncertainty induced by model structures can be more significant than parameter and input data uncertainty, but such uncertainties are difficult to assess explicitly or to separate from other uncertainties during the calibration process (Beven and Binley 1992, Lindenschmidt et al. 2007 ). Furthermore, according to Beven (2001) , model structures can only be identified uniquely when two components are specified: the perceptual model describing the dominant flow processes, and the conceptual model that is the mathematical definition of those processes. Considered as one type of "explanatory uncertainty", structural uncertainty is defined as the modelling uncertainty due to the selection of an appropriate model, which includes the defined hydrological processes (perceptual model) and the mathematical description of these processes (conceptual model). In this context, the perceptual model might be more uncertain in comparison with the conceptual part, since it is usually formed based on a perceived lack of knowledge about the real processes, or a belief that the model abstracts and simplifies known processes (Neuman 2002 , Beven 2001 . For example, Newton's laws only resolve transfers of energy, matter and momentum through the environment. They do not resolve the processes that lead to changes in the storage and transfer of these elementary units. In practice, we are usually interested in the processes, as well as the transfers, because dominant process controls change through time and space.
Whereas the structural uncertainty is of more interest and importance, the range of schemes available for assessing the impact of model structure on modelling uncertainty is quite limited. Many investigations in model structures are mixed with other sensitivity or uncertainty analysis, such as parameter estimation, different discretizations or runtime errors (e.g. Uhlenbrook et al. 1999 , Butts et al. 2004 , Ewen et al. 2006 , Lindenschmidt et al. 2007 , Son and Sivapalan 2007 . Some studies (e.g. Schuol and Abbaspour 2006) have discussed the impact of model structure and model complexity on model performance, but did not address the issues of structural uncertainty separately. Butts et al. (2004) explored ten model structures with different definitions in flow processes, built-in equations and spatial distributions; root mean square error (RMSE) and correlation (R) were used to assess the performance of model structure ensembles. Lindenschmidt et al. (2007) placed emphasis on the uncertainty in equations, and the quantification of structural uncertainty is quite case-specific as it is applied in a water quality modelling system. Yang et al. (2007) did not separate input and model structural uncertainty and concluded that a high fraction of uncertainty is due to input and model structure, comparing to parameter uncertainty.
In this study, we changed the model structure (mainly in perceptual models) to facilitate the structural uncertainty analysis. Different model structures were set up with PCRaster (Van Deursen 1995, Wesseling et al. 1996) , a spatial modelling language and system. We explored the impact of different model structures on the discharge simulations for two catchments: Kielstau-a small lowland catchment in northern Germany, and XitaoXi-a mesoscale mountainous basin in the south of China. With given model inputs, we focus on the uncertainty assessment in model structure. The results of the model ensembles are assessed against a number of performance criteria for the river discharge. The derived uncertainty bounds are quantified and more detailed structural uncertainty analysis is performed using peak-flow/low-flow split testing.
With the development of a hydrological modelling framework that permits changes in the model structure and increases the model complexity within the same modelling tool, the objectives of this paper are: (a) to evaluate the performance of different model structures; (b) to identify the important hydrological processes or factors affecting model performance for each catchment; and (c) to estimate the structural uncertainty associated with river discharge simulation.
THE STUDY SITES AND DATA PREPARATION
We report in this paper the estimates of daily streamflow of two representative basins differing in all main geohydrological features (Zhang et al. 2009 ). It is thought that the selection of two different basins would be useful in optimal exploitation of their perceptual model structures and of the flexibility of the employed modelling tool. This work is also one part of a Sino-German integrated geohydrological study of two basins, comprising hydrological and geophysical surveys, the collection of hydrometeorological and hydrochemical data, streamflow simulation, exploratory water quality investigation, model uncertainty, etc. It aimed to facilitate a systematic exploitation of the river water resources. Figure 1 shows the approximate geographical locations and the digital elevation map of the two basins that were selected for the integrated geohydrological studies, namely the Kielstau basin and the XitaoXi basin.
The Kielstau basin
The Kielstau basin is located in Schleswig-Holstein, northern Germany, and covers an area of 51.5 km 2 .
The River Kielstau, approx. 11 km long, is a small stream draining the basin from northeast to southwest. The landscape is distinguished by a rather flat relief, owing to the landform process under the influence of extensive glaciation during the Pleistocene epoch. The glaciers moved back and forth in turn over long periods of time creating on this small area a mixture of different types of moraine in close succession. The whole watershed has poor drainage due to the low gradient with a maximum altitude difference of 55 m (see Fig. 1 , left) . Wedged between the North Sea and the Baltic Sea, the Kielstau catchment is characterized by moderate temperature and oceanic climate with mild, moist winters and cool, rainy summers. Snowfall is rare and occurs, on average, on 20 up to 25 days per winter. Average annual precipitation is around 860 mm, and actual evaporation around 400 mm (Schmidtke 1999) . The geological basement of the basin is dominated by Pleistocene deposits, resulting in a wide variety of soil types and soil forms in this small area. Soils mainly consist of podzol, gleysol and luvisol, formed in the Saale and Weichsel ice ages, among which gleysol belongs to the major wetland soil types (Sponagel 2005) . These are heavy soils having high field capacity and containing large proportions of clay and silt, which contribute to the formation of numerous scattered "Niedermoor" and "Hochmoor" (peatland or wetland) in the watershed. A large fraction of wetland area and near-surface groundwater level are observed in this region (Trepel 2004) , but there are no accurate mapping data for this. The dynamics of near-surface groundwater are generally determined by precipitation, and, when close to the river, by stream water level as well. In most cases, groundwater levels in the riparian wetland are higher than those in the river. The interaction between surface water and groundwater is thus active for this region, especially in the riparian wetland area. During flood events, a reversal of the flow direction could occur if the close-to-river groundwater level is lower than the stream water level (Springer 2006 ).
The XitaoXi basin
The second study area, XitaoXi, is a 2271 km 2 -sized mountainous basin located in southeast China. It is one of the major sub-basins of Taihu Lake. From the elevation map in Fig. 1 (right) , it may be seen that the topographic slope declines from southwest to northeast. In general, the whole XitaoXi basin can be characterized by three different areas with distinct topography: the upper reaches in the southeastern part are mountainous, with elevation over 600 m, accounting for about 15% of the total basin area; a 150-600-m-high hilly area in the centre accounts for 40%; and in the remaining northeastern part the topography turns into a flat outwash plain with a low hydraulic gradient. The dominant soil types are red soil and rocky soil. The ecologically and geologically diverse XitaoXi area is characterized by changing land-use patterns. The mountainous upper reaches are dominated by forest, of which about 75% has been planted with bamboo; in the middle hilly reaches, farmland and forest are in nearly equal percentage, while the downstream plain areas are mainly paddy fields (Wan et al. 2007 ). As it is situated in a semi-tropical climate zone, rainfall in the basin is monsoonal. The spatio-temporal variations in precipitation and evaporation distribution are statistically significant . Rainfall usually commences in the middle of May and continues mainly during June, July, August and September. Occasional showers occur in other months. There is usually more rainfall in the mountains than in the neighbouring plains. The average annual rainfall recorded at the eight hydrometeorological stations (Fig. 1, right) in XitaoXi basin for the years 1979-1988 was found to be 1466 mm. The annual rainfall gradually decreased from the southwest mountain area (1800 mm) to the northeast plains (1200 mm). Annual open pan evaporation for this period was estimated as 800-900 mm. Evaporation intensity from the southwest to the northeast has shown an increasing trend (Zhang et al. 2006) . The drainage pattern in the XitaoXi basin is of dendritic type. Two reservoirs-Fushishuiku and Laoshikan (near hydrostations 3 and 4 in Fig. 1 )-in the upstream areas are used for flood control in rainy seasons. The only available continuous streamflow data are recorded at the Hengtangcun and Fanjiacun stations. The river runoff values at Fanjiacun were greatly influenced by the backflow from Taihu Lake, owing to its location in the lower outwash plain, close to the XitaoXi basin outlet to Taihu Lake. In order to facilitate the comparison of runoff simulations with the measured values, the Hengtangcun station, which covers the discharge basin area of 1524 km 2 , was chosen in this study as the simulation point.
Data
The data used in the PCRaster model are: climatic data, DEM, soil and land-use data. The climatic data for Kielstau catchment were taken from the data set of Flenburg station, 9 km north of Kielstau basin (German Weather Service, Deutscher Wetterdienst, DWD). The DEM was provided by Landesvermessungsamt Kiel, and the LANU (Landesamt für Natur und Umwelt) provided river discharge values from 1983 to 1999 (at the official Soltfeld gauge station). Other spatial data such as land use and soil maps are from the BGR (Bundesamt für Geowissenschaften und Rohstoffe). Land use in the Kielstau basin is predominantly agricultural (55.82%) and grass (26.14%). All maps were converted to a raster map with a cell length of 50 m.
Daily precipitation data in the XitaoXi basin are available from eight stations within the watershed area, while evaporation data are only recorded at two stations-Fushishuiku and Hengtangcun. The discharge data set from the selected Hengtangcun gauge station is available from 1978 to 1987. All data including land-use and soil maps were provided by the Administrative Bureau of TaiHu Basin. The cell length of the raster maps is 200 m.
A long-term hydrometeorological analysis was conducted for both basins. The values for annual precipitation, potential ET and river runoff of the two basins are presented in Fig. 2 , and Fig. 3 shows the monthly mean values of rain and discharge which can be used to derive seasonal patterns for the two areas (Zhang et al. 2008) . With the maritime climate environment in the Kielstau region, there is precipitation all the year round. Neither the annual variations in rainfall, nor the seasonal ones, extend to severe extremes. Meanwhile, a quite high evapotranspiration rate is shown during the summer season. The seasonal changes of rainfall and runoff are more distinct in the XitaoXi basin because of the monsoon climate, with 75% of rain falling between April and October. The average daily runoff of the XitaoXi River (35.09 m 3 /s) is much higher than that of the Kielstau stream (0.45 m 3 /s). The difference is also significant when considering the different discharge areas of the selected gauge stations for both basins. The runoff rate per unit area is 8.82 L s -1 km -2 for Kielstau, and 23.02 L s -1 km -2 for XitaoXi. Figure  3 also presents different patterns of the two watersheds in streamflow response to summer rains. To have a better look at their correlation, we calculated the runoff efficiency based on the ratio of monthly streamflow to monthly precipitation (Wu and Johnston 2008) . The distribution of river runoff in the XitaoXi catchment is mainly controlled by rainfall.
The runoff values kept in good correlation with the variation of rainfall, with runoff efficiencies ranging from 0.22 to 0.58. The runoff efficiencies calculated for the Kielstau basin have similar values for winter, with extremely low values for the summer months, e.g. 0.08 for the month of June, making the average value drop to 0.3. The larger variations in runoff efficiency of the Kielstau basin might be caused by high evapotranspiration in the wetland area of the watershed, and its capacity to impound surface runoff or to deter the streamflow events.
THE UNCERTAINTY ANALYSIS PROCEDURE

Basic module description
The basic hydrology module-KIDS (Kielstau Discharge Simulation model)-was developed for practical purposes to facilitate further research in nutrient leaching assessment, water protection and land-use evaluation in the Kielstau area. This implies that relatively simple model approaches were chosen to operate under restricted data availability. The model calculation is based upon the water balance equation (see equation (1)), taking into account interception, precipitation, evapotranspiration (ET), and the flows to other compartments. We use mm as the unit of measure for all the water amount expressions included herein, and calculate with a daily time step:
where S is the soil water content, t is the modelling time step (d), P is precipitation, ET is evapotranspiration, I is interception, Q o is surface runoff (overland flow), and S p is percolation or seepage. Precipitation and potential evapotranspiration are required as input data. The model calculates interception from canopy and litter, combined transpiration and evaporation and the water fluxes in the soil column. The calculation of gravitydriven water percolation in the KIDS model follows the semi-empirical differential equation of Glugla (1969) . Surface runoff Q o is calculated according to equation (2). It describes soil percolation and storage calculation on the basis of derived soil parameters such as field capacity and infiltration rate of soil water deficit:
where K c is the infiltration parameter and S fk is the wetness at field capacity. The subsurface runoff or lateral flow for the soil column can be subdivided into several layers according to the soil database. This is simplified as one lumped uniform soil column for the basic KIDS model. We adjusted the amount of subsurface runoff with a lateral flow rate parameter as follows:
where Q s is subsurface flow, and K s is lateral flow rate. Runoff is then composed of three parts: surface runoff, lateral flow and groundwater discharge from the groundwater layer, which is represented as a linear storage. In the basic model M for both basins, the value of parameter K s is set equal to zero, whereas in the sub-module L, it is adjusted above zero for better comparison. More details of subsurface flow and groundwater calculation will be explained in Section 3.3.
Flow direction is then determined based on a DEM, and channel flow is modelled with fully dynamic runoff routing using kinematic wave function. The KIDS model represents a rather simple rainfall-runoff model. A very attractive feature is its applicability to small or large-scale areas, and flexibility to adapt model structures, whenever it is appropriate or necessary to take the internal variability of soil and vegetation characteristics, in particular of specific influence factors, into account. This could be done by means of additional sub-modules applied to the basic KIDS structure. Essential references are given in Hörmann et al. 2007 and Zhang et al. 2007 .
Data processing
Owing to the different sizes of the two basins and the availability of data, it is important to handle data differently to fit in a more appropriate and regionalized model.
The basic module is implemented in the Kielstau basin with a single station for precipitation and ET. The only source of climatic data is from the neighbouring Flensburg weather station, since long-term weather records within the Kielstau area were missing. One short-term data set obtained from field observations was compared with the long-term data set. The temporal variation of rainfall data was identical to the long-term records, except for some marginal differences in daily values. The spatial variation of rainfall may be considered homogeneously distributed around the local area on account of its flat topographical nature. The induced uncertainty is thus expected to be small resulting from the use of alternative climatic input data. As the soil water dynamics is described with the capacity based Glugla approach, the capacity parameters required by the model are attached to the model by external data files that are consistent with the German soil texture classification and their related capacity parameters in AG Boden 2005 (Sponagel 2005 ).
Meanwhile, deriving quantitative weather information is a more difficult task in mountainous regions such as the XitaoXi basin. Spatially-distributed rainfall or snow is important in a large and mountainous catchment for accurate hydrological prediction. Considering the XitaoXi climatic zone, only rainfall is the significant source in the hydrological cycle. Rainfall data from the eight weather stations within the study area were interpolated using Thiessen polygons. The network of ET gauges is less dense with only two stations in the area. Potential ET values were measured using the Chinese pan method ).
Development of the model structure ensembles
We used the following procedure to create the model ensemble, as shown in Fig. 4 . First, a basic module (abbreviated as M) and a group of sub-modules (represented by A, B, C etc.) are required as elementary components to build up a module pool. Secondly, the basic module M is combined with the other modules to create a group of "simple" models. These simple models are given the same letter as the submodule. The methodology of "genetic algorithm" was applied to select fitter individuals for the optimization of the model structure combinations. Taking the performance of the basic module M as a reference, only the simple models with improvement in simulation results (according to the selected criteria) are included in the next step. Finally, the basic module M is combined with all other modules to form a series of "cross-models". They are identified with the ID combination of their sub-modules; thus, the main water flow processes of a model ensemble can be easily recognized from its name, and the number of the characters is an indicator of the complexity.
We implemented a suite of model versions, representing the structural uncertainty of both watersheds. The basic KIDS model concept is taken as module M, and six sub-modules are developed for both Kielstau basin (H, L, T, G, D, W) and XitaoXi basin (P, E, G, L, T, R).
Models H and M: Kielstau
To describe the potential evapotranspiration (ET p ) two different approaches were used: calculation of ET p with the empirical Haude formula (Haude 1958) in model H using crop-specific monthly coefficients, and calculation of a reference ET for grass with the FAO Penman-Monteith method (Allen et al. 1998 ) in the basic model M.
Traditionally the Haude evapotranspiration formula (equation (4)) was widely used in Germany with temperature (t in • C) and relative humidity (rH in %) measured at 14:00 h required as inputs. For different types of land use, monthly coefficients (a) for the Haude formula are given reflecting the state of the plants in an average annual growth cycle. Thus:
where a (-) is the Haude coefficient (from monthly tables, crop specific); e s14 (hPa) is saturated vapour pressure at 14:00 h local time, calculated based on temperature; and rH 14 (%) is relative humidity at 14:00 h local time.
The FAO Penman-Monteith formula to estimate the reference evapotranspiration (ET 0 ) was derived by utilizing some assumed constant parameters and simplifying the air density term, as shown in equation (5). The equation requires standard climatological records of solar radiation (sunshine), air temperature, humidity, and wind speed:
where ET 0 (mm d -1 ) is reference evapotranspiration, R n (MJ m -2 d -1 ) is net radiation at the crop surface, G (MJ m -2 d -1 ) is soil heat flux density, T ( • C) is mean daily air temperature at 2 m height, u 2 (m s -1 ) is wind speed at 2 m height, e s (kPa) is saturated vapour pressure, e a (kPa) is actual vapour pressure, e s -e a (kPa) is the saturated vapour pressure deficit, (kPa • C -1 ) is the slope vapour pressure curve, and γ (kPa • C -1 ) is a psychrometric constant. The evapotranspiration estimate by the Haude approach was distinctly less satisfactory. The potential ET p for Haude is only 51 mm year -1 higher than the ET a calculated by the M model. A further analysis of the monthly values shows that the summer evaporation is greatly underestimated and the growth of the plants starts earlier than predicted by the Haude method. The FAO Penman-Monteith method is thus recommended as the standard method for the definition and computation of the reference evapotranspiration to all other models of the Kielstau watershed.
Models G, L and T: Kielstau and
XitaoXi A threshold of groundwater outflow to river is set in model G, in order to restrict the impact of groundwater on discharge, as defined by:
where G is groundwater storage, I g the inflow to groundwater aquifer, Q g the groundwater discharge to runoff, K g the groundwater outflow rate, and G m the maximum daily groundwater outflow or groundwater outflow threshold. Combining equations (6) and (7) yields the daily groundwater dynamics. The lateral flow model L is adjusted with a positive value of the lateral flow rate K s , as shown in equation (3). The evapotranspiration for different land-use types or crop surface is considered in model T. For Kielstau, we calculate the crop specific evapotranspiration ET c for other crops (equation (8)) referring to Penman-Monteith method, with land-use coefficients (K c ) that relate ET c to ET 0 , the standard reference evapotranspiration.
For XitaoXi, the potential evapotranspiration measured by pan method proved its practical value in Jin and Gao (2006) . It has been used successfully to estimate reference evapotranspiration by observing the evaporation loss from a water surface and applying empirical coefficients to relate reference evapotranspiration to pan evaporation:
where ET r is the reference evapotranspiration in the XitaoXi area, K p the pan coefficient, and E pan the pan evaporation.
Models D and W: Kielstau
In Kielstau large areas of drainage were observed to combat the problem of water logging associated with flat topography and high water tables. The leakage of water from the network of water distribution through the manmade drainage channels is thus another important factor considered in model D, functioning as in equation (10). In this conceptual relationship, the soil types are the function controlling the curvature of drainage volume:
where D is the drained water volume, K d is a drainage factor, S is the available soil water storage, and L d is the lateral inflow volume (lateral seepage from irrigation canals and drainage channels). We introduced an additional wetland layer in model W. The dynamics of wetland water can be described as:
where W is wetland water storage; I w the incoming water volume influenced by precipitation, interception and soil moisture; E w the water loss from wetland, mainly evapotranspiration; and Q w the wetland water seepage contributing to runoff. Evaporation is frequently the most significant loss of water from a wetland as noted by Tagaki et al. (1998) . This is also supported by a summery of studies on hydrological functions of wetlands (Bullock and Acreman 2003) . Among all the collated reference studies, there is strong evidence that wetlands evaporate more water than other land types, such as grassland, forests or arable land. From the data analysis for Kielstau, the river runoff reveals a similar feature influenced by higher evaporation from wetlands. However, investigations into the wetland evaporation rate for Kielstau suffer from a lack of reliable measurements, as climatic data are not collected routinely from wetland areas. In a review of evapotranspiration rates measured in a Danish wetland study, it was found that wetland evaporation is 1.3 to 1.5 times higher than grassland evaporation (Andersen 2003) . Thus, within the framework provided by a water budget investigation, we set a factor of 1.3 times the reference evaporation for the wetland area, to model realistic wetland conditions in the KIDS model. The fraction of wetland is unknown. By reclassifying soil types Peat and Gley soil as wetland, it is estimated as 12%. Another consequential effect of water stagnation is substantial water storage within wetlands. This results in no limitation of available water to support the assumed higher potential evaporation transferring into actual evaporation. All these factors led to a transformation of the conceptual model from the basic one into the wetland model W.
Models P, E and M: XitaoXi
Three models with differences in spatial distribution of climatic input data are test for the XitaoXi catchment in order to compare the results. They are: model Plumped precipitation distribution and two sub-basin distributed ET p ; model E-lumped ET p distribution and eight sub-basin distributed precipitation; and model M-spatial distribution in both precipitation and ET p .
Model R: XitaoXi
In the southeast upstream area of the XitaoXi catchment are the two reservoirs Fushishuiku and Laoshikan (near hydrostations 3 and 4 in Fig. 1 ). They are primarily used for irrigation during the dry season and flood control during the rainy season. According to Jin and Gao (2006) , the outflow from the reservoirs is controlled with some set-up water storage levels, as equation (13) suggests:
where R t is reservoir storage at time t; P r is the net rainfall in the reservoir area; Q r is the daily outflow from the reservoir; Q strict , Q normal and Q max denote conservative storage, normal storage, flood storage, and x, y and z are defined outflow amounts from reservoir in different cases. Both equations (12) and (13) describe the function of reservoir in our model R. Due to data restriction, it may be arguable that the large reservoirs are considered as points in the simulation (van der Knijff and de Roo 2008).
A short description of the main distinguishing features of all sub-modules is given in Table 1 .
Parameter calibration
This study was made to investigate model structure as one of the sources of uncertainty, but it was quite difficult to calculate explicitly (Radwan et al. 2004 , Lindenschmidt et al. 2007 ). However, each simple or combined model here has a different set of parameters, which needs to be calibrated; hence a strict division of parameter and structural uncertainty was not quantified. An automatic parameter calibration scheme (Schmitz et al. 2009 ) was employed in the PCRaster language environment to optimize parameter estimations for each model. This is designed as searching for the optimal parametric values targeting a high Nash-Sutcliffe value (Nash and Sutcliffe 1970) . Given that the calibration result may lead to significant parameter uncertainty and equifinality between parameter sets, ten parameters sets coming from the simulation runs are retained for each model in terms of model capability to reproduce measured data. Therefore the model is consistent and can be meaningful for further model structure analysis. In this case, attention is given to the uncertainty in the process description represented by the model or sub-module ensembles and less to the uncertainty in the parameters.
Criteria for uncertainty evaluation
Traditionally, model performance is evaluated with different numeric criteria Sorooshian 1998, Krause et al. 2005) . For this study we used Nash-Sutcliffe index (NS; Nash and Sutcliffe, 1970) , regression coefficient R 2 and the difference of sum predicted and observed discharge values per year. These represent modelling efficiency, the match to the shape of the hydrographs and the water balance error, respectively. The combination of these three criteria is also used to decide which sub-modules will be included to form the cross-models.
We use two measures to quantify the deduced model prediction uncertainty. A normalized measure Jin and Gao (2006) of the dispersion in the simulation ensemble was selected to indicate the influence of the variances in model structures on the uncertainty in flow simulations. This measure, termed R factor (Schuol and Abbaspour 2006) , was defined as the average thickness of the prediction uncertainty among all ensemble runoff values at each time step normalized by the standard deviation of the measure data within a selected period. Another measure quantifying the strength of the model uncertainty is the P factor (Abbaspour et al. 2004) , which is the percentage of measured data bracketed by the band of prediction uncertainty. The ideal situation would be to have an R factor value close to zero, and in the meantime to bracket most of the measured data within the uncertainty band. This method is suitable for comparing ensemble dispersion of different scenarios and it is independent of the shape of the observed flows. The different contribution of the simulation uncertainty in low-flow and peak-flow seasons to the overall structural uncertainty will be assessed by examining patterns of behaviour in the R factor measure.
RESULTS AND DISCUSSION
Performance of model structure ensemble
According to the three criteria, the performances of all model structures of the two study basins are compared, as shown in Fig. 5 . There are 17 models tested for each watershed, including seven simple and ten cross-models.
For the Kielstau basin, two simple models-H and T-did not perform as well as the basic module in any of the three criteria. Both models failed because of the evapotranspiration estimation. As expected, the Penman-Monteith method used in the basic model M can achieve a better result than the simple empirical Haude approach to calculate the potential evaporation. This may suggest that the Haude formula, especially the embraced monthly coefficients, needs further verification for a specific region before it can be applied in a model. This study shows that the summer evaporation is greatly underestimated and the growth of the plants starts earlier than predicted by the Haude method. The model T with an integration of land-use adjusted ET 0 has similar problems. The land-use coefficients referring to Penman-Monteith method did not help much to make a good estimation of the high evaporation rate at summer seasons. Models L and G could induce only little changes in model performance, with a minor improvement in the water balance error as the model G restrains groundwater recharging. Comparing the performance of all simple models shows that the influence of drainage and wetland fraction makes a great difference in model efficiency. The drainage process used in model D gives the most significant improvement. This can be observed in the performances of cross-models as well: models including drainage achieve relatively higher NS value and less water balance error. The combination of drainage and wetland fractions-model DW-outperformed hydrological simulations from all cross-models. Note that the Kielstau region is a very flat landscape with open drainage ditches and a large area covered by wetlands; these must be essential elements in the local hydrological cycle. Moreover, the analysis of the Kielstau data set shows a low runoff to precipitation ratio with an average value of 0.318, whereas for Schleswig-Holstein, runoff is typically slightly below 50% of precipitation (Schmidtke 1999) . Possible explanations for the lower discharge in summer and autumn (see Fig. 3 ) could be either that there is additional water loss by drainage and extra evapotranspiration is underestimated, or that the hydrological functions of e.g. wetland are ignored, or a part of both. Further data requirements and analysis are needed in support of the justification of these assumptions. The method of modelling with simple structure assumption here may provide useful information on the modelling uniqueness in this study area for any subsequent model applications.
The well performing DW model shows that the integration of drainage and wetland fraction in the model creates a better fit of the simulated and measured runoff for the Kielstau basin. It decreases the large amount of excess runoff during the low flow periods. Water is extracted by the additional wetland storage mostly, drainage and high evaporation during summer and autumn seasons. It could thus represent the observed low runoff/precipitation characteristics in a better way. This may be the most appropriate model structure in all tested models for the catchment.
For the XitaoXi basin, the results of simple models demonstrate a strong link between the model performance and the spatial distribution of input climatic data. The model M with sub-basin distributed evaporation and precipitation has better performance than the model P and E in all three criteria. It is clear from the results that the regionalization of all hydroclimatological inputs should be handled with extreme care for large and mountainous watersheds like the XitaoXi basin. Therefore P and E were excluded from the cross-model procedure. Just two ET observation stations in model M can not provide sufficient information to quantify the spatial distribution of ET in the basin. Model T has shown further improvements in simulation results by updating ET data with land-use information. Furthermore, no significant enhancement in model simulation is observed in model L, the lateral flow model. This may suggest that the river discharge mainly comes from surface runoff since the dominant soil types are red soil and rocky soil, which tend to have limited water storage capacity and low permeability. A study from Xu et al. (2007) also indicates that saturation excess surface runoff is probably the dominant process for the XitaoXi catchment. The inclusion of two large reservoirs in the upstream basin (model R) did not improve the results drastically; it only decreased some peak discharges. The fact that large reservoirs are only modelled as points in the simulation may contribute to this, as significantly higher evaporation losses from the reservoir areas may be ignored. Among all the models, best performance is achieved by the model GT, which is coupled with groundwater outflow threshold, and spatial distribution of evaporation adjusted with land-use coefficients. It does not make a distinct increase in NS value, but a high R value and close-to-zero balance error may indicate that the runoff producing process of model GT suits the best to match the shape of hydrographs. This indicates to a certain extent that an appropriate input transformation process for the heterogeneous XitaoXi basin is a crucial step in model simulation, and the influence from the groundwater in the hilly region is very limited. The GT model structure may better capture the hydrological mechanisms reflected in the performance assessment. Figure 5 also shows the complexity level of model structure indicated by the number of characters on its model ID. The model prediction ability is increasing to some extent with the model complexity level. At the first stage, the simple perceptual rainfallrunoff models perform relatively poorly for both watersheds. However, the most complicated model, which is coupled with all available sub-modules, does not necessarily report the best simulation result. Model performance depends strongly on model structure, but there is a trade-off between model complexity and simulation quality. The results demonstrate that the importance of various model structures is to a high degree case-dependent. The modules for the most significant improvement of model performance are different for two basins.
Model structural uncertainty analysis
An important goal for this paper is to highlight an example of structural uncertainty. Although it would be of some interest to break down the total uncertainty into its various components, it is quite difficult to do so and, as far as the authors are aware, no reliable procedure yet exists. It is generally impossible to exclude uncertainties from other sources owing to the inherent interrelations of all factors in any modelling procedure. For example, when the model structure is changed in any part of process description, it would unavoidably involve changes associated with system input and calibration procedures. We can find a typical example of this, such as the sub-modules P, E and M in the XitaoXi models, which were more concerned with input data changes than with model structure. All the changes contribute to aggregate uncertainty so that it is difficult to tell the individual effect from each source. Therefore the uncertainty generated here account for all uncertainties.
However, this study endeavoured to focus on model structural analysis by investigating different perceptual models and to a large extent eliminating influences from other uncertainty sources. In this context, these prediction uncertainties are closely linked to the model structural errors arising from the aggregation of real world process into a modelling simplification.
The uncertainties are reflected in the discharge simulation presented in Fig. 6 . The simulation results show a substantial variation in the hydrographs produced by the different model structures. This variation can be used as an estimate of the structure uncertainty of the selected models.
The shaded area in Fig. 6 represents the predicted simulation uncertainty for the years 1990-1995 in the Kielstau catchment, and for the years 1979-1983 in the XitaoXi basin. There is a high variation in model simulations caused by the different model structures. For the Kielstau catchment, 52.31% of the observed data (P factor) is bracketed by the uncertainty bound. The R factor is calculated as 0.58, which quantifies the thickness of the uncertainty bound. The predicted uncertainty band for the XitaoXi basin bracketed 61.54% of the observations, with an R factor of 0.51. It is notable that there are huge differences in runoff scales for the two basins in Fig. 6 , which may explain why the dispersions of the ensemble model structures in the two basins are so different by visual comparison. The variation of all model simulations for the Kielstau catchment looks wider than that for the XitaoXi catchment. As these hydrographs for the Kielstau basin indicate, there is always a certain amount of diffusion and dispersion in the low flows, especially during summer seasons, and around the peaks. This gives rise to attenuation and modifications in the peak amplitude and shape, respectively, while the XitaoXi hydrographs give much tighter uncertainty bounds, and are generally centred on the observations. It has better results in the timing and magnitude of variations at any flow stages, with most of the peaks covered by the uncertainty band. However, the results for both basins are quantitatively similar. Judging from the two uncertainty measures, the derived perceptual model uncertainty bounds exhibit appropriate coverage (P factor > 50%), and R factors are in the acceptable range (when it is small than 1, cf. Schuol and Abbaspour 2006) . These reproduce the aggregation of all uncertainties, with explicit accounting for model structural errors. More accurate uncertainty bounds may be obtained by fitting distributions around the prediction of appropriate individual models, which would be a further parameter uncertainty research in future work.
Peak-flow low-flow split testing
To examine the uncertainty behaviour further, we use peak-flow low-flow split testing to take a closer look at the patterns of structural uncertainty. For comparison the monthly mean discharge data are plotted instead of the daily values. All months are divided Fig. 6 Simulation results of different model structures for two study basins, with the shaded area showing the uncertainty intervals along with the measured discharge. Fig. 7 Values of R factor for low-flow and peak-flow periods in the two study areas.
into peak-flow and low-flow seasons by the average discharge value of all years. Then the R factor is calculated for each season and the result is shown in Fig. 7 . It reveals a clear pattern of how much each flow period contributed to the overall uncertainty during the whole period. Significantly smaller values are noted for the peak-flow months in Kielstau basin and higher values for low-flows. An analogous pattern is also observed for the completely different XitaoXi basin. Apparently low-flow seasons contribute more to the overall uncertainty than peak-flow seasons. It seems be more difficult to simulate river discharges at low-flow seasons. The results highlight problems related to the simulation of low flow. Worth mentioning is, that in a lot of papers about hydrological modelling (e.g. Yang et al. 2007 ) the authors argued that baseflow is easier to simulate, because in the peakflow season, river flow may come from surface runoff, interflow and groundwater discharge, while in lowflow season, it is mainly dependant on groundwater discharge. It is obviously recognized that more factors have impacts on runoff generation during peak-flow time, but more uncertainty sources do not necessarily produce more prediction uncertainty in hydrological modelling. The power of influence from each factor on model simulation must be considered as well. Rainfall generally has the most significant impact on runoff generation, particularly in peak-flow season. And the relationship between rainfall and runoff is the most essential structure in all hydrological modelling. This rainfall-runoff relationship is thus better understood and implemented than other runoff-influencing factors such as groundwater and lateral flows. And in most cases rainfall is the major factor influencing runoff processes in peak-flow seasons. For those model structures with a dominating rainfall-runoff relationship, the peak-flows can be better reproduced. This is why we suggest that there are some other factors contributing to model uncertainty for low-flow seasons that need further investigation.
CONCLUSIONS
Modelling uncertainty associated with model structure errors is difficult to assess, not only theoretically, but also technically. This study developed a hydrological modelling framework that allows changes in model structure complexity, and investigated the structural uncertainty associated with river runoff simulations.
The simple KIDS hydrological model was tested for two watersheds with completely different characteristics. An extension of model structures with ensemble sub-modules was successfully applied to the implementation of the KIDS model. These models are plausible alternatives for the discharge simulation incorporating the main processes occurring in the selected river basins. We examined the impact of model structure on the hydrological simulations and evaluated the different model structures against a number of performance criteria for two study basins. Relating topological, geological and physical characteristics of the Kielstau River basin to the runoff simulation is essential for assessing the hydrological impacts of low gradient, wetland and high groundwater table in this basin. Since it is difficult to do such work with insufficient relevant data, some simplifying or assumptions are often necessary. Within the selected modelling framework, model DW performed better than other ones as it considered the possible influence of drainage and wetland. For the XitaoXi basin, accurate distributions of precipitation and evapotranspiration are two of the determining factors for the success of the river flow simulations. The two case studies indicated that hydrological models need careful site-specific priors and adaptations for a sound runoff simulation. It can also be concluded from the results that the extended KIDS model ensemble is generally applicable as a model structure test method for hydrological simulations under significantly different watershed conditions. The related model structural uncertainty is estimated through the dispersion range of flow simulation ensembles around the observed data. Our approach leads to an acceptable mechanical and statistical description of simulation uncertainty, as quantified by the two measures-P factor and R factor. A peakflow/low-flow split testing shows a similar pattern in both catchments: the uncertainties in baseflow are higher than in peak-flow periods. The reason for this is that, during the peak-flow or wet periods, the influence of other factors such as soil moisture or groundwater discharge is marginal, because of the dominant influence of rainfall, which is the factor that best accounted for runoff generation in our models.
Although some simplifications or assumptions in the model structure exploration might be arguable, we presented an effective method for practical model structural uncertainty estimations for the two study basins. Here, it was proved that an assumption and its model simplification (such as wetland in Kielstau or ET distribution in XitaoXi) are more critical than it may seem. In addition, all the adaptations in this paper have been based on field observations and data investigations, which greatly facilitated model analysis. Important conclusions that can be drawn from the results include: that wetlands must be a critical part of integrated water resources management in the Kielstau River basin, and that more refined climatological data would greatly increase model reliability for the XitaoXi catchment.
Finally, the variations in model simulations provided by the different model structures are interpreted as a result of the uncertainty in model structure. This incorporates a challenging problem of how to separate and define the model structural uncertainty explicitly. When only structural errors are inferred, the produced simulation uncertainties do not represent structural errors exclusively and are also contaminated by parameter estimation errors and input data errors. Hence, for this study, the simulation variations are considered to represent uncertainties mainly from structural errors but with influences from other uncertainty sources. Future work is recommended for further uncertainty investigation when considering other sources of uncertainty, such as parameter uncertainty and input data uncertainty. An attempt is made in this paper to strengthen the view that it is of great importance to explore different model structures to improve the overall accuracy of the simulations and to assess modelling uncertainty.
