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for over forty years, null hypothesis significance testing 
and P values have been questioned by statistical commentators, 
their utility criticized on philosophical and practical grounds 
(Halsey et al. 2015; Cohen 1994). Luckily, the preferred statisti-
cal methodology is accessible with modest re-training. An obsta-
cle to the adoption of this alternative is a basic branding prob-
lem: it does not have a widely-used name. We suggest the most 
appropriate name for this superior approach is ‘estimation sta-
tistics,’ a term describing the methods that focus on the estima-
tion of eﬀect sizes (point estimates) and their confidence inter-
vals (precision estimates). Estimation statistics oﬀers several key 
benefits.  
Estimation gives a more informative way to analyze and inter-
pret results. For example, for an experiment with two indepen-
dent groups the estimation counterpart to a t-test is to calculate 
the mean diﬀerence and its confidence interval (Cumming 
2012). The mean diﬀerence (md) is calculated as one mean mi-
nus the other, while its confidence interval falls between md - 
(1.96 × semd) and md + (1.96 × semd), where semd is the 
pooled standard error of md (Altman et al. 2000). Knowing and 
thinking about the magnitude and precision of an eﬀect is more 
useful to quantitative science than contemplating the probability 
of observing data of at least that extremity, assuming absolutely 
no eﬀect. An old joke about the science of metal springs says 
that estimation reveals the proportionality between force and 
extension (Hooke’s law), while P just tells you “when you pull on 
it, it gets longer” (Tukey 1969). Medical research has led the way 
in adopting estimation statistics. Using the eﬀect size in the clin-
ical context rightfully places the focus on the magnitude of a 
treatment’s benefit. In basic research, using eﬀect sizes facili-
tates quantitative comparisons and models (like Hooke’s law of 
elasticity), and—importantly—encourages data analysts to think 
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about the metrics they use and how they relate to the natural 
processes under study. 
The second key benefit of estimation statistics is synthesizing 
data from published sources using the methods of systematic 
review and meta-analysis. Meta-analysis is a way to average ef-
fect sizes from diﬀerent studies, a method that produces a more 
precise overall estimate (a narrower confidence interval). In 
medical research, meta-analytic studies of randomized con-
trolled clinical trials are considered the strongest form of med-
ical evidence: they are used to reconcile discordant results, pro-
duce precise estimates of treatment eﬀects, identify knowledge 
gaps, guide clinical practice and inform further investigation. 
Meta-analyses are published in numerous medical journals (e.g., 
The Lancet, The BMJ) as a quantitative alternative to the con-
ventional ‘he said/she said’ narrative review. Meta-analytic 
studies are also now being used in preclinical research (Vesteri-
nen et al. 2014), for example a recent study showing that the an-
imal model literature on stroke overstates eﬃcacy (Sena et al. 
2010). 
Estimation statistics’ third important benefit is its use of model 
construction to quantify trends in either primary or published 
data. Models can be basic or more advanced, such as multivari-
ate meta-regression, a method that accounts for sources of ex-
perimental heterogeneity in complex data. Like clinical data, 
basic research results are well-suited to the use of multivariate 
models to analyze both primary and pooled published data from 
complex experimental designs, especially when the data have 
high integrity (Yildizoglu et al. 2015). 
Estimation statistics use remains rare in basic research. This 
situation may improve with increasing awareness of the limita-
tions of significance testing. Estimation is a comprehensive 
analysis framework that oﬀers a better way to interpret data, 
quantitative literature review methods and techniques to analyze 
heterogeneous data; it can be readily adopted as a replacement 
for significance testing. 
This letter was previously published in nature methods. 
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questions for the authors

Why don’t you criticize significance testing more? 
Criticism of P values has a rich, long history dating back to be-
fore John Tukey’s 1969 mockery of the technique (Tukey 1969; 
Morrison and Henkel 2006). The aim here was not to attempt to 
reiterate all these arguments, but to identify and define estima-
tion statistics at a time when this is urgently needed. We hope to 
‘brand’ estimation statistics and to define this framework as in-
cluding the reporting of eﬀect sizes as well as systematic review, 
meta-analysis and mixed models. 
Meta-analysis can produce a P value as well, why do you 
consider meta-analysis to be an estimation method? 
Meta-analysis is entirely dependent on estimation: a meta-ana-
lyst extracts eﬀect sizes and their precision, and then performs 
weighted averaging to calculate a synthetic eﬀect size. Individual 
P values are irrelevant to this process. It is true that at the end of 
this process one can calculate a P value for that meta-analytic 
eﬀect size, but in the view of the estimation school this is beside 
the point. The main benefit of meta-analysis is the acquisition of 
a precise estimate, which can be used to inform cost-benefit 
analysis (for clinical interventions) or quantitative models of the 
biological mechanism (for biological experiments). 
How will using estimation statistics solve the problem of 
poor reproducibility in the literature? 
The estimation school views the false dichotomization of signifi-
cance testing into true/false states as one of the major problems 
with this method. Presenting results in dichotomous terms can 
accentuate discordance while failing to deal with the continuous 
nature of data. Establishing estimation statistics as an identifi-
able methodological framework is one step on the way to grap-
pling with these other issues. 
How might estimation help quantitative modeling of biologi-
cal systems? 
Consider the computational biologist of the future, extracting 
data from today’s literature so as to define parameters in a 
mathematical model of a molecular pathway. She is not aiming 
to extract or use P values in the model, but is hoping to find es-
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timates of each molecule’s role in the pathway. If she is perform-
ing meta-analysis, she will be using the eﬀect sizes. She will not 
be calculating the probability of observing a particular eﬀect size 
or greater under the assumption that the molecule plays abso-
lutely no role in the pathway, and whether that probability is 
above or below some arbitrary threshold. 
Estimation might have relevance to clinical research, which 
measures real-world patient outcomes with practical rele-
vance. How would this apply to basic research in which met-
rics are often abstract or complex? 
One of the important benefits of using estimation for interpreta-
tion it that it encourages researchers to think about the quantita-
tive and theoretical importance of experimental findings. Cur-
rently, almost all research articles already contain metrics that 
could be readily employed as eﬀect sizes, but are often ignored 
in the rush to calculate P values. For example, in the memory 
genetics field, assay metrics are routinely reported as quantita-
tive values in bar charts, e.g. mutant and wild type memory 
scores.  
Ideally, researchers would report, discuss and interpret an inter-
vention’s eﬀect size (e.g. wild type score minus mutant score). 
Instead, researchers report and discuss the probability of seeing 
such a large contrast or greater assuming that there is really no 
diﬀerence between the two and whether that probability falls 
above or below an arbitrary threshold. Relating the memory con-
trast values to a quantitative model of memory in many cases 
never occurs because significance testing tends to limit interpre-
tation to simply whether a mutation has an eﬀect or not (false 
dichotomization).  
If currently used metrics and eﬀect sizes are not optimal, then 
this needs to be discussed and improved, but the use of yes/no 
tests impedes this. Without a shift to estimation, discussions of 
the theoretical or practical relevance of experimental eﬀect sizes 
are unlikely to be initiated in the many fields currently using sig-
nificance testing.  
Why am I only hearing about estimation statistics now? 
Previous branding attempts have so far failed to catch on. The 
importance of branding at this moment is apparent as the refuta-
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tion of P values has left confusion in the minds of many scien-
tists about what can replace significance testing. One editorial 
maintains that biologists should retain significance testing, but 
adopt a greatly smaller alpha (Horton 2015). Another article 
mourns the loss of P values and proposes that the alternative is 
Bayesian statistics, a methodology that would require substantial 
retraining for most (Nuzzo 2015). We believe that estimation 
provides the ideal upgrade for the majority of researchers’ 
analysis needs. 
Why can’t P values be used in combination with estimation 
statistics? 
We suggest that scientists use estimation for data analysis, inter-
pretation and discussion. If—despite the overwhelming case 
against significance testing—reviewers and/or editors demand P 
values from you, these can be provided pro forma but either not 
referred to, or referred to as little as possible in the text, thus 
minimizing the damage. 
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