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onlinear evolution equations (NLEEs) are widely used to 
escribe many phenomena and processes in various scientiﬁc 
elds, such as ﬂuid mechanics, plasma physics, optical ﬁbres, bi- Tel.: +90 5055835571. 
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ttp://dx.doi.org/10.1016/j.joems.2016.01.007 logy, solid state physics, chemical kinematics, chemical physics, 
eochemistry, etc. So, the investigation of exact solutions for 
onlinear evolution equations (NLEEs) plays an important role 
or the understanding of most nonlinear physical phenomena 
r ﬁnding new phenomena. Moreover, the exact solutions of 
onlinear evolution equations aid the numerical solvers to as- 
ess the correctness of their results and assist them in the sta-
ility analysis. Therefore, investigation of the exact solutions of 
LEEs has become a major concern for many researchers. So, 
o obtain the travelling wave solutions, many powerful meth- 
ds were attempted, such as inverse scattering method [1] , Hi-
ota’s bilinear method [2] , Backlund transformation [3] , sine- 
osine method [4,5] , homogenous balance method [6] , homo- 
opy perturbation method [7] , variational method [8] , improved duction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ). 
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 tanh function method [9,10] , exp-function method [11,12] . Re-
cently, the pioneer work Wang et al. [13] introduced the ( G 
′ 
G )-
expansion method to ﬁnd travelling wave solutions of nonlinear
partial diﬀerential equations. The main idea of this method is
that the travelling wave solutions of nonlinear equations can
be expressed by polynomial in ( G 
′ 
G ), where G = G (ξ ) satisﬁes
the second order linear ordinary diﬀerential equation G ′′ (ξ ) +
λG ′ (ξ ) + μG (ξ ) = 0 , where ξ = x − ct and λ, μ and c are con-
stants [14] . The degree of the polynomial can be accomplished
by balancing the linear term(s) of highest order with the high-
est order nonlinear term(s) in the NLPDEs and the coeﬃcients
of the polynomial can be obtained by solving a set of alge-
braic equations resulting from the process of using the proposed
method. This method is widely used by the reference therein
[13–23] . 
In this work we consider the Schamel–KdV (s-KdV) and
Schamel equations as follows respectively, 
u t + (αu 1 2 + βu ) u x + δu xxx = 0 , δβ  = 0 (1)
u t + u 1 2 u x + δu xxx = 0 (2)
where α, β and δ are constants which they are refer to the ac-
tivation trapping, the convection and the dispersion coeﬃcients
respectively. Eq. (1) arises in number of scientiﬁc models, such
as plasma physics and optical ﬁbre. This equation describes the
nonlinear interaction of ion-acoustic waves when electron trap-
ping is present and also it governs the electrostatic potential for
a certain electron distribution in velocity space [24] . We mention
that, the Eq. (1) is a particular case of the generalised Gardner
equations and also it contains the KdV equation when α = 0
and the Schamel equation when β = 0 [24,25] . Eq. (2) is used
to govern the propagation of ion-acoustic waves in a cold-ion
plasma where some of the electrons do not behave isothermally
during the passage of the wave but are trapped in it. The square
root in the nonlinear term then translates to lowest order some
of the kinetic eﬀects, associated with electron trapping. Since
these equations describe many phenomena in plasma physics
and optical ﬁbre, it is important to ﬁnd exact wave solutions of
Eqs. (1) and (2) . 
The extended ( G 
′ 
G )-expansion method, based on the ( 
G ′ 
G )-
expansion method, is used to obtain exact solutions of
Eqs. (1) and (2) . The main diﬀerence between this method and
Wang’s ( G 
′ 
G )-expansion method is that we assume a new sym-
metric form U (ξ ) = a 0 + 
∑ m 
i= −m [ a i ( 
G ′ 
G ) 
i ] for the solutions, in-
stead of U (ξ ) = ∑ m i=0 [ a i ( G ′ G ) i ] in his method. This method has
some pronounced merits over other methods like sine-cosine
method, diﬀerential transform method, exp-function method,
homotopy perturbation method: The solution procedure is di-
rect and simple. The general solution has been obtained this
method without approximation. The initial and boundary con-
ditions haven’t been required. The availability of computer sys-
tems like Maple, Mathematica or Matlab facilitates the tedious
algebraic calculations. This method is elementary and eﬀec-
tive. The obtained exact solutions are important to expose most
complex physical phenomena or to ﬁnd new phenomena. More-
over, these solutions aid the numerical solvers to assess the
correctness of their results. We have noted that this method
changes the given diﬃcult problems which can be solved
easily. 2. Description of the extended ( G 
′ 
G )-expansion method 
Suppose that a non-linear partial equation is given by: 
Q (u, u t , u x , u tt , u xx , u xt , ... ) = 0 (3)
where u = u (x, t) is an unknown function, Q is a polynomial in
u = u (x, t) and its partial derivatives, in which the highest or-
der derivatives and nonlinear terms are involved. In the follow-
ing lines, we give the main steps of the extended ( G 
′ 
G )-expansion
method [14] . 
Step 1. The travelling wave variable as follow: 
u = u (x, t) = U (ξ ) , ξ = x − ct. 
where c is constant. After transform Eq. (3) is reduced to an
ODE for u = U (ξ ) in the form: 
Q ′ (U, U ′ , −cU ′ , −c 2 U ′′ , −cU ′′ , U ′′′ , ... ) = 0 (4)
Step 2. Supposed that the solutions of Eq. (4) can be ex-
pressed by a polynomial in ( G 
′ 
G ) as follows: 
 (ξ ) = a 0 + 
m ∑ 
i=1 
[ 
a i 
(
G ′ 
G 
)i 
+ b i 
(
G ′ 
G 
)−i ] 
(5)
where G = G (ξ ) satisﬁes the second order LODE in the form: 
G ′′ (ξ ) + λG ′ (ξ ) + μG (ξ ) = 0 (6)
where a 0 , a i , b i (i = 1 , 2 , . . . , m ) , c , λ and μ are constants to be
determined later. The positive integer m can be determined by
considering the homogeneous balance between the highest or-
der derivatives and highest order non-linear terms appearing in
Eq. (4) . 
Step 3. Substituting Eq. (5) into Eq. (4) and using
Eq. (6) , collecting all terms with the same power of ( G 
′ 
G ) to-
gether, and then equating each coeﬃcient of the resulted poly-
nomial to zero, yields a set of algebraic equations for a 0 , a i , b i
(i = 1 , 2 , . . . , m ) , c , λ and μ. 
Step 4. As a ﬁnal step , since the general solutions of the
second order LODE Eq. (6) have been well known for us,
then a 0 , a i , b i , λ, μ, c and the general solutions of Eq. (6) into
Eq. (5) we have more travelling wave solutions of the Eq. (3) .
Solutions of Eq. (6) depending on whether λ2 − 4 μ > 0 , λ2 −
4 μ < 0 , λ2 − 4 μ = 0 , 
G ′ (ξ ) 
G (ξ ) 
= 
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
√ 
λ2 −4 μ
2 
(
C 1 cosh ( 
1 
2 
√ 
λ2 −4 μ) ξ+ C 2 sinh ( 1 2 
√ 
λ2 −4 μ) ξ
C 1 sinh ( 
1 
2 
√ 
λ2 −4 μ) ξ+ C 2 cosh ( 1 2 
√ 
λ2 −4 μ) ξ
)
− λ2 , λ2 − 4 μ > 0
√ 
4 μ−λ2 
2 
(
C 1 cos ( 
1 
2 
√ 
4 μ−λ2 ) ξ−C 2 sin 1 2 
√ 
4 μ−λ2 ) ξ
C 1 sin ( 
1 
2 
√ 
4 μ−λ2 ) ξ+ C 2 cos ( 1 2 
√ 
4 μ−λ2 ) ξ
)
− λ2 , λ2 − 4 μ < 0 (
C 2 
C 1 + C 2 ξ −
λ
2 
)
, λ2 − 4 μ = 0 
(7)
where C 1 and C 2 are arbitrary constants. 
3. Applications to the Schamel–Korteweg–de Vries (s-KdV) and 
Schamel equations 
In this section, we apply the extended ( G 
′ 
G )-expansion method
to construct the travelling wave solutions for the s-KdV and the
Schamel equations. 
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u.1. The Schamel–Korteweg–de Vries equation 
et us consider, the Schamel–Korteweg–de Vries equation 
24,25] 
 t + (αu 1 2 + βu ) u x + δu xxx = 0 (8) 
et 
 (x, t) = v 2 (x, t) , v (x, t) = V (ξ ) , ξ = x − ct, (9) 
here α, β, δ and c are constants. After the transform (9) , we
et: 
cV V ′ + (αV 2 + βV 3 ) V ′ + δ[ V V ′′′ + 3 V ′ V ′′ ] = 0 (10) 
o determine the parameter m , we balance the linear terms of
ighest order in Eq. (10) with the highest order nonlinear terms. 
his in turn gives m = 1 , so the solution of Eq. (8) is of the
orm: 
 (ξ ) = a 0 + a 1 
(
G ′ (ξ ) 
G (ξ ) 
)
+ b 1 
(
G ′ (ξ ) 
G (ξ ) 
)−1 
, (11) 
Substituting Eqs. (5) and (6) into Eq. (10) , collection the co-
ﬃcients of ( G 
′ 
G ) 
m , ( G 
′ 
G ) 
−m (m = 0 , 1 , 2 , 3 , 4 , 5) and set it zero we
btain the system (see Appendix A ). 
Solving this system by MAPLE gives 
Case 1 : 
 0 = 2 α5 β
( 
± λ√ 
λ2 − 4 μ
− 1 
) 
, 
 1 = 0 , b 1 = ±4 μα5 β
1 √ 
λ2 − 4 μ
 = −16 α
2 
75 β
, δ = 4 α
2 
75 β(−λ2 + 4 μ) (12) 
Case 2 : 
 0 = 2 α5 β
( 
± λ√ 
λ2 − 4 μ
− 1 
) 
, a 1 = ±4 α5 β
1 √ 
λ2 − 4 μ
 1 = 0 , δ = 4 α
2 
75 β(−λ2 + 4 μ) , c = −
16 α2 
75 β
(13) 
Case 3 : 
 0 = −4 α5 β , a 1 = −
4 α
5 βλ
, b 1 = −4 αμ5 βλ , 
 = 16 α
2 (−λ2 + 4 μ) 
75 βλ2 
, δ = −4 α
2 
75 βλ2 
(14) 
Case 4 : 
 0 = δ2 α (±15( 
√ 
λ2 − 4 μλ + (λ2 − 4 μ))) , 
 1 = 0 , b 1 = ±15 μδ
α
√ 
λ2 − 4 μ
 = −4(−λ2 + 4 μ) δ, β = 4 α
2 
75 δ(−λ2 + 4 μ) (15) 
Case 5 : 
 0 = −4 α5 β , a 1 = −
4 α
5 βλ
, b 1 = −4 αμ5 βλ , 
= −4 α
2 
75 βλ2 
, c = −16 α
2 (−λ2 + 4 μ) 
75 βλ2 
(16) Substituting the solution sets ( 12 )–( 16 ) and the correspond-
ng solutions of Eq. (6) into Eq. (11) , we have the solutions of
q. (8) as follows: 
Case 1: If λ2 − 4 μ > 0 , we have the hyperbolic type 
 1 (x, t) = 
⎛ 
⎜ ⎜ ⎝ ± 2 α5 β 1 √ λ2 − 4 μ
⎛ 
⎜ ⎜ ⎝ λ + 4 μ√ 
λ2 − 4 μ
(
C 1 sinh ( 
1 
2 
√ 
λ2 −4 μ) ξ+ C 2 cosh ( 1 2 
√ 
λ2 −4 μ) ξ
C 1 cosh ( 
1 
2 
√ 
λ2 −4 μ) ξ+ C 2 sinh ( 1 2 
√ 
λ2 −4 μ) ξ
)
− λ
⎞ 
⎟ ⎟ ⎠ − 2 α5 β
⎞ 
⎟ ⎟ ⎠ 
2 
here ξ = x + 16 α2 75 β t. 
If λ2 − 4 μ < 0 , we have the trigonometric type 
 2 (x, t) = 
⎛ 
⎜ ⎜ ⎜ ⎜ ⎝ ∓
2 α
5 β
1 √ 
4 μ − λ2 
i 
⎛ 
⎜ ⎜ ⎜ ⎜ ⎝ λ + 
4 μ√ 
4 μ − λ2 
( 
C 1 cos 
(
1 
2 
√ 
4 μ−λ2 
)
ξ−C 2 sin 
(
1 
2 
√ 
4 μ−λ2 
)
ξ
C 1 sin 
(
1 
2 
√ 
4 μ−λ2 
)
ξ+ C 2 cos 
(
1 
2 
√ 
4 μ−λ2 
)
ξ
) 
− λ
⎞ 
⎟ ⎟ ⎟ ⎟ ⎠ −
2 α
5 β
⎞ 
⎟ ⎟ ⎟ ⎟ ⎠ 
2 
here ξ = x + 16 α2 75 β t. 
Case 2: If λ2 − 4 μ > 0 , we have the hyperbolic type 
 3 (x, t) 
 
⎛ 
⎝ − 2 α
5 β
⎛ 
⎝ 1 ∓
⎛ 
⎝ C 1 sinh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ + C 2 cosh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ
C 1 cosh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ + C 2 sinh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ
⎞ 
⎠ 
⎞ 
⎠ 
⎞ 
⎠ 
2 
here ξ = x + 16 α2 75 β t. 
If λ2 − 4 μ < 0 , we have the trigonometric type 
 4 (x, t) 
 
⎛ 
⎝ − 2 α
5 β
⎛ 
⎝ 1 ∓ i 
⎛ 
⎝ C 1 cos 
(
1 
2 
√ 
4 μ − λ2 
)
ξ −C 2 sin 
(
1 
2 
√ 
4 μ − λ2 
)
ξ
C 1 sin 
(
1 
2 
√ 
4 μ − λ2 
)
ξ + C 2 cos 
(
1 
2 
√ 
4 μ − λ2 
)
ξ
⎞ 
⎠ 
⎞ 
⎠ 
⎞ 
⎠ 
2 
here ξ = x + 16 α2 75 β t. 
Case 3: If λ2 − 4 μ > 0 , we have the hyperbolic type 
 5 (x, t) 
 
⎛ 
⎜ ⎜ ⎜ ⎜ ⎝ −
8 α
5 βλ
⎛ 
⎜ ⎜ ⎜ ⎜ ⎝ 
1 
4 
√ 
λ2 − 4 μ
(
C 1 sinh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ+ C 2 cosh ( 1 2 
√ 
λ2 −4 μ) ξ
C 1 cosh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ+ C 2 sinh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ
)
+ μ⎛ 
⎜ ⎝ √ λ2 −4 μC 1 sinh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ+ C 2 cosh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ
C 1 cosh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ+ C 2 sinh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ
−λ
⎞ 
⎟ ⎠ 
⎞ 
⎟ ⎟ ⎟ ⎟ ⎠ 
− 2 α
5 β
⎞ 
⎟ ⎟ ⎟ ⎟ ⎠ 
2 
here ξ = x + 16 α2 (λ2 −4 μ) 
75 βλ2 
t. 
If λ2 − 4 μ < 0 , we have the trigonometric type 
 6 (x, t) 
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V
 
 
 
 
 
 
 
 
 = 
⎛ 
⎜ ⎜ ⎜ ⎜ ⎝ −
8 α
5 βλ
⎛ 
⎜ ⎜ ⎜ ⎜ ⎝ 
1 
4 
√ 
4 μ − λ2 
(
C 1 cos 
(
1 
2 
√ 
4 μ−λ2 
)
ξ−C 2 sin 
(
1 
2 
√ 
4 μ−λ2 
)
ξ
C 1 sin 
(
1 
2 
√ 
4 μ−λ2 
)
ξ+ C 2 cos 
(
1 
2 
√ 
4 μ−λ2 
)
ξ
)
+ μ⎛ 
⎜ ⎝ √ 4 μ−λ2 C 1 cos 
(
1 
2 
√ 
4 μ−λ2 
)
ξ−C 2 sin 
(
1 
2 
√ 
4 μ−λ2 
)
ξ
C 1 sin 
(
1 
2 
√ 
4 μ−λ2 
)
ξ+ C 2 cos 
(
1 
2 
√ 
4 μ−λ2 
)
ξ
−λ
⎞ 
⎟ ⎠ 
⎞ 
⎟ ⎟ ⎟ ⎟ ⎠ 
− 2 α
5 β
⎞ 
⎟ ⎟ ⎟ ⎟ ⎠ 
2 
where ξ = x + 16 α2 (λ2 −4 μ) 
75 βλ2 
t. 
Case 4: If λ2 − 4 μ > 0 , we have the hyperbolic type 
u 7 (x, t) 
= 
⎛ 
⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 
± 15 δ2 α
√ 
λ2 − 4 μ
⎛ 
⎜ ⎜ ⎜ ⎝ λ + 4 μ√ 
λ2 −4 μ
⎛ 
⎝ C 1 sinh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ+ C 2 cosh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ
C 1 cosh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ+ C 2 sinh 
(
1 
2 
√ 
λ2 −4 μ
)
ξ
⎞ 
⎠ −λ
⎞ 
⎟ ⎟ ⎟ ⎠ 
+ 15 δ2 α (λ2 − 4 μ) 
⎞ 
⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
2 
where ξ = x − 4(λ2 − 4 μ) t. 
If λ2 − 4 μ < 0 , we have the trigonometric type 
u 8 (x, t) 
= 
⎛ 
⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 
± 15 δ2 α i 
√ 
4 μ − λ2 
⎛ 
⎜ ⎜ ⎜ ⎝ λ + 4 μ√ 
4 μ−λ2 
⎛ 
⎝ C 1 cos 
(
1 
2 
√ 
4 μ−λ2 
)
ξ−C 2 sin 
(
1 
2 
√ 
4 μ−λ2 
)
ξ
C 1 sin 
(
1 
2 
√ 
4 μ−λ2 
)
ξ+ C 2 cos 
(
1 
2 
√ 
4 μ−λ2 
)
ξ
⎞ 
⎠ −λ
⎞ 
⎟ ⎟ ⎟ ⎠ 
− 15 δ2 α (4 μ − λ2 ) 
⎞ 
⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
2 
where ξ = x − 4(λ2 − 4 μ) t. 
Case 5: If λ2 − 4 μ > 0 , we have the hyperbolic type 
u 9 (x, t) 
= 
⎛ 
⎝ 2 α
5 β
⎛ 
⎝ ±
⎛ 
⎝ C 1 sinh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ + C 2 cosh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ
C 1 cosh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ + C 2 sinh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ
⎞ 
⎠ − 1 
⎞ 
⎠ 
⎞ 
⎠ 
2 
where ξ = x + 16 α2 (λ2 −4 μ) 
75 βλ2 
t. 
If λ2 − 4 μ < 0 , we have the trigonometric type 
u 10 (x, t) 
= 
⎛ 
⎝ 2 α
5 β
⎛ 
⎝ ±i 
⎛ 
⎝ C 1 cos 
(
1 
2 
√ 
4 μ − λ2 
)
ξ −C 2 sin 
(
1 
2 
√ 
4 μ − λ2 
)
ξ
C 1 sin 
(
1 
2 
√ 
4 μ − λ2 
)
ξ + C 2 cos 
(
1 
2 
√ 
4 μ − λ2 
)
ξ
⎞ 
⎠ − 1 
⎞ 
⎠ 
⎞ 
⎠ 
2 
where ξ = x + 16 α2 (λ2 −4 μ) 
75 βλ2 
t. 
3.2. The Schamel equation 
Let us consider, the Schamel equation 
u t + u 1 2 u x + δu xxx = 0 (17)
Let 
u (x, t) = v 2 (x, t) , v (x, t) = V (ξ ) , ξ = x − ct, (18)
where δ and c are constants. After the transform (18) , we get: 
−cV V ′ + V 2 V ′ + δ[ V V ′′′ + 3 V ′ V ′′ ] = 0 (19)
Integrating Eq. (19) with respect to ξ and setting the integration
constant equal to zero, we have 
− c 
2 
V 2 + 1 
3 
V 3 + δ(V ′ ) 2 + δV V ′′ = 0 (20)Balancing (20) we get m = 2 , so the solution of (8) is of the
form: 
 (ξ ) = a 0 + a 1 
(
G ′ (ξ ) 
G (ξ ) 
)
+ a 2 
(
G ′ (ξ ) 
G (ξ ) 
)2 
+ b 1 
(
G ′ (ξ ) 
G (ξ ) 
)−1 
+ b 2 
(
G ′ (ξ ) 
G (ξ ) 
)−2 
, (21)
Substituting Eqs. (5) and (6) into (20) , collection the coeﬃcients
of ( G 
′ 
G ) 
m , ( G 
′ 
G ) 
−m (m = 0 , 1 , 2 , 3 , 4 , 5 , 6) and set it zero we obtain
the system (see Appendix B ).Solving this system by MAPLE
gives 
Case 1 : 
a 0 = ±3 4 
√ 
λ2 − 4 μλ + 3 λ
2 
4 
− 3 μ) , 
a 1 = ±3 2 
√ 
λ2 − 4 μ, a 2 = 0 , b 1 = 0 , b 2 = 0 
c = −4 μ + λ2 , δ = −1 
2 
(22)
Case 2 : 
a 0 = 6 λ2 , a 1 = 24 λ, a 2 = 24 
b 1 = 0 , b 2 = 0 , δ = −2 , c = 4 λ2 − 16 , (23)
Case 3 : 
a 0 = 
12( λ2 ±
√ 
λ2 −4 μ
2 ) λ
5 
− 12 μ
5 
, a 1 = 12 λ5 ±
12 
5 
√ 
λ2 − 4 μ
a 2 = 12 5 , b 1 = 0 , b 2 = 0 , c = 
−32 μ
5 
+ 8 λ
2 
5 
, δ = −4 
5 
(24)
Substituting the solution sets ( [22,24] ) and the corresponding
solutions of Eq. (6) into Eq. (21) , we have the solutions of
Eq. (17) as follows: 
Case 1: If λ2 − 4 μ > 0 , we have the hyperbolic type 
u 11 (x, t) = 
⎛ 
⎝ ± 3 
4 
√ 
λ2 − 4 μ
×
⎡ 
⎣ 
⎛ 
⎝ C 1 sinh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ + C 2 cosh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ
C 1 cosh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ + C 2 sinh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ
⎞ 
⎠ 
⎤ 
⎦ 
+ 3 λ
2 
4 
− 3 μ
⎞ 
⎠ 
2 
where ξ = x − (λ2 − 4 μ) t. 
If λ2 − 4 μ < 0 , we have the trigonometric type 
u 12 (x, t) = 
⎛ 
⎝ ± 3 
4 
i(4 μ − λ2 ) 
×
⎡ 
⎣ 
⎛ 
⎝ C 1 cos 
(
1 
2 
√ 
4 μ − λ2 
)
ξ −C 2 sin 
(
1 
2 
√ 
4 μ − λ2 
)
ξ
C 1 sin 
(
1 
2 
√ 
4 μ − λ2 
)
ξ + C 2 cos 
(
1 
2 
√ 
4 μ − λ2 
)
ξ
⎞ 
⎠ 
⎤ 
⎦ 
+ 3 λ
2 
4 
− 3 μ
⎞ 
⎠ 
2 
where ξ = x − (λ2 − 4 μ) t. 
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(Case 2: If λ2 − 4 μ > 0 , we have the hyperbolic type 
 13 (x, t) = 
⎡ 
⎣ 6(λ2 − 4 μ) 
×
⎛ 
⎝ C 1 sinh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ + C 2 cosh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ
C 1 cosh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ + C 2 sinh 
(
1 
2 
√ 
λ2 − 4 μ
)
ξ
⎞ 
⎠ 
2 ⎤ ⎥ ⎦ 
2 
here ξ = x − (4 λ2 − 16) t. 
If λ2 − 4 μ < 0 , we have the trigonometric type 
 14 (x, t) = 
⎡ 
⎣ 6(4 μ − λ2 ) 
×
⎛ 
⎜ ⎝ 
⎛ 
⎝ C 1 cos 
(
1 
2 
√ 
4 μ − λ2 
)
ξ −C 2 sin 
(
1 
2 
√ 
4 μ − λ2 
)
ξ
C 1 sin 
(
1 
2 
√ 
4 μ − λ2 
)
ξ + C 2 cos 
(
1 
2 
√ 
4 μ − λ2 
)
ξ
⎞ 
⎠ 
2 ⎤ ⎥ ⎦ 
2 
here ξ = x − (4 λ2 − 16) t. 
Case 3: When λ2 − 4 μ > 0 , K = 
C 1 sinh ( 
1 
2 
√ 
λ2 −4 μ) ξ+ C 2 cosh ( 1 2 
√ 
λ2 −4 μ) ξ
C 1 cosh ( 
1 
2 
√ 
λ2 −4 μ) ξ+ C 2 sinh ( 1 2 
√ 
λ2 −4 μ) ξ
, we have the hyperbolic 
ype 
 15 (x, t) = 
[
±6 
5 
(λ2 − 4 μ) K + 3 
5 
(λ2 − 4 μ) K 2 − 12 μ
5 
+ 3 
5 
λ2 
]2 
here ξ = x − ( 8 λ2 5 − 32 μ5 ) t. 
When λ2 − 4 μ < 0 , M = C 1 cos ( 1 2 
√ 
4 μ−λ2 ) ξ−C 2 sin ( 1 2 
√ 
4 μ−λ2 ) ξ
C 1 sin ( 
1 
2 
√ 
4 μ−λ2 ) ξ+ C 2 cos ( 1 2 
√ 
4 μ−λ2 ) ξ
, we 
ave the trigonometric type 
 16 (x, t) = 
[
±6 
5 
i(4 μ − λ2 ) M + 3 
5 
(4 μ − λ2 ) M 2 − 12 μ
5 
+ 3 
5 
λ2 
]2 
here ξ = x − ( 8 λ2 5 − 32 μ5 ) t. 
. Conclusion 
n this paper, travelling wave solutions in hyperbolic function 
orm and trigonometric function form of the Schamel and 
chamel–KdV equations are successfully found out by using 
he extended ( G 
′ 
G )-expansion method. The obtained solutions 
ith free parameters may be important to expose most com- 
lex physical phenomena or to ﬁnd new phenomena. It is shown 
n this paper that the extended ( G 
′ 
G )-expansion method, with the 
elp of symbolic computation like Maple or Mathematica, is di- 
ect, concise, elementary and compared to other methods, like 
he sine-cosine method, exp-function method, homotopy per- 
urbation method it is easier, eﬀective and powerful in ﬁnding 
xact solutions of many other NLEEs in mathematical physics, 
pplied mathematics and engineering. We checked the correct- 
ess of the obtained results by putting them back into the orig-
nal equation with the aid of MAPLE. This provides an extra 
easure of conﬁdence in the results. 
cknowledgments 
he author is grateful to the anonymous referee for a careful 
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ions that improved this paper. ppendix A 
G ′ 
G 
)0 
: −αμa 2 0 a 1 − βμa 3 0 a 1 − δλ2 μa 0 a 1 + αb 1 a 2 0 + 2 δμb 1 a 0 
−αμa 2 1 b 1 − 3 δλμ2 a 2 1 + 3 βa 0 a 1 b 2 1 + αa 1 b 2 1 + βa 3 0 b 1 
− 2 δμ2 a 0 a 1 + δλ2 a 0 b 1 − ca 0 b 1 − 3 βμa 0 a 2 1 b 1 + cμa 0 a 1 + 3 δλb 2 1 
G ′ 
G 
)1 
: −αλa 2 0 a 1 + cλa 0 a 1 − 3 βμa 2 0 a 2 1 − 2 βμa 3 1 b 1 − αλa 2 1 b 1 
− 8 δλμa 0 a 1 + cμa 2 1 − 2 αμa 0 a 2 1 − βλa 3 0 a 1 − 3 βλa 0 a 2 1 b 1 
− 7 δλ2 μa 2 1 − 8 δμ2 a 2 1 − δλ3 a 0 a 1 
G ′ 
G 
)2 
: −αμa 3 1 − αa 2 1 b 1 − 3 βλa 2 0 a 2 1 + cλa 2 1 − 2 αλa 0 a 2 1 + ca 0 a 1 
− 3 βa 0 a 2 1 b 1 − 2 βλa 3 1 b 1 − 7 δλ2 a 0 a 1 − 8 δμa 0 a 1 − βa 3 0 a 1 
− 26 δλμa 2 1 − 3 βμa 0 a 3 1 − 4 δλ3 a 2 1 − αa 2 0 a 1 
G ′ 
G 
)3 
: −3 βa 2 0 a 2 1 − 20 δμa 2 1 − αλa 3 1 − 2 a 3 1 b 1 − 12 δλμa 0 a 1 
− 2 αa 0 a 2 1 − 3 βλa 3 1 a 0 − βμa 4 1 + ca 2 1 − 19 δλ2 a 2 1 
G ′ 
G 
)4 
: −6 δa 0 a 1 − 27 δλa 2 1 − 3 βa 0 a 3 1 − βλa 4 1 − αa 3 1 
G ′ 
G 
)5 
: −12 δa 2 1 − βa 4 1 
G ′ 
G 
)−1 
: βλa 3 0 b 1 + 2 αa 0 b 2 1 + αλa 2 0 b 1 + 28 δμb 2 1 + δλ3 a 0 b 1 
+ 2 βa 1 b 3 1 + 3 βλa 0 a 1 b 2 1 + 3 βa 2 0 b 2 1 + 7 δλ2 b 2 1 
+ 8 δλμa 0 b 1 − cλa 0 b 1 + αλa 1 b 2 1 − cb 2 1 
G ′ 
G 
)−2 
: 8 δμb 2 1 + 26 δλμb 2 1 + 3 βλa 2 0 b 2 1 − cμa 0 b 1 + 2 αλa 0 b 2 1 
+ 3 βa 0 b 3 1 + αb 3 1 + 3 βa 0 a 1 b 2 1 + αμa 1 b 2 1 + 2 βλa 1 b 3 1 
− cλb 2 1 + 4 δλ3 b 3 1 + αμa 2 0 b 1 + βμa 3 0 b 1 + 7 δλ2 μa 0 b 1 
G ′ 
G 
)−3 
: 3 βμa 2 0 b 
2 
1 + 3 βλa 0 b 3 1 + 19 δμλ2 b 2 1 + 20 δμ2 b 2 1 + βb 4 1 
+ αλb 3 1 + 2 αμa 0 b 2 1 − cμb 2 1 + 2 βμa 1 b 3 1 + 12 δλμ2 a 0 b 1 
G ′ 
G 
)−4 
: 27 δλμ2 b 2 1 + βλb 4 1 + 6 δμ3 a 0 b 1 + 3 βμa 0 b 3 1 + αμb 3 1 
G ′ 
G 
)−5 
: βμb 4 1 + 12 δμ3 b 2 1 
ppendix B 
G ′ 
G 
)0 
: 
a 3 0 
3 
− ca 
2 
0 
2 
+ a 2 1 μ2 − 2 a 1 b 1 λ2 − 8 a 1 b 2 λ + a 2 1 b 2 
− ca 1 b 1 − ca 2 b 2 + 2 a 0 a 1 b 1 + 2 a 0 a 2 b 2 + b 2 1 a 2 − 4 a 1 b 1 μ
− 8 a 2 b 1 λμ + b 2 1 − 8 a 2 b 2 λ2 − 16 a 2 b 2 μ + δa 1 b 1 λ2 + 9 δa 1 b 2 λ
+ 2 δa 1 b 1 μ + 2 δa 0 a 2 μ2 − δa 0 b 1 λ + 8 δa 2 b 2 λ2 + 16 δa 2 b 2 μ
+ 2 δa 0 b 2 + 7 δa 2 b 1 λμ − δb 2 1 + δa 0 a 1 λμ
G ′ 
G 
)1 
: a 2 1 b 1 + 2 δa 1 b 1 λ + 2 δa 1 a 2 μ2 − δa 0 b 1 + 8 δb 1 a 2 μ − ca 0 a 1 
+ δa 2 λμ − 4 a 1 b 2 − cb 1 a 2 + δa 0 a 1 λ2 + 4 a 1 a 2 μ2 + 2 a 2 λμ1 1 
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a 2 
 
 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 + 4 δb 1 a 2 λ2 + 2 a 1 a 2 b 2 + 6 δa 0 a 2 λμ + 4 δa 1 b 2 + 2 δa 0 a 1 μ
− 4 a 1 b 1 λ − 4 a 2 b 1 λ2 − 8 a 2 b 1 μ − 16 a 2 b 2 λ + 2 a 0 a 2 b 1 
+ a 2 0 a 1 + 16 δa 2 b 2 λ(
G ′ 
G 
)2 
: 
−ca 2 1 
2 
+ 8 a 1 a 2 λμ − ca 0 a 2 + 2 a 1 a 2 b 1 + δa 2 1 λ2 + 4 a 2 2 μ2 
+ 7 δa 1 a 2 λμ + 2 a 2 1 μ + 9 δa 2 b 1 λ + +4 δa 0 a 2 λ2 + δa 1 b 1 
+ 8 δa 2 b 2 − 8 b 1 a 2 λ + b 2 a 2 2 + 8 δa 0 a 2 μ + a 2 1 λ2 + 2 δa 2 2 μ2 
− 2 a 1 b 1 + 2 δa 2 1 μ − 8 a 2 b 2 + 3 δa 0 a 1 λ + a 0 a 2 1 + a 2 0 a 2 (
G ′ 
G 
)3 
: a 2 2 b 1 + 2 a 0 a 1 a 2 + 2 a 2 1 λ + 
a 3 1 
3 
+ 4 a 1 a 2 λ2 + 6 δa 2 2 λμ + 5 δb 1
+ 10 δa 0 a 2 λ + 10 δa 1 a 2 μ + 2 δa 0 a 1 + 8 a 2 2 λμ − ca 1 a 2 + 8 a 1 a 2 μ
+ 5 δa 1 a 2 λ2 − 4 b 1 a 2 + 3 δa 2 1 λ + b 2 1 λ2 + 8 b 1 b 2 λ + a 2 0 b 2 −
cb 2 1 
2 
+ 2 δb 2 2 + 2 b 2 1 μ + 8 δa 0 b 2 μ + 5 δb 1 b 2 λ + 4 δa 0 b 2 λ2 + 2 a 1 b 1 b 2 (
G ′ 
G 
)4 
: 8 a 1 a 2 λ + a 1 a 2 2 + 4 a 2 2 λ2 + 13 δa 1 a 2 λ + 4 δa 2 2 λ2 + 6 δa 0 a 2 
− ca 
2 
2 
2 
+ a 2 1 a 2 + 8 a 2 2 μ + 2 δa 2 1 + 8 δa 2 2 μ + a 2 1 (
G ′ 
G 
)5 
: 8 δa 1 a 2 + a 1 a 2 2 + 8 a 2 2 λ + 4 a 1 a 2 + 10 δa 2 2 λ
(
G ′ 
G 
)6 
: 4 a 2 2 + 6 δa 2 2 + 
1 
3 
a 3 2 
(
G ′ 
G 
)−1 
: −4 b 1 a 2 μ2 − 4 a 1 b 1 λμ − cb 2 a 1 + δb 1 b 2 − δb 2 1 λ + 2 a 1 a 0 b 1
+ 3 δb 1 a 2 μ2 + 2 b 1 b 2 a 2 + 10 δa 1 b 2 μ + 16 δa 2 b 2 λμ + 2 δa 1 b 1 λμ
+ 4 b 1 b 2 − 8 a 1 b 2 μ + 6 δa 0 b 2 λ − 4 a 1 b 2 λ2 + 2 b 2 1 λ + a 2 0 b 1 − ca 0 b
+ a 1 b 2 1 − 16 a 2 b 2 λμ + 5 δa 1 b 2 λ2 (
G ′ 
G 
)−2 
: δa 0 b 1 λμ + 4 b 2 2 + a 0 b 2 1 − 8 a 2 b 2 μ2 − 8 a 1 b 2 λμ
+ 11 δa 1 b 2 λμ − ca 0 b 2 + δa 1 b 1 μ2 + 8 δa 2 b 2 μ2 + b 2 1 λ2 
+ 8 b 1 b 2 λ + a 2 0 b 2 −
cb 2 1 
2 
+ 2 δb 2 2 + 2 b 2 1 μ
+ 8 δa 0 b 2 μ + 5 δb 1 b 2 λ + 4 δa 0 b 2 λ2 + 2 a 1 b 1 b 2 − 2 a 1 b 1 μ2 + a 2 b 22(
G ′ 
G 
)−3 
: 8 δb 1 b 2 μ + 8 b 1 b 2 μ + b 
3 
1 
3 
+ δa 0 b 1 μ2 + 4 b 1 b 2 λ2 
− 4 a 1 b 2 μ2 + 8 b 2 2 λ + 6 δa 1 b 2 μ2 − cb 1 b 2 + a 1 b 2 2 + 2 a 0 b 1 b 2 
+ 10 δa 0 b 2 λμ + δb 2 1 λμ + 2 b 2 1 λμ + 6 δb 2 2 λ + 4 δb 1 b 2 λ2 (
G ′ 
G 
)−4 
: − cb 
2 
2 
2 
+ b 2 1 b 2 + δb 2 1 μ2 + 4 δb 2 2 λ2 + 8 δb 2 2 μ + 8 b 1 b 2 λμ
+ 4 b 2 2 λ2 + a 0 b 2 2 + 8 b 2 2 μ + b 2 1 μ2 (
G ′ 
G 
)−5 
: 10 δb 2 2 λμ + 4 b 1 b 2 μ2 + 7 δb 1 b 2 μ2 + 8 b 2 2 λμ + b 1 b 2 2 
(
G ′ 
G 
)−6 
: 4 b 2 2 μ
2 + 1 
3 
b 3 2 + 6 δb 2 2 μ2 . References 
[1] M.J. Ablowitz , P.A. Clarkson , Soliton, Nonlinear Evolution Equa-
tion and Inverse Scattering, Cambridge University Press, New
York, 1991 . 
[2] R. Hirota , Exact solution of the Korteweg–de Vries equation
for multiple collisions of solitons, Phys. Rev. Lett. 27 (1971)
1192–1194 . 
[3] M.R. Miurs , Backlund Transformation, Springer, Berlin, 1978 . 
[4] A.M. Wazwaz , A sine-cosine method for handling nonlinear wave
equations, Math. Comput. Model. 40 (2004) 499–508 . 
[5] E. Yusufoglu , A. Bekir , Solitons and periodic solutions of coupled
nonlinear evolution equations by using sine-cosine method, Int. J.
Comput. Math. 83 (12) (2006) 915–924 . 
[6] M.L. Wang , Y.B. Zhou , Z.B. Li , Application of a homogeneous
balance method to exact solutions of nonlinear equations in math-
ematical physics, Phys. Lett. A 216 (1996) 67–75 . 
[7] J.H. He , Homotopy perturbation technique comput methods,
Appl. Mech. Eng. 178 (1999) 257–262 . 
[8] J. He , A new approach to nonlinear partial diﬀerential equations,
Commun. Nonlinear Sci. Numer. Simul. 2 (4) (1997) 230–235 . 
[9] A.M. Wazwaz , The tanh method for travelling wave solutions of
nonlinear equations, Math. Comput. Model. 1543 (2004) 713–723 .
[10] A.M. Wazwaz , The tanh method for generalized forms of nonlin-
ear head conduction and Burger–Fisher equations, Appl. Math.
Comput. 169 (2005) 321–338 . 
[11] H. Naher , F.A. Abdullah , M.A. Akbar , New traveling wave solu-
tions of the higher dimensional nonlinear partial diﬀerential equa-
tion by the exp-function method, J. Appl.Math. 2012 (2012) 14 . 
[12] E. Yusufoglu , A. Bekir , Solitons and periodic solutions of coupled
nonlinear evolution equations by using sine-cosine method, Int. J.
Comput. Math. 83 (12) (2006) 915–924 . 
[13] M.L. Wang , X.Z. Li , J.L. Zhang , The (G’/G)-expansion method
and travelling wave solutions of nonlinear evolution equations in
mathematical physics, Phys. Lett. A 372 (4) (2008) 417–423 . 
[14] J.M. Zuo , Application of the extended (G ′ /G)-expansion method
to solve the Pochhammer–Chree equations, Appl. Math. Comput.
217 (2010) 376–383 . 
[15] H. Naher , F.A. Abdullah , The improved (G’/G)-expansion
method to the (2+1)-dimensional breaking soliton equation, J.
Comput. Anal. Appl. 16 (2) (2014) 220–235 . 
[16] H. Naher, F.A. Abdullah, New generalized and improved (G’/G)-
expansion method for nonlinear evolution equations in mathemat-
ical physics, J. Egypt. Math. Soc.doi:10.1016/j.joems.11.008. 
[17] A. Bekir , Application of the (G’/G)-expansion method for nonlin-
ear evolution equations, Phys. Lett. A 372 (2008) 3400–3406 . 
[18] H. Kheiri , M.R. Moghaddan , V. Vafaei , Application of the
(G’/G)-expansion method for the burgers, Burgers–Huxley and
modiﬁed Burgers–Kdv equations, Pramana J. Phys. 7 (2011) 831 . 
[19] M.L. Wang , X. Li , J. Zhang , The (G’/G)-expansion method and
travelling wave solutions of nonlinear evolution equations in math-
ematical physics, Phys. Lett. A 372 (2008) 417 . 
[20] M.N. Alam , M.A. Akbar , S.T. Mohyud-Din , A novel
(G’/G)-expansion method and its application to the Boussi-
nesq equation, Chin. Phys. B 23 (2014) 2 . 
[21] H. Naher , F.A. Abdullah , The improved (G’/G)-expansion
method to the (2+1)-dimensional breaking soliton equation, J.
Comput. Anal. Appl. 16 (2) (2014) 220–235 . 
[22] H. Naher , F.A. Abdullah , New approach of (G’/G)-expansion
method and new approach of generalized (G’/G)-expansion
method for nonlinear evolution equation, AIP Adv. 3 (32) (2013)
116 . 
[23] M.L. Wang , X.Z. Li , J.L. Zhang , The (G’/G)-expansion method
and travelling wave solutions of nonlinear evolution equations in
mathematical physics, Phys. Lett. A 372 (2008) 417–423 . 
[24] J. Lee , R. Sakthivel , Exact travelling wave solutions of
Schamel–Korteweg–de Vries equation, Rep. Math. Phys. 68 (2011)
153–161 . 
[25] M.M. Hassan , New exact solutions of two nonlinear physical mod-
els, Commun. Theor. Phys. 53 (4) (2010) 596–604 . 
