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Abstract
The characteristic polynomial of random matrices has been of great interest in recent years
in many areas of mathematics and physics. Many papers in this direction deal with compact
Lie groups, but there are almost no papers about discrete groups. This was one of our
motivation to take a look at the group of permutation matrices, which is isomorphic to Sn.
Another reason is that the symmetric group is a well studied object and many results about
Sn are well known.
The topic of this thesis is the asymptotic behavior of two sort of class functions on Sn:
the characteristic polynomial Zn(x) of permutation matrices and associated class functions
Wn(f)(x), which are a generalization of the characteristic polynomial. We have introduced
them since we have realized that many calculations for Zn(x) also work for Wn(f)(x).
We begin by proving a central limit theorem for Wn(f)(x). The idea is to adapt the proof
of a central limit theorem for Zn(x) used in the paper The characteristic polynomial of a
random permutation matrix.
We then look at the moments ESn [Zsn(x)]. We use representation theory to write down the
generating function and use it to calculate the asymptotic behavior. We distinguish several
cases: (|x| < 1, s ∈ N), (|x| < 1, s ∈ C), (|x| = 1, s = 1) and (|x| = 1, s = 2).
We use as next a combinatorial argument to write down the generating function of
ESn [Wn(f)(x)]. As previously we use it to calculate the asymptotic behavior for n → ∞.
We distinguish between the cases when f is a polynomial and when f is a holomorphic
function.
Finally we take a short look at the characteristic polynomial on the alternating group and
some Weyl groups.

Zusammenfassung
In den letzten Jahren stiess das charakteristische Polynom einer Zufallsmatrix in vielen
Bereichen der Mathematik und Physik auf grosses Interesse. Viele Veröffentlichungen
darüber behandeln kompakte Lie Gruppen, aber nur wenige diskrete Gruppen. Dies war
einer der Gründe die Gruppe der Permutationsmatrizen zu untersuchen. Ein weiterer Grund
ist das die Gruppe der Permutationsmatrizen isomorph zu symmetrischen Gruppe Sn ist,
über welche schon seit geraumer Zeit sehr viel bekannt ist.
Das Thema dieser Dissertation das asymptotische Verhalten von zwei Sorten von Klassen-
funktionen auf Sn: Das charakteristische Polynom Zn(x) einer Permutation Matrix und
assoziierten Klassenfunktionen Wn(f)(x), welche eine Verallgemeinerung des charakteris-
tischen Polynoms einer Permutationsmatrix sind. Wir haben diese eingeführt da die meisten
Berechnungen für Zn(x) auch für Wn(f)(x) funktionieren.
Als erstes beweisen wir einen zentralen Grenzwertsatz für Wn(f)(x). Die Beweisidee
stammt aus dem Paper The characteristic polynomial of a random permutation matrix,
wo ein zentraler Grenzwertsatz für Zn(x) bewiesen wird.
Als nächstes benutzen wir Darstellungstheorie um eine erzeugende Funktion für die Mo-
mente ESn [Zsn(x)] herzuleiten. Wir benutzen dann diese erzeugende Funktion um das
asymptotische Verhalten von ESn [Zsn(x)] in den Fällen (|x| < 1, s ∈ N), (|x| < 1, s ∈ C)
und (|x| = 1, s ≤ 2) zu berechnen.
Wir betrachten dann ESn [Wn(f)(x)] und benutzen kombinatorische Mittel um eine erzeu-
gende Funktion zu berechnen. Wie zuvor benutzen wir diese erzeugende Funktion um das
asymptotische Verhalten von ESn [Wn(f)(x)] herzuleiten. Wir unterscheiden dabei die Fälle
f ein Polynom und f eine holomorphe Funktion.
Als letztes Betrachten wir noch kurz das charakteristische Polynom über der alternierenden
Gruppe An sowie über einigen Weyl-Gruppen.
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Chapter 1
Introduction
The study of random matrices has gained importance in many areas of mathematics and
physics, for example in nuclear physics, infinite dimensional integrable systems and large−n
representation theory. Random matrix theory (RMT) was in the recent years also of great
interest in number theory since the study of the spectrum of the characteristic polynomial
of a random matrix in a compact Lie group was central in obtaining conjectures about the
Riemann zeta function and families of L−functions (see, for instance, the book [23] and
many papers in its reference list).
1.1 RMT and the Riemann zeta function ζ(s)
1.1.1 Random matrix theory (RMT)
Random matrix theory is essentially the probabilistic study of various ensembles of ma-
trices. (An ensemble is a set with an attached probability measure). We work only on
the symmetric group Sn, which is isomorphic to a subgroup of unitary group U(n) (see
section 2.1.4). We state here for completeness some of the other ensembles.
1.1.1.1 Compact groups
On a compact Lie groupG there exists a (unique)G−invariant measure P, i.e. P [gA] = P [A]
for all g ∈ G,A open (see [8]). This measure is called the Haar measure. All the classical
compact groups as U(n), SO(n), · · · are Lie groups and can be therefore endowed with the
Haar-measure. In fact all compact Lie groups can be embedded into the unitary group U(N)
for N large enough and therefore considered as matrices. This follows from the theorem of
Peter and Weyl (see [8], section III.4). Unfortunately it is not so easy to work directly with
the Haar-measure since it is obviously difficult to get good charts. Here comes in Weyl’s
integration formula (see [8], section IV.1), which reformulates the expectation EG [f ] of
a class function f as an integral over a domain of the form [0, 1]N . A good example to
illustrate this is the unitary group. We have
EU(n) [f ] =
1
n!
∫
[0,1]n
f
(
diag(e2piiθ1 , · · · , e2piiθn)) ∏
1≤j<k≤n
∣∣e2piiθj − e2piiθk ∣∣2 n∏
j=1
dθj (1.1.1)
with diag(d1, · · · , dn) the diagonal matrix with diagonal entries d1, · · · , dn. Similar formulas
holds for other classical groups.
1.1.1.2 Other ensembles
Of course it is not necessary that the matrices form a multiplicative group. An example is
the Gaussian unitary ensemble (GUE). This is the set of all n×n hermitian matrices with a
probability measure that is invariant under H → U−1HU and with the real and imaginary
part of the matrix elements on and above the diagonal iid random variables. Other examples
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are the Gaussian Orthogonal Ensemble (GOE) or the real symmetric Wigner matrix. We
refer here to the paper [12].
1.1.2 The Riemann zeta function and RMT
The Riemann zeta function is defined for Re(s) > 1 as
ζ(s) =
∞∑
n=1
1
ns
(1.1.2)
Riemann showed 1859 in his paper [7] that ζ(s) can be continued meormorphically to the
whole complex plan and that ζ fulfils
ζ(s) = χ(s)ζ(1− s) (1.1.3)
with
χ(s) = pis−1/2
Γ
(
1
2 (1− s)
)
Γ
(
1
2s
) . (1.1.4)
Riemann used this equation to show that ζ(s) has a simple pole at s = 1 and simple zeros
at the negative even integers and there are no other zeros and poles for Re(s) > 1 and for
Re(s) < 0. Riemann also showed that ζ has infinitely many zeros in the strip 0 ≤ Re(s) ≤ 1.
This observation and the symmetry in (1.1.3) is the origin of Riemann’s famous conjecture.
He conjectured that all zeros of ζ in the critical strip 0 ≤ Re(s) ≤ 1 must have Re(s) = 12 .
This is still an open question. This conjecture is the reason why the behavior of ζ on the
critical line has been studied by many mathematicians. One results in this direction is
lim
T→∞
1
T
P
T ≤ t ≤ 2T ; log(ζ( 12 + it))√
1
2 log log T
∈ B
 = 1
2pi
∫ ∫
B
e−(x
2+y2)/2 dxdy. (1.1.5)
with P [·] the Lebesgue measure. This theorem was proven by Selberg (see [21]).
Modern approaches to the Riemann zeta function is through RMT. One of the reasons is
Montgomery’s pair correlation conjecture. Montgomery claimed that the pair correlation
between pairs of zeros of the Riemann zeta function (normalized to have unit average
spacing) is the same as the pair correlation function of random Hermitian matrices. Another
connection between ζ and RMT appears in the "Random matrix theory and ζ(1/2 + it)" of
Keating and Snaith [19]. They first compute the moments of the characteristic polynomial∫
U(n)
|det(I − g)|s dg =
n∏
j=1
Γ(j)Γ(j + s)
(Γ(j + s/2))2
, (1.1.6)
∫
U(n)
(
det(I − g)
det(I − g∗)
)s/2
dg =
n∏
j=1
Γ2(j)
Γ(j + s/2)Γ(j − s/2) (1.1.7)
and use this to show that
Theorem 1.1.1. Let x be a fixed complex number with |x| = 1 and gn be a unitary matrix
chosen at random with respect to the Haar measure. Then
Log
(
det(In − xgn)
)
√
1
2 log(n)
d−→ N1 + iN2 for n→∞
and N1,N2 independent, normal distributed random variables.
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Since this theorem is similar to (1.1.5), they compared the asymptotic behavior of the
moments of det(I − g) with some numerical calculations for the moments of ζ on the
critical line of Odlyzko (see [1]). This leads to the Keating and Snaith conjecture for the
moments of ζ.
We do not want to give here further details on the Riemann zeta function and the character-
istic polynomial of the unitary group since neither is a topic in this thesis. A good overview
can be found is the thesis "On the Characteristic Polynomial of a Random Unitary Matrix
and the Riemann Zeta Function" of C.Hughes [18].
1.2 Some related work on the symmetric group
The topic of this thesis is the symmetric group Sn which is isomorphic to a subgroup of
unitary group U(n) (see section 2.1.4). A surprising fact, proven in [17], is that there is a
central limit theorem similar to theorem 1.1.1 for the characteristic polynomial on Sn. We
give the precise formulation in section 3, theorem 3.1.2.
Also the distribution of the eigenvalues has been of interest. K.Wieand showed in her paper
“Eigenvalue distributions of random permutation matrices” [25] that
Y In =
XIn − ESn
[
XIn
]
(c2 log(n))1/2
d→ N (0, 1) (1.2.1)
where XIn = XIn(σ) is the number of eigenvalues of σ ∈ Sn in the interval I = (e2piiα, e2piiβ ].
She showed in [26] that (1.2.1) is also true for the ensemble constructed from Sn by replacing
the nonzero entries of each σ with a M ×M diagonal matrices whose entries are random
K − th roots of unity or random points on the unit circle.
1.3 Overview of this thesis
The main topic of this thesis is the asymptotic behavior of certain class functions on
symmetric group Sn. One of the motivations for this thesis is that many calculations and
proofs on U(n) are very difficult. A good example to illustrate this is Theorem 1.1.1. It was
first shown by Constin and Lebowitz in [10] that the imaginary part of
Log
(
det(In−xgn)
)
√
1
2 log(n)
converges in distribution to a normal distributed random variable. They conjectured
that the same is true for the real part and that the imaginary part and the real part are
independent in the limit. It then needs about 10 years before Keating and Snaith have
been able to prove this.
The idea to simplify to calculations is the following: Before looking at the whole unitary
group U(n), one does the computations for a simple subgroup and then try to transfer the
methods to U(n). This thesis shows that the subgroup that Sn is a good candidate for
such a subgroup. We prove in section 3 that there is a central limit theorem for Zn(x)
on Sn similar to Theorem 1.1.1. This result is an extension of a central limit theorem for
Zn(x) proven in [17]. The difference between our result and the result in [17] is that we
show the independence of the real and the imaginary part. We consider there also more
general class functions on Sn.
Since Sn is a only a subgroup of U(n), there are of course some difference in the methods
and the results. For example, one can use representation theory on both groups, but one
can use on Sn also combinatorial methods. An other difference is in the computation of
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the moments. We will see in section 4 that we can not give a (non trivial) expression for
the moments of ESn
[∏L
l=1 Zn(xl)
]
but we can calculate the limit for n → ∞. On U(n),
One can give explicit expressions for EU(n)[
∏L
l=1 det
s(I − xlg)], but has often problems
calculating the limit.
The structure of this thesis is as follows: We present in section 2 some well known facts
from many directions of mathematics, which we need in the rest of this thesis .
In section 3 we introduce the characteristic polynomial Zn(x) and associated class function
Wn(f)(x) on Sn and then prove a central limit theorem for both.
In section 4 we use representation theory to write down the generating function of
ESn [Zsn(x)] and use it to obtain some asymptotics.
In section 5 we write down with a combinatorial argument the generating function of
ESn [Wn(f)(x)] and use it to get some asymptotics. We also introduce some random shifts
of eigenvalues.
We finally present in a short section 6 the characteristic polynomial on the alternating
group An and some Weyl groups.
Chapter 2
Basics
This section is dedicated to introduce some basics, which we need in the rest of this
thesis. Most of what we present in this section is well known. The reader who is familiar
with the matter can therefore skip the most part of this section. We recommend never-
theless to take a look at the Feller-coupling (section 2.1.3) and at the examples in section 2.7.
2.1 The symmetric group Sn
The main topic of this thesis is the symmetric group Sn. The symmetric group Sn appears
in many areas of mathematics such as Galois theory, representation theory of Lie groups
and combinatorics.
We do the following with the symmetric group: we integrate some class functions on Sn
with respect to the uniform measure and take a look at the asymptotic behavior for n→∞.
For completeness, we state here the definition of the symmetric group.
Definition 2.1.1. The symmetric group Sn is defined to be the set of all permutations of
the set {1, 2, · · · , n} with the usual group operation. We write (σ) for the signature of a
permutation σ ∈ Sn.
2.1.1 Conjugation classes of Sn and E [.]
The material of this subsection is well known and can be found for instance in [22]. We
therefore give only a short overview and omit most of the proofs.
One of the things we look at is ESn [u] for u a class function (i.e. u(hgh−1) = u(g)) and
with respect to the uniform measure on Sn. We use in section 2.7 representation theory
to give an expression for ESn [u] for some characters. In section 5 we need a more general
expression for ESn [u]. We have by definition
ESn [u] =
1
n!
∑
g∈Sn
u(g).
We know that u is constant on each conjugation class. Therefore it is natural rewrite the
sum in (2.1.1) as sum over the conjugation classes.
We first parameterize the conjugation classes of Sn with partitions of n.
Definition 2.1.2. A partition λ is a sequence of nonnegative integers λ1 ≥ λ2 ≥ · · ·
eventually trailing to 0s, which we usually omit. We use the notation λ = (λ1, λ2, · · · , λl).
The length of λ is the largest l such that λl 6= 0. We define the size |λ| :=
∑
i λi and we
set for n ∈ N
λ ` n := {λ partition ; |λ| = n} .
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Remark: The explicit notation for partitions and cycles of Sn are very similar. It will be
always clear form the context if we have a partition or cycle. Therefore there is no danger
of confusion.
Let σ ∈ Sn be arbitrary. We can write σ = σ1 · · ·σl with σi disjoint cycles of length λi.
Since disjoint cycles commute, we can assume that λ1 ≥ λ2 ≥ · · · ≥ λl. We call the partition
λ = (λ1, λ2, · · · , λl) the cycle-type of σ and write Cλ for the subset of Sn with cycle-type
λ = (λ1, λ2, · · · , λl).
Example 2.1.3. The cycle-type of (123)(45) is (3, 2).
We now state an important lemma
Lemma 2.1.4. Two elements σ, τ ∈ Sn are conjugate if and only if σ and τ have the same
cycle-type. The sets Cλ with |λ| = n are the conjugation classes of Sn
Proof. It is clear that the second part follows immediately form the first part. The first part
follows from the following calculation. Let σ ∈ Sn be arbitrary. It follows with a straight
forward calculation that
µ
(
a1a2a3 · · · al
)
µ−1 =
(
µ(a1)µ(a2)µ(a3) · · ·µ(al)
)
. (2.1.1)
where
(
a1a2a3 · · · al
)
means the cycle that sends ai → ai+1. Therefore the cycle-type is
invariant under conjugation. If σ, τ have the same cycle-type then it is easy to construct a
µ ∈ Sn with µτµ−1 = σ.
We also need the cardinality of each Cλ. We have
Lemma 2.1.5.
|Cλ| = |Sn|
zλ
with zλ :=
n∏
m=1
mcmcm! and cm = cm(λ) = # {λi;λi = m} . (2.1.2)
Proof. The main idea is to calculate the cardinality of the set
{
σ ∈ Sn;σCλσ−1 = Cλ
}
.
More details can be found in [22] or [9].
We put everything together and get
Lemma 2.1.6. Let u : Sn → C be a class function. Then
ESn [u] =
∑
λ`n
1
zλ
u(λ). (2.1.3)
2.1.2 Cycle counts and asymptotic behavior
Definition 2.1.7. Let σ ∈ Sn be given with cycle-type λ = (λ1, · · · , λl). We define
Cm := C(n)m := C
(n)
m (σ) := # {i|1 ≤ i ≤ l and λi = m} . (2.1.4)
The functions C(n)m depend only on the cycle-type of σ and are therefore class functions on
Sn. The functions C
(n)
m are random variables since we have endowed Sn with the uniform
measure. The C(n)m are well studied objects, see for instance [5]. We have for example,
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Lemma 2.1.8. We have for 1 ≤ m ≤ n
E
[
C(n)m
]
=
1
m
(2.1.5)
and
Lemma 2.1.9. Let c1, c2, · · · , cn ∈ N be given. Then
P [(C1 = c1, · · · , Cn = cn)] =
n∏
m=1
(
1
m
)cm 1
cm!
1
(
n∑
m=1
mcm = n
)
. (2.1.6)
The asymptotic behavior of C(n)m is also well known
Lemma 2.1.10. The random variables C(n)m converge for each m ∈ N in distribution to a
Poisson distributed random variable Ym with E [Ym] = 1m . In fact, we have for all b ∈ N
(C(n)1 , C
(n)
2 , · · · , C(n)b )
d−→ (Y1, Y2, · · · , Yb) (n→∞),
with all Ym independent.
2.1.3 The Feller-coupling
We need the Feller-coupling in the proof of Theorem 3.2.1 and in the probabilistic proof of
theorem 5.8.1.
One of the problems in the definition of convergence in distribution of a sequence (Xn)n∈N
is that all Xn can be defined on a different probability spaces. Therefore it is very difficult
to compare Xn with Xn+1 directly. This is the case for C
(n)
m and C
(n+1)
m .
Fortunately, the Feller-coupling constructs a probability space and new random variables
C
(n)
m and Ym on this space, which have the same distributions as the C
(n)
m and Ym above
and which can be easily compared. Many more details on the Feller-coupling can be found
in [5].
The construction works as follows: Let ξ := (ξ1ξ2ξ3ξ4ξ5 · · · ) be a sequence of independent
Bernoulli-random variables with P [ξm = 1] = 1m and P [ξm = 0] = 1− 1m An m−spacing is
a sequence of m− 1 consecutive zeroes in ξ or its truncations:
1 0 · · · 0︸ ︷︷ ︸
m−1 times
1.
Definition 2.1.11. Let C(n)m (ξ) be the number of m-spacings in 1ξ2 · · · ξn1. We define
Ym(ξ) to be the number of m-spacings in the whole sequence ξ.
Theorem 2.1.12. The following holds:
• The above-constructed C(n)m (ξ) have the same distribution as the C(n)m (λ) in definition
2.1.7.
• Ym(ξ) is a.s. finite and Poisson distributed with E [Ym(ξ)] = 1m .
• All Ym(ξ) are independent.
• E
[∣∣∣C(n)m (ξ)− Ym(ξ)∣∣∣] ≤ 2n+1 .
• For any fixed b ∈ N,
P
[
(C(n)1 (ξ), · · · , C(n)b (ξ)) 6= (Y1(ξ), · · · , Yb(ξ))
]
→ 0 (n→∞).
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Proof. We just illustrate the first point and refer the reader for a full proof to the book [5].
We consider for concreteness n = 10. Let us write down a permutation with cycles. We can
start with "(1" and then make a ten-way choice between "(1)(2", "(1 2", "(1 3",...,"(1 10".
We continue with a nine-way choice etc. We are only interested in the length of the cycles
and not in the cycles itself. Therefore we just need to know when a cycle ends. We write a
1 for closing a cycle and 0 otherwise. We get a sequence of the form "100100010011". We
reverse the order of the sequence since we prefer to read from left to right. Cycles of length
m in σ ∈ Sn are mapped bijectively by this construction to m−spacings in the sequence
1ξ2 · · · ξn1.
We write C(n)m and Ym for both sets of random variables and stress when we use the Feller-
coupling.
One might guess from the definition that C(n)m ≤ Ym, but this is not true. It is indeed
possible that C(n)m = Ym + 1, but this can only happen if ξn−m · · · ξn+1 = 10 · · · 0. If n is
fixed, we have at most one such m with C(n)m = Ym + 1. In order to state the following
lemma, we set
B(n)m := {ξ : ξn−m · · · ξn+1 = 10 · · · 0} . (2.1.7)
Lemma 2.1.13. We have:
• C(n)m ≤ Ym + 1B(n)m ,
• E
[
1
B
(n)
m
]
= 1n+1 ,
• C(n)m does not converge a.s. to Ym.
Proof. The first point follows from the above considerations. The second point is a simple
calculation using the independence of ξi. We illustrate the proof of the last point with an
example. Let ξ = (100010001 · · · ) be given. Then
n 1 2 3 4 5 6 7 8
C
(n)
1 1 1
C
(n)
2 1 1
C
(n)
3 1 1
C
(n)
4 1 1 1 1 2
The general case is completely similar to this example. Let ξvξv+1 · · · ξv+m+1 = 10 · · · 01.
We then have for 1 ≤ m0 ≤ m− 1 and v ≤ n ≤ v +m+ 1
C(n)m0 =
{
C
(v)
m0 + 1, if n = v +m0,
C
(v)
m0 , if n 6= v +m0.
Since all Ym <∞ a.s. and
∑∞
m=1 Ym =∞ a.s. we are done.
2.1.4 Embedding of Sn into U(n)
We are interested in section 4 in the characteristic polynomial on Sn. Since the characteristic
polynomial is defined as det(I − xg) we have to interpret the elements of Sn as matrices.
We do this as follows: we define for σ ∈ Sn
g = g(σ) = (δi,σ(j))1≤i,j≤n (2.1.8)
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with δi,j =
{
1, if i = j;
0, otherwise.
It is easy to see that this map is an injective group homo-
morphism. We write for both groups Sn. We use this interpretation exclusively when we
are looking at the characteristic polynomial Zn(x). The functions Wn(f),W 1,n(f) and
W 2,n(f) in the sections 3 and 5 are independent of this interpretation.
2.2 Elementary analysis
We give here some simple results from analysis that we need in section 3. We state them
without further comments.
Lemma 2.2.1 (Abel’s partial summation). Let a1, · · · , an, b1, · · · , bn be complex numbers.
Then
n∑
m=1
ambm = Anbn +
n−1∑
m=1
Am(bm+1 − bm) (2.2.1)
with Am :=
∑m
k=1 ak for m ≥ 1 and A0 := 0.
Proof. The idea of the proof is to write am = Am+1 − Am in the first sum and then split
the sum. More details can be found in [14].
We can use this to prove
Lemma 2.2.2. Let (am)nm=1 be a finite sequence and A(s) :=
∑
m≤s am. We then have
n∑
m=1
am
m
=
(
1
n
n∑
m=1
am
)
+
∫ n
1
A(s)
1
s2
ds. (2.2.2)
Proof. Use lemma 2.2.1 with bm = 1m . The rest is a straightforward verification.
Lemma 2.2.3. Let (am)∞m=1 be a complex sequence. If
1
n
∑n
m=1 am → L then
1
log(n)
n∑
m=1
am
m
→ L. (2.2.3)
Proof. This follows from lemma 2.2.2 with a small calculation.
Finally we shall also need
Lemma 2.2.4 (Jensen’s formula). Let f ba a holomorphic function in the disc Br(0) =
{x ∈ C; |x| < r} with a1, a2, · · · , al ∈ Br(0) the zeros of f repeated according to multiplicity
and f(0) 6= 0. Then
log |f(0)| = −
l∑
k=1
log
(
r
|ak|
)
+
∫ 1/2
−1/2
log |f(re2piit)| dt. (2.2.4)
Proof. See [2].
2.3 Uniformly distributed sequences
We use in section 3 some facts about uniform distributed sequences. We follow the book [20]
and present the things we need in section 3. We omit or give only a short overview over
the proofs that can be found in the book [20].
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2.3.1 Definition and properties
We begin with the definition of uniformly distributed sequences.
Definition 2.3.1. Let t = (tm)
∞
m=1 be a sequence of real numbers in the compact interval
[a, b] (with a < b). For a ≤ α ≤ β ≤ b, define
A([α, β], n) = A([α, β], n, t) := # {1 ≤ m ≤ n; tm ∈ [α, β]} . (2.3.1)
The sequence t = (tm)m∈N is called uniformly distributed in [a, b] if we have
lim
n→∞
∣∣∣∣A([α, β], n)n − (β − α)b− a
∣∣∣∣ = 0 (2.3.2)
for each α, β with a ≤ α ≤ β ≤ b.
It usual to work on the interval [0, 1]. We have introduced here this more general version
since we have to restrict our sequences to subintervals (see section 2.3.2)
The following theorem shows that the name uniformly distributed is well chosen.
Theorem 2.3.2. Let h : [a, b] → C be a Riemann-integrable function and t = (tm)m∈N be
a uniformly distributed sequence in [a, b]. Then
1
n
n∑
m=1
h(tm)→ 1
b− a
∫ b
a
h(s) ds. (2.3.3)
Proof. The proof can be found in [20]. The Idea is to look at functions of the form
I[α,β](s) :=
{
1 if α ≤ s ≤ β,
0 otherwise.
with a ≤ α < β ≤ b. The theorem is true for such func-
tions since 1b−a
∫ b
a
I[α,β](s) ds =
(β−α)
b−a . The theorem now follows by an approximation
argument.
We are primary interested in sequences of the form ({mt})∞m=1 with
{t} := t− [t] and [t] := max {n ∈ Z, n ≤ t} . (2.3.4)
The next lemma shows that the sequence ({mt})∞m=1 is for almost all t ∈ R uniformly
distributed.
Lemma 2.3.3. Let t ∈ R be an irrational number. The sequence ({mt})m∈N is uniformly
distributed in [0, 1].
We also introduce the definition of discrepancy
Definition 2.3.4. Let (tm)
∞
m=1 be a sequence of real numbers in the compact interval [a, b].
We define
Dn = Dn([a, b], t) := sup
a≤α≤β≤b
∣∣∣∣A([α, β], n)n − (β − α)b− a
∣∣∣∣ , (2.3.5)
D∗n = D
∗
n([a, b], t) := sup
a≤β≤b
∣∣∣∣A([a, β], n)n − (β − a)b− a
∣∣∣∣ . (2.3.6)
We call Dn the discrepancy and D∗n the ∗-discrepancy of the sequence t.
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It is easy to see that D∗n ≤ Dn ≤ 2D∗n and therefore Dn and D∗n are equivalent. We prefer
to work with D∗n since we have a more explicit expression for it.
Lemma 2.3.5. Let n be fixed, [a, b] = [0, 1] and t = (tm)m∈N be a sequence in the interval
[0, 1]. We define 0 ≤ y1 ≤ · · · ≤ yn ≤ 1 be the ascending ordered sequence (tm)nm=1. We
then have
D∗n([0, 1], t) = max
1≤m≤n
max
(∣∣∣ym − m
n
∣∣∣ , ∣∣∣∣ym − m− 1n
∣∣∣∣) . (2.3.7)
Proof. See [20].
The next lemma shows that the discrepancy is compatible with simple coordinate changes.
Lemma 2.3.6. Let t = (tm)m∈N be a sequence in the interval [0, 1] and −∞ < a < b <∞.
We define ym := (b− a)tm + a and set y = (ym)m∈N. Then
Dn([0, 1], t) = Dn([a, b],y) (2.3.8)
D∗n([0, 1], t) = D
∗
n([a, b],y). (2.3.9)
Proof. Let 0 ≤ α ≤ β ≤ 1. It is obvious that
A([α, β], n, t) = A([a+ (b− a)α, a+ (b− a)β], n,y).
Therefore
Dn([a, b],y) = sup
a≤γ≤δ≤b
∣∣∣∣A([γ, δ], n,y)n − (δ − γ)b− a
∣∣∣∣
= sup
0≤α≤β≤1
∣∣∣∣∣A([a+ (b− a)α, a+ (b− a)β], n,y)n −
(
(a+ (b− a)β)− (a+ (b− a)α))
b− a
∣∣∣∣∣
= sup
0≤α≤β≤1
∣∣∣∣∣A([α, β], n, t)n −
(
β − α)
1
∣∣∣∣∣ = Dn([0, 1], t).
The proof for D∗n is similar.
An important thing is that Theorem 2.3.2, the discrepancy and uniform distributed se-
quences are closely related. In fact we have
Lemma 2.3.7. Let t = (tm)
∞
m=1 be a sequence in the compact interval [a, b]. Then the
following are equivalent
1. t is uniformly distributed in [a, b],
2. limn→∞Dn([a, b], t) = 0.
3. Let h : [a, b]→ C be an arbitrary Riemann-integrable function. Then
1
n
n∑
m=1
h(tm)→ 1
b− a
∫ b
a
h(s) ds for n→∞
We have introduced the discrepancy since it allows us to estimate the rate of convergence
in theorem 2.3.2. We have
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Theorem 2.3.8 (Koksma’s inequality). Let h : [a, b]→ C be a real analytic function with
V (h) =
∫ b
a
∣∣ d
dsh(s)
∣∣ ds. Let t = (tm)m∈N be a arbitrary sequence in [a, b]. Then∣∣∣∣∣ 1n
n∑
m=1
h(tm)− 1
b− a
∫ b
a
h(s) ds
∣∣∣∣∣ ≤ V (h)D∗n([a, b], t). (2.3.10)
In this thesis, we shall work with functions of the form h(s) = log
(
r(s)
)
with r(s) a
real analytic function. A simple calculation shows that log
(
r(s)
) ∼ C1 log(s − s0) and
d
ds log
(
r(s)
) ∼ C2 1(s−s0) for s→ s0 and s0 a zero of r(s). We therefore cannot use Koksma’s
inequality in this situation. We instead use
Theorem 2.3.9. Let h :]a, b[→ C be a real analytic function such that∫ b−δ
a+δ
|h(s)| ds <∞ and
∫ b−δ
a+δ
∣∣∣∣ ddsh(s)
∣∣∣∣ ds <∞ for all 0 < δ < b− a2 (2.3.11)
and t = (tm)m∈N be a sequence in ]a, b[.
Let n ∈ N be arbitrary and δ > 0 such that
a+ δ < min
1≤m≤n
tm < max
1≤m≤n
tm < b− δ.
We then have∣∣∣∣∣ 1n
n∑
m=1
h(tm)− 1
b− a
∫ b−δ
a+δ
h(s) ds
∣∣∣∣∣ ≤ δ|h(a+ δ)|+ δ|h(b− δ)|
+D∗n([a, b], t)
∫ b−δ
a+δ
∣∣∣∣ ddsh(s)
∣∣∣∣ ds. (2.3.12)
Proof. This theorem was already proven in [17] and we therefore give only a short overview.
W.l.o.g. let [a, b] = [0, 1]. We define y1 ≤ · · · ≤ yn be the ascending ordered sequence
(tm)
n
m=1. We then know from lemma 2.3.5 that
D∗n([0, 1], t) = max
1≤m≤n
max
(∣∣∣ym − m
n
∣∣∣ , ∣∣∣∣ym − m− 1n
∣∣∣∣) .
We put y0 := δ, yn+1 := 1− δ and look at
n∑
m=0
∫ ym+1
ym
(s− m
n
)
d
ds
h(s) ds. (2.3.13)
The theorem now follows by integration by parts.
2.3.2 Restriction of sequences
Most of the functions we consider in this thesis have the form log
(
f(e2piis)
)
. The most
problematic points are of course the zeros of f(e2piis). Theorem 2.3.9 allows us to handle
the case when the only zeros are s = 0 and s = 1. The idea to solve more general cases
is to split the interval into several pieces such that the zeros of f(e2piis) are the boundary
points and then apply theorem 2.3.9 separately to each piece. To do this, we have to define
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Definition 2.3.10. Let t = (tm)m∈N be a sequence in the interval [a, b] and [c, d] ⊂ [a, b].
We put
y1 : = tm1 with m1 := min {m ∈ N; tm ∈ [c, d]} ,
y2 : = tm2 with m2 := min {m > m1; tm ∈ [c, d]} ,
y3 : = tm3 with m3 := min {m > m2; tm ∈ [c, d]} ,
...
s : = sup {k ∈ N; yk exists.}
and define y := (ym)
s
m=1. We call y the restricted sequence (to [c, d]) and write t∩ [c, d] for
it.
It is possible that y is finite or empty, but we will always have that y is infinite. The next
lemma shows that the discrepancy and uniform distributed sequences behaves well under
restriction.
Lemma 2.3.11. Let t = (tm)m∈N be a sequence in [a, b] and [c, d] ⊂ [a, b] with c < d.
1. If t is uniformly distributed in [a, b] then y = t∩ [c, d] is uniformly distributed in [c, d].
2. If Dn([a, b], t) = O(n−α) for some α > 0 then we have also Dn([c, d],y) = O(n−α).
Proof. It is easy to see that we can reformulate the definition of mk in definition 2.3.10 as
follows
mk = min {n ∈ N;A([c, d], n, t) = k} . (2.3.14)
Since the sequence t is uniformly distributed in [a, b] we have
lim
n→∞
A([c, d], n, t)
n
=
d− c
b− a (2.3.15)
and therefore
A([c, d], n, t) ∼ nd− c
b− a. (2.3.16)
It follows that the sequence y is infinite and there exists a sequence (kn)n∈N with n =
A([c, d], kn, t). We then have for all α, β with c ≤ α ≤ β ≤ d
A([α, β], n,y) = A([α, β], kn, t). (2.3.17)
It follows from (2.3.16) that
n = A([c, d], kn, t) ∼ kn d− c
b− a. (2.3.18)
This shows that kn = O(n) and we get
lim
n→∞
A([α, β], n,y)
n
= lim
n→∞
A([α, β], kn, t)
kn
kn
n
= 0.
The last equality holds since t is uniformly distributed in [a, b] and knn is convergent. This
proves 1. The proof of 2 is similar. One has to replace (2.3.15) by
A([c, d], n, t)
n
− d− c
b− a = O(n
−α) (2.3.19)
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This is true by the assumption on Dn([a, b], t). We therefore have
n
kn
=
A([c, d], kn, t)
kn
=
d− c
b− a +O(k
−α
n ) =
d− c
b− a +O(n
−α). (2.3.20)
We get∣∣∣∣A([α, β], n,y)n − β − αd− c
∣∣∣∣ = ∣∣∣∣A([α, β], kn, t)kn knn − β − αd− c
∣∣∣∣
≤
∣∣∣∣A([α, β], kn, t)kn b− ad− c − β − αd− c
∣∣∣∣+ ∣∣∣∣A([α, β], kn, t)kn O(n−α)
∣∣∣∣
=
b− a
d− c
∣∣∣∣A([α, β], kn, t)kn − β − αb− a
∣∣∣∣+O(n−α)
≤Dkn([a, b], t) +O(n−α) = O(n−α). (2.3.21)
This proves 2 since all O(.) appearing (2.3.21) are independent of α and β.
2.4 Diophantine approximation
As mentioned before, the sequence ({mt})m∈N is the most important sequence we look at.
Since our target is to use theorem 2.3.9, we have to choose a δ = δ(n) with δ ≤ {mt} ≤ 1−δ
for 1 ≤ m ≤ n and
D∗n([a, b], t)
∫ b−δ
a+δ
∣∣∣∣ ddsh(s)
∣∣∣∣ ds −→ 0 (n→∞)
To reach this, we use here some classical results from diophantine approximation. We put
Definition 2.4.1. Let t ∈ R be arbitrary. We put ||t|| := infn∈Z |t− n| and
η = sup
{
γ ∈ R+ : lim inf
n∈N
nγ ||nt|| = 0
}
.. (2.4.1)
The constant η is called the type of t. If η is finite then t is called of finite type.
We call x = e2piit of finite type, if t is of finite type.
Lemma 2.4.2. Let t be irrational of type η. We then have
1. For each k < η and C > 0 there exists infinitely many rational numbers pq with
|t− p
q
| ≤ C
qk+1
2. For each k > η there exists a constant C > 0 such that for each m ∈ N
||mt|| > C
mk
3. For each k > η, q ∈ N there exists a constant C > 0 such that for each m, p ∈ N
|mt− p
q
| > C
mk
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Proof. This follows directly from the definition 2.4.1 and a small calculation.
We can also estimate the discrepancy of ({mt})m∈N if t is of finite type.
Theorem 2.4.3. Let x be of finite type η and t = ({mx})m∈N. We then have for each
 > 0
Dn([0, 1], t) = O
(
n−
1
η+
)
. (2.4.2)
Proof. See [20].
2.5 Probability
We use here only some well known definitions and facts from probability theory that can
be found in [6] or in [16]. We therefore omit the proofs. We introduce here very short the
definition of random variables and weak convergence. We also give two tools to decide if a
sequence (Xn)n∈N converge weakly to some X.
Definition 2.5.1. Let Ω be a set and A ⊂ 2Ω be a σ−algebra. A function P : A→ R≥0 is
called a probability measure if
1. P [Ω] = 1,
2. P [∅] = 0,
3. If (Ai)n∈N is sequence in A with all Ai pairwise disjoint. then
P
[ ∞⋃
i=1
Ai
]
=
∞∑
i=1
P [Ai] .
We call (Ω,A,P) a probability space.
Definition 2.5.2. Let (Ω,A,P) be a probability space and T be a topological. A function
X : Ω→ T is called a random variable if
X−1(U) ∈ A for all U open. (2.5.1)
We use here only the cases T = R and T = C.
Definition 2.5.3. Let X be a random variable on the probability space (Ω,A,P). The
cumulative distribution functions F of a real valued random variable is defined as
F (x) := P [X ≤ x] for all x ∈ R. (2.5.2)
The cumulative distribution function a complex valued random variable is defined as.
F (x, y) = P [Re(X) ≤ x, Im(X) ≤ y] (2.5.3)
We call X an (absolutely) continuous if there exists a function f with
F (x) =
∫ x
−∞
f(x) dx for all x ∈ R, (2.5.4)
resp.
F (x, y) =
∫ x
−∞
∫ y
−∞
f(x, y) dxdy for all x, y ∈ R. (2.5.5)
The function f is called the density of X.
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Definition 2.5.4. A real valued random variable X is called Gaussian or said to be normal
distributed if it has the density
f(x) =
1√
2piσ2
e−
(t−µ)2
2σ2 (2.5.6)
If µ = 0, σ = 1 then X is called a standard Gaussian random variable.
2.5.1 Simple lemmas
We now give two simple lemmas we need in section 5.
Lemma 2.5.5 (Borel-Cantelli). Let (An)n∈N be a sequence of events. If
∑
n∈N P [An] <∞
then
0 = P [lim sup(An)] (2.5.7)
with lim sup(An) =
⋂∞
n=1
⋃∞
k=nAk.
Lemma 2.5.6 (Markov’s inequality). Let X be a real valued random variable and x ∈ R+.
Then
P [|X| > x] ≤ E [|X|]
x
. (2.5.8)
2.5.2 Weak convergence of Random variables
The convergence of random variables is an important concept in probability theory. There
exists several different notions of convergence of sequences of random variables like point-
wise convergence, convergence in probability and weak convergence. We need here only the
weak convergence of random variables.
Definition 2.5.7. Let (Xn)n∈N and X be random variables, not necessarily defined on a
common probability space. The sequence (Xn)n∈N is said to converge weak to X (written
Xn
d−→ X) if
E [f(Xn)]→ E [f(X)] (2.5.9)
for all all f continuous and bounded.
For real random variables, definition 2.5.7 is equivalent to
lim
n→∞Fn(x) = F (x), (2.5.10)
where Fn resp. F for the cumulative distribution function of Xn resp. of X. It is often
difficult to check (2.5.9) directly or to write down a explicit expression for the cumulative
distributions. It is therefore not so easy to decide directly if Xn
d−→ X. We now give two
tools to decide if Xn
d−→ X.
2.5.2.1 Characteristic function and Lévy’s continuity theorem
We set
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Definition 2.5.8. Let X be a real valued random variable. The characteristic function of
X is defined as
ϕ(t) = E
[
eitX
] ∀t ∈ R. (2.5.11)
An important example of a characteristic function is
Lemma 2.5.9. Let X be a normal distributed random variable. Then the characteristic
function ϕ of X is given by
ϕ(t) = eiµt−
1
2σ
2t2 . (2.5.12)
We know list some important properties of characteristic functions.
Lemma 2.5.10. Let X be a real valued random variable with characteristic function ϕ.
Then
1. The characteristic function of a real valued random variable always exists (since
|eitX | = 1),
2. ϕ is a continuous function in t on R,
3. ϕ(0) = 1,
4. |ϕ(t)| ≤ 1.
The characteristic function is also useful to decide if two random variables are independent.
We have
Lemma 2.5.11. Let X1, X2 be random variables with characteristic functions ϕ1, ϕ2. Then
the following are equivalent
• X1 and X2 are independent,
• E [eit1X1+it2X2] = ϕ1(t1)ϕ2(t2).
The definition of the characteristic function cannot be directly extended to complex valued
random variables since E
[
eitX
]
can be undefined. There exists several ways to define the
characteristic function in the complex case. We use here
Definition 2.5.12. Let X = X1 + iX2 be a complex valued random variable. The charac-
teristic function of X is defined as
ϕ(t1, t2) = E
[
eit1X1+it2X2
] ∀t1, t2 ∈ R. (2.5.13)
The next theorem is one of the most important in probability theory. We state it just for
complex random variables since this includes also the real case.
Theorem 2.5.13 (Lévy’s continuity theorem.). Let a sequence of complex valued random
variables (Xn)∞n=1 be given, not necessarily defined on a common probability space. We
write ϕn for the characteristic function of Xn. If the sequence of characteristic functions
converges point-wise to some function ϕ
ϕn(t1, t2)→ ϕ(t1, t2) ∀t1, t2 ∈ R. (2.5.14)
Then it is equivalent:
• Xn converges weakly to some random variable X.
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• ϕ is a characteristic function of some random variable X.
• ϕ(t1, t2) is a continuous function of t1, t2.
• ϕ(t1, t2) is continuous at t1, t2 = 0.
Proof. See [6] or [16].
This theorem is named after a French probabilist Paul Pierre Lévy (1886 − 1971).
Lévy’s continuity theorem shows that the convergence of ϕn(t) implies Xn
d→ X and the
non convergence of ϕn(t) implies that Xn
d9 X.
2.5.2.2 Method of moments
It is not always possible to calculate the characteristic function explicitly. In this case one
can use the method of moments. We set
Definition 2.5.14. Let X be a real valued random variable such that all moments
sk = E
[
Xk
]
(2.5.15)
are finite. We say that X is uniquely determined by its moments if
E
[
Y k
]
= sk ∀k ∈ N =⇒ X d= Y. (2.5.16)
One possibility to decide if X be can uniquely determined by its moments is to use Carle-
man’s condition, named after Torsten Carleman (1892− 1949).
Theorem 2.5.15 (Carleman’s condition). Let X be a real valued random variables with
finite moments sk. If
∞∑
k=1
s
− 12k
2k = +∞, (2.5.17)
then X is uniquely determined by its moments.
Proof. See [16].
We now state
Theorem 2.5.16. Let (Xn)∞n=1, X be a real random variables. Suppose that
E
[|Xn|k] <∞ and E [|X|k] <∞ for all n, k ∈ N (2.5.18)
and that X is uniquely defined by its moments. If
lim
n→∞E
[
Xkn
]
= E
[
Xk
]
for all k ∈ N (2.5.19)
then
Xn
d−→ X. (2.5.20)
This theorem is not so strong as theorem 2.5.13 since we need that X is uniquely defined
by its moments. Also the non convergence of the moments does not imply Xn
d9 X. A
particular example is
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Example 2.5.17. Let
fn(x) :=
1
1 + 1n
(
1√
2pi
e−
1
2x
2
+ I
([
n!, n! +
1
n
])
(x)
)
(2.5.21)
and Xn be a random variable with density fn. It follows immediately from (2.5.10) that
Xn
d−→ X where X is a standard Gaussian. It is also obvious that E [Xn]→∞.
-
2.6 Generating functions
2.6.1 Definition of generating functions
The idea of generating functions is to encode information of a sequence into a formal power
series. There exists several different type of generating functions.
Definition 2.6.1. Let (hn)n∈N be a sequence of complex numbers.
• The ordinary generating function of (hn)n∈N is the formal power series
h(t) = h(hn, t) =
∞∑
n=0
hnt
n. (2.6.1)
• The exponential generating function of (hn)n∈N is the formal power series
Eh(t) = Eh(hn, t) =
∞∑
n=0
hn
tn
n!
. (2.6.2)
• The poisson generating function of (hn)n∈N is the formal power series
Ph(t) = Ph(hn, t) =
∞∑
n=0
hne
−t t
n
n!
. (2.6.3)
We use here only ordinary generating function and therefore call it just generating function.
One can of course define generating functions in more than one variable, but we need only
the one variable case here.
Definition 2.6.2. If a formal power series h(t) =
∑∞
n=0 hnt
n is given. We then define
[h]n := hn.
We use [.]n only with respect to t, also when hn depends on other variables.
Example 2.6.3. Simple examples of generating functions are
1. We have for hn = 1
h(t) =
∞∑
n=0
tn =
1
1− t (2.6.4)
2. We have for hn = (−1)n
h(t) =
∞∑
n=0
(−1)ntn = 1
1 + t
(2.6.5)
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3. Let p ∈ N be arbitrary and hn =
{
1 if p|n,
0 otherwise.
Then
h(t) =
1
1− tp (2.6.6)
The reason why generating functions are useful is that it is often possible to write down
the generating function h(t) without knowing hn explicitly. We do this in section 4.4 for
hn = E [Zsn(x)] and in section 5 for hn = E
[
W 1,n(f)(x)
]
and for hn = E
[
W 2,n(f)(x)
]
.
A good and classical example to illustrate this is
Example 2.6.4. We denote the number of partitions of n by P (n). The definition of P (n)
is very simple, but there is no combinatorial way to write down P (n) explicitly for arbitrary
n ∈ N. But we can write down the generating function for P (n). We have
∞∑
n=0
P (n)tn =
∞∏
k=1
1
(1− tk) (2.6.7)
and both sides are convergent for |t| < 1.
Proof. The right side of 2.6.7 can be written as(
1 + t+ t2 + t3 + · · · )(1 + (t2) + (t2)2 + (t2)3 + · · · )(1 + (t3) + (t3)2 + (t3)3 + · · · ) · · · .
It is now easy to see that the coefficient of tn is P (n).
2.6.2 Extraction of coefficients
If a generating function h(t) is given then a natural question is of course: what is [h]n and
what is the asymptotic behavior of [h]n. If h(t) is holomorphic near 0 then one can use
Cauchy’s integral formula to do this. Explicitly we have
[h]n =
1
2pii
∮
γ
h(z)
zn+1
dz. (2.6.8)
with γ a simple closed curve with winding number 1 about 0. A proof of this equation and
further details can be found in the book Complex analysis [14].
Unfortunately it is often difficult to calculate the integral explicit or to get direct the
asymptotic behavior for n → ∞. This is can be seen by choosing γ(s) = e2piit. We
then have 1zn = e
−n2piit = cos(2pint) + i sin(2pint) and there are many sign changes in the
integrand.
It is possible to use (2.6.8) to get the asymptotic behavior. We now state a very general
theorem in [13] basing on (2.6.8).
Definition 2.6.5. Let 1 < R and 0 < ϕ < pi2 be given. We then define
∆0 = ∆0(R,ϕ) = {z ∈ C; |z| < R, z 6= 1, | arg(z − 1)| > ϕ} (2.6.9)
Theorem 2.6.6. Let ξ1, · · · , ξk ∈ C be given with |ξ1| = |ξ2| = · · · = |ξk| = r > 0. Let
R > r, 0 < ϕ < pi2 an set
D := D(r,R, ϕ) :=
k⋂
j=1
ξj∆0(R/r, ϕ) (2.6.10)
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Figure 2.1: Illustration of ∆0
Suppose that h(t) is holomorphic in D and that there exist α1, · · · , αk ∈ C \ Z≤0 with
(t− ξj)αjh(t) = cj +O(t− ξj) for t→ ξj , t ∈ D, cj 6= 0 (2.6.11)
for 1 ≤ j ≤ k. We then have
[h]n ∼
k∑
j=1
ξ−nj
nαj−1
Γ(αj)
(2.6.12)
with an ∼ bn if limn→∞ anbn = 1.
Figure 2.2: Illustration of D with four points ξ1, · · · , ξ4
Proof. See [13], section 6.
Theorem 2.6.6 is enough for our purposes, but we cannot apply it to the generating function
h(t) =
∏∞
k=1
1
(1−tk) since h(t) has "infinitely many zeros on S
1". It is not possible to adapt
the proof of theorem 2.6.6 to
∏∞
k=1
1
(1−tk) since the main idea is to leave the unit disc.
Nevertheless, Hardy and Ramanujan were able using this generating function to calculate
the asymptotic behavior of P (n).
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Theorem 2.6.7. (Hardy and Ramanujan,1917)
P (n) ∼ 1
4n
√
3
epi
√
2n/3 (2.6.13)
Proof. See [4].
2.6.3 Lemmas to write down generating functions
We use here two tools to write down generating function.
First tool:
Lemma 2.6.8. Let (am)m∈N be a sequence of complex numbers. Then
∑
λ
1
zλ
aλt
|λ| = exp
(∑
m=1
1
m
amt
m
)
with aλ :=
l(λ)∏
i=1
aλi . (2.6.14)
where
∑
λ denotes the sum over all partitions and
zλ :=
n∏
r=1
rcrcr! and cr = cr(λ) := # {i|λi = r} . (2.6.15)
If RHS or LHS of (2.6.14) is absolutely convergent then so is the other.
Proof. The proof can be found in [22] or can be directly verified using the definitions of zλ
and the exponential function.
Second tool
Let N be a set and x = (x1, · · · , xs) be complex variables. We then define
fN (x, t) = fN ,wt(x, t) =
∑
q∈N
wt(q) (2.6.16)
for a function wt : N → C[[x, t]]. The next theorem shows that fN behaves well for disjoint
sets.
Theorem 2.6.9. Let N = N1×N2 be a set and wt : Q1×Q2 → C[[x]] such as wt((q1, q2)) =
wt(q1)wt(q2), then
fQ1×Q2(x) = fQ1(x)fQ2(x). (2.6.17)
Proof. See [24] or verify it directly.
2.7 Representation theory
We only need some very basic facts and definitions from representation theory. We
present here a short introduction and illustrate the notation with examples. We use these
examples in section 4. We omit the proofs since they can be found in most books about
representation theory, for instance in the book Lie Groups by Bump [9].
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Definition 2.7.1. Let G be a finite group and let W be a complex vector space. A repre-
sentation of G is a map pi : G×W →W with
• pig(.) is linear ∀g ∈ G,
• pie(w) = w ∀w ∈W ,
• pigh(w) = pig(pih(w)) ∀g, h ∈ G and ∀w ∈W .
To simplify the notation, we write gw := pig(w).
We write W for a representation pi : G×W →W if the operation is clear.
Example 2.7.2. We first set V = V (n) := Cn and label the canonical basis of V by {vi}.
We keep most of the time n fixed and write therefore V . We use the notation V (n) only
when there is a danger of confusion with the dimension.
We interpret Sn as subgroup of the unitary group (see (2.1.8)) and write the vectors v ∈
V as column vectors. Since g ∈ Sn is a n × n matrix, we can use the usual matrix
multiplication to define gv. It is obvious that this operation defines a representation of Sn.
This representation is called the defining representation.
The action of g = (δi,σ(j))1≤i,j≤n ∈ Sn on the canonical basis vi is given by
gvi = vσ(i). (2.7.1)
Remark: We use the notation g ∈ Sn for the operation on a vector v and σ ∈ Sn for the
operation on a set I ⊂ {1, · · · , n}.
Example 2.7.3. For k ∈ N, we set Vk := V (n)k :=
∧k
V and define
g(vi1 ∧ · · · ∧ vik) := (gvi1) ∧ · · · ∧ (gvik) ∀g ∈ Sn (2.7.2)
For completeness, we set V0 := C with g1 = 1 for all g ∈ Sn.
It is clear that this operation defines a representation Sn × Vk → Vk.
We define SeTk = SeT
(n)
k := {I ⊂ {1, · · · , n}; |I| = k}.
We put for I ∈ SeTk
vI := vi1 ∧ · · · ∧ vik with ij ∈ I and i1 < i2 < · · · < ik (2.7.3)
We know from linear algebra that the collection {vI}I∈SeTk forms a basis of Vk. For g =
(δi,σ(j))1≤i,j≤n ∈ Sn and I ∈ SeTk, we have
gvI = vσ(I) or gvI = −vσ(I). (2.7.4)
One might guess g(vI) = (σ)vσ(I), but that is wrong. For σ = (2, 4) we get
g(v1 ∧ v2) = v1 ∧ v4 6= (σ)v1 ∧ v4,
g(v2 ∧ v3) = v4 ∧ v3 = (σ)v3 ∧ v4.
We will need the sign exclusively in the case of σ(I) = I. Then indeed we have
g(vI) = (σ)vI .
We will extend the definitions of Vk and SeTk to arbitrary µ ∈ Ns (see definitions 4.1.1 and
4.3.2).
Remark: We write Vk instead of
∧k
V since it is shorter and corresponding indices are
always on the same place.
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Definition 2.7.4. Let W be a representation. A subspace Z ⊂ W is called G−invariant
(or just invariant), if
gz ∈ Z ∀z ∈ Z,∀g ∈ G.
Example 2.7.5. Each representation W has at least two invariant subspaces, namely W
itself and 0. They are called the trivial ones.
Definition 2.7.6. A representation W is called irreducible, if 0 and W are the only
G−invariant subspace of W . Otherwise the representation is called reducible.
Example 2.7.7. We continue with example 2.7.2. We define d :=
∑n
i=1 vi. Since each
g ∈ Sn permutes the basis vi, we have gd = d. Therefore D := Cd is an G−invariant
subspace of V and so V is reducible for n > 1.
Definition 2.7.8. Let W1 and W2 be representations of G. We say that W1 is isomorphic
to W2 (written W1 ∼= W2), if there is a vector space isomorphism ϕ : W1 → W2 with
ϕ(gw) = gϕ(w) for all g ∈ G.
Lemma 2.7.9. Each complex representation is isomorphic to a direct sum of irreducible
representations.
Example 2.7.10. We continue with example 2.7.2. D is clearly isomorphic to C.
We set B := V/D. We define g(v +D) := gv +D for each v +D ∈ B, g ∈ Sn. It is easy to
see that this operation is well defined and that B becomes a representation of Sn.
We have V ∼= D ⊕B as vector spaces. A simple calculation shows that this map is also an
isomorphism of representations. D ∼= C is irreducible, since dim(C) = 1. The representation
B is also irreducible. We prove this in corollary 4.1.0.3.
Example 2.7.11. We continue with example 2.7.3, using the notation of example 2.7.10.
Vk =
k∧
V ∼=
k∧
(D ⊕B) ∼=
k⊕
l=0
((∧lD)⊗
C
(∧k−lB)) = ∧k−1B⊕∧kB.
A basis of B is given by vi := vi + D with 1 ≤ i ≤ n − 1. Therefore ∧kB is non zero for
0 ≤ k ≤ n− 1. We will prove in corollary 4.1.0.3 that those are irreducible.
One of the main objects in representation theory is the character.
Definition 2.7.12. The character χ of a representation pi : G×W →W is defined as
χ(g) := tr(pig)
The character χ is called irreducible if W is irreducible.
Otherwise it is called reducible.
The most important characters we will use are:
Definition 2.7.13. For g ∈ Sn and 1 ≤ k ≤ n we set
e
(n)
k = e
(n)
k (g) :=
∑
1≤i1<···<ik≤n
ti1 · · · tik (2.7.5)
where the ti are the eigenvalues of g (in any order).
For completeness we set e(n)0 (g) ≡ 1 and e(n)k ≡ 0 for k > n.
If the dimension is clear, we will just write ek.
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Lemma 2.7.14. The character of the representation V (n)k is e
(n)
k .
Proof. See [9], section 36.
Remark: Please do not confuse e(n)k with the character ek used in the book Lie Groups
by Bump [9]! We will see in lemma 4.1.0.2 that e(n)k is only irreducible for k = 0 and k = n.
Since all ek are irreducible, they cannot be equal to e
(n)
k .
Characters have many important properties.
Lemma 2.7.15. Let W1 and W2 be representations. Then W1 ⊕W2 and W1 ⊗C W2 are
also representations with
g(w1 ⊕ w2) := (gw1)⊕ (gw2) and g(w1 ⊗ w2) := (gw1)⊗ (gw2) ∀g ∈ G
The characters of W1 ⊕W2 and W1 ⊗W2 are
• χW1⊕W2 = χW1 + χW2 ,
• χW1⊗W2 = χW1χW2 .
Each character is the sum of irreducible characters.
The reason why characters are so important is that we can use them to decide if two
(irreducible) representations are isomorphic or not.
Lemma 2.7.16. Let W1 and W2 be irreducible representations with characters χ1 and χ2.
Then
E [χ1χ2] =
{
1, if W1 ∼= W2;
0, otherwise.
where E [f ] = EG [f ] := 1|G|
∑
g∈G f(g).
The characters are a basis in the space of class functions.
Remark: It is usual in representation theory to use the notation
∫
G
(..) dg and not E [(..)].
We do not follows this convention since it is very confusing switching always between∫
G
(..) dg and not E [(..)].
Corollary 2.7.16.1. Let χ be an irreducible character.
EG[χ] =
{
1, χ ≡ 1;
0, otherwise.
Corollary 2.7.16.2. Let W be a representation with character χ. Then
EG[χ] = dimC(WG)
with WG := {w ∈W ; gw = g ∀g ∈ G}
We write E [.] instead of EG[.] if it is clear which group G is used.
One of the most important properties of the character is
Lemma 2.7.17. Let W be a representation with character χ. Then the following are
equivalent
• W is irreducible
• E[χχ] = 1

Chapter 3
Central limit theorem for
associated class functions
This section is devoted to associated class functions on Sn and the proof of a central limit
theorem for them.
We introduce in section 3.1 the definition of the characteristic polynomial Zn(x) and asso-
ciated class functions Wn(f)(x) on Sn. We also state a central limit theorem for the char-
acteristic polynomial Zn(x) proven by B.M.Hambly, P.Keevash, N.O’Connell and D.Stark.
In the rest of this section we then prove a central limit theorem for associated class func-
tions. To do this, we first state in section 3.2 an auxiliary central limit theorem and then
apply it in section 3.3 to associated class functions.
3.1 Definition and classical limit theorem
We first state the main result in the paper "The characteristic polynomial of a random
permutation matrix" [17]. To do this, we need the following definition
Definition 3.1.1. We set for x ∈ C, g ∈ Sn
Zn(x) = Zn(x)(g) = det(I − xg). (3.1.1)
where we interpret the elements of Sn as unitary matrices (see section 2.1.4).
Theorem 3.1.2 (B.M.Hambly, P.Keevash, N.O’Connell and D.Stark). Let g ∈ Sn be cho-
sen uniformly at random and x be a fixed complex number with |x| = 1, not a root of unity
and of finite type. Then
Re
(
log
(
Zn(x)
)√
pi
12 log(n)
)
d−→ N1, Im
(
log
(
Zn(x)
)√
pi
12 log(n)
)
d−→ N2 (3.1.2)
with N1,N2 standard Gaussian random variables.
It is natural to ask if N1 and N2 are independent. This question is not considered in [17].
We will prove in corollary 3.1.6.1 that N1,N2 are indeed independent.
We extend in this section the ideas of paper "The characteristic polynomial of a random
permutation matrix" [17] and prove a central limit theorem for associated class functions
on Sn. The big difference between our work and [17] is that we calculate the correlation
between the real and the imaginary part. Before we define associated class functions, we
give a more explicit expression for Zn(x)(σ) using the cycle-type of σ. This is possible
since Zn(x) is a class function and each conjugation class is uniquely determined by its
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cycle-type. We first look at the case σ = (123 · · ·n) ∈ Sn. Then
g = g(σ) = (δi,σ(j))1≤i,j≤n =

0 0 · · · 0 1
1 0 · · · 0 0
0 1 0
. . .
...
...
. . . . . . . . .
...
0 · · · 0 1 0
 . (3.1.3)
Let α(m) := exp(m 2piin ). Then
g

α(m)
α(m)2
...
α(m)n−1
1
 =

1
α(m)
...
α(m)n−1
α(m)n−1
 = α(m)

α(m)
α(m)2
...
α(m)n−1
1
 . (3.1.4)
Therefore g is diagonalizable, the eigenvalues of g are
{
α(m)
}
= {α(m)} and
det(I − xg) = 1− xn.
The arbitrary case now follows easily. Fix an element σ = σ1σ2 · · ·σl ∈ Sn with σi disjoint
cycles of length λi. Then
g = g(σ) =

P1
P2
. . .
Pl
 (3.1.5)
where Pi is a block matrix of a cycle as in (3.1.3) (after a possible renumbering of the basis).
Then
Zn(x)(g) =
l(λ)∏
i=1
(1− xλi). (3.1.6)
In view of this equation we set
Definition 3.1.3. Let f : S1 → C be given. We define
Wn(f) = Wn(f)(x) = Wn(f)(x)(g) :=
l(λ)∏
i=1
f(xλi). (3.1.7)
We call Wn(f) the associated class function of f .
The functionWn(f) only depends on the cycle-type of g ∈ Sn (see section 2.1.1). Therefore
Wn(f) is a class function on Sn and Wn(f) is independent of the interpretation of Sn as a
subgroup of the unitary matrices. We use the expression of Wn(f) in (3.1.7) in section 5,
but in this section we need another formulation. We state this as a lemma.
Lemma 3.1.4. Let C(n)m = C
(n)
m (g) be the cycle numbers as in definition 2.1.7. Then
Zn(x) =
n∏
m=1
(1− xm)C(n)m , (3.1.8)
Wn(f)(x) =
n∏
m=1
f(xm)C
(n)
m . (3.1.9)
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Proof. This follows immediately from (3.1.6) since C(n)m (g) = # {λi;λi = m}.
It is clear that Zn(x) = Wn(1− x). The expressions in (3.1.8) and (3.1.9) are well defined
since C(n)m ∈ N. We emphasize this because we need later expressions of the form ab with
b ∈ C.
We define in section 5 other class functions W 1,n(f) and W 2,n(f) on Sn. The definitions
of W 1,n(f) and W 2,n(f) are very similar to the definition of Wn(f). The main difference
is that W 1,n(f) and W 2,n(f) have an additional randomization. Wn(f) is in fact a special
case of W 1,n(f) and W 2,n(f).
Before we can formulate the main result of this section, we have to define
Definition 3.1.5. Let f : S1 → C be a real analytic function, x ∈ S1 be arbitrary but fixed.
We set
auxm(f)(x) =

∫ 1
0
log
(
f(e2piis)
)
ds if x is not a root of unity and the integral exists,
1
p
∑p
m=1 log
(
f(xm)
)
if x is a root of unity of order p and the sum exists,
∞ otherwise.
(3.1.10)
We know that an analytic function f 6= 0 has only isolated zeros and log(f(e2piis)) ∼
C log(s − s0) for s → s0 and s0 a zero of f(e2piis). Therefore the integral in the definition
exists for all f 6= 0 and m(f)(x) = ∞ if and only if f ≡ 0 or x is a root of unity and
f(xm) = 0 for some m ∈ N.
One can rewrite the integral in the definition of m(f) as
∫
S1
log
(
f(ϕ)
)
dϕ. We have
not used this because this can be mistaken with the complex integral
∫
S1
log
(
f(z)
)
dz =
2pii
∫ 1
0
log
(
f(e2piis)
)
e2piis ds.
We now come to the main theorem.
Theorem 3.1.6. Let f : S1 → C be real analytic and x be arbitrary and fixed. We define
log (Wn(f)(x)) :=
n∑
m=1
C(n)m log
(
f(xm)
)
(3.1.11)
with log the principal branch of the logarithm and log(−y) := log(y) + ipi for y ∈ R>0 and
log(0) =∞. We then have
1. If x is not a root of unity, of finite type and all zeros of f are roots of unity then
log (Wn(f)(x))√
log(n)
−
√
log(n)m(f)(x) d−→ N1 + iN2 (3.1.12)
with N1 and N2 normal distributed random variables. The correlation of N1 and N2
is given by
Im
(∫ 1
0
log2
(
f(e2piis)
)
ds
)
. (3.1.13)
The random variables N1 and N2 are independent if and only if
Im
(∫ 1
0
log2
(
f(e2piis)
)
ds
)
= 0.
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2. If x is a root of unity of order p and f(xm) 6= 0 for all 1 ≤ m ≤ p then
log (Wn(f)(x))√
log(n)
−
√
log(n)m(f) d−→ N1 + iN2 (3.1.14)
with N1 and N2 normal distributed random variables. The correlation of N1 and N2
is given by
Im
(
1
p
p∑
m=1
log2
(
f(xm)
))
(3.1.15)
The random variables N1 and N2 are independent if and only if
Im
(
1
p
∑p
m=1 log
2
(
f(xm)
))
Intuitively, the condition x of finite type ensures that the sequence (xm)nm=1 does not
approach too fast to the zeros of f for n→∞. This condition is essential in our proof.
As announced in the beginning, we can now prove
Corollary 3.1.6.1. The random variables N1 and N2 in theorem 3.1.2 are independent.
Proof. We know that Zn(x) = Wn(1− x). We can therefore apply theorem 3.1.6. We have
to show that (3.1.13) is fulfilled. We show for completeness also that m(1 − x) = 0. We
have log(1− e2piis) = log |1− e2piis|+ i( 12 − s)pi for s ∈ [− 12 , 12 ] Therefore
m(1− x) =
∫ 1
0
log(1− e2piis) ds =
∫ 1/2
−1/2
log |1− e2piis|+ i(1
2
− s)pi ds
=
∫ 1/2
−1/2
log |1− e2piis| ds+ i
∫ 1/2
−1/2
(
1
2
− s)pi ds
The first integral can be computed with Jensen’s formula (see lemma 2.2.4) and is also
equal to 0. The second integral is 0 since the integrand is odd. Therefore m(1− x) = 0.
We next compute
1
2
Im
(∫ 1
0
log2(1− e2piis) ds
)
=
∫ 1/2
−1/2
Re
(
log(1− e2piis))Im(log(1− e2piis)) ds
=
∫ 1/2
−1/2
(
1
2
− s)pi log |1− e2piis| ds
=
∫ 1/2
−1/2
1
2
pi log |1− e2piis| ds−
∫ 1/2
−1/2
spi log |1− e2piis| ds
The first summand is up to a constant factor the same as the first summand above and is
therefore equal to 0. The second integral is 0 since the integrand is odd. This proves the
independence.
We now proof theorem 3.1.6. Since this proof is not short, we split it into two parts and
first prove a limit theorem.
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3.2 Auxiliary central limit theorem
We need in this section the cycle lengths C(n)m (see definition 2.1.7) and the Feller-coupling
(see section 2.1.3). We now prove the following auxiliary central limit theorem
Theorem 3.2.1. Let (cm)∞m=1 be a sequence of complex numbers with am = Re(cm) and
bm = Im(cm). We define and An :=
∑n
m=1 amC
(n)
m and Bn :=
∑n
m=1 bmC
(n)
m . If we have
1. |bm| ≤ 2pi
2. 1n
∑n
m=1 |am| → Ea for n→∞.
3. 1n
∑n
m=1 a
2
m → Va, 1n
∑n
m=1 b
2
m → Vb
4. 1n
∑n
m=1 |am|3 = o
(
log1/2(n)
)
.
5. 1n
∑n
m=1 ambm → Eab for n→∞.
then
An + iBn − E [An + iBn]√
log(n)
d−→ N1 + iN2 (3.2.1)
with N1 and N2 normal distributed random variables.
The correlation of N1 and N2 is Eab. The random variables N1 and N2 are independent if
and only if Eab = 0.
Theorem 3.2.1 is the two dimensional analog of lemma 3.1 in [17]. The important difference
is the calculation of correlation and the independence condition.
Proof. We use in this proof the Feller-coupling (see section 2.1.3). The random variables
C
(n)
m , C
(n+1)
m and Ym are therefore defined on the same space.
We set A˜n :=
∑n
m=1 amYm and B˜n :=
∑n
m=1 bmYm. We use (2.1.12) and get
1√
log(n)
E
[∣∣∣A˜n + iB˜n −An − iBn∣∣∣] = 1√
log(n)
E
[∣∣∣∣∣
n∑
m=1
(an + ibm)(Ym − C(n)m )
∣∣∣∣∣
]
≤ 1√
log(n)
(
2
n+ 1
n∑
m=1
(|am|+ |bm|))→ 0 (3.2.2)
by conditions (1) and (2). It follows that A˜n + iB˜n has the same asymptotic behavior as
An+ iBn. It is therefore enough to look at A˜n+ iB˜n. We prove the theorem by calculating
the asymptotic behavior of the characteristic function
χn(ta, tb) := E
exp
 ita(A˜n − E
[
A˜n
]
) + itb(B˜n − E
[
B˜n
]
)√
log(n)

for |ta|, |tb| ≤ K for some fixed K ∈ R+. We can calculate χn(ta, tb) explicitly since the
random variables Ym are independent and E [exp(itYm)] = exp
(
eit−1
m
)
. We have
χn(ta, tb) = exp
 n∑
m=1
e
itaam+itbbm√
log(n) − 1
m
 exp
−itaE
[
A˜n
]
− itbE
[
B˜n
]
√
log(n)

= exp
 n∑
m=1
e
itaam√
log(n) e
itbbm√
log(n) − 1
m
 exp
−itaE
[
A˜n
]
− itbE
[
B˜n
]
√
log(n)
 . (3.2.3)
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We then write eit = cos(t) + i sin(t) and use the Taylor expansions of cos and sin. We have
cos(t) = 1− t22 + t
3
6 sin(ν) with some ν ∈ [0, t] and thus cos(t) = 1− t
2
2 +O(t
3). A similar
calculation holds for sin. We get
cos
(
taam√
log(n)
)
= 1− t
2
aa
2
m
2 log(n)
+O
(
t3aa
3
m
log3/2(n)
)
, (3.2.4)
sin
(
taam√
log(n)
)
=
taam√
log(n)
+O
(
t3aa
3
m
log3/2(n)
)
(3.2.5)
where the big O’s are uniformly in m ∈ N. Similar formulas hold for bm. We use these two
identities together with (3.2.3) and obtain
e
itaam√
log(n) e
itbbm√
log(n) − 1 = 1√
log(n)
(itaam + itbbm)− 1log(n)
(
a2mt
2
a + b
2
mt
2
b
2
− ambmtatb
)
+
1
log3/2(n)
O
(|am|+ |am|2 + |am|3)
since we have |ta|, |tb| ≤ K. We have on the other hand
E
[
A˜n
]
=
n∑
m=1
am
m
and E
[
B˜n
]
=
n∑
m=1
bm
m
since the E [Ym] = 1m . Therefore
χn(ta, tb) = exp
(
1
2 log(n)
n∑
m=1
−(a2mt2a + b2mt2b)
m
+ tatb
1
log(n)
n∑
m=1
ambm
m
+
1
log1/2(n)
O
(
1
log(n)
n∑
m=1
|am|+ |am|2 + |am|3
m
))
. (3.2.6)
We apply lemma 2.2.3 to each summand. The first summand converges by condition (3)
to −12 (Vat
2
a + Vbt
2
b). The second summand converges by condition (5) to Eab. The third
summand converges by lemma 2.2.3 and the conditions (2), (3) and (4) to 0. Therefore
χn(ta, tb)→ e−
Va
2 t
2
a−Vb2 t2b+Eabtatb
point wise for all |ta|, |tb| ≤ K. Since K was arbitrary, χn(ta, tb) converge everywhere. We
now can apply Lévy’s continuity theorem (theorem 2.5.13). We set tb = 0 to see that the
real part converge to a normal distributed random variable. Similar for the imaginary part.
It also follows directly from Lévy’s continuity theorem that N1 and N2 are independent if
and only if Eab = 0.
3.3 Proof of theorem 3.1.6
We are now ready to prove theorem 3.1.6. We recommend to read first section 2.3 and
section 2.4 before reading this proof.
Proof of theorem 3.1.6. We have by definition log
(
Wn(f)
)
=
∑n
m=1 C
(n)
m log
(
f(xm)
)
(see
(3.1.11)). We now apply theorem 3.2.1 with cm := log
(
f(xm)
)
. To do this, we have to
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show that the conditions (1) - (5) are fulfilled.
Condition (1) is fulfilled by the definition of log
(
Wn(f)
)
.
We show that conditions (2) - (5) are fulfilled by showing that all sums appearing there
converge to a limit for n→∞.
We write x = e2piit, tm := {mt}, t = (tm)∞m=1 and h(s) :=
∣∣log∣∣f(e2piis)∣∣∣∣ and b(s) :=
arg
(
f(e2piis)
)
. We have to distinguish several cases:
Case 1.1: x not a root of unity, 0 /∈ f(S1)
We begin with condition (2). We have
1
n
n∑
m=1
|am| = 1
n
n∑
m=1
|Re(cm)| = 1
n
n∑
m=1
∣∣∣log∣∣f(xm)∣∣∣∣∣ = 1
n
n∑
m=1
h(tm).
The function h(s) is in this case a smooth function on [0, 1] and we can therefore apply
theorem 2.3.2 to see that the last expression converges to
∫ 1
0
h(s) ds.
It follows with the same argument that
1
n
n∑
m=1
|am|2 →
∫ 1
0
h2(s) ds and
1
n
n∑
m=1
|am|3 →
∫ 1
0
h3(s) ds
This proves condition (4) and the first part of condition (3).
We next look at bm = Im
(
log
(
f(xm)
))
= arg(f(xm)) = b(tm). Since f is real analytic, one
can use function theory to show that there exists a finite set D ⊂ [0, 1] such that b(s) is real
analytic in [0, 1] \D and the limits lims↑s0 arg(f(e2piis)) and lims↓s0 arg(f(e2piis)) exists for
all s ∈ [0, 1]. We omit here the details since this is a standard argument.
The idea is now to split [0, 1] into subintervals such that b(s) is real analytic in each
subinterval and then to restrict the sequence t to each such subinterval. Lemma 2.3.11
shows that the restricted sequences are still uniformly distributed and we are therefore
allowed to use theorem 2.3.2 on each subinterval separately. We thus obtain
1
n
n∑
m=1
b2m →
∫ 1
0
(
b(s)
)2
ds
and
1
n
n∑
m=1
ambm →
∫ 1
0
a(s)b(s) ds =
∫ 1
0
Re
(
log
(
f(e2piis)
))
Im
(
log
(
f(e2piis)
))
ds
=
1
2
Im
(∫ 1
0
log2
(
f(e2piis)
)
ds
)
Case 1.2.1 x not a root of unity and 1 is the only zero of f .
A simple calculation shows that h(s) ∼ C1 log(s) and ddsh(s) ∼ C2 1s for s → 0. Similarly
for s → 1. We therefore can not use anymore theorem 2.3.9. The idea is to replace
theorem 2.3.2 by theorem 2.3.9.
To apply theorem 2.3.9, we have to know the behavior of Dn([0, 1], t) for n → ∞ and
to choose a "good" δ > 0 with δ < tm < 1 − δ. This is the point where we need the
finite type assumption of x. The behavior of Dn([0, 1], t) follows with this assumption from
theorem 2.4.3. We have
Dn([0, 1], t) = O(n−α) for some α > 0 (3.3.1)
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Now we have to choose δ. Since x is of finite type, we can use lemma 2.4.2 to see that there
exist constants C > 0, β > 0 such that
|mx− p| > C1
mβ
for all m, p ∈ N.
A simple calculation shows that h(s) ∼ C2 log(s) and ddsh(s) ∼ C3 1s for s→ 0. Similar for
s→ 1. We get with theorem 2.3.8∣∣∣∣∣ 1n
n∑
m=1
h(tm)−
∫ 1
0
h(t) ds
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ δ
0
h(s) ds
∣∣∣∣∣+
∣∣∣∣∫ 1
1−δ
h(s) ds
∣∣∣∣ (3.3.2)
+Dn([0, 1], t)
∫ 1−δ
δ
d
ds
h(s) ds+O
(
C
nβ
log(nβ)
)
≤O (n−β log(nβ))+O (n−α log(nβ))+O( C
nβ
log(nβ)
)
=O(n−γ) for some γ > 0.
This shows that condition 2 is fulfilled. It is essential in (3.3.2) that Dn([0, 1], t) = O(n−α).
This shows that the finite type assumption is necessary for our proof.
A simple calculation shows that
h2(s) ∼ C4 log2(s), d
ds
h2(s) ∼ C5 log(s)
s
,
h3(s) ∼ C6 log3(s), d
ds
h3(s) ∼ C7 log
2(s)
s
.
It is now easy to see that one can use the calculations in (3.3.2) also for h2 and h3. This
proves condition (4) and the first part of condition (3).
The argumentation for bm is as above.
Case 1.2.2 x not a root of unity and all zeros of f occur at roots of unity.
Choose a fixed q ∈ N such that all zeros of f can be written as exp(2piipq ) with p ∈ N. This
is possible since by assumption all zeros of f are roots of unity and f is real analytic.
We set Ip := [p−1q ,
p
q ] for 1 ≤ p ≤ q and apply Theorem 2.3.9 separately to each Ip for
the sequences y(p) = x ∩ Ip. We know from lemma 2.3.11 that Dn(Ip,y(p)) = O(n−α)
since Dn([0, 1],x) = O(n−α). We can choose, as above with lemma 2.4.2, a δ = Cnβ with
p−1
q + δ < y
(p)
m <
p
q − δ for 1 ≤ m ≤ n. This shows that the calculations are similar to the
calculations in Case 1.2.1.
Case 2: x a root of unity of order p and f(xm) 6= 0 for all 1 ≤ m ≤ p.
We have
1
n
n∑
m=1
|am| = 1
n
∑
m=1
h(tm) =
p∑
k=1
[n−kp ]∑
j=0
1
jp+ k
h(tjp+k)
=
p∑
k=1
h(tk)
 1log(n)
[n−kp ]∑
j=0
1
jp+ k
 . (3.3.3)
It is easy to see that
lim
n→∞
1
log(n)
[n−kp ]∑
j=0
1
jp+ k
= lim
n→∞
1
log(n/p) + log(p)
[np ]∑
j=0
1
jp
=
1
p
.
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We have therefore proven that (2) is fulfilled.
The other calculations are similar. We therefore omit them.
We have until now proven that
log
(
Wn(f)
)
−E
[
log
(
Wn(f)
)]
√
log(n)
d→ N1 + iN2 (3.3.4)
in all cases mentioned in theorem 3.1.6, including the correlation and the independence
condition.
To complete the proof, we have to show that
E
h
log
(
Wn(f)
)i
√
log(n)
−√log(n)m(f) → 0. We use
lemma 2.1.8 and lemma 2.2.2 to see that
E
[
log
(
Wn(f)
)]
=
n∑
m=1
log
(
f(xm)
)
m
=
(
1
n
n∑
m=1
log
(
f(xm)
))
+
∫ n
1
A(s)
1
s2
ds (3.3.5)
with A(s) =
∑
m≤s log
(
f(xm)
)
.
If x is a root of unity, we use (3.3.2) to see that 1n
∑n
m=1 log
(
f(zm)
)
= m(f) +O(n−β) for
some β > 0 and therefore A(s) = sm(f) +O(s1−β). We get with (3.3.5)
1√
log(n)
n∑
m=1
log
(
f(zm)
)
m
=O
(
1√
log(n)
)
+
1√
log(n)
∫ n
1
s
(
m(f) +O(s1−β)
) 1
s2
ds
=O
(
1√
log(n)
)
+
m(f)√
log(n)
∫ n
1
1
s
ds+
1√
log(n)
∫ n
1
O(s−1−β) ds
=
√
log(n)m(f) +O
(
1√
log(n)
)
.
In this case x a root of unity, one has to replace (3.3.2) with
∑n
m=1
1
m = log(n)+C8 +O
(
1
n
)
(see [3]). We omit the details since these calculations are similar to the ones above.

Chapter 4
Calculation of E [Zsn(x)] with
representation theory
In this section, we interpret Sn as a subgroup of U(n) (see section 2.1.4) and use
representation theory to write down a generating function for E [Zsn(x)] with respect to
the uniform measure on Sn. We use this generating function to calculate the behavior of
E [Zsn(x)] for s ∈ N. These results are the same as in my paper [27], but obtained with
a different method. We use in [27] the combinatorial argument of section 5, since this
method is shorter and simpler to understood.
Most of the calculations in this section are based on the examples in section 2.7. We
therefore recommend to take a look at the examples in section 2.7 before reading this
section.
We have by definition
Zn(x)(g) = det(I − xg) =
n∏
k=1
(1− xti) =
n∑
k=0
(−1)kek(g)xk (4.0.1)
with g ∈ Sn arbitrary and t1, · · · , tn the eigenvalues of g.
We know from (3.1.4) that all g ∈ Sn can be diagonalized. This proves the second equality
in (4.0.1). Third equality follows by expanding the product, collecting the coefficients of
each xk and then using the definition of ek(g) in (2.7.5). More details can be found in [9],
in section 35.
We fix s ∈ N and rewrite Zsn(x) as
∏s
k=1 Zn(xk) with x1, x2, · · · , xs complex variables. We
do this because we need it in section 4.4. We simplify the notation by setting
Definition 4.0.1. Let µ = (µ1, · · · , µs) ∈ Ns be arbitrary and x1, · · · , xs be complex vari-
ables. Then
xµ :=xµ11 x
µ2
2 · · · xµss , l(µ) := # {1 ≤ i ≤ n;µi 6= 0} , |µ| :=
s∑
i=1
µi. (4.0.2)
We now get with (4.0.1)
E
[
s∏
k=1
Zn(xk)
]
=
∑
µ∈Ns
E
[
e(n)µ
]
(−1)|µ|xµ (4.0.3)
with eµ := eµ1 · · · eµs . Since E [(..)] = 1n!
∑
g∈Sn(..) is a finite sum and ek ≡ 0 for k > n,
there is no problem with the convergence or reordering in (4.0.3).
In view of the last equality, it is natural to ask: What is E [eµ]?
We will take first a look at the case l(µ) = 2.
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4.1 Case l(µ) = 2
The main result of this subsection is
Proposition 4.1.0.1. We have Zn(x) = Zn(x), ek(g) ∈ Z for all g ∈ Sn and
E [ekel] =

2, k = l and 0 < k < n,
1, k = l and 0 = k or k = n,
1, k = l ± 1 and 0 ≤ k, l ≤ n,
0, otherwise.
(4.1.1)
Before we prove this lemma, we give some corollaries.
Corollary 4.1.0.1. We have
E [ek] =
{
1, k = 0 or k = 1.
0, otherwise.
(4.1.2)
E [Zn(x)] =1− x (4.1.3)
Proof. This follows directly from proposition 4.1.0.1 and (4.0.3) with e0 ≡ 1.
Corollary 4.1.0.2. The character e(n)k is irreducible for k = 0 and k = n.
The character e(n)k is the sum of two different irreducible characters for 0 < k < n.
Proof. We know from proposition 4.1.0.1 that
E
[
e
(n)
k e
(n)
k
]
= E
[
e
(n)
k e
(n)
k
]
=
{
2 for 0 < k < n,
1 for k = 0 or k = n.
We know from lemma 2.7.14 that e(n)k is a character and therefore can be written by
lemma 2.7.15 as
e
(n)
k =
J∑
j=1
mjχj
with mj ∈ N, χj irreducible characters and χi 6= χj for i 6= j. We now use lemma 2.7.16
and get
E
[
e
(n)
k e
(n)
k
]
=
∑
1≤i,j≤J
mimjE [χiχj ] =
J∑
j=1
m2j =
{
2 for 0 < k < n,
1 for k = 1 or k = n.
Since mj ∈ N, the only possibilities to fulfill this equation are j = 2 and m1 = m2 = 1 for
0 < k < n and j = 1,m1 = 1 for k = 1 or k = n. This proves the lemma.
One might ask: What are the irreducible representations appearing in e(n)k ?
We have shown in example 2.7.11
Vk = ∧k−1B
⊕
∧kB
Corollary 4.1.0.3. The representations ∧kB are irreducible for 0 ≤ k < n.
Proof. We have ∧0B = C by definition. The case k = 0 is therefore trivial.
We have found for 0 < k < n a non trivial decomposition of ek into two factors. Since ek
is the sum of two irreducible factors, both have to be irreducible.
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We give more details on the decomposition into irreducible factors in section 4.2 and prove
now proposition 4.1.0.1.
Proof of proposition 4.1.0.1. We first prove ek(g) ∈ Z.
We have e0 ≡ 1 and ek ≡ 0 for k > n, so we only have to look at 1 ≤ k ≤ n.
We know form lemma 2.7.14 that ek is the character of the representation Vk. Let I ∈ SeTk
be arbitrary. We have shown in example 2.7.3 that
gvI = vσ(I) or gvI = −vσ(I) for g = (δi,σ(j))1≤i,j≤n ∈ Sn
Because ek(g) is the trace of the automorphism given by the operation with g, ek(g) is a
sum with all summands in {−1, 0, 1}.
To prove Zn(x) = Zn(x), we use (4.0.1)
Zn(x) =
n∑
k=0
(−1)kek(g)xk =
n∑
k=0
(−1)kek(g)xk = Zn(x).
We know from lemma 2.7.14 and lemma 2.7.15 that ekel is the character of the representa-
tion ∧kV ⊗C ∧lV . Therefore we set
Definition 4.1.1. For k, l ∈ N we set
Vk,l = V
(n)
k,l := ∧kV
⊗
C
∧lV. (4.1.4)
To write down a basis of Vk,l, we need
Definition 4.1.2. We define SeTk,l = SeT
(n)
k,l to be the set of all ordered pairs (I1, I2) with
Ii ⊂ {1, · · · , n} and |I1| = k, |I2| = l.
We set
vI := vI1 ⊗ vI2 for I = (I1, I2) ∈ SeTk,l.
The collection {vI}I∈SeTk,l forms a basis of Vk,l. The operation of g = (δi,σ(j))1≤i,j≤n ∈ Sn
on vI is given by
gvI = g(vI1 ⊗ vI2) = (gvI1)⊗ (gvI2) = vσ(I1) ⊗ vσ(I2).
Remark: we have
Vk,0 = Vk
⊗
C
C ∼= Vk
and SeTk,0 is canonically bijective to SeTk.
The notation for length l(µ) = 2 is therefore compatible with the notation for length
l(µ) = 1 and so it is not necessary to distinguish the cases l = 2 and l = 1 in the proof.
We now look at the integral. We get with corollary 2.7.16.2
E [ekel] = dimC
(
(Vk,l)Sn
)
where (Vk,l)Sn := {v ∈ Vk,l; gv = v ∀g ∈ G}. We write for shortness
∑
I :=
∑
I∈SeTk,l .
Choose any v ∈ (Vk,l)Sn with v =
∑
I aIvI . Then
v =
1
n!
∑
g∈Sn
gv =
∑
I
aI
 1
n!
∑
g∈Sn
g(vI)
 . (4.1.5)
We set T (vI) := 1n!
∑
g∈Sn g(vI). Therefore (Vk,l)
Sn is generated by the vectors of the form
T (vI). For this reason, we have to look at the vectors T (vI) only.
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Lemma 4.1.3. T has the following properties:
1. T is linear.
2. Let g ∈ Sn be arbitrary. Then
gT (vI) = T (vI) = T (gvI)
3. We write T (vI) = aIvI +
∑
J 6=I aJvJ . Then
T (vI) = 0⇐⇒ aI = 0
4. Choose any vI1 ⊗ vI2 fix with T (vI1 ⊗ vI2) 6= 0.
It is equivalent
• T (vJ1 ⊗ vJ2) = ±T (vI1 ⊗ vI2)
• It exists a σ ∈ Sn with σ(Ii) = Ji for 1 ≤ i ≤ 2
Proof. (1) and (2) are obvious.
(3) We have
T (vI) = gT (vI) = g
(
aIvI +
∑
J 6=I
aJvJ
)
= aIgvI +
∑
J 6=I
aJgvJ
Therefore aI = 0 is equivalent to the fact, that no basis vector of the from gvI appears in
T (vI). By the definition of T (vI), only such basis vectors can appear. Therefore T (vI) =
0⇐⇒ aI = 0.
(4) ”⇐= ” follows from (2)
” =⇒ ” Since T (vI1⊗vI2) 6= 0, vI1⊗vI2 appears in T (vI1⊗vI2) 6= 0 , it therefore also appears
in T (vJ1⊗vJ2). This is only possible if there exists a g ∈ Sn with g(vJ1⊗vJ2) = ±vI1⊗vI2
In light of point (4), we define
Definition 4.1.4. We call I ∈ SeTk,l and J ∈ SeTk,l equivalent if there exists σ ∈ Sn with
σ(Ii) = Ji for 1 ≤ i ≤ 2. In this case we write I ∼ J .
It is easy to see that ∼ is an equivalence relation. We know form lemma 4.1.3 that T (vI) =
±T (vJ) exactly when I ∼ J .
Let F be a set representatives of SeTk,l/ ∼.
Lemma 4.1.5. The non zero vectors T (vI) with I ∈ F are linearly independent.
Proof. Let
∑
I∈F bIT (vI) = 0 for some bI . Suppose there exists an I ∈ F with bI 6= 0 and
T (vI) 6= 0.
Since vI appears in T (vI) by lemma 4.1.3 and all vI are linearly independent, vI has to
appear in another T (vJ) with J 6= I as well. But this is only possible if I ∼ J . This is a
contradiction.
Therefore it is enough to find all I for which T (vI) 6= 0 (modulo equivalence).
Lemma 4.1.6.
T (vI1 ⊗ vI2) 6= 0⇐⇒ |I1 \ I2| ≤ 1 and |I2 \ I1| ≤ 1.
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Proof. Let vI1 ⊗ vI2 be given. We use lemma 4.1.3.3 to determine when T (vI1 ⊗ vI2) = 0.
Since Sn permutes the bases vI1 ⊗ vI2 (with a possible change of sign), we have to calculate∑
g∈Sn
g(vI1⊗vI2 )=±vI1⊗vI2
g(vI1 ⊗ vI2) =
∑
σ∈Sn
σ(I1)=I1,σ(I2)=I2
g(vI1 ⊗ vI2)
=
∑
σ∈Sn
σ(I1\I2)=I1\I2
σ(I2\I1)=I2\I1
σ(I1∩I2)=I1∩I2
g(vI1 ⊗ vI2). (4.1.6)
Choose a σ ∈ Sn, which permutes I1 \ I2 and leaves the rest fixed. Then gvI1 = (σ)vI1
and gvI2 = vI2 . Therefore g(vI1 ⊗ vI2) = (σ)vI1 ⊗ vI2
If σ ∈ Sn permutes I1 ∩ I2 and leaves the rest fixed, then we get on both factors a −1 or a
1 and therefore g(vI1 ⊗ vI2) = vI1 ⊗ vI2 .
We write Per(I1 \ I2) for all permutations of the set I1 \ I2 and get∑
g∈Sn
g(vI1⊗vI2 )=±vI1⊗vI2
g(vI1 ⊗ vI2) = Const.
∑
σ1∈Per(I1\I2)
σ2∈Per(I2\I1)
(σ1)(σ2)vI1 ⊗ vI2 .
But
∑
σ∈Sm (σ) = 0 if m > 1.
Corollary 4.1.6.1. The dimension dimC
(
(Vk,l)Sn
)
is equal to the number of non equivalent
sets (I1, I2) ∈ SeTn(k,l) with |I1 \ I2| ≤ 1 and |I2 \ I1| ≤ 1
Proof. We know that (Vk,l)Sn is generated by the vectors T (vI) with I ∈ SeTk,l. The
corollary follows now from lemma 4.1.5 and lemma 4.1.6.
We can now finish the proof of proposition 4.1.0.1.
Recall: E [ekel] = dimC
(
(Vk,l)Sn
)
. We can use corollary 4.1.6.1 to calculate this integral.
W.l.o.g.: k ≥ l and I1 = {1, · · · , k}.
Since |I1 \ I2| ≤ 1 only the cases k − 1 = l and k = l are non trivial.
Case 1: k − 1 = l
There is only one relevant possibility: I2 = {1, · · · , k − 1}, since the cases
I2 = {1, · · · , k} \ {s} for 1 ≤ s ≤ k are all equivalent!
Case 2: k = l
In this situation we have two possibilities: Either I1 = I2 or I2 = I1 ∪ {p} \ {q} with
1 ≤ p ≤ k < q. The second case is only possible, if k < n, since I2 has a point outside I1.
We have therefore proven for 0 ≤ l ≤ k ≤ n that
E [ekel] =

2, if k = l and 0 < k < n;
1, if k = l and k = 0 or k = n;
1, if k = l + 1 and 0 < k ≤ n;
0, otherwise.
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4.2 Decomposition of Zn(x) into irreducible characters
Since Zn(x) is a class functions we can write it as a sum of irreducible characters. It is
natural to ask if we can decide which irreducible representations appear in Zn(x). For this,
we need some theorems from the book "Lie groups" [9]. We state them here very shortly
and refer for more details to [9]. We do this since the stated theorems are used in this
subsection only and it would need much more time and space to give further details.
Definition 4.2.1. Let λ, ν be partitions. We write ν ⊂ λ if νi ≤ λi.
Theorem 4.2.2. The irreducible representations of Sn can be parameterized by partitions
of n. We write ωλ for the representation corresponding to the partition λ and sλ for the
character of ωλ.
We have 1 = s(n) and  = s(1n) for all n ∈ N and (1n) := (1, 1, · · · , 1)︸ ︷︷ ︸
n times
.
Proof. See [9].
We calculate the decomposition of Zn(x) into irreducible characters by induction over n.
To do this, we embeds Sn−1 ↪→ Sn with σ(n) := n and write V (n) and B(n) for V and B to
emphasize the dimension. The main theorem we need is
Theorem 4.2.3. Let λ be a partition of n. Then
sλ
∣∣∣
Sn−1
=
∑
ν
ν⊂λ,|ν|=n−1
sν (4.2.1)
Proof. See [9], section 42.
Lemma 4.2.4. We have
B(n)
∣∣∣
Sn−1
∼= V (n−1) as representations of Sn−1. (4.2.2)
Proof. We write b1, · · · , bn for the canonical projection of v1, · · · , vn on B(n) = V (n)/D. We
have that gbi = bσ(i) for all g = σ ∈ Sn. This follows from the definition of the action of Sn
on V (n). The action of Sn on B(n) looks very similar to the action on V (n). The difference
is that b1, · · · , bn is not a basis of B(n). The vectors b1, · · · , bn−1 are a basis, but g does
not necessary map this basis to itself. g maps this basis to itself if and only if σ(n) = n.
We get that B(n)
∣∣
Sn−1
∼= V (n−1), since the action of Sn−1 on the basis b1, · · · , bn−1 of B(n)
and on the basis v1, · · · , vn−1 of V (n−1) are the same.
We can now prove
Theorem 4.2.5. We have for 0 ≤ k ≤ n− 1
∧kB(n) = χ(n−k,1k) (4.2.3)
and
Zn(x) = (1− x)
n−1∑
k=1
s(n−k,1k). (4.2.4)
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Proof. We write b(k, n) for the character of ∧kB(n). We know from corollary 4.1.0.3 that
∧kB(n) is an irreducible representation of Sn. It follows from theorem 4.2.2 that there exists
a partition λ such that b(k, n) = sλ. We use theorem 4.2.3 and a double induction over k
and n to determine λ.
k = 0:
This case is trivial since we have by definition ∧0B(n) = C and 1 = s(n).
k = 1:
We use lemma 4.2.4 and V ∼= B ⊕D (see example 2.7.10) to get
B(n)
∣∣∣
Sn−1
∼= V (n−1) ∼= B(n−1) ⊕D = B(n−1) ⊕ C. (4.2.5)
Therefore b(1, n)
∣∣∣
Sn−1
= b(1, n−1)+1 = b(1, n−1)+s(n−1). We can now use theorem 4.2.3.
It is obvious that the only two partitions of n with n−1 ⊂ λ are λ = (n) and λ = (n−1, 1).
We cannot have b(1, n) = s(n) since s(n)
∣∣
Sn−1
= s(n−1) is not the sum of two irreducible
characters. Therefore we must have b(1, n) = s(n−1,1).
k − 1→ k:
Here we use
∧k
V ∼= ∧k−1B⊕∧kB (see example 2.7.11). We get
k∧
B(n)
∣∣∣∣∣
Sn−1
∼=
k∧
V (n−1) ∼= ∧k−1B(n−1)
⊕
∧kB(n−1). (4.2.6)
It follows by the induction hypothesis that
b(k, n)
∣∣∣
Sn−1
= b(k, n− 1) + b(k − 1, n− 1) = s(n−1−k,1k) + s(n−k,1k−1). (4.2.7)
It is obvious that the only partition λ of n with (n− 1− k, 1k) ⊂ λ and (n− k, 1k−1) ⊂ λ
is λ = (n− k, 1k). This proves (4.2.3).
It remains to show (4.2.4). We have that e(n)k = b(k, n)+b(k−1, n) since ek is the character
of V (n)k =
∧k
V (n). We use (4.0.1) and get
Zn(x) =
n∑
k=0
(−1)kekxk =
n∑
k=0
(−1)k(b(k, n) + b(k − 1, n))xk
=
n−1∑
k=0
(−1)kb(k, n) +
n−1∑
k=1
(−1)k+1b(k, n)xk+1 = (1− x)
n−1∑
k=0
(−1)kb(k, n). (4.2.8)
We have used that b(n, n) = 0 since dimCB(n) = n− 1 and therefore ∧nB(n) = 0.
4.3 Case l(µ) > 2
In this subsection we try to calculate E
[
e
(n)
µ
]
for arbitrary µ. Unfortunately we cannot
give an explicit expression as for l(µ) ≤ 2. We will instead reformulate E
[
e
(n)
µ
]
as a
number of solutions of a (simple) inequality system (see (4.3.5)).
We fix in this subsection s ∈ N and µ = (µ1, µ2, · · · , µs) ∈ Ns.
We will adapt the proof of proposition 4.1.0.1 to calculate E [eµ]. For this, we first extend
the definitions 4.1.2 and 4.1.4 to an arbitrary µ ∈ Ns.
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Definition 4.3.1.
Vµ = V (n)µ := ∧µ1V
⊗
C
· · ·
⊗
C
∧µsV (4.3.1)
with ∧0V := C.
Definition 4.3.2. We define SeTµ = SeT(n)µ to be the set of all sequences (Ii)1≤i≤s with
Ii ⊂ {1, · · · , n} and |Ii| = µi for 1 ≤ i ≤ s.
Definition 4.3.3. We call I ∈ SeTµ and J ∈ SeTµ equivalent, if there exists a σ ∈ Sn with
σ(Ii) = Ji for 1 ≤ i ≤ s. In this case we write I ∼ J .
As in the proof of proposition 4.1.0.1 we need to know when T (vI) 6= 0 for a given I ∈ SeTµ.
To do this, we introduce some terminology.
Definition 4.3.4. For I ∈ SeTµ and  ∈ {1, c}s, we set
I := I11 ∩ · · · ∩ Iss ⊂ {1, · · · , n}
with I1i = Ii and Ici = {1, · · · , n} \ Ii.
Definition 4.3.5. We call  ∈ {1, c}s
{
even
odd
if the number of 1′s in  is
{
even
odd
.
The analog of corollary 4.1.6.1 is
Definition 4.3.6.
Nn(µ) := {I ∈ SeTµ; |I| ≤ 1 for all odd  ∈ {1, c}s}upslope ∼, (4.3.2)
Nn(µ) := |Nn(µ)|. (4.3.3)
For completeness we set N0(0) = 0 and Nn(µ) = 0 if some µi > n.
We can now state and prove:
Lemma 4.3.7. We have for all n ∈ N and µ ∈ Ns
E
[
e(n)µ
]
= Nn(µ). (4.3.4)
Proof. The proof is similar to the proof of proposition 4.1.0.1. One has to replace Vk,l and
SeTk,l by Vµ and SeTµ. The only difficult point is
T (vI) 6= 0⇔ |I| ≤ 1 for all odd  ∈ {1, c}s.
Choose any I = (I1, . . . , Is) ∈ SeTµ. As before we have to calculate∑
g∈Sn
gvI=±vI
gvI .
Choose any g = (δi,σ(j)) ∈ Sn with gvI = ±vI . Then σ(Ii) = Ii and σ(Ici ) = Ici for
1 ≤ i ≤ s. It follows that σ(I) = I for all  ∈ {1, c}s.
Choose  ∈ {1, c}s fixed. W.l.o.g. σ only permutes the set I and leaves the rest fixed. It
is easy to see that
gvIi =
{
(σ)vIi , I
 ⊂ Ii;
vIi , I
 * Ii.
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Now # {1 ≤ i ≤ s; I ⊂ Ii} is odd exactly when  is odd.
We get
g(vI) =
{
(σ)vI ,  odd;
vI ,  even.
The rest follows as in lemma 4.1.6.
Corollary 4.3.7.1. The following hold:
• If µ1 > 1 +
∑s
k=2 µk then E [eµ] = 0.
• If µ1 = 1 +
∑s
k=2 µk, then E [eµ] = 1.
• The map n→ E
[
e
(n)
µ
]
is increasing and becomes stationary for n ≥ |µ|.
Proof. Choose any I ∈ SeTµ and  = (1, c, c, · · · , c) fixed. If I ∈ Nn(µ) then I has to fulfill
|I| = |I1 \ (I2 ∪ · · · ∪ Is)| ≤ 1
The cardinality of the set I1 \ (I2 ∪ · · · ∪ Is) is at least µ1 − (µ2 + · · ·+ µs).
For the first part, this is ≥ 2 and we can not fulfill the above condition.
For the second part, there is only one possibility to fulfill the condition: Ii ⊂ I1 and all Ii
disjoint for i > 1.
Since the odd intersections only take care of the point inside the Ij ’s, one can add a point
outside without changing the odd intersections. Therefore the function is increasing.
Because |Ii| = µi, at most |µ| points are involved. We can assume that all points used are
in {1, · · · , |µ|}.
We now try to compute Nn(µ).
If I ∼ J , we must have |I| = |J| for all  ∈ {1, c}s. On the other hand we know that the
sets I are all disjoint. The same is true for J. If we have |I| = |J| for all  ∈ {1, c}s, we
can define a permutation σ ∈ Sn with σ(I) = J. It follows immediately that σ(Ii) = σ(Ji)
for 1 ≤ i ≤ s, since Ii =
⋃
∈{1,c}s
i=1
I. It follows that I ∼ J is equivalent to |I| = |J| for
all  ∈ {1, c}s.
Now let I ∈ Nn(µ) be arbitrary and set n := |I|. The finite sequences (n)∈{1,c}s fulfills
n ∈ N,  ∈ {1, c}s (4.3.5a)
n ≤ 1 for  odd (4.3.5b)
µi =
∑
∈{1,c}s
i=1
n 1 ≤ i ≤ s (4.3.5c)
n =
∑
∈{1,c}s
n. (4.3.5d)
This follows from the definition of Nn(µ) (see (4.3.2)).
If (n)∈{1,c} is a solution of (4.3.5) then it is easy to construct an I ∈ Nn(µ) with |I| = n.
We obtain
Lemma 4.3.8. We have for all n ∈ N and all µ ∈ Ns
E
[
e(n)µ
]
= Nn(µ) = #Solutions of (4.3.5). (4.3.6)
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Proof. The first equality is just lemma 4.3.7. The second follows from the above considera-
tions and the fact that an element of I ∈ Nn(µ) is uniquely determinate by the cardinalities
of each I.
Unfortunately we cannot give an explicit expression for Nn(µ) since it is still unkown how
to solve a system like (4.3.5) in general.
4.4 Generating function for E [Zsn(x)]
Even though we cannot calculate E [eµ] explicitly, we can use it to write down a generating
function for E [Zsn(x)]. As before let s ∈ N be fixed. We have found in (4.0.3) that
E
[
s∏
k=1
Zn(xk)
]
=
∑
µ∈Ns
E
[
e(n)µ
]
(−1)|µ|xµ
We know from section 4.3 that E
[
e
(n)
µ
]
is the number of solutions of (4.3.5). The idea is
to use theorem 2.6.9 to write down the generating function. We have to define a set N and
a function wt : N → C[[x, t]] to use theorem 2.6.9. After taking a look at (4.3.5), we set
N :=
⊕
∈{1,c}s
N with N :=
{ {0, 1} ,  odd;
N,  even; (4.4.1)
An element of N can be written as (n)∈{1,c}s . For shortness, we just write (n).
If a (n) ∈ N is given, then there exists a unique µ ∈ Ns and a unique n ∈ N such that (n)
is a solution of (4.3.5) for this µ and n. This follows directly from (4.3.5c) and (4.3.5d).
The idea is now to define wt such that each (n) is mapped to xµtn. We reach this target
by setting
wt
(
(n)
)
:= x
P
1=1
n
1 x
P
2=1
n
2 · · · x
P
s=1
n
s t
P
 n (4.4.2)
with ∑
1=1
:=
∑
∈{1,c}s
1=1
and
∑

:=
∑
∈{1,c}s
We set
f (s)(x, t) :=
∑
(n)∈N
wt
(
(n)
)
(4.4.3)
and get with lemma 4.3.8 and the definition of wt
f (s)(x, t) =
∑
n∈N
∑
µ∈Ns
(
E
[
e(n)µ
])
xµtn =
∑
n∈N
∑
µ∈Ns
(
E
[
e(n)µ
])
xµ
 tn. (4.4.4)
We now use (4.0.3) and get
f (s)(x, t) =
∑
n∈N
(
E
[
s∏
k=1
Zn(−xk)
])
tn. (4.4.5)
Remark: Why do we have −xk and not xk in (4.4.4)? The reason is the definition of wt
and Zn(x). We have
Zn(x) =
n∑
k=0
(−1)kek(g)xk and Zn(−x) =
n∑
k=0
ek(g)xk
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The minus sign in (4.4.5) would disappear if we would use det(I + xg) as the definition of
Zn(x). But the final results in theorem 4.4.1 would be more complicated.
We could define the function wt in a different way too. In this case the expression for wt
would be (much) more difficult and the step from (4.4.3) to (4.4.4) would be more difficult.
Since the step form (4.4.3) to (4.4.4) is the most important and the most difficult, we keep
it as easy as possible.
We now use theorem 2.6.9 to reformulate (4.4.3).
Since the function wt defined in (4.4.2) fulfils the conditions of the theorem 2.6.9, we only
have to look at N. We define x := x11 · · · xss with xci := x0i . We have
fN = 1 + x
t if  is odd
fN = 1 + x
t+ (xt)2 + · · · = 1
1− xt if  is even.
We define deg() := # {1 ≤ i ≤ s; i = 1} and get
f (s)(x, t) =
∏
∈{1,c}s
(
1− (−1)deg()xt
)(−1)deg()+1
. (4.4.6)
Theorem 4.4.1. Let s ∈ N and x ∈ C. We set
f (s)(x, t) :=
s∏
k=0
(
1− xkt)(sk)(−1)k+1 . (4.4.7)
Then
E [Zsn(x)] =
[
f (s)(x, t)
]
n
. (4.4.8)
Recall: [
∑
m=1 hmt
m]n = hn.
Proof. The expressions of f (s)(x, t) in (4.4.5) and (4.4.6) agree also as holomorphic functions
if max1≤i≤s |txi| < 1. This is because the expression in (4.4.6) is holomorphic near 0 and
theorem 2.6.9 is just a reordering.
We put xi = −x for 1 ≤ i ≤ s. We have x = xdeg() and the number of  ∈ {1, c}s with
x = xk is
(
s
k
)
. The theorem now follows from (4.4.5)
One of the reasons why we have used x = (x1, · · · , xs) and not x is that we can now directly
write down a generating function for E
[∏d
k=1 Z
sk
n (xk)
]
. We state here only the case d = 2
since there are only minor differences between d = 2 and d > 2, but the expressions for
d = 2 are much simpler than for d > 2.
Theorem 4.4.2. Let s1, s2 ∈ N and x1, x2 ∈ C. We set
f (s1,s2)(x1, x2, t) :=
s1∏
k1=0
s2∏
k2=0
(
1− xk11 xk22 t
)(s1k1)(s2k2)(−1)k1+k2+1 . (4.4.9)
Then
E [Zs1n (x1)Zs2n (x2)] =
[
f (s1,s2)(x1, x2, t)
]
n
.
Proof. We put s = s1 + s2, xi = −x1 for 1 ≤ i ≤ s1 and xi = −x2 for s1 + 1 ≤ i ≤ s1 + s2.
Each factor that can appear in (4.4.6) has now the form
(
1− xk11 xk22 t
)(−1)k1+k2+1
. The rest
is just counting.
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4.5 Convergence for |x| < 1
We have found the generating function of E [Zsn(x)] and now use it to calculate the asymp-
totic behavior inside the unit disc. We have
Theorem 4.5.1. Choose |x1| < 1, |x2| < 1 fixed. We then have for s1, s2 ∈ N
lim
n→∞E [Z
s1
n (x1)Z
s2
n (x2)] =
(
s1∏
k1=0
s2∏
k2=0
)′ (
1− xk11 xk22
)(s1k1)(s2k2)(−1)k1+k2+1 . (4.5.1)
where the prime indicates that the factor k1 = k2 = 0 is omitted.
Proof. First proof:
This proof is based on theorem 2.6.6. We therefore have to check that the assumptions of
theorem 2.6.6 are fulfilled. It follows immediately from (4.4.9) and |x1| < 1, |x2| < 1 that
f (s1,s2)(x1, x2, t) =
1
1− tF (t) (4.5.2)
with F (t) holomorphic on B1+δ(0) = {x ∈ C; |x| < 1 + δ} for some δ > 0 with
F (1) =
(
s1∏
k1=0
s2∏
k2=0
)′ (
1− xk11 xk22
)(s1k1)(s2k2)(−1)k1+k2+1 . (4.5.3)
Therefore f (s1,s2)(x1, x2, t) is holomorphic on some ∆0 (see definition 2.6.5) and
(1− t)f (s1,s2)(x1, x2, t) = F (1) +O(1− t) for t→ 1.
We now can apply theorem 2.6.6 and are done.
Second proof:
We give here a direct proof of theorem 4.5.1. We formulate this as a lemma
Lemma 4.5.2. Let a, b ∈ N and y1, · · · , ya, z1, · · · , zb be complex numbers with
max {|yi|, |zi|} < 1. Then
lim
n→∞
[
1
1− t
∏a
i=1(1− yit)∏b
i=1(1− zit)
]
n
=
∏a
i=1(1− yi)∏b
i=1(1− zi)
. (4.5.4)
It is obvious that theorem 4.5.1 follows from lemma 4.5.2.
Proof of lemma 4.5.2. We show this by induction on the number of factors.
For a = b = 0 there is nothing to do, since
[
1
1−t
]
n
= 1.
Induction (a, b)→ (a+ 1, b).
We set
g(t) :=
1
1− t
∏a
i=1(1− yit)∏b
i=1(1− zit)
, γ :=
∏a
i=1(1− yi)∏b
i=1(1− zi)
.
We know by induction that limn→∞[g(t)]n = γ. We get
lim
n→∞
[
1
1− t
∏a+1
i=1 (1− yit)∏b
i=1(1− zit)
]
n
= lim
n→∞ [g(t)(1− ya+1t)]n = limn→∞ [g(t)]n − limn→∞ ya+1 [g(t)]n−1
= (1− ya+1)γ.
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Induction (a, b)→ (a, b+ 1).
This case is slightly more difficult. We define g(t) and γ as above and write z = zb+1. We
get [
1
1− t
∏a
i=1(1− yit)∏b+1
i=1 (1− zit)
]
n
=
[
g(t)
(1− zt)
]
n
=
[
g(t)
∞∑
k=0
(zt)k
]
n
=
n∑
k=0
zk [g(t)]n−k .
Let  > 0 be arbitrary. Since [g(t)]n → γ, we know that there exists a n0 ∈ N with
|[g(t)]n − γ| <  for all n ≥ n0. We have
n∑
k=0
zk [g(t)]n−k =
n−n0∑
k=0
zk [g(t)]n−k +
n0−1∑
k=0
zn−k [g(t)]k .
Since |z| < 1, the second sum converges to 0 as n→∞. But∣∣∣∣∣
n−n0∑
k=0
γzk −
n−n0∑
k=0
[g(t)]n−k z
k
∣∣∣∣∣ ≤ ||
n−n0∑
k=0
∣∣zn−k∣∣ ≤ 
1− |z| .
Since  was arbitrary, we are done.
Corollary 4.5.2.1. For each s ∈ N and |x| < 1, we have
lim
n→∞E
[|Zn(x)|2s] = s∏
k=1
(1− |x|2k)−(sk)2
∣∣∣∣∣ ∏
k1>k2
(1− xk1xk2)( sk1)( sk2)(−1)k1+k2+1
∣∣∣∣∣
2
. (4.5.5)
Proof. We know from proposition 4.1.0.1, that Zn(x) = Zn(x). We put s1 = s2 = s, x1 = x
and x2 = x and apply theorem 4.5.1
Remark: The corollary is in fact true for all s ∈ R. This follows with the same argument
from theorem 4.7.4 (see section 4.7).
4.6 Growth Rates for |x| = 1
We consider only the two variable case with x = x1 = x2. We assume s1, s2 ∈ N, |x| = 1
and x not a root of unity, i.e xk 6= 1 for all k ∈ Z \ {0}.
We first calculate the growth rate of E [Zs1n (x)Zs2n (x)] for s2 = 0 (see lemma 4.6.2 and 4.6.3)
and then for s2 arbitrary (see theorem 4.6.5).
The main results in this section can be obtained by using theorem 2.6.6. We do not use it
because we can use here a more direct and simpler argument. This argument is a partial
fraction decomposition. The advantage is that we can calculate directly the asymptotic
behavior with a simple two line calculation.
4.6.1 Case s2 = 0
We use the generating function of theorem 4.4.1. We have to calculate the growth rate
of
[
f (s)(x, t)
]
n
. But f (s)(x, t) is a quite complicated expression and we therefore express
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it in a different way. Since f (s)(x, t) is a rational function, we can do a partial fractional
decomposition with respect to t (and x fixed).
f (s)(x, t) =
s∏
k=0
(
1− xkt)(−1)k+1(sk) = P (t) + ∑
k even
(sk)∑
l=1
ak,l
(1− xkt)l (4.6.1)
where P is a polynomial and ak,l are complex constants. Note that at this point we need
the condition that x is not a root of unity. If x is a root of unity, some factors can be equal
and cancel or increase the power. For example, we have f (s)(1, t) = 1 for all s ∈ C.
What is the growth rate of
[
1
(1−xkt)l
]
n
? We have for l ∈ N and |t| < 1
1
(1− t)l =
1
(l − 1)!
∞∑
n=0
( l−1∏
k=1
(n+ k)
)
tn. (4.6.2)
This equation can be shown by differentiating the geometric series. We get[
1
(1− xkt)l
]
n
∼ n
l−1(xk)n
(l − 1)! .
Recall that A(n) ∼ B(n) if limn→∞ A(n)B(n) = 1. Since |x| = 1, we have∣∣∣∣[ 1(1− xkt)l
]
n
∣∣∣∣ ∼ nl−1(l − 1)! . (4.6.3)
We know from (4.6.3) the growth rate of each summand in (4.6.1). Since we have only
finitely many summands, only these ak,l
(1−xkt)l are relevant with l maximal and ak,l 6= 0. We
also know ak,(sk) 6= 0, since the pole-order in x
k on both sides of (4.6.1) has to be equal.
Before we can write down the growth rate of E [Zsn(x)], we have to define
Definition 4.6.1. Let s, k0 ∈ N with 0 ≤ k0 ≤ s and k0 even. We set
C(k0) :=
1((
s
bs/2c
)− 1)! ∏
k 6=k0
(
1− xkxk0)(−1)k+1(sk) . (4.6.4)
We put everything together and get
Lemma 4.6.2. We have for s 6= 4m+ 2
E [Zsn(x)] ∼ n(
s
k0
)−1C(k0)(xk0)n (4.6.5)
with
k0 :=

2m, for s = 4m,
2m, for s = 4m+ 1,
2m+ 2, for s = 4m+ 3.
Proof. We have to calculateM := maxk even
(
s
k
)
. A straight forward verification shows that
M =
(
s
k0
)
=
(
s
bs/2c
)
and that there is only one summand with exponent M in the case
s 6= 4m+ 2. We apply (4.6.3) and get
E [Zsn(x)] ∼ n(
s
k0
)−1
ak0,( sk0)((
s
k0
)− 1)! (xk0)n.
It follows with residue calculus that ak0,( sk0)
=
∏
k 6=k0
(
1− xkxk0)(−1)k+1(sk) . This proves
(4.6.5).
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We see in the next lemma that there can appear more than one constant. This is the reason
why we write C(k0) for the constant and not C or C(s, x).
The case s = 4m + 2 is a little bit more difficult, since there are two maximal terms, i.e.(
4m+2
2m
)
=
(
4m+2
2m+2
)
.
Lemma 4.6.3. If s = 4m+ 2 then
E [Zsn(x)] ∼ n(
4m+2
2m )−1
(
C(2m)(x2m)n + C(2m+ 2)(x2m+2)n
)
(4.6.6)
with C(2m)(x2m)n + C(2m+ 2)(x2m+2)n = 0 for at most one n.
Proof. A straightforward verification as in lemma 4.6.2 shows that M =
(
4m+2
2m
)
=
(
4m+2
2m+2
)
.
Now we have two summands with a maximal l.
To prove (4.6.6), we have to that show C(2m)(x2m)n + C(2m + 2)(x2m+2)n = 0 for only
finitely many n. But C(2m)(x2m)n + C(2m + 2)(x2m+2)n = 0 implies x2n = − C(2m)C(2m+2) .
Since x is not a root of unity, all xk are different.
4.6.2 Case with s2 arbitrary
We argue as before.
Some factors appearing in f (s1,s2)(x, x, t) (see (4.4.7)) are equal, so we have to collect them
before we can write down the partial fraction decomposition.
f (s1,s2)(x, x, t) =
s1∏
k1=0
s2∏
k2=0
(
1− xk1xk2t)(−1)k1+k2+1(s1k1)(s2k2) = s1∏
k=−s2
(1− xkt)S(k) (4.6.7)
with
S(k) =
∞∑
j=0
(
s1
k + j
)(
s2
j
)
(−1)k+2j+1.
To calculate S(k) explicitly, we need Vandermonde’s identity for binomial coefficients:(
m1 +m2
q
)
=
∞∑
j=0
(
m1
q − j
)(
m2
j
)
. (4.6.8)
We get with m1 = s1,m2 = s2, q = s1 − k and
(
m
k
)
=
(
m
m−k
)
that
S(k) = (−1)k+1
(
s1 + s2
s1 − k
)
(4.6.9)
and therefore
f (s1,s2)(x, x, t) =
s1∏
k=−s2
(1− xkt)(−1)k+1(s1+s2s1−k ) =
s1∏
k=−s2
(1− xkt)(−1)k+1(s1+s2s2+k ).
Before we look at the growth rate of E [Zs1n (x)Zs2n (x)], we define
Definition 4.6.4. We set for s1, s2 ∈ N, k0 ∈ Z with −s2 ≤ k0 ≤ s1 and k0 even
C(k0) = C(s1, s2, k0, x) =
1((
s1+s2
s2+k0
)− 1)!
∏
k 6=k0
(1− xkxk0)(−1)k+1(s1+s2s2+k ). (4.6.10)
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Remark: definition 4.6.1 is a special case of definition 4.6.4. Therefore there is no danger
of confusion and we can write C(k0) for both of them.
Theorem 4.6.5.
• If s1 − s2 6= 4m+ 2 then
E [Zs1n (x)Zs2n (x)] ∼ n(
s1+s2
b(s1+s2)/2c)−1C(k0)(xk0)n (4.6.11)
with k0 :=

s1−s2
2 , for s1 − s2 = 4m,
s1−s2−1
2 , for s1 − s2 = 4m+ 1,
s1−s2+1
2 , for s1 − s2 = 4m+ 3.
• If s1 − s2 = 4m+ 2 we set k0 := s1−s22 . Then
E [Zs1n (x)Zs2n (x)] ∼ n(
s1+s2
k0−1 )
(
C(k0 − 1)(xk0−1)n + C(k0 + 1)(xk0+1)n
)
. (4.6.12)
Additionally, for every even k0 with −s2 ≤ k0 ≤ s1
C(s1, s2,−k0) = C(s2, s1, k0).
Proof. We prove here only the case s1 + s2 = 4p + 1 and s2 even or odd. The other cases
are similar.
We have to calculate
M := max
k even
(
s1 + s2
s2 + k
)
.
We know that max
(
4p+1
k
)
=
(
4p+1
2p
)
=
(
4p+1
2p+1
)
. If s2 is even then k+s2 runs through all even
numbers between 0 and s1 + s2. Therefore M =
(
4p+1
2p
)
and the maximum is attained for
k0 = 2p−s2 = s1+s2−12 −s2 = s1−s2−12 . We have in this case s1−s2 = 4p+1−2s2 = 4m+1
and formula (4.6.11) follows from (4.6.3). The argument for s2 odd is similar.
It remains to show that
C(s1, s2,−k0) = C(s2, s1, k0).
This follows from
C(s1, s2,−k0, x) = 1((
s1+s2
s2−k0
)− 1)!
s1∏
k=−s2
k 6=−k0
(1− xkx−k0)(−1)k+1(s1+s2s2+k )
=
1((
s1+s2
s1+k0
)− 1)!
s2∏
k=−s1
k 6=k0
(1− x−kxk0)(−1)k+1(s1+s2s1+k )
= C(s2, s1, k0, x)
It follows
Corollary 4.6.5.1.
E
[|Zn(x)|2s] ∼ n(2ss )−1 ∏sk=1 |1− x|2( 2ss+k)((
2s
s
)− 1)! .
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Proof. Put s1 = s2 = s in theorem 4.6.5.
Corollary 4.6.5.2.
Var
(
Zn(x)
)
∼ n |1− x|2.
Proof. We have E
[|Zn(x)|2] ∼ C(1, 1, 0, x)n and E [Zn(x)] = 1− x (see (4.1.3)).
4.6.3 The real and the imaginary parts
We mentioned in the introduction the results in [17]. Do we have the same results for
Zn(x)?
We first look at the expectation and the variance of the real and the imaginary of Zn(x).
We set Rn(x) := Re
(
Zn(x)
)
and In(x) := Im
(
Zn(x)
)
. We have
Lemma 4.6.6. We write x = eiϕ. Then
1. E [Rn(x)] = 1− cos(ϕ),
2. E [In(x)] = − sin(ϕ),
3. Var
(
Rn(x)
)
∼ n |1−x|22 ,
4. Var
(
In(x)
)
∼ n |1−x|22 ,
5. Corr(Rn, In)→ 0 for n→∞.
Proof. (1) and (2) follow from (4.1.3).
Now we prove (3) and (4). We use the growth rates for s1 = s2 = 1 and s1 = 2, s2 = 0. We
only give the important constants explicitly.
E [Zn(x)Zn(x)] =E
[
R2n + I
2
n
] ∼ |1− x|2n, (4.6.13a)
E
[
Z2n(x)
]
=E
[
R2n + 2iRnIn − I2n
] ∼ C1 + C2(x2)n. (4.6.13b)
We calculate (4.6.13a)± Re(4.6.13b) and get
E
[
2R2n
] ∼ |1− x|2n
E
[
2I2n
] ∼ |1− x|2n.
We now prove the last point. We know from (4.6.13b) that
Cov(Rn, In) = E [RnIn] + sin(ϕ)(1− cos(ϕ)) ∼ C4 + C5 sin(2nϕ) + C6 cos (2nϕ) .
The point (5) now follows from (3) and (4).
What are the growth rates or E [Rsn] and E [Isn]? We need the following lemma to answer
this question.
Lemma 4.6.7. Let s ∈ N and z = x+ iy be given with x, y ∈ R. Then
xs =
1
2s
s∑
k=0
(
s
k
)
zkzs−k; ys =
1
(2i)s
s∑
k=0
(−1)s+k
(
s
k
)
zkzs−k (4.6.14)
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Proof. We argue with induction. If s = 1 then x = 12 (z + z).
s→ s+ 1: We have
xs+1 = x xs =
1
2
(z + z)
1
2s
s∑
k=0
(
s
k
)
zkzs−k =
1
2s+1
s+1∑
k=0
(
s+ 1
k
)
zkz(s+1)−k.
The proof for ys is similar.
We then have
Theorem 4.6.8. Choose any s ∈ N and write x = eiϕ with ϕ ∈ [0, 2pi] \ 2piQ. Then there
exist (real) constants a2k = a2k(ϕ, s), b2k = b2k(ϕ, s), c2k = c2k(ϕ, s) and d2k = d2k(ϕ, s)
for 0 ≤ k ≤ b(s+ 1)/4c with
E [Rsn] ∼ n(
s
bs/2c)
b(s+1)/4c∑
k=0
a2k cos
(
(2k)nϕ
)
+ b2k cos
(
(2k)nϕ
) , (4.6.15)
E [Isn] ∼ n(
s
bs/2c)
b(s+1)/4c∑
k=0
c2k sin
(
(2k)nϕ
)
+ d2k sin
(
(2k)nϕ
) . (4.6.16)
At least one a2k or b2k and one c2k or d2kis not equal to zero.
Proof. We only prove the behavior for E [Rsn] and s = 4m. The other cases are similar.
We have
E [Rsn] =
1
2s
s∑
k=0
(
s
k
)
E
[
Zkn(x)Z
s−k
n (x)
]
=
1
2s
 s∑
k=0
k even
(
s
k
)
E
[
Zkn(x)Z
s−k
n (x)
]
+
s∑
k=0
k odd
(
s
k
)
E
[
Zkn(x)Z
s−k
n (x)
] .
We now apply theorem 4.6.5. If k is odd then k − (4m − k) = 4p + 2 for a p ∈ Z and the
growth rate of E
[
Zkn(x)Z
s−k
n (x)
]
is
(
4m
2m+1
)
(. . . ). If k is even then k − (4m − k) = 4p for
a p ∈ Z and the growth rate of E [Zkn(x)Zs−kn (x)] is (4m2m)(. . . ). It is therefore sufficient to
look at even k. We get
E [Rsn] ∼ n(
4m
2m)−1
 12s
s∑
k=0
k even
(
s
k
)(
x
k−(s−k)
2
)n
C
(
k − (s− k)
2
)
∼ n(4m2m)−1
(
1
2s
m∑
k=−m
(
s
2m+ 2k
)
(x2k)nC (2k)
)
∼ n(4m2m)−1 1
2s
((
s
2m
)
C(0) + 2
m∑
k=1
(
s
2m+ 2k
)(
Re(C(2k)) cos
(
(2k)nϕ
)
−2
m∑
k=1
(
s
2m+ 2k
)
Im(C(2k)) sin
(
(2k)nϕ
)))
.
We have used in the last inequality that C(s1, s2,−k0) = C(s2, s1, k0).
This proves (4.6.15) if we can show that the last bracket is equal zero only for finitely many
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n (and x fixed).
We define
g(t) :=
(
s
2m
)
C(0) + 2
m∑
k=1
(
s
2m+ 2k
)(
Re(C(2k)) cos
(
(2k)t
)− Im(C(2k)) sin((2k)t)).
Suppose there are infinitely many (different) n ∈ N with g(nϕ) = 0. All numbers nϕ are
different modulo 2pi, since ϕ /∈ 2piQ. Therefore there are infinite many t ∈ [0, 2pi] with
g(t) = 0. But g(t) is a non trivial linear combination of cos(·) and sin(·) and is therefore
a holomorphic function in t. It follows immediately from the identity theorem (see [14])
that g(t) ≡ 0. This is a contradiction since the functions cos(m1t) and sin(m2t) are linearly
independent for m1 ≥ 0,m2 > 0.
4.7 Holomorphicity in s
The generating function in theorem 4.4.2 can be viewed as a formal power series or as a
convergent power series. This is possible since the product is finite. If we allow s to be
complex, then infinitely many
(
s
k
)
are non zero and the product in theorem 4.4.2 can be
viewed as convergent power series only. We have most of the time s and x fixed, but the
product is in fact a holomorphic function in (x, s) for s ∈ C and |x| < 1. We prove the
holomorphicity since we need it in the probabilistic proof of theorem 4.7.4.
4.7.1 Extensions of the definitions
Before we can state the theorems for s ∈ C, we have to extend the definitions of the
functions appearing there. We assume for simplicity that s2 = 0 and set f (s)(x, t) =∏∞
k=0
(
1− xkt)((sk)(−1)k+1). We now show that Zsn(x) and f (s)(x, t) can be extended to
holomorphic functions in (x, s) resp. in (x, s, t). The extension of Zsn(x) is straight forward.
Definition 4.7.1. We set for s ∈ C and |x| < 1
Zsn(x) :=
n∏
m=1
(1− xm)(sC(n)m ).
We use the principal branch of the logarithm log(.) to define ab with a /∈ R−. Zsn(x) is well
defined for |x| < 1 since Re(1 − xm) > 0. It is clear that Zsn(x) is a holomorphic function
in (x, s) and agrees with the old function for s ∈ N.
We now look at
(
s
k
)
. We set
(
s
k
)
:=
s(s− 1) · · · (s− k + 1)
k!
=
k∏
m=1
s−m+ 1
m
. (4.7.1)
Obviously,
(
s
k
)
can be extended to a holomorphic function in s. We set
f (s)(x, t) :=
∞∏
k=0
(
1− xkt)((sk)(−1)k+1) .
The factor (1− xkt)(..) is well defined, because Re(1− xkt) > 0 for |x| ≤ 1 and |t| < 1.
This definition agrees with the old one, since
(
s
k
)
= 0 for k > s and s, k ∈ N. Of course we
have to show that the infinite product is convergent.
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Lemma 4.7.2. The function f (s)(x, t) is a holomorphic function in (x, s, t) for s ∈ C and
|x| < 1, |t| < 1.
Proof. Choose K ⊂ C and 0 < r < 1 fix with K compact. We prove the lemma for s ∈ K
and |x| < r. This proves the lemma since K and r are arbitrary.
We have
sup
s∈K
∣∣∣∣s−m+ 1m
∣∣∣∣→ 1 for m→∞.
We obtain that for each a > 1 there exists a C = C(a,K) with |(sk)| ≤ Cak for all
k ∈ N, s ∈ K.
We choose an a > 1 such that ra < 1 and set log(y) := |y|+ ipi for y ∈ R−. Then
∞∑
k=1
∣∣∣log ((1− xkt)((−1)k+1(sk)))∣∣∣ ≤ ∞∑
k=1
∣∣∣∣(sk
)
log(1− xkt)
∣∣∣∣ ≤ ∞∑
k=1
∣∣∣∣(sk
)∣∣∣∣ (C(r)|xkt|)
≤ C(r)
∞∑
k=1
C(a)(ar)k <∞,
where we have used the well know fact that for each r < 1 there exists a constant C(r)
with | log(1 + y)| ≤ C(r)|y| for |y| < r. Since this upper bound is independent of x, we can
find a k0 such that
arg
(
(1− xk)((−1)k+1(sk))
)
∈ [−pi/2, pi/2] ∀k ≥ k0 and |x| < r.
Therefore
∑∞
k=k0
log
(
(1− xk)((−1)k+1(sk))
)
is a holomorphic function. This proves the holo-
morphicity of f (s)(x).
4.7.2 Generating function for s ∈ C
It is not very surprising that theorem 4.4.2 is also true for complex s. We have
Theorem 4.7.3. Let s1, s2 ∈ C. We then have for x1, x2, t ∈ C with max {|x1|, |x2|, |t|} < 1
E [Zs1n (x1)Zs2n (x2)] =
[ ∞∏
k1=0
∞∏
k2=0
(
1− xk11 xk22 t
)“(s1k1)(s2k2)(−1)k1+k2+1”]
n
. (4.7.2)
The product in (4.7.2) is holomorphic in (t, x1, x2, s1, s2).
Proof. This theorem is a corollary of theorem 5.7.2 (see later) with f(x1, x2) = (1−xs11 )(1−
xs22 ). The only thing that on needs is that
∑∞
k=0
(
s
k
)
xk is absolutely convergent in the cases
s ∈ C, |x| < 1 (see [14]).
We can use this theorem to calculate the asymptotic behavior inside the unit disc. Unfortu-
nately we cannot apply theorem 2.6.6 for |x| = 1 since there are infinitely many singularities
on S1. The asymptotic behavior for |x| = 1 remains as an open question.
4.7.3 Asymptotics for |x| < 1
Theorem 4.5.1 can also be extended to s ∈ C. We have
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Theorem 4.7.4. We have for s1, s2 ∈ C and max {|x1|, |x2|} < 1
E [Zs1n (x1)Zs2n (x2)]→
( ∞∏
k1=0
∞∏
k2=0
)′ (
1− xk11 xk22
)“−(s1k1)(s2k2)(−1)k1+k2” (4.7.3)
for n→∞ point-wise in x1, x2. The prime indicates that the factor k1 = k2 = 1 is omitted.
It follows as in lemma 4.7.2 that the product on the RHS of (4.7.3) is a holomorphic
function. We have proven theorem 4.5.1 directly with a induction over the number of
factors and with function theory. Since the product has now infinitely many factors, we can
not use induction over the number of factors. The function theoretic proof is still true. One
can in fact use the same proof word by word. We give in section 5.8 a probabilistic proof
for the more general case of associated class functions, which includes the characteristic
polynomial.
4.7.4 Corollaries of theorem 4.7.4
Corollary 4.7.4.1. We have for s1, s2 ∈ C and max {|x1|, |x2|} < 1
E
[
Zs1n (x1)
Zs2n (x2)
]
→
∏
k1,k2∈N
k1+k2 6=0
(
1− xk11 xk22
)−“(s1k1)(s2+k2−1k2 )(−1)k1” (n→∞).
Proof. We use the definition of
(
s
k
)
in (4.7.1) for s ∈ C, k ∈ N (see later).
We apply theorem 4.7.4 and the identity
(−s
k
)
= (−1)k(s+k−1k ).
Corollary 4.7.4.2. We have for x1, x2, x3, x4, s1, s2, s3, s4 ∈ C with max {|xi|} < 1
E
[
Zs1n (x1)Z
s2
n (x2)
Zs3n (x3)Zs4n (x4)
]
→
∏
k1,k2,k3,k4∈N
k1+k2+k3+k4 6=0
(
1− xk11 xk22 xk33 xk44
)(s1k1)(s2k2)(s3+k3−1k3 )(s4+k3−1k4 )(−1)k1+k2+1
We can also calculate the limit of the Mellin-Fourier-transformation of Zn(x), as Keating
and Snaith [19] did in their paper.
Corollary 4.7.4.3. We have for s1, s2 ∈ R, x ∈ C with |x| < 1
E
[
|Zn(x)|s1eis2arg(Zn(x))
]
→
∞∏
k1,k2∈N
k1+k2 6=0
(
1− xk1xk2)„( s1−s22k1 )( s1+s22k2 )(−1)k1+1« .
Proof. We have |z|s1 = zs1/2zs1/2 and eis2arg(z) = zs2|z|s2 .

Chapter 5
Associated class functions
This section is a joint work with Dr. Paul-Olivier Dehaye and based on the paper “On
averages of randomized class functions on the symmetric groups and their asymptotics” [11].
We study in this section the Moments ofWn(f) for polynomials and holomorphic functions
near 0. We also introduce some additional randomization of Wn(f). We begin with
the polynomial case and then go to the holomorphic case. We also give the promised
probabilistic proof of theorem 4.5.1 and theorem 4.7.4.
5.1 Generating function for E [W n(P )] and P a polyno-
mial
5.1.1 Definition
Remember we have defined in section 3
Wn(f)(σ) =
n∏
m=1
f(xm)C
(n)
m =
l(λ)∏
i=1
f(xλi),
with λ = (λ1, · · · , λl) the cycle-type of σ.
The first formulation with C(n)m was good to obtain a central limit theorem for Wn(f) (see
section 3). We use in this section both formulations. We use that with partitions λ to write
down generating functions and that with C(n)m in the probabilistic proof of theorem 4.5.1
and theorem 4.7.4.
The definition of Wn(f) was for a function f : S1 → C. We extend the definition of Wn(f)
to the case of several variables x1, · · · , xp with
Wn(f)(x1, · · · , xp) =
l(λ)∏
m=1
f(xλm1 , · · · , xλmp ). (5.1.1)
Obviously it is not necessary that |xj | = 1. We will use in fact most of the time |xj | < 1. For
simplicity, we later restrict the statements and proofs to the case p = 2, but all presented
results are in fact true for arbitrary p.
5.1.2 Generating function for E [W n(P )]
We now write down the generating function for E [Wn(P )(x1, x2)] for P a polynomial and
|xj | ≤ 1.
We have found in section 2.1.1 that
ESn [u] =
∑
λ`n
1
zλ
u(λ).
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for each class function u : Sn → C. The zλ here is the same zλ appearing in lemma 2.6.8. We
can therefore use lemma 2.6.8 to write down the generating function of E [Wn(P )(x1, x2)].
We get
Lemma 5.1.1. Let P (x1, x2) be a polynomial with
P (x1, x2) =
∞∑
k1,k2=0
bk1,k2x
k1
1 x
k2
2
and Wn(P ) its associated class function. We have
∞∑
n=0
E [Wn(P )] tn =
∑
λ
1
zλ
Wn(P )(λ)t|λ| =
∞∏
k1=0
∞∏
k2=0
(1− xk11 xk22 t)−bk1,k2 , (5.1.2)
and both sides of (5.1.2) are holomorphic for |t| < 1 and |xi| ≤ 1. We use the principal
branch of logarithm to define zs for z ∈ C \ R−.
Theorem 4.4.1 is now a corollary of this theorem since (1 − x)s = ∑sk=0 (sk)(−1)kxk for
s ∈ N. We have first found the proof with representation theory for theorem 4.4.1.
Proof. We use lemma 2.6.8 with am = P (xm1 , xm2 ) and get
∞∑
n=0
E [Wn(P )] tn =
∞∑
n=0
∑
λ`n
1
zλ
Wn(P )(λ)tn =
∑
λ
1
zλ
l(λ)∏
m=1
P (xλm1 , x
λm
2 )t
|λ|
= exp
(∑
m=1
1
m
P (xm1 , x
m
2 )t
m
)
= exp
 ∞∑
k1,k2=0
bk1,k2
∑
m=1
tm
m
(xk11 x
k2
2 )
m

= exp
 ∞∑
k1,k2=0
bk1,k2(−1) log(1− xk11 xk22 t)
 = ∞∏
k1,k2=0
(1− xk11 xk22 t)−bk1,k2 .
Unlike later, the exchange of the sums in the second equality is immediate as only finitely
many bk1,k2 6= 0.
5.2 Definition of randomized class functions for polyno-
mials
In the special case of permutation matrices, we have at least two options: we could replace
all the 1s with iid variables or only introduce one new iid variable for each cycle. We
describe here the two possibilities, starting with the second option.
5.2.1 One new variable per cycle
Definition 5.2.1. Let θ be a random variable with values in S1. We set for λ ` n and
g ∈ Cλ
W 1Zn(x) = W 1θ Zn(x)(g) :=
l(λ)∏
m=1
(1− θmxλm), (5.2.1)
with θm
d= θ, θm iid and independent of g.
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The fact that this corresponds to introducing one new variable per cycle can be deduced
by comparison with (3.1.6). We use the letter W because we originally thought of this as
a characteristic polynomial of the wreath product S1 o Sn in the special case f(x) = 1− x.
We generalize this to arbitrary polynomials in C[x1, x2].
Definition 5.2.2. Let θ and ϑ be random variables with values in S1 and P be a polynomial
with
P (x1, x2) =
∞∑
k1,k2=0
bk1,k2x
k1
1 x
k2
2 .
We set for g ∈ Cλ
W 1,n(P )(x1, x2) = W
1,n
θ,ϑ (P )(x1, x2)(g) :=
l(λ)∏
m=1
P
(
θmx
λm
1 , ϑmx
λm
2
)
(5.2.2)
with (θm, ϑm)
d= (θ, ϑ), (θm, ϑm) iid and independent of g. This defines the first randomized
class function (of the variable g) associated to the polynomial P . We also set
W 1,n(P1, P2)(x1, x2) := W 1,n(P )(x1, x2) (5.2.3)
with P (x1, x2) := P1(x1)P2(x2).
We are primarily interested in class functions of the form W 1(P1, P2)(x1, x2). We have
introduced this more complicated definition because we need it in section 5.8.
5.2.2 One new variable per point
Let D be a n× n diagonal matrix with iid variables θi on the diagonal.
Definition 5.2.3. We set for g ∈ Sn
W 2Zn(x) = W 2θ Zn(x) = W
2
θ Zn(x)(g) := det(I − xDg). (5.2.4)
An explicit computation shows that
W 2Zn(x) =
l(λ)∏
m=1
(
1− xλm
λm∏
i=1
θ
(m)
i
)
for g ∈ Cλ (5.2.5)
with
{
θ
(m)
i ; 1 ≤ m ≤ l(λ), 1 ≤ i ≤ λm
}
= {θ1, · · · , θn}.
This again generalizes to arbitrary polynomials.
Definition 5.2.4. Let θ and ϑ be a random variables with values in S1 and P be polynomials
with
P (x1, x2) =
∞∑
k1,k2=0
bk1,k2x
k1
1 x
k2
2
We set for g ∈ Cλ
W 2,n(P )(x1, x2) = W
2,n
θ,ϑ (P )(x1, x2)(g) :=
l(λ)∏
m=1
P
(
xλm1
λm∏
i=1
θ
(m)
i , x
λm
2
λm∏
i=1
ϑ
(m)
i
)
(5.2.6)
with (θ(m)i , ϑ
(m)
i )
d= (θ, ϑ), (θ(m)i , ϑ
(m)
i ) iid and independent of g. This defines the second
randomized class function (of the variable g) associated to the polynomial P . We also define
W 2,n(P1, P2)(x1, x2) := W 2,n(P )(x1, x2), (5.2.7)
with P (x1, x2) := P1(x1)P2(x2).
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5.3 Generating functions for W 1,n and W 2,n for polyno-
mials
We prove in this subsection
Theorem 5.3.1. Let θ and ϑ be random variables with values in S1 and P be a polynomial
with
P (x1, x2) =
∞∑
k1,k2=0
bk1,k2x
k1
1 x
k2
2 .
We define
αk1,k2 := E
[
θk1ϑk2
]
. (5.3.1)
Then,
E
[
W 1,n(P )(x1, x2)
]
=
 ∞∏
k1,k2=0
(1− xk11 xk22 t)−bk1,k2αk1,k2

n
(5.3.2)
E
[
W 2,n(P )(x1, x2)
]
=
 ∞∏
k1,k2=0
(1− αk1,k2xk11 xk22 t)−bk1,k2

n
. (5.3.3)
These identities of coefficients can be obtained by expanding formally the (finite) prod-
ucts, but the products in (5.3.2), (5.3.3) are actually holomorphic for |t| < 1 and
max {|x1|, |x2|} ≤ 1.
Remark: Thanks to this theorem, we can also compute the generating functions of expres-
sions of the type E
[
d
dx1
W 1,n(P )(x1, x2)
]
,E
[(
d
dx1
)2
W 1,n(P )(x1, x2)
]
, · · · . One simply
has to apply the differential operator to the products in (5.3.2) and (5.3.3), after proving
appropriate convergence results.
Proof of theorem 5.5.1. The main ingredients of this proof are equation (2.1.3) and
lemma 5.1.1.
Proof of (5.3.2). We first give an expression for E
[
W 1,n(P )(x1, x2)
]
with (2.1.3):
E
[
W 1,n(P )(x1, x2)
]
=
∑
λ`n
1
zλ
E
 l(λ)∏
m=1
P
(
θmx
λm
1 , ϑmx
λm
2
) (5.3.4)
=
∑
λ`n
1
zλ
l(λ)∏
m=1
E
[
P
(
θmx
λm
1 , ϑmx
λm
2
)]
. (5.3.5)
We therefore have to calculate E
[
P
(
θmx
λm
1 , ϑmx
λm
2
)]
:
E
[
P
(
θmx
λm
1 , ϑmx
λm
2
)]
=
∞∑
k1,k2=0
bk1,k2(x
λm
1 )
k1(xλm2 )
k2E
[
θk1m ϑ
k2
m
]
=
∞∑
k1,k2=0
bk1,k2αk1,k2(x
λm
1 )
k1(xλm2 )
k2 . (5.3.6)
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We set f(x1, x2) :=
∑∞
k1,k2=0
bk1,k2αk1,k2x
k1
1 x
k2
2 and get
E
[
W 1,n(P )(x1, x2)
]
=
∑
λ`n
1
zλ
Wn(f)(λ). (5.3.7)
We now can use lemma 5.1.1 for this f and get
∞∑
n=0
E
[
W 1,n(P )(x1, x2)
]
tn =
∞∑
n=0
(∑
λ`n
1
zλ
Wn(f)(λ)
)
tn =
∞∏
k1,k2=0
(1− xk11 xk22 t)−bk1,k2αk1,k2 .
(5.3.8)
We have therefore found a generating function for W 1,n(P )(x1, x2).
Proof of (5.3.3). The calculations are very similar. The only difference is that:
E
[
P
(
xλm1
λm∏
i=1
θ
(m)
i , x
λm
2
λm∏
i=1
ϑ
(m)
i
)]
=
∞∑
k1,k2=0
bk1,k2(x
λm
1 )
k1(xλm2 )
k2
λm∏
i=1
E
[
(θ(m)i )
k1(ϑ(m)i )
k2
]
=
∞∑
k1,k2=0
bk1,k2(x
λm
1 )
k1(xλm2 )
k2αλmk1,k2 ,
with αk1,k2 as above. Since the exponent of α
λm
k1,k2
is dependent on λm, we have to
use the several (i.e. more-than-2) variables case of lemma 5.1.1. Explicitly, we use
f(x1, x2, α1,1, · · · , αd1,d2) =
∞∑
k1,k2=0
bk1,k2x
k1
1 x
k2
2 αk1,k2 ,
where d1, d2 is the degree of P in x1, x2. The only monomials in f with non-zero
coefficients have the form xk11 x
k2
2 αk1,k2 . Therefore,
∞∑
n=0
E
[
W 2,n(P )(x1, x2)
]
tn =
∞∏
k1,k2=0
(1− xk11 xk22 αk1,k2t)−bk1,k2 . (5.3.9)
We have thus found a generating function for W 2,n(P )(x1, x2).
5.4 Examples
We give now some examples of generating functions that can be obtained through these
results.
5.4.1 The characteristic polynomial and θ ≡ ϑ ≡ 1
We now can write down the generating function of E [Zs1n (x1)Zs2n (x2)] without representa-
tion theory. We set P1(x1) = (1 − x)s1 and P2(x2) = (1 − x)s2 . Clearly αk1,k2 = 1, so
W 1 = W 2 (this of course needs not be true in general). We get
∞∑
n=0
E [Zs1n (x1)Zs2n (x2)] tn =
∞∑
n=0
E
[
W 1,n(P1, P2)(x1, x2)
]
tn =
∞∑
n=0
E
[
W 2,n(P1, P2)(x1, x2)
]
tn
=
s1∏
k1=0
s2∏
k2=0
(
1− xk11 xk22 t
)(s1k1)(s2k2)(−1)k1+k2+1 (5.4.1)
This reproves theorem 4.4.2.
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5.4.2 The case θ = ϑ uniform on S1
We have αk1,k2 =
{
1, k1 = k2
0, otherwise.
, which again implies W 1 = W 2. We get for
P1(x1) =
d1∑
k=0
akx
k, P2(x2) =
d2∑
k=0
bkx
k
that
∞∑
n=0
E
[
W 1,n(P1, P2)(x1, x2)
]
tn =
∞∑
n=0
E
[
W 2,n(P1, P2)(x1, x2)
]
tn
=
∞∏
k=0
(1− x1x2t)−akbk (5.4.2)
and
∞∑
n=0
E
[(
W 1Zn(x)
)s1(
W 1Zn(x)
)s2]
tn =
∞∑
n=0
E
[(
W 2Zn(x)
)s1(
W 2Zn(x)
)s2]
tn
=
∞∏
k=0
(1− |x|2kt)−(s1k )(s2k ). (5.4.3)
Equation (5.4.3) is also valid for |x| = 1 (see theorem 5.3.1). We get in this case
∞∑
n=0
E
[(
W 1Zn(x)
)s1(
W 1Zn(x)
)s2]
tn =
∞∑
n=0
E
[(
W 2Zn(x)
)s1(
W 2Zn(x)
)s2]
tn
= (1− t)−(s1+s2s1 ), (5.4.4)
where we have used the Vandermonde identity for binomial coefficients.
5.4.3 An example with θ = ϑ discrete on S1
We choose θ with P
[
θ = em
2pii
p
]
= 1p for p ∈ N and ϑ = θ. Then αk1,k2 ={
1, p divides (k1 − k2)
0, otherwise
, and still W 1 = W 2:
∞∑
n=0
E
[
W 1,n(P1, P2)(x1, x2)
]
tn =
∞∑
n=0
E
[
W 2,n(P1, P2)(x1, x2)
]
tn
=
∞∏
k1,k2=0
p|(k1−k2)
(1− x1x2t)−ak1bk2 . (5.4.5)
This situation is similar to what is described in [26].
5.5 Asymptotics of E
[
W j,n(P )
]
for |x| < 1 and P a poly-
nomial
We have found in section 5.3 generating functions for both types of class functions. We can
now extract the behavior of E
[
W j,n(P )
]
for n→∞ and max {|x1|, |x2|} < 1.
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Theorem 5.5.1. Let x1, x2 be complex numbers with |xi| < 1 and P be a polynomial with
P (x1, x2) =
∞∑
k1,k2=0
bk1,k2x
k1
1 x
k2
2 .
If b0,0 /∈ Z≤0 then
E
[
W 1,n(P )(x1, x2)
] ∼ nb0,0−1
Γ(b0,0)
∏
k1,k2∈N
k1+k2 6=0
(1− xk11 xk22 )−bk1,k2αk1,k2 (5.5.1)
and
E
[
W 2,n(P )(x1, x2)
] ∼ nb0,0−1
Γ(b0,0)
∞∏
k1,k2∈N
k1+k2 6=0
(1− αk1,k2xk11 xk22 )−bk1,k2 . (5.5.2)
If b0,0 ∈ Z≤0 then we just have
E
[
W 1,n(P )(x1, x2)
]→ 0, (5.5.3)
E
[
W 2,n(P )(x1, x2)
]→ 0. (5.5.4)
Proof. One can prove this theorem by induction over the number of factors. Since the
exponents are now complex, the calculations are much more technical than the calculations
in the proof of theorem 4.5.1. We therefore omit this proof. One can of course also use
theorem 2.6.6 since there are only finitely many singularities on S1. We give in section 5.8
a probabilistic proof.
5.6 Asymptotics of E
[
W j,n(P )
]
for |x| = 1 and P a poly-
nomial
The exponents in the generating functions in theorem 5.3.1 can now be complex. Therefore
it is not anymore possible to use a partial fraction decomposition as in section 4.6. But the
generating functions in theorem 5.3.1 are finite products. Thus we can use theorem 2.6.6
to calculate the asymptotic behavior of E
[
W j,n(P )
]
for |x1| = |x2| = 1.
One simply has to check the singularities of the generating function. Since there exists
several different situations we give only one particular example.
Theorem 5.6.1. Let P (x1, x2) =
∑∞
k1,k2=0
bk1,k2x
k1
1 x
k2
2 be a polynomial, x ∈ S1 and
assume that |αk1,k2 | < 1 for k1 + k2 > 0.
If b0,0 ∈ C \ Z≤0 then
E
[
W 2,n(P )(x)
] ∼ nb0,0−1
Γ(b0,0)
( ∞∏
k1=0
∞∏
k2=0
)′
(1− αk1,k2xk11 xk22 )−bk1,k2 . (5.6.1)
Proof. Since |αk1,k2 | < 1 for k1 + k2 > 0, the generating function of W 2,n is holomorphic
inside the unit disc and has only 1 as singularity on S1. The theorem then follows form
theorem 2.6.6.
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5.7 Randomized Class Functions associated to Holomor-
phic Functions
Our goal is now to extend what we did for polynomials onto holomorphic functions. The
definition of Wn(P ) in (3.1.7) or (3.1.9) directly generalizes to holomorphic functions. One
only has to be more careful with the domain of definition. The proofs for holomorphic
functions thus apply to section 5.3 and section 5.5 as well, but they are more challenging
technically: the products that were finite now become infinite, which require us to leap
beyond formal generating series in t and actually consider convergence issues in t.
The main issue arises with the extension of theorem 5.5.1: The theorem is also true for
holomorphic functions, but we cannot argue anymore by induction over the number of
factors, since there are now infinitely many. We can still use theorem 2.6.6. We will give a
different proof with probability theory. Since this needs a lot of work, we defer the extension
of theorem 5.5.1 to section 5.8.
Let x0 ∈ C and r ∈ R+, and set Br(x0) := {x ∈ C; |x− x0| < r} . We now extend
lemma 5.1.1 (again stated for the case of p = 2 variables only):
Lemma 5.7.1. Let f(x1, x2) be a holomorphic function in Br1(0)×Br2(0) with
f(x1, x2) =
∞∑
k1,k2=0
bk1,k2x
k1
1 x
k2
2
and Wn(f) its associated class function. Set
Ω′ :=
{
(x1, x2) ∈ C2; |xi| ≤ 1 if ri > 1 and |xi| < ri if ri ≤ 1
}
.
We then have on Ω′ ×B1(0)∑
λ
1
zλ
Wn(f)(λ)tn =
∞∏
k1=0
∞∏
k2=0
(1− xk11 xk22 t)−bk1,k2 . (5.7.1)
The product is holomorphic in (x1, x2, t) in the interior of Ω′ × B1(0). The product is
holomorphic in t in B1(0) for all (x1, x2) ∈ Ω′. Note that we use the principal branch of
logarithm to define zs for z ∈ C \ R−.
Proof. The proof works as the proof of lemma 5.1.1, except that the justification for the
exchange of sums that occurs in the second equality is barely more tricky:∣∣∣∣∣∣
∞∑
k1,k2=0
∞∑
m=1
tm
m
bk1,k2(x
k1
1 x
k2
2 )
m
∣∣∣∣∣∣ ≤
∞∑
k1,k2=0
∞∑
m=1
∣∣∣∣ tmm
∣∣∣∣ |bk1,k2xk11 xk22 |
≤ log(1− |t|)
∞∑
k1,k2=0
|bk1,k2xk11 xk22 | <∞,
where the last inequality is true since f is holomorphic in Br1(0)×Br2(0).
Remark: The conditions on x1, x2 and t ensures that the Taylor-expansion of
log(1 − xk11 xk22 t) is absolutely convergent. If f is a meromorphic function, one can
replace this condition by any other that ensures sup
{
|xk11 xk22 t|, bk1,k2 6= 0
}
< 1.
Until now, we have defined randomized class functions of two types associated to polyno-
mials. We can use formula (5.2.2) and (5.2.6) to define W j,n(f)(x1, x2) for a holomorphic
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function f . We will always assume in what follows that f is holomorphic in Br1(0)×Br2(0).
The function W j,n(f)(x1, x2) is also holomorphic in Br1(0)×Br2(0) since θ, ϑ ∈ S1.
We now get a complete analog of the result in section 5.3.
Theorem 5.7.2. Let f be a holomorphic function in Br1(0)×Br2(0) with
f(x1, x2) =
∞∑
k1,k2=0
bk1,k2x
k1
1 x
k2
2
We define as in (5.3.1) αk1,k2 := E
[
θk1ϑk2
]
and
Ω′ :=
{
(x1, x2) ∈ C2; |xi| ≤ 1 if ri > 1 and |xi| < ri if ri ≤ 1
}
.
We get
E
[
W 1,n(f)(x1, x2)
]
=
 ∞∏
k1,k2=0
(1− xk11 xk22 t)−αk1,k2bk1,k2

n
(5.7.2)
E
[
W 2,n(f)(x1, x2)
]
=
 ∞∏
k1,k2=0
(1− αk1,k2xk11 xk22 t)−bk1,k2

n
. (5.7.3)
The products are holomorphic in (x1, x2, t) in the interior of Ω′ ×B1(0). The products are
holomorphic in t in B1(0) for all (x1, x2) ∈ Ω′.
Proof. The proof of (5.7.2) is almost similar to the proof of (5.3.2). There is only one
important difference. The function f defined in the proof of (5.3.2) is now a holomorphic
function and not a polynomial. We thus have to apply lemma 5.7.1 instead of lemma 5.1.1.
The function f is holomorphic in Br1(0)×Br2(0) since |αk1,k2 | ≤ 1. This is thus sufficient
to prove (5.7.2).
The proof of (5.7.3) is little bit more intricate. We cannot keep the analogy with the proof
of (5.3.3) and simply use lemma 5.7.1. Indeed, we would now have a holomorphic function
in infinitely many variables. Thankfully, we can still use our main lemma, lemma 2.6.8. We
have found in the proof of lemma 5.7.1 that
E
[
P
(
xλm1
λm∏
i=1
θ
(m)
i , x
λm
2
λm∏
i=1
ϑ
(m)
i
)]
=
∞∑
k1,k2=0
bk1,k2(x
λm
1 )
k1(xλm2 )
k2αλmk1,k2 .
We define here
am :=
∞∑
k1,k2=0
bk1,k2(x
m
1 )
k1(xm2 )
k2αmk1,k2
and get with lemma 2.6.8
∞∑
n=0
(
E
[
W 2,n(f)(x1, x2)
])
tn =
∞∑
n=0
(∑
λ`n
1
zλ
aλ
)
tn = exp
( ∞∑
m=1
amt
m
)
.
The last steps are now completely similar to the proof of lemma 5.7.1.
We now consider the generalization of theorem 5.5.1 to the case of holomorphic functions.
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5.8 Asymptotics for randomized class functions associ-
ated to holomorphic functions
We assume as in the last section that f is holomorphic in Br1(0) × Br2(0). We have
calculated in theorem 5.5.1 the behavior of E
[
W j,n(P )
]
for n→∞. It is natural to ask if
this lemma generalizes to class functions associated to holomorphic functions. Explicitly,
we prove
Theorem 5.8.1. Let x1, x2 ∈ C be given with |xi| < min(ri, 1) and f, αk1,k2 be as in
theorem 5.7.2.
If b0,0 /∈ Z≤0, then
E
[
W 1,n(f)(x1, x2)
] ∼ nb0,0−1
Γ(b0,0)
∏
k1,k2∈N
k1+k2 6=0
(1− xk11 xk22 )−bk1,k2αk1,k2 (5.8.1)
and
E
[
W 2,n(f)(x1, x2)
] ∼ nb0,0−1
Γ(b0,0)
∏
k1,k2∈N
k1+k2 6=0
(1− αk1,k2xk11 xk22 )−bk1,k2 . (5.8.2)
If b0,0 ∈ Z≤0 then there exists a δ = δ(x1, x2) > 0 such that
E
[
W 1,n(f)(x1, x2)
]
= O
(
1
(1 + δ)n
)
(n→∞), (5.8.3)
E
[
W 2,n(f)(x1, x2)
]
= O
(
1
(1 + δ)n
)
(n→∞). (5.8.4)
This theorem is a direct generalization of theorem 5.5.1. We cannot argue anymore by
induction over the number of factors, since there are infinitely many factors in the RHS of
(5.5.1) and (5.5.2). One still can use theorem 2.6.6, but we give here a different proof with
probability theory. The main argumentation will base on the Feller coupling. This proof
will occupy us for this whole section.
The proof of theorem 5.8.1 will run as follows. We prove in section 5.8.1 that the case
b0,0 = 1 implies the general case. We first prove theorem 5.8.1 for W 1,n(f) for b0,0 = 1
and give at the end some comments for the proof for W 2,n. In order to prove this, we
do in section 5.8.2 some simplifications and made some small conventions. After these
preparations, we suggest in section 5.8.3 a candidate W 1,∞(f) for the limit in n of W 1,n(f)
and prove some analytic results on it. Finally, we prove in section 5.8.4 the convergence
E
[
W 1,n(f)
]→ E [W 1,∞(f)].
5.8.1 Reduction to b0,0 = 1
Lemma 5.8.2. If theorem 5.8.1 is true for b0,0 = 1 then it is true for all b0,0 ∈ C.
Before we prove this lemma, we do some (small) preparations.
Remember: we have defined in (4.7.1)(
s
k
)
:=
k∏
m=1
s−m+ 1
m
=
Γ(s+ 1)
Γ(k + 1)Γ(s− k + 1) and
(
s
0
)
:= 1. (5.8.5)
for s ∈ C, k ∈ N. The proof of the last equality can be found in [14]. We then have
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Lemma 5.8.3. We have for each s, z ∈ C with |z| < 1 or Re(s) < 0, |z| = 1 that
1
(1 + z)s
=
∞∑
k=0
(
s− 1 + k
k
)
zk, (5.8.6)
and the sum is absolutely convergent in both cases. Also, we have for s /∈ {−1,−2,−3, · · · }(
n+ s
n
)
=
ns
Γ(s+ 1)
(
1 +O(n−1)
)
(n→∞). (5.8.7)
We also need
Lemma 5.8.4 (Euler-MacLaurin-Formel, see [3]). Let a : [0,∞] → C be smooth function.
We then have for all n ≥ 2
n∑
k=2
a(k) =
∫ n
1
a(s)ds+
a(n)− a(1)
2
−
∫ n
1
(s− bsc)a′(s)ds (5.8.8)
Proof of lemma 5.8.2. We prove this lemma only for W 1, since the proof for W 2 is the
same. We put c = b0,0 − 1 and rewrite the generating function in (5.7.2) as follows:
(
1
(1− t)c
) 11− t
∞∏
k1,k2=0
k1+k2 6=0
(1− xk11 xk22 t)−bk1,k2αk1,k2

︸ ︷︷ ︸
=:h(x1,x2,t)
. (5.8.9)
We define f˜(x1, x2) := f(x1, x2) − c. Then f˜(0, 0) = 1 and h(x1, x2, t) is the generating
function for W 1(f˜)(x1, x2) (compare with (5.7.2)). Since we assume that theorem 5.8.1
is true for b0,0 = 1 and in that case the RHS of (5.8.1) does not depend on n, we can
write h(x1, x2, t) =
∑∞
n=0 hnt
n with hn → h∞ ∈ C. We first look at the convergence
rate of the sequence (hk)k∈N. Let x1, x2 be fixed. The function (1 − t)h(x1, x2, t) is
holomorphic in B1+δ(0) for some δ > 0 small enough. This can be seen by inspecting
the proof of lemma 5.7.1. The convergence radius of the expansion of (1 − t)h(x1, x2, t)
around 0 is therefore at least 1 + δ and so | [(1− t)h(x1, x2, t)]n | = O
(
(1 + δ)−n
)
. But
[(1− t)h(x1, x2, t)]n = hn − hn−1. Therefore |hn − hn−1| = O
(
(1 + δ)−n
)
. We get
|h∞ − hn| = lim
m→∞ |hm − hn| ≤ limm→∞
m∑
k=n+1
|hk − hk−1| = O
(
m∑
k=n+1
(1 + δ)−k
)
≤ O
( ∞∑
k=n+1
(1 + δ)−k
)
= O
(
(1 + δ)−n
)
(5.8.10)
We are ready to proof theorem 5.8.2.
Case 0, c = 0 This case is trivial, since c = 0 implies b0,0 = 1.
Case 1, c ∈ {−1,−2,−3, · · · } In this case −c ∈ N and (−ck ) = 0 for k ≥ −c. We get for
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n ≥ −c[
1
(1− t)ch(x1, x2, t)
]
n
=
[
(1− t)−ch(x1, x2, t)
]
n
=
−c∑
k=0
hn−k
(−c
k
)
(−1)k
=
−c∑
k=0
(
h∞ +O
(
(1 + δ)−(n−k)
))(−c
k
)
(−1)k
= h∞
( −c∑
k=0
(−c
k
)
(−1)k
)
+O
(
(1 + δ)−n
)
= O
(
(1 + δ)−n
)
Case 2, c /∈ Z≤0 This case is a little bit more difficult. We have[
1
(1− t)ch(x1, x2, t)
]
n
=
[
(1− t)−ch(x1, x2, t)
]
n
=
n∑
k=0
hn−k
(
c− 1 + k
k
)
= hn + chn−1 +
n∑
k=2
(
h∞ +O
(
(1 + δ)−(n−k)
))(kc−1
Γ(c)
+O
(
kc−2
))
Obviously we have hn + chn−1 = (1 + c)h∞ +O
(
nc−2
)
.
It follows immediately form lemma 5.8.4 (with a small calculation) that
n∑
k=2
kc−1
Γ(c)
= const.+
1
Γ(c+ 1)
nc +O
(
nc−2
)
(5.8.11)
Therefore the leading therm gives preciously what we want. It rest to show that the
other terms behaves well. We get again with lemma 5.8.4 and d := Re(c)
n∑
k=2
∣∣∣(1 + δ)−(n−k)kc−1∣∣∣ = 1
(1 + δ)n
n∑
k=2
kd−1(1 + δ)k
=
1
(1 + δ)n
(∫ n
1
sd−1(1 + δ)s ds+
nd−1(1 + δ)n − (1− δ)
2
−
∫ n
1
(s− bsc) (sd−1(1 + δ)s)′ ds) .
But∣∣∣∣∫ n
1
sd−1(1 + δ)s ds
∣∣∣∣ = ∣∣∣∣(sd−1 (1 + δ)slog(1 + δ))∣∣ns=1 −
∫ n
1
sd−2
(1 + δ)s
log(1 + δ)
ds
∣∣∣∣
≤
(
sd−1
(1 + δ)s
log(1 + δ)
)∣∣∣∣n
s=1
+
∫ n
1
sd−2
(1 + δ)s
log(1 + δ)
ds
≤
(
nd−1
(1 + δ)n
log(1 + δ)
− (1 + δ)
log(1 + δ)
)
+
∫ n
1
sd−2
(1 + δ)n
log(1 + δ)
ds
= const.+O(nd−1(1 + δ)n) = const.+O(nc−1(1 + δ)n)
Therefore
n∑
k=2
∣∣∣(1 + δ)−(n−k)kc−1∣∣∣ = const.+O(nc−1)
We put everything together and get[
1
(1− t)ch(x1, x2, t)
]
n
= const.+
h∞
Γ(c+ 1)
nc +O(nc−1) (5.8.12)
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If Re(c) > 0 than (5.8.12) is enough to proof lemma 5.8.2. If Re(c) < 0 then we have
to prove that the constant is 0. We know that the sequence (hk)k∈N is bounded by a
constant C. Therefore∣∣∣∣[ 1(1− t)ch(x1, x2, t)
]
n
∣∣∣∣ =
∣∣∣∣∣
n∑
k=0
hn−k
(
c− 1 + k
k
)∣∣∣∣∣
≤ C
n∑
k=0
∣∣∣∣(c− 1 + kk
)∣∣∣∣ ≤ C ∞∑
k=0
∣∣∣∣(c− 1 + kk
)∣∣∣∣ <∞
by lemma 5.8.3. We therefore can apply dominated convergence (with hk = 0 for
k < 0) and get
lim
n→∞
∞∑
k=0
hn−k
(
c− 1 + k
k
)
=
∞∑
k=0
lim
n→∞hn−k
(
c− 1 + k
k
)
=
∞∑
k=0
h∞
(
c− 1 + k
k
)
= 0
It rest to show the case Re(c) = 0, c 6= 0. It is easy to that the constant in (5.8.12) is
continuous in c. This completes the proof.
5.8.2 Simplifications and conventions
We calculate as in (5.3.6):
E [f (θmx1, ϑmx2)] =
∑
k1,k2=0
bk1,k2αk1,k2x
k1
1 x
k2
2 =: f˜(x1, x2)
and therefore
E
[
W 1,nθ,ϑ (f)(x1, x2)
]
= E
[
W 1,n1,1 (f˜)(x1, x2)
]
= E
[
W 1,n(f˜)(x1, x2)
]
.
Since we are only interested in expectations, we can assume θ ≡ ϑ ≡ 1 and consider f˜
instead of f .
We will also assume that f only depends on one variable. The arguments in the proof are
the same, but the expressions are much more simple.
We now set a 0 < r < min {1, r1} fixed and prove theorem 5.8.1 for |x| < r. We shrink x
because we sometimes need sup |f(x)| to be finite.
5.8.3 The limit distribution
In this subsection we write down a possible limit of W 1,n(f)(x) and show that it is a good
candidate.
If a σ ∈ Cλ with |λ| = n is given then
W 1,n(f)(x) =
n∏
m=1
f(xm)C
(n)
m .
We know form lemma 2.1.10 that C(n)m
d−→ Ym and so a natural and possible limit would be
W∞(f)(x) := W∞(f) :=
∞∏
m=1
f(xm)Ym . (5.8.13)
We prove in lemma 5.8.8 that Wn(f) d−→W∞(f). Of course there are many things we need
to check. We start with
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Lemma 5.8.5. The function W∞(f)(x) is a.s. a holomorphic function of x ∈ Br(0).
Proof. We first mention that log ((1− x)m) ≡ m log (1− x) mod 2pii for m ∈ N. The
argument of log is always in [−pi, pi] and therefore
|log ((1− x)m)| ≤ m |log (1− x)| for m ∈ N.
We write next f(x) = 1 + xh(x) with h holomorphic in Br(0). Choose m0 ∈ N such that
|xmh(xm)| < r < 1 for allm ≥ m0 and all x ∈ Br(0). We define δ = δ(r) = supx∈Br(0) |h(x)|
and remember the general fact that there exists β = β(r) with |log(1 + x)| ≤ β|x| for |x| < r.
We get ∣∣∣∣∣log
( ∞∏
m=m0
f(xm)Ym
)∣∣∣∣∣ ≤
∞∑
m=m0
Ym| log
(
1 + xmh(xm)
)|
≤ β
∞∑
m=m0
Ym|xmh(xm)| ≤ δβ
∞∑
m=m0
Ymr
m.
We prove in lemma 5.8.6 that the last sum is a.s. finite. Therefore
∏∞
m=m0
f(xm)Ym is a.s.
a holomorphic function in x and so is W∞(f)(x).
Lemma 5.8.6. We have
∑∞
m=1 Ymr
m is a.s. absolute convergent for |r| < 1.
Proof. We prove the absolute convergence of the sum
∑∞
m=1 Ymr
m by showing
lim sup
m→∞
m
√
|Ymrm| < 1 a.s.
We fix an a with r < a < 1 and set Am := { Ymrm > am} =
{
m
√|Ymrm| > a}. Then
P
[
lim sup
m→∞
m
√
|Ymrm| < 1
]
≥ 1− P
[
lim sup
m→∞
m
√
|Ymrm| > a
]
= 1− P [∩∞n=1 ∪∞m=n Am] = 1− P [lim sup(Am)] .
We get with Markov’s inequality
P
[
Ym >
(a
r
)m]
≤ E [Ym](
a
r
)m = 1m ( ra)m .
Therefore
∑
m P
[
Ym >
(
a
r
)m]
<∞.
It follows from the Borel-Cantelli-lemma that P [lim sup(Am)] = 0.
We have proven that W∞(f)(x) is a.s. a holomorphic function. This does not imply the
holomorphicity of E [W∞(f)(x)], even when it exists. We therefore prove
Lemma 5.8.7. Let f(x) :=
∑
k bkx
k and x ∈ Br(0). Then all moments of W∞(f)(x)
exist. The expectation E [W∞(f)(x)] is a holomorphic function on Br(0) with
E
[
W 1,∞(f)(x)
]
=
∞∏
k=1
1
(1− xk)bk .
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Proof. Step 1 We show that E [W∞(f)(x)] exists. We define h and δ as above and obtain
E
[∣∣∣∣∣
∞∏
m=1
f(xm)Ym
∣∣∣∣∣
]
= E
[ ∞∏
m=1
∣∣∣(1 + xmh(xm))Ym ∣∣∣] ≤ E[ ∞∏
m=1
(1 + δrm)Ym
]
(∗)
=
∞∏
m=1
exp
(
(1 + δrm)− 1
m
)
= exp
(
δ
∞∑
m=1
rm
m
)
<∞,
where in (∗)= we have used that
E
[
y(Ym)
]
= exp
(
y − 1
m
)
for y ≥ 0
when Ym is a Poisson distributed random variable with E [Ym] = 1m . This can be
shown by a simple calculation, expanding the exponential series. This proves the
existence of E [W∞(f)(x)].
Step 2 We calculate the value of E [W∞(f)(x)]:
E [W∞(f)(x)] = E
[ ∞∏
m=1
f(xm)Ym
]
=
∞∏
m=1
E
[
f(xm)Ym
]
=
∞∏
m=1
exp
(
f(xm)− 1
m
)
= exp
( ∞∑
m=1
1
m
∞∑
k=1
bkx
mk
)
= exp
( ∞∑
k=1
bk
∞∑
m=1
xkm
m
)
= exp
( ∞∑
k=1
bk
(− log(1− xk))) = ∞∏
k=1
1
(1− xk)bk .
The exchange of the exponential and the product in the first line is justified by step
1. The exchange of the two sums is justified as follows: the convergence radius of the
Taylor expansion of f is at least r1 since f is holomorphic in Br1(0). Since we have
chosen r < r1 we get
lim sup
k→∞
|bk|1/k ≤ 1
r1
<
1
r
Therefore there exists a constant C with |bk| < C( 1r1 )k. We define r′ := 1r1 . Clearly
r′r < 1, and so
∞∑
m=1
∞∑
k=1
∣∣∣∣bk xmkm
∣∣∣∣ ≤ C ∞∑
m=1
∞∑
k=1
1
m
(r′)krmk = C
∞∑
m=1
∞∑
k=1
1
m
(r′rm)k
= C
∞∑
m=1
1
m
r′rm
1− r′rm <∞.
Step 3 Holomorphicity of E [W∞(f)(x)]:∣∣∣∣∣log
( ∞∏
k=1
1
(1− xk)bk
)∣∣∣∣∣ ≤
∞∑
k=1
|bk|| log(1− xk)| ≤ β
∞∑
k=1
|bk||xk| <∞
74 Chapter 5. Associated class functions
Step 4 Existence of the moments. Let σ ∈ Cλ. We have(
W 1,n(f1)(x)Wn(f2)(x)
)
(σ) =
 l(λ)∏
m=1
f1(θmxλm)
 l(λ)∏
m=1
f2(θmxλm)

=
l(λ)∏
m=1
(
f1(θmxλm)f2(θmxλm)
)
=
l(λ)∏
m=1
(f1f2)(θmxλm) =
(
W 1,n(f1f2)(x)
)
(σ),
and step 4 now follows from steps 1, 2, and 3.
5.8.4 Convergence against the limit
We give in this section two proofs of theorem 5.8.1. The idea of the first proof is to show
W 1,n(f)(x) d−→ W 1,∞(f)(x) and then use uniform integrability. The idea of the second is
to show that E
[
W 1,n(f)(x)
] → E [W 1,∞(f)(x)] for x ∈ [0, r′] with r′ small enough and
then to apply the theorem of Montel.
Note that the second proof does not imply W 1,n(f)(x) d−→ W 1,∞(f)(x). One would need
thatW 1,n(f)(x) is uniquely defined by its moments to apply theorem 2.5.16. Unfortunately
we haven’t been able to prove or disprove this.
First proof of theorem 5.8.1 We first prove
Lemma 5.8.8. Choose an 0 < u (≤ r) such that f(x) 6= 0 for x ∈ Bu(0). We have for all
fixed x ∈ Bu(0)
n∑
m=1
C(n)m log
(
f(xm)
) d−→ ∞∑
m=1
Ym log
(
f(xm)
)
(n→∞) (5.8.14)
W 1,n(f)(x) d−→W 1,∞(f)(x) (n→∞) (5.8.15)
Remark: While the function
∑n
m=1 C
(n)
m log
(
f(xm)
)
is not guaranteed to be holomorphic
in x, it is well-defined with the convention log(−y) := log(y) + ipi.
Proof. Since the exponential map is continuous, the second part follows immediately from
the first part (a proof of this fact can be found in [6].) We know from theorem 2.1.12 that
E
[∣∣∣C(n)m − Ym∣∣∣] ≤ 2n+ 1 . (5.8.16)
We use δ, β and h as in the proof of lemma 5.8.5 to get
E
[∣∣∣∣∣
n∑
m=1
(Ym − C(n)m ) log
(
f(xm)
)∣∣∣∣∣
]
≤
n∑
m=1
E
[
|Ym − C(n)m |
]
| log(f(xm))|
≤
n∑
m=1
2
n+ 1
| log(1 + xmh(xm))|
≤ 2
n+ 1
(
C +
n∑
m=k0
β(1 + δ)rm
)
−→ 0 (n→∞).
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Weak convergence does not automatically imply convergence of the expectation. One need
some additional properties. We introduce therefore
Definition 5.8.9. A sequence of (complex valued) random variables (Xm)m∈N is called
uniformly integrable if
sup
n∈N
E
[|Xn|1|Xn|>c] −→ 0 for c→∞.
One can now use
Lemma 5.8.10 (see [16]). Let (Xm)m∈N be uniformly integrable and assume that Xn
d−→ X.
Then,
E [Xn] −→ E [X] .
We now finish the proof of theorem 5.8.1. We define h and δ as in the proof of lemma 5.8.5
and get
|W 1,∞(f)(x)| =
∞∏
m=1
|f(xm)|Ym ≤
∞∏
m=1
(1 + δrm)Ym =: F˜ (r).
It is possible that C(n)m = Ym + 1 and so F˜ (r) is not automatically an upper bound
for W 1,n(f), but F (r) :=
∏∞
m=1(1 + δr
m)Ym+1 is. We now have |W 1,n(f)| ≤ F (r) and
E
[|W 1,n(f)|] ≤ E [F (r)] . We get with this F (r)
sup
n∈N
E
[∣∣W 1,n(f)(x)∣∣1|W 1,n(f)(x)|>c] ≤ E [|F (r)|1F (r)>c] −→ 0 (c→∞)
The sequence
(
W 1,n(f)(x)
)
n∈N
is therefore uniformly integrable. Lemmas 5.8.8 and 5.8.10
together prove theorem 5.8.1 for x ∈ Bu(0) with u as in lemma 5.8.8. E
[
W 1,n(f)(x)
]
and E
[
W 1,∞(f)(x)
]
are holomorphic in Br(0) and bounded by E [F (r)]. Therefore theo-
rem 5.8.1 is true for all x ∈ Br(0).
Second proof of theorem 5.8.1 We first prove a special case.
Lemma 5.8.11. Assume that bk ∈ R for 1 ≤ k < ∞ and choose 0 < r′ < r such that
either f(x) ≤ 1 on the interval x ∈ [0, r′] or f(x) ≥ 1. We then have for x ∈ [0, r′]
E
[
W 1,n(f)(x)
]→ E [W 1,∞(f)(x)] .
Remark: We can choose such an r′ because f is holomorphic.
Proof.
Case f(x) ≤ 1 for x ∈ [0, r′]
Inequality ≤ Choose m0 ∈ N arbitrary. We have for n ≥ m0
E
[
n∏
m=1
f(xm)C
(n)
m
]
≤ E
[
m0∏
m=1
f(xm)C
(n)
m
]
We know that (C(n)1 , · · · , C(n)m0 ) d−→ (Y1, · · · , Ym0) and
∏m0
m=1 f(x
m)Cm ≤ 1. This
is enough to give
E
[
m0∏
m=1
f(xm)C
(n)
m
]
→ E
[
m0∏
m=1
f(xm)Ym
]
for n→∞.
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Therefore,
lim sup
n→∞
E
[
n∏
m=1
f(xm)C
(n)
m
]
≤ inf
m0∈N
E
[
m0∏
m=1
f(xm)Ym
]
= E [W∞(f)(x)]
Inequality ≥ We need in this case the Feller coupling. If we would have always
C
(n)
m ≤ Ym then we would have no problem. We have in fact C(n)m ≤ Ym if
ξn+1 = 1. We use therefore a small trick. Remember the definition Bk = B
(n)
k =
{ξn−k · · · ξn+1 = 100 · · · 0}. We write
W 1,n(f)(x) =
n∏
m=1
f(xm)C
(n)
m =
(
n∑
k=0
1Bk
)
n∏
m=1
f(xm)C
(n)
m
=
n∏
m=1
f(xm)C
(n)
m 1B0 +
n∑
k=1
f(xk)
n∏
m=1
f(xm)C
(n−k)
m 1Bk
= W 1,n(f)(x)1B0 +
n∑
k=1
f(xk)W 1,n−k(f)(x)1Bk .
Let 0 <  < 1 be arbitrary and fixed. Since f(0) = 1 there exists a k0 such that
1−  < f(xk) ≤ 1 for k ≥ k0. We get
E
[
W 1,n(f)
]
= E
[
W 1,n(f)(x)1B0
]
+ E
[
n∑
k=1
f(xk)W 1,n−k(f)(x)1Bk
]
≥ E [W 1,∞(f)(x)1B0]+ E
[
n∑
k=1
f(xk)W 1,∞(f)(x)1Bk
]
≥ E [W 1,∞(f)(x)1B0]+ E
[
k0∑
k=1
f(xk)W 1,∞(f)(x)1Bk
]
+ E
[
n∑
k=k0+1
(1− )W 1,∞(f)(x)1Bk
]
.
We have that P [Bk] = 1n+1 , f(x
k) is bounded for 1 ≤ k ≤ k0 and all moments of
W 1,∞(f) exist. We can now apply the Schwartz inequality (for L2) to see that
the first two summands go to 0. We can replace k0 by 0 in the third summand
by the same argument.
Case f(x) ≥ 1 for x ∈ [0, r′] The arguments are almost the same. We have to exchange
all ≤ and ≥ and check that
E
[
m0∏
m=1
f(xm)C
(n)
m
]
−→ E
[
m0∏
m=1
f(xm)Ym
]
(5.8.17)
Since C(n)m ≤ Ym + 1, we have a common (integrable) upper bound. We also know
from theorem 2.1.12 that
P
[
(C(n)1 , · · · , C(n)m0 ) 6= (Y1, · · · , Ym0)
]
→ 0 (n→∞)
These two facts together prove (5.8.17).
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We now extend lemma 5.8.11 to arbitrary x and bk. We have constructed in the proof
of lemma 5.8.11 an lower and an upper bound for E
[
W 1,n(f)(x)
]
and showed that they
converge to the same limit as n → ∞. One could try to modify this proof to apply it to
general x and bk, but this is rather difficult. It is easier to use the theorem of Montel (see
[15]).
Lemma 5.8.12. We have for any holomorphic function f and x ∈ Br(0)
E
[
W 1,n(f)(x)
]→ E [W∞(f)(x)] for n→∞.
Proof.
Step 1 We show first that lemma 5.8.11 is true for arbitrary x ∈ Br(0) and all bk ∈ R
(i.e. with no condition that either f(x) ≥ 1 or f(x) ≤ 1 on a whole interval). We use
the F (r) from the first proof. We apply the theorem of Montel with the upper bound
E [F (r)] for E
[
W 1,n(f)(x)
]
.
Suppose that there exists a x0 ∈ Br(0) where E
[
W 1,n(f)(x0)
]
9 E
[
W 1,∞(f)(x0)
]
.
Then there exists a  > 0 and a sequence Λ ⊂ N with |E [W 1,n(f)(x0)] −
E
[
W 1,∞(f)(x0)
] | >  for n ∈ Λ. We apply the theorem of Montel and get a subse-
quence Λ′ ⊂ Λ and a holomorphic function h with
E
[
W 1,n(f)(x)
] −→ h(x) for x ∈ Br(0) and n ∈ Λ′.
We know form lemma 5.8.11 that h has to agree with E
[
W 1,∞(f)(x)
]
on [0, r′]. This
is a contradiction, since E
[
W 1,∞(f)(x0)
] 6= h(x0).
Step 2 We now prove the lemma. Let bk be arbitrary. We define bk(s) := Re(bk)+sIm(bk)
and
f (s)(x) := 1 +
∞∑
k=1
bk(s)xk.
It follows as in lemmas 5.8.5 and 5.8.7 that W 1,∞
(
f (s)
)
(x) and E
[
W 1,∞
(
f (s)
)
(x)
]
are holomorphic functions in x and s. We know from step 1 that
E
[
W 1,n
(
f (s)
)
(x)
]
−→ E
[
W 1,∞
(
f (s)
)
(x)
]
for x ∈ Br(0), s ∈ R.
We use as in step 1 the theorem of Montel and get
E
[
W 1,n
(
f (s)
)
(x)
]
−→ E
[
W 1,∞
(
f (s)
)
(x)
]
for x ∈ Br(0), s ∈ C.
We now put s = i and are done.
Putting lemmas 5.8.7 and 5.8.12 together, we have proved that for any holomorphic function
f and x ∈ Br(0)
E
[
W 1,n(f)(x)
]→ E [W 1,∞(f)(x)] = ∞∏
k=1
1
(1− xk)bk ,
i.e. the special case of theorem 5.8.1 in just one variable and when b0,0 = 1. By lemma 5.8.2,
this is enough to prove the full theorem (in one variable).
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5.8.5 Proof of theorem 5.8.1 for W 2
The proof of theorem 5.8.1 forW 2 is almost the same. One only has to replaceW 1,∞(f)(x)
with
W 2,∞(f)(x) :=
∞∏
m=1
f(xm, αm1 , α
m
2 , · · · )Ym . (5.8.18)
Chapter 6
Characteristic polynomial and
associated class functions on other
groups
We can also use the techniques of section 5 for some other groups than Sn. These are
the alternating group and the Weyl groups of classical groups. We do not give here the
definition of a Weyl group, since this would go to far and can be found in many books about
Lie groups, for instance in [9]. We will only give a presentation of the group and write down
the generating functions. The asymptotic behavior follows directly form theorem 5.5.1 and
theorem 5.8.1.
6.1 The alternating group An
It is natural to ask if we can use the techniques of section 5 to obtain generating functions
for subgroups of Sn. Section 5 is based on (2.6.14) in lemma 2.6.8. Since this formula is
only true for class functions on Sn, the possible subgroups have to be normal. Therefore
the only candidate is the alternating group An.
6.1.1 Definitions
Definition 6.1.1. A σ ∈ Sn is called even if σ can be written as an even number of
transpositions. Otherwise σ is called odd. The alternating group An is the subset of Sn of
all even permutations. The signature (σ) of a permutation is 1 for even permutations, -1
for odd ones.
Lemma 6.1.2. The signature  is a group homomorphism and An = ker().
Definition 6.1.3. We write EAn [f ] for the expectation with respect to the Haar-measure
µAn on An. Explicitly we have for n ≥ 2 (only, because S1 = A1 = {1})
EAn [f ] =
2
n!
∑
σ∈An
f(σ). (6.1.1)
6.1.2 Generating functions for W 1 and W 2 on An
We prove in this subsection
Theorem 6.1.4. Let θ and ϑ be random variables with values in S1 and P be a polynomial
with
P (x1, x2) =
∞∑
k1,k2=0
bk1,k2x
k1
1 x
k2
2 .
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We define as in (5.3.1) αk1,k2 := E
[
θk1ϑk2
]
. We have for n ≥ 2
EAn
[
W 1(P )(x1, x2)
]
=
 ∞∏
k1,k2=0
(1− xk11 xk22 t)−bk1,k2αk1,k2

n
+
 ∞∏
k1,k2=0
(1 + xk11 x
k2
2 t)
−bk1,k2αk1,k2

n
(6.1.2)
EAn
[
W 2(P )(x1, x2)
]
=
 ∞∏
k1,k2=0
(1− αk1,k2xk11 xk22 t)−bk1,k2

n
+
 ∞∏
k1,k2=0
(1 + αk1,k2x
k1
1 x
k2
2 t)
−bk1,k2

n
(6.1.3)
The products in (6.1.2), (6.1.3) are holomorphic for |t| < 1 and max {|x1|, |x2|} ≤ 1.
The idea of the proof is to reformulate EAn [..] and to use the results of section 5. We start
with
Lemma 6.1.5. We have for each f : Sn → C
EAn [f |An ] = ESn [f ] + ESn [ · f ] for n ≥ 2 (6.1.4)
and (σ) =
∏l(λ)
m=1(−1)λm+1 for σ ∈ Cλ.
Proof. We have for n ≥ 2
EAn [f |An ] =
2
n!
∑
σ∈Sn
(σ)=1
f(σ) =
1
n!
∑
σ∈Sn
(
(1 + )f
)
(σ) = ESn [f ] + ESn [ · f ]
This proves (6.1.4). The second statement is trivial.
We can now prove theorem 6.1.4:
Proof of theorem 6.1.4. We calculate
∑∞
n=0 E
[
W 1,n(P )
]
tn and use lemma 6.1.5. This
calculation is very similar to the calculations in the proof of theorem 5.3.1. We therefore
simplify the proof by assuming θ ≡ ϑ ≡ 1 and that P is only dependent on one variable.
We get
∞∑
n=0
E
[
W 1,n(P )(x)
]
tn =
∑
λ
1
zλ
l(λ)∏
m=1
(−1)λm+1P (xλm)t|λ| = exp
( ∞∑
m=1
1
m
(−1)m+1P (xm)tm
)
= exp
(
−
∞∑
m=1
1
m
(−1)m
∞∑
k=0
bkx
kmtm
)
= exp
(
−
∞∑
k=0
bk log(1 + xkt)
)
=
∞∏
k=0
(1 + xkt)−bk
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6.2 The Weyl group of SO(2n)
Let D be the set of diagonal matrices with diagonal entries 1,−1. The Weyl group Wn of
SO(2n) is equal to DSn. We define ZWn(x)(w) := det(I − xw) for w ∈ Wn. We have to
take a closer look at µWn to write down a generating function for the moments of ZWn(x).
Any element w of Wn can be written uniquely as w = dg with d ∈ D, g ∈ Sn. Therefore
µWn = µD × µSn and the diagonal matrices are independent of Sn. A simple calculation
shows that the diagonal entries di in D are iid with P [di = 1] = P [di = −1] = 12 . This
is precisely the definition of W 2 in (5.2.4). We use theorem 5.3.1 and the example in
section 5.4.3 to get
E
[
Zs1Wn(x1)Z
s2
Wn(x2)
]
=
 ∞∏
k1,k2=0
2|(k1−k2)
(1− xk11 xk22 t)(
s1
k1
)(s2k2)(−1)
k1+k2+1

n
6.3 The Weyl group of SO(2n+ 1)
Let D be as above. The Weyl group W ′n of SO(2n+ 1) is equal to DAn. We can argue as
above and get with theorem 6.1.4
E
[
Zs1W′n(x1)Z
s2
W′n(x2)
]
=
 ∞∏
k1,k2=0
2|(k1−k2)
(1− xk11 xk22 t)(
s1
k1
)(s2k2)(−1)
k1+k2+1

n
+
 ∞∏
k1,k2=0
2|(k1−k2)
(1 + xk11 x
k2
2 t)
(s1k1)(
s2
k2
)(−1)k1+k2+1

n
6.4 The Weyl group of SU(n)
The Weyl group W˜n of SU(n) is equal to Sn, shrunk to the subspace T =
{(x1, · · · , xn) ∈ Cn;
∑
xi = 0}. It is easy to see that Cn ∼= T ⊕ C(1, 1, · · · , 1) and the
action of Sn on C(1, 1, · · · , 1) is trivial. Thus
E
[
Zs1fWn(x1)Zs2fWn(x2)
]
=

∏s1
k1=0
∏s2
k2=0
(
1− xk11 xk22 t
)(s1k1)(s2k2)(−1)k1+k2+1
(1− x1)s1(1− x2)s2

n
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