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i
Abstract
The giant graviton part of the AdS/CFT dictionary is expanded from consider-
ation of N = 4 super Yang-Mills theory with U(N) gauge group to the case of
an SU(N) gauge group. Candidate duals to giant gravitons for the U(N) case
were found by Corley, Jevicki and Ramgoolam [4] to be Schur polynomials of
the Lie algebra. In this dissertation, computational generalisation of the U(N)
result is achieved, and a set of linearly independent operators in one-to-one cor-
respondence with the half-BPS representations of the SU(N) gauge theory given.
These tools allow the first elucidation of bulk and boundary degrees of freedom
via the dual field theory, exploiting the usefulness of giant gravitons as probes of
the geometry.
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Chapter 1
Introduction
1.1 An overview
The AdS/CFT correspondence proposed by Maldacena [1, 2, 3] allows insights
about string theory to be gained in the dual field theory and vice versa. In partic-
ular, it includes a duality between Type IIB string theory on AdS5×S5 and 3 +
1 dimensional N = 4 super Yang-Mills theory. Machinery developed by Corley,
Jevicki and Ramgoolam [4] to compute exactly correlators of a class of operators
in one-to-one correspondence with half-BPS representations of this SYM theory
with U(N) (or SU(N)) gauge group has allowed investigation of duals to giant
gravitons in the conformal field theory. The aim of this work was to extend these
results to the case of an SU(N) gauge group, and in so doing to examine the
roles of bulk and boundary degrees of freedom in the dual. This chapter con-
tains a brief review of the background to the AdS/CFT correspondence as it is
realised here and a description of the problem treated in this dissertation and
why it is of interest. Overall references for the topics discussed in this chapter
are [1, 2, 3, 5, 6, 7].
1.2 String theory
Often described as the two pillars of twentieth century physics, quantum mechan-
ics and Einstein’s general theory of relativity have provided us with beautiful
theoretical descriptions of the physics at both ends of the spectrum of distances,
many orders of magnitude on either side of the human scale. Quantum mechanics
has successfully been combined with the strong, weak and electromagnetic forces,
but never with the force of gravity in a unified theoretical framework. The quest
for such unification has engaged the greatest modern minds, and towards the end
of the twentieth century became the “Holy Grail” of modern physics. In this
1
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quest, many believe that string theory furnishes the brightest guiding light.
Of the forces listed above, electromagnetism and the weak force have been
successfully unified in the electroweak force, and the standard model encompasses
the strong force in the form of quantum chromodynamics. Quantum chromody-
namics, or QCD, arose from the integration of quantum mechanics with special
relativity in quantum field theory or QFT. The problem with unifying these the-
ories with gravity is that general relativity and quantum mechanics prove to be
mutually incompatible in limiting situations where they both apply, such as black
holes and gravitational interactions at the quantum level. The hope is that there
exists an underlying theory reducing to general relativity and quantum mechan-
ics at their respective limits, and resolving the existing difficulties when they
coincide. With various degrees of magic, string theory seems to offer such an
underlying theory. We shall now review its history and development, and the
reasons it provides such a beacon of hope.
In the late 1960s it was observed that the theory being used to explain particle
spectra was equivalent to a theory of vibrating strings. Each particle could be
viewed as a different oscillation mode of a string, so that the possible excitations of
the string resulted in a spectrum of energies or masses corresponding to different
particles. Thinking of particles as objects extended in one dimension instead of
geometrical points has some unexpected consequences. Supersymmetric theories
constructed on this premise need 10 or 11 dimensions to be consistent. There are
various theories to explain how some of these dimensions might be ‘curled’ up to
leave the 3+1 dimensions of our world. More significantly, it is not possible to
eliminate the appearance of massless spin 2 bosons in such a theory. Gravity is
the only consistent mode of interaction for these bosons, called gravitons. They
appear spontaneously in string theory. It is this fact - that gravity is not put into
string theory by hand - that makes string theory such a promising approach to
quantum gravity.
1.3 Dualities in string theory
Five distinct consistent string theories were found, called Type I, Type IIA, Type
IIB, SO(32) heterotic, and E8 × E8 heterotic. Each of these requires spacetime
supersymmetry in 9 + 1 dimensions to be consistent. Each can be formulated
in terms of a given background. However, different backgrounds can be shown
to be equivalent. The five string theories possess duality symmetries which allow
transformations between equivalent backgrounds. Such duality symmetries were
found to relate all five string theories and supergravity, a low energy limit of
string theory.
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These duality transformations led to the conjectured master M-theory of
which each of the five original string theories would be a limiting case. The
duality symmetries thus provide us with a unified string theoretical framework.
Further, they allow in some cases investigation of a strong coupling regime in
a suitable dual where the corresponding regime is not strongly coupled. Such
dualities are termed strong-weak coupling dualities.
M
Type IIB
Type IIAType I
Heterotic O
Heterotic E
Figure 1.1: A version of the usual string theory duality map, showing how each
string theory is a limit of a conjectural master or M-theory.
Among the string dualities is one relating open and closed strings. Open
string theories reduce to gauge field theories at low energies, while closed string
theories are described by theories of gravity. Thus in particular the open/closed
string duality leads to a field theory-quantum gravity correspondence, as will be
seen below.
1.4 The Anti-de Sitter/Conformal Field Theory cor-
respondence
1.4.1 General idea
The AdS/CFT correspondence proposed by Maldacena [1] is a conjectured duality
or equivalence between string theory on a given space, and a field theory on the
boundary of that space. Before discussing in more detail what these concepts
mean, it is worth summarising the most important and striking aspects of this
correspondence.
Firstly, it is a conjectured equivalence between string theory – a theory of
gravity – and a field theory in which gravity does not appear. The equivalence
includes a map between gravity states and operators in the field theory. It there-
fore allows calculations in one theory to be done equivalently in the dual, via a
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‘dictionary’ relating quantities in the different theories. Secondly, it is a strong-
weak coupling correspondence. In the ’t Hooft large N limit the correspondence
relates the weakly coupled regime of the field theory to the strongly coupled one
of the string theory, and vice versa [5]. This means that calculations that cannot
be done perturbatively on one side of the duality, can be treated perturbatively
on the other. The significance of this is clear, especially considering how little
we know of string theory at strong coupling. Thirdly, the correspondence is a
holographic one, since it relates a theory on a certain space to another on the
boundary of that space. The information for the string theory dynamics in ten
dimensions is encoded in fewer dimensions. This suggests that the bulk dynamics
are somehow a holographic projection from the dynamics on the boundary. It is
for this reason that the AdS/CFT correspondence is referred to as being holo-
graphic. In fact, the AdS/CFT correspondence is a concrete realisation of the
suggestion in [8, 9] that theories of quantum gravity should be holographic.
1.4.2 Development
A revealing limit
QCD is a field theory with gauge group SU(3). It is strongly coupled at low
energies, so a perturbative approach is not valid. ’t Hooft [10] suggested that
a theory with gauge group SU(N) might simplify in the large N limit, with the
hope that an expansion in 1
N
could facilitate QCD calculations. The large N
expansion of the field theory appeared to be equivalent to a perturbative string
theory expansion, with the string coupling constant identified with 1
N
. This
was a strong indicator of the link between field and string theories, and further
suggested that this link would be most obvious in the large N limit.
The Maldacena conjecture
Maldacena was led to his conjecture [1] by considering a configuration of N par-
allel D3 branes in Type IIB string theory. A D3 brane is a (3+1)-dimensional
hyperplane in (9+1)-dimensional spacetime, and provides a non-perturbative so-
lution of the theory.
There are two possible kinds of excitation of this configuration: open strings
ending on the branes, which are excitations of the branes themselves, and closed
strings in the bulk (or the space not occupied by the branes).
At low enough energies we can consider only massless excitations. The closed
string massless states reduce to those of type IIB supergravity (the low energy
limit of string theory). On the other hand the theory of the open string massless
states reduces to N = 4 super Yang-Mills U(N) gauge theory. Essentially the
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Figure 1.2: An artist’s (if not an artistic) impression of open and closed string
excitations. Open strings can end on a single brane, or stretch between two. When
the branes are coincident, all these possibilities correspond to massless excitations.
dynamics on the brane decouple from the dynamics in the bulk. In this limit we
are left with a free theory of gravity in the bulk and a field theory describing the
dynamics on the brane.
Alternatively we can consider D-branes as massive charged objects, or sources
of closed strings. This entails considering the geometry of the D-branes. In
the low energy limit of this description we again have two decoupled theories:
one is supergravity on flat Minkowski space, far from the branes, while near
the branes the dynamics are described by string theory on AdS5 × S5, which
is the near horizon geometry of the branes. Note that the near-horizon string
theory is complete, including massive states whose energies are redshifted by the
gravitational potential and so seem very low to an outside observer.
Figure 1.3: Far from the brane the geometry is flat Minkowski space. The near-
horizon geometry in the throat limit and near the branes is Anti-de Sitter.
From both points of view of the D-branes we obtain two decoupled theories
in the low energy limit. In both of these, the description far from the branes is
that of supergravity. The descriptions near the branes can be identified: leading
us to the Maldacena conjecture that string theory on AdS5 × S5 and N = 4
(3+1)-dimensional super Yang-Mills theory are equivalent. The coupling constant
relation is g2Y M = 4pigs, where gY M is the Yang-Mills coupling constant and gS
is the string theory coupling constant. The duality is a strong/weak duality in
the ’t Hooft coupling λ = g2Y MN = gSN . The ’t Hooft limit consists of holding
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this constant and taking N to infinity. In the large N limit, field theory is weakly
coupled when λ is small while curvature corrections in supergravity are small
when λ is large.
1.4.3 Type IIB string theory on AdS5 × S5 and N = 4 d = 3 + 1
super Yang-Mills theory
The realisation of the correspondence we are interested in is that between Type
IIB string theory on an AdS5×S5 background and N = 4 d = 3+1 super Yang-
Mills theory. The jargon in this sentence demands some unravelling. We note
immediately the dimensional relation between the five-dimensional AdS space
and the 4-dimensional field theory on its boundary. The full string theory back-
ground is a product space of AdS5 with the compact five-dimensional spherical
manifold S5. This compactification corresponds to the maximally supersymmet-
ric case, the importance of which observation will become clear shortly. AdS5
is a five dimensional Anti-de Sitter space – a negatively curved maximally su-
persymmetric solution of the Einstein equations. Anti-de Sitter space can be
visualised as being saddle-shaped, and has a boundary at spatial infinity. It is on
this 4-dimensional boundary that dynamics are described by the superconformal
Yang-Mills theory: a field theory with supersymmetric conformal symmetry, or
superconformal symmetry. The isometry group of AdS5 can be identified with
the conformal symmetry of the boundary. A closer look reveals that the sym-
metries of the two theories match exactly, as they must for this identification to
hold.
The conformal group is SO(2,4) – it is isomorphic to SU(2,2) and generated by
translations, Lorentz transformations (these two sets of transformations together
make up the Poincare´ group), dilations D (essentially scaling transformations)
and special conformal transformations Kµ.1 This is extended by Poincare´ su-
persymmetries which add the supercharges Qaα and Q¯α˙a = (Q
a
α)
†, a = 1, 2 and
α = 1, ...,N to the algebra. N is the number of independent supersymmetries of
the algebra - in this case there are four. The Poincare´ supersymmetries and the
special conformal transformations Kµ do not commute. Their commutators must
also be symmetries and they generate what are called the conformal supersym-
metries. Together with the R-symmetry SO(6)R ≈ SU(4)R (which is a symmetry
under which the supercharges can be rotated into each other), the global sym-
metry group of N = 4 SYM is thus given by the supergroup SU(2, 2|4).
The isometry group of AdS5 is SO(2, 4), so the symmetry group of AdS5×S5 is
SO(2, 4)×SO(6). Because AdS5×S5 corresponds to a maximally supersymmetric
1See [6], for example, for a comprehensive discussion and references.
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vacuum of IIB supergravity, the full symmetry group is SU(2, 2|4). Thus the
supersymmetries of the two theories are the same [11].
1.5 Motivation for the current work
1.5.1 Giant gravitons and their duals
Giant gravitons
Giant gravitons are gravitons which are dilated to a macroscopic size by a back-
ground tensor field. This process is analogous to dipole stretching in an electro-
magnetic field.2 They have been found in AdS × S-type backgrounds to expand
in both the AdS and sphere spaces, and are then called AdS and sphere giants
respectively. The expansion of the sphere giants is limited to the radius of the
sphere, offering a mechanism to explain the stringy exclusion principle, which
states that the tower of Kaluza-Klein states (a discretely labelled spectrum of
massive graviton states) has a certain momentum cut-off related to the radius of
the space.
A precise correspondence between CFT observables and those of supergravity
was proposed by Witten [3]. The local operators in the boundary field theory
correspond to the quantum states on the AdS space. The dimension of the field
theory operator is related to the energy or mass of the AdS state.
For the case of Type IIB supergravity and N = 4 (3 + 1)-dimensional super
Yang-Mills theory, each operator of conformal dimension k in the field theory
corresponds to a scalar field in supergravity with mass related to k. Specifically,
we are interested in a special class of representations of states on the gravity side,
and the dual class of operators in the field theory. States in IIB supergravity
are written in terms of spherical harmonics on S5 and scalar fields in AdS5 with
definite SO(6) representations. Certain massive particle representations have a
lower bound on their mass, called the BPS bound after Bogomolnyi, Prasad and
Sommerfield [12, 13]. When the BPS bound is saturated, a supercharge vanishes
and the supersymmetric representation is shortened, i.e. the dimension of the
supermultiplet to which the representation belongs is decreased. Since the mass
of a BPS state is completely determined by an analysis of the supersymmetry
algebra, it is protected from quantum corrections. D3 branes are BPS states that
preserve half of the supersymmetries. These are half-BPS representations. Giant
gravitons can be thought of as types of D3 branes (see Chapter 2 for details).
The next point to address is to what operators in the field theory these half-
BPS representations are dual. Since both the string theory modes and the con-
2See the discussion in the following chapter.
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formal operators in SYM fall into representations of SU(2, 2|4) it is natural to
try to associate modes to operators transforming in the same representation.
Furthermore, since IIB strings might not know about the gauge symmetry of
SYM, the SYM operators should be gauge invariant. A bound similar to the
BPS bound discussed above exists for dimensions of operators in representations
of the superconformal algebra. For those for which one or more supercharges
commutes with the primary or lowest dimensional operator, the representation is
shortened. Furthermore, the scale dimension of such primary operators is said to
be protected: it is given for all gY M by its free field value. These representations
are called chiral or BPS by analogy with the case of massive particle states. Thus,
the half-BPS representations of interest in AdS5 × S5 are dual to chiral primary
operators in N = 4 SYM. In particular, the single trace half-BPS operators in
the SYM theory match in a one-to-one way with the canonical fields of super
gravity, compactified on AdS5 × S5 [3].
With this correspondence, Corley, Jevicki and Ramgoolam [4] were able to
propose candidate operators dual to giant gravitons. By studying the zero cou-
pling limit of N = 4 SYM, they suggested different types of representations of
chiral primary operators in 3+1 SYM with U(N) gauge group as dual to AdS and
sphere giants respectively. This will be discussed further in Chapter 3.
Correlators in 3 + 1 N = 4 U(N) super Yang-Mills theory
In addition, Corley, Jevicki and Ramgoolam [4] were able to develop a powerful
machinery for computing exactly a related class of correlators at all N. Previous
calculations had only been possible at large N. Corley, Jevicki and Ramgoolam
calculated exactly correlation functions of half-BPS operators in the N = 4 SYM
theory with U(N) gauge group in the zero coupling limit. As will be discussed in
Chapter 3, they used a map to a Schur polynomial basis in U(N) to diagonalise
these correlators. This map hinges on the Frobenius-Schur duality between U(N)
and Sn the permutation group.
3 The extension of results to finite N is espe-
cially significant since the string coupling constant is inversely proportional to N,
and this therefore implies an extension in the dual to a regime where the string
coupling constant is large.
3See Appendix A for details.
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1.5.2 U(N) vs SU(N)
Bulk and boundary
Because a U(N) gauge theory is equivalent to a theory of a free U(1) vector
multiplet times an SU(N) gauge theory factored by ZN , it is an SU(N) gauge
group which is of interest in the bulk, where these gravitons exist [5]. There are
no decoupled modes in the string theory. The U(1) vector multiplet is related
to the centre of mass motion of all the branes[14]. These modes live at the d-
dimensional boundary Md and are called singleton or doubleton representations
of SO(2,d)[3].4
At large N, the results of a theory with U(N) gauge group will almost always
coincide with the results of a theory with SU(N) gauge group. There are only
a limited number of questions one could ask that would distinguish between
the two in the large N limit. The extension to finite N meant that questions
distinguishing the two were now sensible. To differentiate the roles of bulk and
boundary degrees of freedom in the dual string theory, the analogous calculational
tools for the SU(N) gauge theory were needed.
Adding to the AdS/CFT dictionary
The aim of the present work was to extend the results of Corley, Jevicki and
Ramgoolam [4] to the case of an SU(N) gauge group, so as to contribute to
the dictionary of giant gravitons and chiral primaries. Our goal was to provide
a one-to-one correspondence between the half-BPS representations and a set of
operators with diagonal two-point functions. These operators (or ones related to
them by a unitary transformation and hence preserving the two-point functions)
would then be natural candidates for particle states in the supergravity.
However, the generalisation from gauge group U(N) to SU(N) could not be
achieved via minor modification of the results of [4]. In the U(N) case, a map
to the space of Schur polynomials was used. The Schur polynomials diagonalise
the two-point functions and are in one-to-one correspondence with the half-BPS
representations of the theory with U(N) gauge group. Schur polynomials of su(N)
fields5 are in contrast no longer linearly independent. This means that orthogo-
nality of the two-point function is lost.
The central difference between the two cases is the tracelessness condition
obeyed by the su(N) fields. This results in a modified correlator which suggests
4Those of SO(2,3) were first discovered by Dirac. See [15] who cite Dirac [16]. The singletons
discovered by Dirac are a pair called Di (spin 1
2
) and Rac (spinless). See [17] for a discussion
and comprehensive set of references.
5Fields in the Lie algebra of SU(N), denoted su(N). Similarly the Lie algebra of U(N) is
denoted u(N). The construction of these fields will be made clearer in Chapter 3.
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the introduction of a ghost (a field with negative norm states) to convert between
u(N) and su(N) fields. Taylor expansion of Schur polynomials in terms of this
ghost allows us to express SU(N) correlators in terms of U(N) correlators which
are known from the technology of Corley, Jevicki and Ramgoolam. Thus we show
that the Schur polynomials remain a useful set of operators to consider. Further,
we are able to give a set of linearly independent operators that are in one-to-one
correspondence with the half-BPS representations of the SU(N) gauge theory.
These results are used to extend the giant graviton analysis to the case of
the dual operators – this time in SU(N). They constitute the first steps towards
providing a dictionary between half-BPS representations in the N = 4 SYM
theory with gauge group SU(N) and states in the dual supergravity.
1.6 Organisation of this dissertation
This dissertation is organised as follows: Chapter 2 provides a review of giant
gravitons and their properties. Chapter 3 deals with the U(N) gauge symmetry
case which provided the starting point for the original work in this dissertation.
Chapter 4 covers the extension of the U(N) results to SU(N), while Chapter 5
comprises a discussion of the physical implications of our results. Chapter 6 gives
a summary and some concluding comments, including ideas for future study. The
appendices cover the group theory used in the main body of the text and tabulate
the U(N) and SU(N) calculation results. Note that the original work presented
in this dissertation has been published in the Journal of High Energy Physics:
see [18].
Chapter 2
Giant gravitons
2.1 Introduction
The expressively named giant gravitons of AdS × S-type spaces were first dis-
covered by McGreevy, Susskind and Toumbas [19]. These are gravitons which
expand in the spherical part of the geometry, and have been termed ‘sphere gi-
ants’. Their AdS space counterparts were discovered in [20] and [21]. As has been
explained, the operators of U(N) SYM studied by Corley, Jevicki and Ramgoolam
[4], and extended to the SU(N) case in this dissertation, were of interest in the
context of the AdS/CFT correspondence because of their natural suggestion of
field theory duals to giant gravitons. This chapter is intended as a brief review
of giant gravitons. References for the results presented in some detail here are
[19, 20] and [21]. Other works of interest on giant gravitons can be found in
[28, 59, 60, 61, 29, 62, 63] and [22, 23, 24].
2.2 Sphere giants and the stringy exclusion principle
The stringy exclusion principle, predicted by the AdS/CFT correspondence,
places a limit on the number of single particle states propagating on the sphere
of AdS × S-type geometries. The giant gravitons discovered by McGreevy,
Susskind and Toumbas [19] offer a mechanism to explain this principle. Mc-
Greevy, Susskind and Toumbas found sphere giants which expand in the spher-
ical part of the geometry being considered. This is a qualitative extension of
the Myers’ effect [25] for dielectric branes. The gravitons expand with increas-
ing momentum and can reach macroscopic dimensions. However, this growth is
limited to the size of the space in which the gravitons are propagating. When
the expansion extends to the dimension of the space, the tower of Kaluza-Klein
states is terminated. This cut-off matches that of the stringy exclusion principle,
11
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thus providing a mechanism to explain it.
Particles with spatial extension proportional to their angular momentum have
been seen before, in the context of non-commutative field theories [26, 27]. The
basic object of non-commutative field theory is the system of an electric dipole
moving in a magnetic field. The dipole analogy is instructive, and we review it
here, following [19] and [27].
2.2.1 Dipoles in magnetic fields
Consider a pair of unit charges with opposite signs moving on a plane in a constant
magnetic field B. In the regime where the Coulomb and radiation terms are
negligible, the Lagrangian is
L = m
2
(
x˙1
2 + x˙2
2
)2
+
B
2
ij
(
x˙1
ix1
j − x˙2ix2j
)− K
2
(x1 − x2)2. (2.1)
The first term is the kinetic energy, the second gives the interaction of the charges
with the magnetic field and the last term is the harmonic potential between the
charges. If we assume that the mass is so small that we can ignore the kinetic
energy term, we can focus on the remaining two terms. Introducing centre of
mass and relative co-ordinates,
X =
x1 + x2
2
;
∆ =
x1 − x2
2
,
the Lagrangian becomes
L = 2BijX˙i∆j − 2K∆2. (2.2)
From (2.2) we see that X and ∆ are non-commuting variables such that
[
Xi,∆j
]
=
ıij
2B
. (2.3)
Further, the centre of mass momentum conjugate to X is
∂L
∂
(
X˙i
) = 2Bij∆j = Pi, (2.4)
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and
H = X˙i ∂L
∂X˙i
= 2K∆2
=
K
2B2
P 2.
This is the Hamiltonian of a non-relativistic particle with mass m = B
2
K
. Note
that ∆ gives the relative co-ordinates of the two unit charges. It is the dimension
of the dipole, or this particle.
|∆| = |P |
2B
. (2.5)
So the dipole is stretched in the perpendicular direction according to a linear
dependence on the momentum.
P
∆
Figure 2.1: The dipole is stretched in the perpendicular direction.
Now we allow the dipole to move on the surface of a sphere of radius R,
with magnetic flux N. In other words we place a magnetic ‘monopole’ of strength
2piN = Ω2BR
2 at the centre of the sphere. A rough analysis of (2.5) tells us that
when the momentum of the dipole is about 2BR, the dipole will be as big as the
sphere. This corresponds to an angular momentum L = PR ≈ BR2, i.e. of the
order of N the total magnetic flux. If the dipole cannot get any bigger than the
sphere that contains it, the angular momentum cannot exceed ≈ N.
We can do a more precise analysis and see that the maximum angular mo-
mentum is exactly N: Parametrise the sphere by two angles θ and φ. φ measures
angular distance from the equator while θ is the azimuthal angle running from 0
to 2pi. We work in a gauge in which the θ component of the vector potential is
non-zero:
Aθ = N
1− sinφ
2Rcosφ
. (2.6)
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For a unit charged point particle moving on the sphere, the term coupling the
velocity to the vector potential is
LA = AθRcosφθ˙
LA = NR1− sinφ
2R
θ˙.
Now consider a dipole with its centre of mass moving on the equator. The positive
charge is at position (θ, φ) and the negative charge is at position (θ,−φ). For
the motion we consider, φ is time-independent. In other words, we are neglecting
motion that involves vibrational modes of the dipole itself. Then we find that
Figure 2.2: A dipole with its centre of mass moving on the equator of a sphere.
LA = N
2
(1− sinφ)θ˙ − N
2
(1 + sinφ)θ˙
⇒ LA = −Nsinφ θ˙.
Once more we consider a slow-moving dipole for which the kinetic term is negligi-
ble compared to the coupling to the magnetic field. We add in a spring coupling
term
LS = −k
2
R2sin2φ, (2.7)
where we have used the chordal distance R sinφ for simplicity. This leaves us
CHAPTER 2. GIANT GRAVITONS 15
with
L = −k
2
R2sin2φ−Nsinφθ˙, (2.8)
which yields the angular momentum
L =
∂L
∂θ˙
L = −Nsinφ.
This is at its maximum value |Lmax| = N when φ = pi2 . The fact that the angular
momentum of a single field quantum in non-commutative field theory is bounded
by N is well-known in the context of such a theory on a sphere.
2.2.2 AdS5 × S5
The treatment of BPS particles moving on the sphere of AdS × S-type spaces
is very similar to the example of the dipole considered above. Analogous to the
background magnetic field on the sphere is a background tensor field. Once again
the maximum angular momentum of these gravitons is found to be N. We see
that the graviton has a maximum angular momentum agreeing with the stringy
exclusion principle [19].
For AdS5 × S5, the radius of the 5-sphere is given by
R = (4pigsN)
1
4 ls, (2.9)
where gs is the string coupling constant, ls is the string length scale, and N is
the number of units of 5-form flux on the sphere. We consider the ’t Hooft limit,
taking N →∞ while keeping λ = gSN fixed and large. If we consider the exact
classical analysis of a D3 brane mapping an S3 moving in S5 (again following
[19]) we have the Lagrangian
L = LDBI + LCS
L = −TD3Ω3r3
√
1− (R2 − r2) φ˙2 + φ˙N r
4
R4
.
Here LDBI is the Dirac-Born-Infeld Lagrangian, giving the kinetic energy of the
(spherical) membrane. LCS is the Chern-Simons term corresponding to the back-
ground field coupling. TD3 gives the tension of the D3-brane
TD3 =
1
(2pi)3l4sgs
=
N
Ω3R4
, (2.10)
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and the angular momentum in terms of φ˙ is
L =
mφ˙
(
R2 − r2)√
1− φ˙2 (R2 − r2)
+N
r4
R4
, (2.11)
where m = TD3Ω3r
3 =
(
N
R4
)
r3. Again we see that L is bounded by N since
0 ≤ r ≤ R and 0 ≤ φ˙R ≤ 1 (φ˙R cannot exceed the speed of light). In type
IIB string theory on AdS5×S5 with N >> 1, the maximum angular momentum
of a BPS particle on the S5 is N [28]. These results provide a mechanism to
understand this: the particle moving on the sphere expands into a spherical D3
brane. The energy is given by
E =
√
m2 +
(L−Nr4/R4)2
R2 − r2 . (2.12)
Varying this with respect to r while keeping L fixed, we find a stable minimum
when r2 = L
N
R2. The energy at this minimum matches the BPS bound E =
L
R
when L is large and N >> 1. This is strong evidence that Kaluza-Klein
gravitons are described by spherical branes. Of course, there is also a minimum
at r = 0. This corresponds to the normal point-like graviton solution. Because
of the stringy exclusion principle and the absence of any upper bound on the
momentum of this graviton, these results suggested that it was the expanded
graviton which provided the more valid description at large momenta.
2.3 AdS giants
Grisaru, Myers and Tafjørd [20], and Hashimoto, Hirano and Itzhaki [21] in-
dependently showed that there also exist giant gravitons consisting of spherical
branes expanding into the AdS space. Consider a spherical D3-brane in AdS5,
also moving along the equator of S5 with angular velocity φ˙. The Lagrangian of
this configuration is
L = −TΩ3R4
(
tan3ρ
√
sec2ρ− φ˙2 − tan4ρ
)
(2.13)
and the energy is given by
E = N
(
secρ
√
L2
N2
+ tan6ρ− tan4ρ
)
, (2.14)
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where we have used the fact that TΩ3R
4 = N . The energy has local minima at
tanρ = 0 and tanρ =
√
L
N
where E = L
R
.
The quantum numbers of the two kinds of giant graviton match and are
equal to those of the point-like graviton solution. Further, an analysis of the
supersymmetry properties of these expanded branes shows that they preserve
exactly the same supersymmetries as a point-like graviton. The two kinds of
giant gravitons can be thought of as dual to one another1 in the sense that the
AdS giant can be thought of as a dielectric brane that couples electrically to the
background field while the sphere giant behaves like a dimagnetic brane.
Since tanρ is not bounded, there is no upper limit on L for these AdS giants.
The explanation of the stringy exclusion principle offered by the sphere giants
made it natural to suggest that these giant gravitons were the description valid
at high angular momenta. However, the AdS giants–although they also have a
radius that is proportional to their angular momentum–have no upper limit on
their expansion because Anti-de Sitter space is not compact. They therefore pose
a problem with regards to the stringy exclusion principle mechanism so neatly
put forward by the angular momentum cut-off on the sphere giants.
2.4 Instanton transitions
A possible solution to this problem was put forward in [20]. If quantum tun-
nelling between the three different states were taken into account, there might be
no supersymmetric ground state for angular momenta larger than the exclusion
principle bound. This supersymmetry-breaking scenario is one which would leave
intact the original explanation of the origin of the stringy exclusion principle from
the point of view of sphere giants.
Analytic instanton solutions describing tunnelling between either of the ex-
panded graviton configurations and the pointlike graviton were found in [21, 20]
and [29]. These instantons are 14 -BPS states, while the three gravitons are known
to be 12 -BPS. An investigation of solutions describing instantons tunnelling di-
rectly between the two types of giant gravitons can be found in [22]. Numerical
simulation showed that there is no direct tunnelling solution: the only way to
tunnel from the AdS to the sphere giant state is via the point-like graviton. The
problem is therefore one-dimensional from a tunnelling point of view. Moving
between the giant graviton states is essentially a two-instanton effect linking the
outermost minima of a one-dimensional triple potential well.
This observation leads to a supersymmetry argument which puts the SUSY-
1Sometimes sphere giants are referred to simply as giant gravitons and AdS giants are referred
to as dual giant gravitons.
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breaking scenario of [20] on a firmer footing. The one-dimensionality of the
problem as discussed above allows us to draw from the analogous one-dimensional
supersymmetric quantum mechanics.2
Qualitatively, the question of supersymmetry breaking and restoration is iden-
tical in the two systems (up to number of fermionic zero modes). Lee was able to
show that there is no supersymmetric state for the instanton configuration link-
ing the AdS giant and the point-like graviton. If there were such a state for this
double minimum case, we would have a possible graviton configuration which
did not include an angular momentum cut-off to explain the stringy exclusion
principle. As it is though, we only have a suitable symmetric state for the triple
potential well instanton configuration. Thus, there is no supersymmetric state
of gravitons without the desired bound. This argument supports the conjecture
of Grisaru, Myers and Tafjørd [20]. Note that it makes critical use of the fact
that there is no apparent instanton solution linking the AdS and sphere giant
configurations.
2Lee [22] cites [30, 31, 32, 33, 34] and [35].
Chapter 3
U(N) correlators
3.1 Overview
Corley, Jevicki and Ramgoolam [4] were able to propose candidate duals to giant
gravitons in U(N) N = 4 super Yang-Mills. These were suggested by the Schur
polynomial basis they used to diagonalise the two-point function for a class of
correlation functions of half-BPS operators in the field theory. In this chapter a
detailed review of [4] is given. This work was the starting point for the research
presented in this dissertation. The main reference for this chapter is [4]; see [6]
and [36] for more detailed presentation of the introductory comments.
3.2 Operators corresponding to half-BPS representa-
tions
As discussed in Chapter 1, operators in the conformal field theory are mapped
by the AdS/CFT correspondence into quantum states in AdS5×S5. The energy
of the state is related to the conformal dimension of the field theory operator.
We are interested in states or operators for which this quantity is protected from
quantum corrections. This is so for a class of representations which satisfy a
BPS-bound and which are consequently shortened. These are called BPS states
or representations on either side of the duality, and are also referred to as chiral
operators in field theory. Because of the (lower) BPS bound on their dimensions,
it suffices to consider the lowest-dimensional such operators, called primary op-
erators. The half-BPS representations in IIB string theory on AdS5 × S5 we are
interested in (BPS representations that preserve half the supersymmetries) are
dual to chiral primary operators in N = 4 SYM.
Observables in a gauge theory must be gauge invariant quantities such as cor-
relation functions of gauge invariant operators. Corley, Jevicki and Ramgoolam’s
19
CHAPTER 3. U(N) CORRELATORS 20
work dealt with correlation functions of chiral primary operators. Extremal corre-
lators of these half-BPS operators are protected by non-renormalisation theorems
[37, 38], so it is sufficient to calculate them for gY M = 0.
States in Type IIB string theory can be written in terms of spherical harmon-
ics on S5 and scalar fields in AdS5 with definite SO(6) representations. These are
indexed by n and correspond to states with well-defined angular momentum n.
Both the gravitational modes and the conformal SYM operators fall into repre-
sentations of SU(2, 2|4), so it is natural to associate modes and operators which
transform in the same representation. We would therefore like to investigate
gauge invariant operators in the field theory which have a well-defined SO(6)
representation.
The elementary fields of the SYM theory are represented by N × N Hermi-
tian matrices. The problem of studying these operators therefore reduces to the
problem of matrix model quantum mechanics with matrices in the U(N) Lie alge-
bra, i.e. N ×N Hermitian matrices. The half-BPS operators are in a one-to-one
correspondence with the states of this matrix model quantum mechanics. There
are six chiral primary operators which transform as SO(6) vectors. The opera-
tors considered in [4] are half-BPS chiral primary operators built from a single
complex combination of any two of the six scalars appearing in the theory:
φˆ = Xj + ıXk (3.1)
where the index on the X is is an SO(6) vector index.
The lowest weight states are approximately given by single trace operators.
These are of the form Ti1....i6tr
(
Xi1 ....Xin
)
where the X is, i = 1, ..., 6 are the
scalars of the theory transforming in the vector representation of the SO(6) R-
symmetry group and the coefficients Ti1....i6 are symmetric and traceless on the
SO(6) indices. They correspond to single particle states in AdS, while multiple
trace states are then interpreted as bound states of single particle states.
A generic chiral primary of R-charge n will be of the form
(
tr
(
φˆl1
))k1 (
tr
(
φˆl2
))k2
...
(
tr
(
φˆlm
))km
,
where
n =
m∑
i=1
liki; (3.2)
the integers li and ki form a partition of n. We have a one-to-one correspon-
dence between half-BPS representations of charge n and partitions of n. These
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partitions are represented by Young diagrams of n boxes.1 They can be used to
characterise the permutation group Sn as well as the unitary group U(N).
2
Schur polynomials are the characters of the unitary group in their irreducible
representations, and are given in terms of characters of Sn in the same represen-
tations, both of which can be labelled by Young diagrams.
χR(U) =
1
n!
∑
σ∈Sn
χR(σ)tr(σU) (3.3)
where U ∈ U(N) the unitary group. In [4] Schur polynomials of φˆ ∈ u(N) the Lie
algebra were considered. The space of half-BPS representations can be mapped
to the space of Schur polynomials of φˆ, or equivalently to the space of Young
diagrams characterising representations of U(N). The Schur polynomials provide
an orthogonal basis for this space, as will be shown in the bulk of this chapter.
3.3 Computation of correlators
3.3.1 Brute force computation
The correlators we will find follow from the propagator
〈
φˆij(x1)φˆ
∗k
l(x2)
〉
=
δilδ
k
j
(x1 − x2)2 . (3.4)
The spacetime dependence is trivial and can easily be reinstated. We therefore
suppress it and use the correlator
〈
φˆijφˆ
∗k
l
〉
= δilδ
k
j (3.5)
to compute correlation functions of products of φˆs and φˆ∗s. By brute force such
calculations rapidly become unwieldy.
1See Appendix A.
2Note that different Young diagrams with n boxes are distinct representations of Sn and
U(N), but not of SO(6) which depends only on n.
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For example, consider
〈
tr
(
φˆ
)4
tr
(
φˆ∗
)4〉
=
〈
φˆijφˆ
j
kφˆ
k
l φˆ
l
iφˆ
∗m
n φˆ
∗n
pφˆ
∗p
qφˆ
∗q
m
〉
= δlnδ
m
i
〈
φˆijφˆ
j
kφˆ
k
l φˆ
∗n
pφˆ
∗p
qφˆ
∗q
m
〉
+δlpδ
n
i
〈
φˆijφˆ
j
kφˆ
k
l φˆ
∗n
pφˆ
∗p
qφˆ
∗q
m
〉
+δlqδ
p
i
〈
φˆijφˆ
j
kφˆ
k
l φˆ
∗m
n φˆ
∗n
pφˆ
∗q
m
〉
+δlmδ
q
i
〈
φˆijφˆ
j
kφˆ
k
l φˆ
∗m
n φˆ
∗n
pφˆ
∗p
q
〉
= δlnδ
m
i
[
δkpδ
n
l
〈
φˆijφˆ
j
kφˆ
∗p
qφˆ
∗q
m
〉
+ δkq δ
p
l
〈
φˆijφˆ
j
kφˆ
∗n
pφˆ
∗q
m
〉
+δkmδ
q
l
〈
φˆijφˆ
j
kφˆ
∗n
pφˆ
∗p
q
〉]
+δlpδ
n
i
[
δkpδ
n
l
〈
φˆijφˆ
j
kφˆ
∗p
qφˆ
∗q
m
〉
+ δkq δ
p
l
〈
φˆijφˆ
j
kφˆ
∗n
pφˆ
∗q
m
〉
+δkmδ
q
l
〈
φˆijφˆ
j
kφˆ
∗n
pφˆ
∗p
q
〉]
+δlqδ
p
i
[
δknδ
m
l
〈
φˆijφˆ
j
kφˆ
∗n
pφˆ
∗q
m
〉
+ δkpδ
n
l
〈
φˆijφˆ
j
kφˆ
∗m
n φˆ
∗q
m
〉
+δkmδ
q
l
〈
φˆijφˆ
j
kφˆ
∗m
n φˆ
∗n
p
〉]
+δlmδ
q
i
[
δknδ
m
l
〈
φˆijφˆ
j
kφˆ
∗n
pφˆ
∗p
q
〉
+ δkpδ
n
l
〈
φˆijφˆ
j
kφˆ
∗m
n φˆ
∗p
q
〉
+δkq δ
p
l
〈
φˆijφˆ
j
kφˆ
∗m
n φˆ
∗n
p
〉]
= ....
= 4N4 + 20N2
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3.3.2 Diagrammatic computation
Calculation can be simplified by a diagrammatic evaluation, using the fact that
the calculation consists essentially of adding all the different possible ways of
contracting the indices in the function. Each traced product is represented by a
double line vertex where a given line corresponds to a single index, as seen in the
following example. Given one or more of these vertices, closed loop diagrams are
obtained by joining these fat lines in different ways corresponding to the different
possible index contractions. The co-efficients of different terms are then given by
the combinatorics [10] of counting in how many ways each distinct diagram can
be obtained, while counting the number of closed loops in a diagram gives the
factor of N associated with that term in the sum.
In fact this is just the diagrammatic expansion of ’t Hooft [10]. In the ’t
Hooft limit where λ = g2Y MN = gSN is held constant and N is taken to infinity,
this expansion is well-defined in Yang-Mills theory and appears to correspond to
a perturbative expansion in some string theory, with gS =
λ
N
→ 0 [5].
These diagrams therefore simplify calculation and also make explicit which
terms correspond to classical and which to quantum gravity contributions in
a perturbative expansion of a string theory. Diagrams which can be drawn flat
(without intersections) on a sphere are known as planar diagrams and correspond
to classical gravity contributions, while non-planar diagrams correspond to quan-
tum gravity contributions. In the ’t Hooft limit the planar diagrams dominate
the expansion.
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〈
tr
(
φˆ
)4
tr
(
φˆ∗
)4〉
can be evaluated diagrammatically. tr
(
φˆ
)4
=
φˆijφˆ
j
kφˆ
k
l φˆ
l
i is represented by a “fat” quartic vertex made up of lines equat-
ing indices.
i
l
j
ji
l k
k
Figure 3.1: tr
(
φˆ
)4
, tr
(
φˆ
)2
tr
(
φˆ
)2
and tr
(
φˆ
)3
as double line diagram
vertices.
The different ways of contracting indices – written out above – is rep-
resented diagrammatically by the joining of branches. For our example,
two types of fat diagrams are obtained: flat or planar diagrams, and
twisted or non-planar diagrams.
Figure 3.2: “Fat” diagrams.
Closed loops in these diagrams correspond to sums of the form δii which
give rise to factors of N since i is an index of an N ×N matrix. Here,
planar diagrams give factors of N 4 and twisted or non-planar diagrams
give rise to factors of N 2. The coefficients are found via combinatorics.
In our example there are 4! ways to join four branches to four branches.
Clearly there are four possible ways to draw the planar diagram. This
diagram gives us the 4N 4 term of the correlation function computed in
laborious detail above. The remaining 24 - 4 non-planar diagrams give
us the 20 N2 term, since they have two closed loops. These contributions
to the expansion differ by a factor of 1
N2
.
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3.4 U(N) Correlators as computed in [4]
3.4.1 Group theoretical tools
Denote by V the fundamental representation of U(N). The space Sym(V ⊗n) is
a representation of U(N) and also admits a commuting action of Sn. The action
of U(N) and Sn can thus be simultaneously diagonalised. This allows Young
diagrams to be associated with both U(N) and Sn representations.
3
To find the correlation functions of traced products of the fields φˆ, Corley,
Jevicki and Ramgoolam [4] used these powerful results from group theory, hing-
ing on the Frobenius-Schur duality between U(N) and the permutation group
Sn.
4 The space of half-BPS representations can be mapped to the space of Schur
polynomials of u(N), or equivalently to the space of Young diagrams character-
ising representations of U(N), as discussed above. The correlators take a very
simple form when a Young diagram basis is used [40]: the two-point functions
are diagonal, and the three point functions are proportional to fusion coefficients
of the unitary groups ie Littlewood Richardson coefficients.
Schur polynomials of φˆ ∈ u(N)
χR
(
φˆ
)
=
∑
σ∈Sn
χR(σ)tr
(
σφˆ
)
(3.6)
where
tr
(
σφˆ
)
=
∑
i1,...in
φˆi1iσ(1) ...φˆ
in
iσ(n)
, (3.7)
(i.e. we take characters of polynomials of the Lie algebra instead of characters
of U(N)), turn out to be an orthogonal basis for the fully traced states of the
system in terms of representations of Sn.
3.4.2 Results
The two-point function is given by
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
= δRS
Dim(R)nR!
dR
, (3.8)
3See, for example, [39]. A brief discussion is also given in Appendix A.
4These are discussed in Appendix A. Only the central results and their relevance to this
problem will be presented here.
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where Dim(R) is the dimension of R as a representation of the unitary group5
i.e. it is given by the U(N) labelling factor fR of the representation R, divided
by the product of box hook lengths. dR is the dimension of R as a representation
of the permutation groups: it is given by
dR =
nR!∏
(hook lengths)
(3.9)
where nR is the number of boxes in the Young diagram. The nR! factors and the
hook lengths cancel in (3.8) so that the two-point function reduces to
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
= δRSfR. (3.10)
The orthogonality of the two-point function suggests a natural particle interpre-
tation for the Schur polynomials. The orthogonality will hold even when the
coupling is non-zero. Note also that the Krønecker delta ensures the two-point
function is only non-zero if nS = nR = n. Arbitrary correlators can also be com-
puted. The results for the three- and multi- point functions are stated here, and
in the next section derivations of the two- and multi-point functions are given.
The three-point function is given by
〈
χR
(
φˆ
)
χS
(
φˆ
)
χT
(
φˆ∗
)〉
= g(R,S;T )
Dim(T )nT !
dT
, (3.11)
while the multipoint function is
〈
χR1
(
φˆ
)
...χRl
(
φˆ
)
χS1
(
φˆ∗
)
...χSk
(
φˆ∗
)〉
(3.12)
=
∑
S
g(R1, ..., Rl;S)
Dim(S) nS !
dS
g(S1, ...Sk;S),
5For example, the dimension of as a representation the unitary group is given by
N N + 1
N - 1
3 1
1
=
N(N + 1)(N − 1)
3.1.1
=
N(N2 − 1)
3
:
the U(N) labelling factor N(N2 − 1) of the representation over the hook length product (see
Appendix A for details).
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where g(S1, ..., Sk;S) is the Littlewood-Richardson coefficient.
3.5 Derivation of U(N) correlators
3.5.1 The two-point function
The result for the two-point function is (3.8). Note that the correlators will only
be non-zero when there are as many φˆs as there are φˆ∗s , i.e. when the number
of boxes in R is the same as the number of boxes in S : nR = nS = n.
Using the Schur polynomials (3.6), we find that
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
=
〈
1
n!
∑
σ∈Sn
χR(σ)tr
(
σφˆ
) 1
n!
∑
τ∈Sn
χS(τ)tr
(
τ φˆ∗
)〉
, (3.13)
where tr
(
σφˆ
)
is given by (3.7).
These expressions are best explained by means of examples. The sim-
plest possible non-trivial example is S2, the permutation group of order
2! = 2. The elements of S2 are (12) and (1) the identity. The represen-
tations are
and .
The row is the completely symmetric representation and the column is
the completely antisymmetric representation. Then we have that the
characters of the representations of S2 (which can be read off the char-
acter table given in Appendix B or found by inspection) are
χ ((1)) = 1,
χ ((12)) = 1,
χ ((1)) = 1,
χ ((12)) = −1.
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The traced products appearing in the Schur polynomial (3.6) are
tr
(
(1)φˆ
)
=
∑
i,j
φˆiiφˆ
j
j
=
(
trφˆ
)2
;
tr
(
(12)φˆ
)
=
∑
i,j
φˆijφˆ
j
i
= tr
(
φˆ2
)
,
so that the Schur Polynomials are given by
χ (φˆ) =
1
2
[(trφˆ)2 + tr(φˆ2)],
χ (φˆ) =
1
2
[(trφˆ)2 − tr(φˆ2)].
By a simple substitution of the expressions for the Schur polynomials (3.6) and
tr(σφˆ) (3.7) into (3.13), we obtain that for the two-point function
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
=
∑
σ,τ
χR(σ)
n!
χS(τ)
n!
(3.14)
×
∑
i1...in
∑
j1,...,jn
〈
φˆi1i
σ(1)
...φˆini
σ(n)
φˆ∗j1j
τ(1)
...φˆ∗jnj
τ(n)
〉
.
From (3.5) we have that:
〈
φˆi1iσ(1) ...φˆ
in
iσ(n)
φˆ∗j1jτ(1) ...φˆ
∗jn
jτ(n)
〉
= δi1jτ(1)δ
j1
jσ(1)
...δinjτ(n)δ
jn
jσ(n)
(3.15)
+ all other ways of contracting.
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The correlator of our two Schur Polynomials for S2 is therefore
〈
χ
(
φˆ
)
χ
(
φˆ∗
)〉
=
1
4
[〈(
trφˆ
)2(
trφˆ∗
)2〉
+
〈
tr
(
φˆ2
)(
trφˆ∗
)2〉
−
〈(
trφˆ
)2
tr
(
φˆ∗2
)〉
−
〈
tr
(
φˆ2
)
tr
(
φˆ∗2
)〉]
=
1
4
[〈
φˆiiφˆ
j
j φˆ
∗k
kφˆ
∗l
l
〉
+
〈
φˆij φˆ
j
i φˆ
∗k
kφˆ
∗l
l
〉
−
〈
φˆiiφˆ
j
j φˆ
∗k
lφˆ
∗l
k
〉
−
〈
φˆij φˆ
j
i φˆ
∗k
lφˆ
∗l
k
〉]
=
1
4
[δjkδ
k
j δ
i
lδ
l
i + δ
j
l δ
l
jδ
i
kδ
k
i + δ
j
kδ
k
i δ
i
lδ
l
j + δ
j
l δ
l
iδ
i
kδ
k
j
−δjl δkj δikδli − δjkδljδilδki − δjl δki δikδlj − δjkδliδkj δil ]
=
1
4
[
δjjδ
i
i + δ
j
jδ
i
i + δ
j
i δ
i
j + δ
j
i δ
i
j − δji δij − δji δij − δjjδii − δjjδii
]
=
1
4
[N2 +N2 +N +N −N −N −N2 −N2]
=
1
4
[2N2 + 2N − 2N − 2N2]
= 0,
verifying the important property of orthogonality. The non-zero correlators
are
〈
χ
(
φˆ
)
χ
(
φˆ∗
)〉
=
1
4
[〈(
trφˆ
)2(
trφˆ∗
)2〉
+
〈
tr
(
φˆ2
)(
trφˆ∗
)2〉
+
〈(
trφˆ
)2
tr
(
φˆ∗2
)〉
+
〈
tr
(
φˆ2
)
tr
(
φˆ∗2
)〉]
=
1
4
[2N2 + 2N + 2N + 2N 2]
= N(N + 1),
and
〈
χ
(
φˆ
)
χ
(
φˆ∗
)〉
= N(N − 1).
Thus
〈
φˆi1iσ(1) ...φˆ
in
iσ(n)
φˆ∗j1jτ(1) ...φˆ
∗jn
jτ(n)
〉
can be written as a sum running over an
element of the permutation group of n indices
∑
α
δi1jατ(1) ...δ
in
jατ(n)
δj1i
α−1σ(1)
...δjni
α−1σ(n)
,
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which implies that our two point correlator is given by
∑
i1,...in
∑
j1,...jn
∑
α,σ,τ
χR(σ)
n!
χS(τ)
n!
δi1jατ(1) ...δ
in
jατ(n)
δj1i
α−1σ(1)
...δjni
α−1σ(n)
.
The next step is to perform a contraction over the js: δ
jq
i
α−1σ(q)
will contract with
some δikjq . The form of the first n deltas means that this δ
ik
jq
will be of the form
δikjq = δ
ik
jατ(k)
, (3.16)
allowing us to solve for k:
jq = jατ(k);
k = τ−1α−1(q).
Then δ
jq
i
α−1σ(q)
contracts with δ
i
τ−1α−1(q)
jq
, leaving us with δ
i
τ−1α−1(q)
i
α−1σ(q)
= δ
i
σ−1ατ−1α−1(q)
iq
.
This gives us
∑
i1,...in
∑
j1,...jn
∑
α,σ,τ
χR(σ)
n!
χS(τ)
n!
δ
i
σ−1ατ−1α−1(1)
i1
...δ
i
σ−1ατ−1α−1(n)
in
.
In general,
∑
i1,...,in
δi1iσ(1) ...δ
in
iσ(n)
= NC(σ), (3.17)
where C(σ) is the number of cycles in the permutation group element σ. So when
σ is the identity of n indices, NC(σ) = Nn. This is easily seen since
∑
i1,...,in
δi1i1 ...δ
in
in
= N ×N ×N....×N. (3.18)
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As a simple example consider S3 : this has 3! = 6 elements. There are
three classes of S3 :
σ = (1) is the identity. It is made up of three one-cycles;
∑
i1,i2,i3
δi1i1δ
i2
i2
δi3i3 = N
3,
σ = (12)(3) contains one one-cycle and a two-cycle;
∑
i1,i2,i3
δi1i2δ
i2
i1
δi3i3 = N
2,
and σ = (123) is an example of a single three-cycle:
∑
i1,i2,i3
δi1i2δ
i2
i3
δi3i1 = N.
The expression (3.17) above leads to
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
=
∑
α,σ,τ
χR(σ)
n!
χS(τ)
n!
NC(σ
−1ατ−1α−1). (3.19)
Now we introduce a sum over p (which will allow us to perform the sum over τ):
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
=
∑
α,σ,τ
∑
p
χR(σ)
n!
χS(τ)
n!
NC(p)δ(p−1σ−1ατ−1α−1)
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
=
∑
α,σ
∑
p
χR(σ)
n!
χS(α
−1p−1σ−1α)
n!
NC(p).
χS(α
−1p−1σ−1α) = χS(p−1σ−1) so the sum over α just contributes a factor of n!
(α ∈ Sn and Sn has n! elements). Then
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
=
1
n!
∑
σ,p
χR(σ)χS(p
−1σ−1)NC(p). (3.20)
Using a group theory result which follows from the fundamental orthogonality
relation:6
∑
σ
χR(σ
−1)χS(σα) =
δRSn!
dS
χS(α), (3.21)
6See Appendix A for a derivation.
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we find that
1
n!
∑
σ,p
χR(σ)χS(p
−1σ−1)NC(p) =
1
n!
∑
p
δRSn!
dS
NC(p)χS(p
−1)
=
∑
p
δRS
dS
NC(p)χS(p
−1).
Finally, using the Schur Polynomial (3.6) in the specific case when φˆ = 1 so
χR
(
φˆ
)
= Dim(R) is the dimension of the representation R as a representation
of the unitary group, and tr
(
σφˆ
)
= tr
(
φˆ
)
= NC(σ) we obtain
1
n!
∑
σ∈Sn
χR(σ)N
C(σ) = Dim(R). (3.22)
Since C(p) = C(p−1), this leads us to the desired result:
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
=
n!
dR
δRSDim(R). (3.23)
Our explicit results for S2 were〈
χ
(
φˆ
)
χ
(
φˆ∗
)〉
= 0;〈
χ
(
φˆ
)
χ
(
φˆ∗
)〉
= N(N + 1).
Using the new result we see this immediately:
〈
χ
(
φˆ
)
χ
(
φˆ∗
)〉
=
n!
d
δ
,
Dim( ).
d = 2!2 = 1 and n! = 2! = 2. The dimension of as a representation
of U(N) is N(N+1)2.1 =
N(N+1)
2 . This is an explicit verification of the closed
form result.
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3.5.2 The (l,k) multipoint function
The correlator we are interested in in this case is
〈
χR1
(
φˆ
)
...χRl
(
φˆ
)
χS1
(
φˆ∗
)
...χSk
(
φˆ∗
)〉
. (3.24)
Substituting the Schur polynomial expression (3.6) we have
〈
χR1
(
φˆ
)
...χRl
(
φˆ
)
χS1
(
φˆ∗
)
...χSk
(
φˆ∗
)〉
=
〈∑
σ1
χR1(σ1)
nR1 !
tr
(
σ1φˆ
)
...
∑
σl
χRl(σl)
nRl !
tr
(
σlφˆ
)
×
∑
τ1
χS1(τ1)
nS1 !
tr
(
τ1φˆ
∗
)
...
∑
τk
χSk(τk)
nSk !
tr
(
τkφˆ
∗
)〉
=
∑
σi∈SnRi
∑
τj∈SnSj
〈∏
i
χRi(σi)
nRi !
tr
(
σiφˆ
)∏
j
χSj (τj)
nSj !
tr
(
τjφˆ
∗
)〉
.
By unravelling the trace using the notation I(σ(n)) for a set of n indices with
their labels shuffled by a permutation σ (I(n) is a multi-index which is shorthand
for a set of n indices) we find that the expansion above is equal to
∑ ∑
I1,...,Il
∑
J1,...,Jk〈
φˆ
(
I1(nR1)
I1(σ1(nR1))
)
...φˆ
(
Il(nRl)
Il(σl(nRl))
)
φˆ∗
(
J1(nS1)
J1(τ1(nS1))
)
...φˆ∗
(
Jk(nSk)
Jk(τk(nSk))
)〉
,
with the upfront factor abbreviated as
∑
∑
=
∑
σi∈SnRi
∑
τj∈SnSj
∏
i
χRi(σi)
nRi !
∏
j
χSj (τj)
nSj !
.
After contracting we obtain a sum over permutations in SnT where
nT =
l∑
i=1
nRi =
k∑
j=1
nSj . (3.25)
Then the multipoint function is given by
∑∑
I
∑
J
∑
α∈SnT
δ
(
I(nT )
J(α
∏
j τj(nT ))
)
δ
(
J(nT )
I(α−1
∏
i σi(nT ))
)
.(3.26)
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To perform the sum over the J multi-index, we have that 1 will contract with some
ατ1τ2...τk(k). This is the same as setting τ
−1
k ...τ
−1
1 α
−1(1) = k. Upon collapse of
the J sum then, we have
∑∑
I
∑
α∈SnT
δ
(
I(
∏
j τ
−1
j α
−1(nT ))
J(α−1
∏
i σi(nT ))
)
=
∑ ∑
α∈SnT
NC(
∏
i σ
−1
i α
∏
j τ
−1
j α
−1). (3.27)
This follows from the multi-index version of
NC(σ) =
∑
i1,...in
δi11σ(1)δ
i2
1σ(2)
...δin1σ(n)
=
∑
I
δ
(
I(n)
I(σ(n))
)
,
which generalises to
∑
I
δ
(
I(α(n))
I(β(n))
)
= NC(βα
−1) = NC(α
−1β). (3.28)
(3.28) follows from acting on the pair (α, β) with α−1 from the left. This leads to
(3.27). Now, as we did for the two-point case, we introduce a sum over p ∈ SnT
and constrain it via a delta function. This yields
∑ ∑
α∈SnT
∑
p∈SnT
NC(p)δ

p−1∏
i
σ−1i α
∏
j
τ−1j α
−1

 . (3.29)
The relation (3.21) above for orthogonality of characters, follows from the fun-
damental orthogonality relation. When applied to results arising from Cayley’s
theorem, it gives rise7 to the following expression in terms of characters for a
delta function on the group algebra of Sn:
∑
R
dRχR(ρ) = n!δ(ρ), (3.30)
where the delta function above is one when the argument is the identity and zero
otherwise [4]. This yields the following expression for our multi-point function
7See Appendix A.
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(where only the relevant factors are given for reasons of clarity of presentation):
∑
α,p∈SnT
NC(p)δ

p−1∏
i
σ−1i α
∏
j
τ−1j α
−1

 (3.31)
=
∑
α,p∈SnT
∑
T∈Rep(SnT )
dT
nT !
NC(p)χT

p−1∏
i
σ−1i α
∏
j
τ−1j α
−1

 .
Next we make use of the fact that
χR(Cσ) =
χR(C)χR(σ)
dR
, (3.32)
where C is an element of the centre of the group and σ is an arbitrary element of
the symmetric group. Recall that an element of the centre is an element of the
group in question which commutes with all other elements. We invoke (3.32) for
both ∑
p∈SnT
NC(p) and
∑
α∈SnT
α
∏
j
τ−1j α
−1.
∑
p∈SnT N
C(p)p is in the centre of SnT (i.e. it commutes with everything) because
C is a class function. Consider
∑
p∈SnT N
C(p)pτ and
∑
p∈SnT N
C(p)τp. Since C
is a class function (this can be seen from the definition), NC(τ
−1pτ) = NC(p). If
we choose to sum over τ−1pτ ∈ SnT then we have∑
p∈SnT
NC(p)τp =
∑
τ−1pτ∈SnT
NC(τ
−1pτ)ττ−1pτ
=
∑
p∈SnT
NC(p)pτ.
Thus
∑
p∈SnT N
C(p)τp =
∑
p∈SnT N
C(p)pτ and since τ was an arbitrary element
of SnT ,
∑
p∈SnT N
C(p)p commutes with everything in SnT and is therefore in the
centre of the group.
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Using (3.32) we find that the correlator under consideration is given by
∑ ∑
α,p∈SnT
∑
T∈Rep(SnT )
dT
nT !
NC(p)χT

∏
i
σ−1i α
∏
j
τ−1j α
−1p


=
∑ ∑
α,p∈SnT
∑
T∈Rep(SnT )
dT
nT !
1
dT
NC(p)χT

∏
i
σ−1i α
∏
j
τ−1j α
−1


=
∑ ∑
α,p∈SnT
∑
T∈Rep(SnT )
1
nT !
NC(p)χT (p)χT

∏
i
σ−1i α
∏
j
τ−1j α
−1

 ,
It is trivial to see that
∑
α α
∏
j τ
−1
j α
−1 is also in the centre. Now,
∑
α∈SnT
α
∏
j
τ−1j α
−1κ =
∑
α∈SnT
κα
∏
j
τ−1j α
−1 (3.33)
for an arbitrary κ ∈ SnT . This can be seen by setting β = κα.
Then β−1 = α−1κ−1 so β−1κ = α−1 and
∑
α
κα
∏
j
τ−1j α
−1 =
∑
β
β
∏
j
τ−1j β
−1κ. (3.34)
We can therefore use (3.32) once more to arrive at
∑ ∑
α,p∈SnT
∑
T∈Rep(SnT )
1
nT !
NC(p)χT (p)χT (
∏
i
σ−1i α
∏
j
τ−1j α
−1)
=
∑ ∑
α,p∈SnT
∑
T∈Rep(SnT )
1
nT !
NC(p)χT (p)
χT (α
∏
j τ
−1
j α
−1)χT (
∏
i σ
−1
i )
dT
.
χT (α
∏
j τ
−1
j α
−1) = χT (
∏
j τ
−1
j ) since characters are class functions, so we can
perform the sum over α ∈ SnT . Because SnT has nT ! elements this sum con-
tributes a factor of nT ! which cancels with
1
nT !
, leaving us with
∑ ∑
p∈SnT
∑
T∈Rep(SnT )
1
dT
NC(p)χT (p)χT (
∏
j
τ−1j )χT (
∏
i
σ−1i ).
From the expansion
χS(σ1.σ2) =
∑
R1∈Rep(Sn1 )
∑
R2∈Rep(Sn2 )
g(R1, R2;S)χR1(σ1)χR2(σ2), (3.35)
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where g(R1, R2;S) is the multiplicity of the representation S in the tensor product
of the representations R1 and R2, we have that
χT
(∏
i
σ−1i
)
= χT (σ
−1
1 σ
−1
2 ...)
=
∑
R′1,...,R
′
l
g(R′1, ..., , R
′
l;T )
∏
i
χR′i(σ
−1
i ).
We can expand χT (
∏
j τ
−1
j ) similarly. Then the multipoint function can be seen
to be
∑ ∑
p∈SnT
∑
T∈Rep(SnT )
NC(p)χT (p)
dT
×
∑
R′1,R
′
2,...,R
′
l
∑
S′1,S
′
2,...,S
′
k
g(R′1, ..., R
′
l;T )g(S
′
1, ..., S
′
k;T )
∏
i
χR′i(σ
−1
i )
∏
j
χS′j (τ
−1
j ).
Now we use the orthogonality of characters (3.21) with the identity
∑
σ
χR(σ
−1)χS(σ) = δRSn!, (3.36)
and find that
∑
σi∈SnRi
∏
i
χRi(σi)
nRi !
∏
i
χR′i(σ
−1
i ) =
∏
i
δRi,R′i . (3.37)
∏
j δSj ,S′j is similarly obtained from the sum over τj ∈ SnSj . The resulting deltas
allow us to collapse the sums over R′i and S
′
j , leaving us with
∑
p∈SnT
∑
T∈Rep(SnT )
1
dT
NC(p)χT (p)g(R1, ..., Rl;T )g(S1, ..., Sk;T ).
Finally, the sum
∑
pN
C(p)χT (p) is given by
∑
p
NC(p)χT (p) = nT !Dim(T ), (3.38)
so that we see the multipoint function must be:
∑
σi∈SnRi
∑
τj∈SnSj
〈∏
i
χRi(σi)
nRi !
tr
(
σiφˆ
)∏
j
χSj(τj)
nSj !
tr
(
τjφˆ
∗
)〉
=
∑
T
nT ! Dim(T )
dT
g(R1, R2, ..., Rl;T )g(S1, S2, ..., Sk;T ). (3.39)
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3.6 Giant gravitons
So far in this chapter we have presented in detail the machinery developed by
Corley, Jevicki and Ramgoolam [4] to allow computation of a class of correlators
in U(N) N = 4 SYM at all N. The significance of this extension in terms of
the AdS/CFT correspondence and the ’t Hooft limit has already been discussed.
Here we review the giant graviton interpretation of the results of [4].
Young diagrams with a small number of boxes, i.e. those associated with
small R-charge, correspond to Kaluza-Klein states. This can be seen by compar-
ing these Young diagram correlators with their Kaluza-Klein counterparts: the
correlators have been found to agree in the large N limit.8
Corley, Jevicki and Ramgoolam identified two classes of Young diagrams with
a large number of boxes: mostly antisymmetric representations (diagrams with
mostly long columns of boxes) and mostly symmetric representations (diagrams
with mostly long rows of boxes). Young diagrams characterising representations
of U(N) have a restriction on the length of their columns, which cannot have
more than N boxes. This cut-off was identified with the angular momentum cut-
off obeyed by sphere giants, since the number of boxes in the Young diagram
of the representation corresponds to the angular momentum of the gravitational
counterpart. With no cut-off on the row length, the large symmetric representa-
tions have the natural interpretation of being dual to AdS giants. Thus the map
to Young diagrams naturally suggests candidates for giant graviton duals.
8See [4] where [41] is cited.
Chapter 4
A “special” case: fields in
su(N)
4.1 Motivation for extending the U(N) results to SU(N)
A U(N) gauge theory is equivalent to a U(1) × SU(N) gauge theory up to ZN
identifications, as discussed in Chapter 1. The U(1) vector multiplet is related
to the centre of mass motion of all the branes [14]. It is an SU(N) gauge group
which is therefore of interest in the bulk [5].
A field φˆ in the U(N) Lie Algebra is an N × N hermitian matrix. It has N2
co-ordinates. For a field φ in the SU(N) Lie algebra we have the added condition
of tracelessness of the matrix, so that there are only N2 − 1 independent co-
ordinates. At large enough N therefore, there are a limited number of tests one
could perform to distinguish between the two cases. Thus, until the analogous
calculational tools for the SU(N) gauge theory found in this work were obtained,
there was no clear way to distinguish between the roles of bulk and boundary
degrees of freedom in the field theory dual. This explains why it was desirable to
generalise or extend the computational techniques of [4] to the SU(N) case. This
chapter covers that extension, while in the following we examine its interpretation
in terms of giant gravitons and the disentangling of bulk and boundary degrees
of freedom. The contents of these two chapters were published in [18].
4.2 The differences between the SU(N) and U(N) cases
4.2.1 An easy example
The crucial difference between the U(N) and SU(N) cases is best seen by consid-
ering their Schur polynomials for a given case. A simple example is that of S2,
39
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the permutation group of 2 elements :
S2 = {(1), (12)} . (4.1)
The representations of S2 are and : the completely symmetric and
the completely antisymmetric representations respectively.
Schur polynomials of a field φˆ ∈ u(N) are given by
χR
(
φˆ
)
=
1
n!
∑
σ∈Sn
χR(σ)tr
(
σφˆ
)
, (4.2)
where R is the representation being considered - of the unitary group on the left
hand side of the expression and of the permutation group on the right hand side.
Both can be characterised by the same Young diagram. χR(σ) is the character
of σ ∈ Sn. The trace tr
(
σφˆ
)
is given by
tr
(
σφˆ
)
=
∑
i1,...,1n
φˆi1iσ(1) ...φˆ
in
iσ(n)
. (4.3)
So, for n = 2,
tr
(
(1)φˆ
)
=
∑
i,j
φˆiiφˆ
j
j
=
(
trφˆ
)2
;
tr
(
(12)φˆ
)
=
∑
i,j
φˆijφˆ
j
i
= tr
(
φˆ2
)
.
From (4.2) then, the Schur polynomials for S2 can be constructed using the
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character table of the permutation group:1
χ
(
φˆ
)
=
1
2!
∑
σ∈S2
χ (σ)tr
(
σφˆ
)
=
1
2
[
χ ((1))tr
(
(1)φˆ
)
+ χ ((12))tr
(
(12)φˆ
)]
=
1
2
[(
trφˆ
)2
+ tr
(
φˆ2
)]
;
χ
(
φˆ
)
=
1
2!
∑
σ∈S2
χ (σ)tr
(
σφˆ
)
=
1
2
[
χ ((1))tr
(
(1)φˆ
)
+ χ ((12))tr
(
(12)φˆ
)]
=
1
2
[(
trφˆ
)2 − tr (φˆ2)] .
However, for an su(N) field the full trace tr (φ) is zero so the Schur polynomials
of φ ∈ su(N) for n = 2 are
χ (φ) =
1
2
[
tr
(
φ2
)]
,
χ (φ) = −1
2
[
tr
(
φ2
)]
.
These are clearly not independent. There is only one Schur polynomial for n = 2
and φ ∈ su(N), whereas there are 2 for φˆ ∈ u(N). A less trivial example is the
n = 4 case. S4 has 4! = 24 elements and 5 representations: (4), (3,1), (2,2),
(2,12),(14) or
, , , , .
1See Appendix B.
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So we can read off from the character tables that for φˆ ∈ u(N):
χ
(
φˆ
)
=
1
24
[(
trφˆ
)4
+ 6tr
(
φˆ2
)(
trφˆ
)2
+ 3tr
(
φˆ2
)
tr
(
φˆ2
)
+ 8tr
(
φˆ3
)
trφˆ+ 6tr
(
φˆ4
)]
χ
(
φˆ
)
=
1
24
[
3
(
trφˆ
)4
+ 6tr
(
φˆ2
)(
trφˆ
)2 − 3tr (φˆ2) tr (φˆ2)− 6tr (φˆ4)]
χ
(
φˆ
)
=
1
24
[
2
(
trφˆ
)4
+ 6tr
(
φˆ2
)
tr
(
φˆ2
)
− 8tr
(
φˆ3
)
trφˆ
]
χ
(
φˆ
)
=
1
24
[
3
(
trφˆ
)4 − 6tr (φˆ2)(trφˆ)2 − 3tr (φˆ2) tr (φˆ2)+ 6tr (φˆ4)]
χ
(
φˆ
)
=
1
24
[(
trφˆ
)4 − 6tr (φˆ2)(trφˆ)2 + 3tr (φˆ2) tr (φˆ2)
+8tr
(
φˆ3
)
trφˆ− 6tr
(
φˆ4
)]
.
The Schur polynomials for φ ∈ su(N) are therefore
χ (φ) =
1
24
[
3tr
(
φ2
)
tr
(
φ2
)
+ 6tr
(
φ4
)]
χ (φ) =
1
24
[−3tr (φ2) tr (φ2)− 6tr (φ4)]
χ (φ) =
1
24
[
6tr
(
φ2
)
tr
(
φ2
)]
χ (φ) =
1
24
[−3tr (φ2) tr (φ2)+ 6tr (φ4)]
χ (φ) =
1
24
[
3tr
(
φ2
)
tr
(
φ2
)− 6tr (φ4)] ,
i.e. there are fewer independent Schur polynomials of φ ∈ su(N) for a given n.
4.2.2 At the drop of a hat: loss of orthogonality
The deeper reason
The orthogonality of the two-point function in the U(N) gauge group case is an
orthogonality in the representations. For an su(N) field, however, the full trace
of φ is zero, so - as we have just seen - the Schur polynomials are no longer inde-
pendent. The condition of tracelessness therefore means that the orthogonality
of these correlators for the u(N) field does not survive for the correlators of the
su(N) field. The orthogonal two-point function has been lost.
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A modified correlator
From the discussion above we know that Schur polynomials of su(N) fields φ
are not orthogonal. This is because of the tracelessness of the fields. When
considering correlators, it can be seen that this condition is contained in the
basic correlator that we are forced to modify for the SU(N) gauge group case.
We have that
〈
φˆijφˆ
∗k
l
〉
= δilδ
k
j (4.4)
for φˆ ∈ u(N). If we allow for the only other possible term in the correlator and
solve for its coefficient c in the su(N) field case,
〈
φijφ
∗k
l
〉
= δilδ
k
j + cδ
i
jδ
k
l , (4.5)
by using the condition of tracelessness of the su(N) field,
〈
φiiφ
∗j
j
〉
= 0, (4.6)
we find that
0 = δijδ
j
i + cδ
i
iδ
j
j
0 = δii + cN
2
0 = N + cN2;
c = − 1
N
.
The second term is clearly not zero for φ ∈ su(N) and the correlator is modified:
〈
φijφ
∗k
l
〉
= δilδ
k
j −
1
N
δijδ
k
l . (4.7)
Note that this modified correlator reduces to the U(N) correlator when N is large.
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4.3 A computational rule
4.3.1 Starting point: a modified correlator
The modified correlator (4.7) means that the introduction of a ghost v with the
following properties
< vv∗ > = − 1
N
,
< vv > = < v∗v∗ >= 0,
< vn, v∗n > =
(
− 1
N
)n
n! (4.8)
will allow us to transform between u(N) and su(N) fields. The ghost is so-called
because its norm is negative. It counts as a negative degree of freedom. The
ghost is used to subtract the trace of a u(N) field to produce an su(N) field, as
can be seen in the explicit transformation which replaces φ ∈ su(N) with φˆ ∈
u(N) + v:
φij ⇒ φˆij + vδij . (4.9)
Using this transformation, we can write the expectation value of an arbitrary
function of su(N) fields in terms of u(N) fields and the ghost v. The basic relation
is
〈F [φ, φ∗]〉 =
〈
F
[
φˆ+ v1, φˆ∗ + v∗1
]〉
. (4.10)
4.3.2 A Schur polynomial derivative
Because the results for the U(N) gauge group case hinge on the Schur polynomials
of the fields, we next consider how the transformation (4.9) applies to the Schur
polynomial. Via (4.9), a Taylor expansion allows us to express Schur polynomials
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in φ as sums of derivatives of Schur polynomials of φˆ :
χR(φ) = χR
(
φˆ+ 1v
)
χR(φ) =
n∑
m=0
vmδij
m!
dm
dφmij
χR
(
φˆ
)
χR(φ) =
n∑
m=0
vm
m!
dm
dφmii
χR
(
φˆ
)
χR(φ) =
n∑
m=0
vm
m!
DmχR
(
φˆ
)
χR(φ) = χR
(
φˆ
)
+ v
d
dφii
χR
(
φˆ
)
+ ...
We are therefore interested in how the derivative
D =
d
dφii
(4.11)
(where the repeated index indicates a summation) acts on the Schur polynomi-
als. First we consider the action on the traced products that make up these
polynomials.
For n > 1 :
d
dφˆij
tr
(
φˆn
)
= n
(
φˆn−1
)
ji
⇒ δij d
dφˆij
tr
(
φˆn
)
= n
(
φˆn−1
)
ii
δij
d
dφˆij
tr
(
φˆn
)
= ntr
(
φˆn−1
)
d
dφˆii
tr
(
φˆn
)
= ntr
(
φˆn−1
)
.
For n = 1:
d
dφˆij
tr
(
φˆ
)
= δij
⇒ δij d
dφˆij
tr
(
φˆ
)
= δii
d
dφˆii
tr
(
φˆ
)
= N.
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If we introduce the notation (n) ↔ tr
(
φˆn
)
, then the action of the above deriva-
tive is
(n) → n(n− 1) n > 1;
(1) → N n = 1,
which looks like a usual derivative. The N arises from the fact that the fields are
matrix-valued. We can now investigate the Schur polynomial of φ as a sum of
derivatives of Schur polynomials of φˆ which we know how to evaluate:
χR(φ) =
n∑
m=0
vm
m!
χ
(m)
R
(
φˆ
)
, (4.12)
where
χ
(n)
R
(
φˆ
)
=
d
dφnii
χR
(
φˆ
)
= DnχR
(
φˆ
)
. (4.13)
4.3.3 A Young diagram derivative
In applying the derivative defined in the previous section, a pattern emerges
which allows us to write this derivative immediately from the Young diagram of
the representation. Consider the following example:
χ
(
φˆ
)
=
1
6
[(
trφˆ
)3
+ 3trφˆtrφˆ2 + 2trφˆ3
]
χ
(1)
(
φˆ
)
=
1
6
[
3N
(
trφˆ
)2
+ 3Ntr
(
φˆ2
)
+ 6
(
trφˆ
)2
+ 6tr
(
φˆ2
)]
χ
(1)
(
φˆ
)
= (N + 2)
1
2
[(
trφˆ
)2
+ tr
(
φˆ2
)]
χ
(1)
(
φˆ
)
= (N + 2)χ
(
φˆ
)
.
It turns out that in general,
χ
(1)
R
(
φˆ
)
=
∑
S
cSχS
(
φˆ
)
, (4.14)
where we sum over all Young diagrams S that can be obtained by removing a
single box from R such that what remains is still a valid Young diagram, and
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cS is the factor of the removed box.
2 In other words, the derivative turns out
to have a simple expansion in terms of reduced Young diagrams. This process
of reduction can be repeated until there are no more boxes to be removed, as
demonstrated in the following examples:
Example 1
N N + 1 N + 2
χ
(0)
(
φˆ
)
= χ
(
φˆ
)
χ
(1)
(
φˆ
)
= (N + 2)χ
(
φˆ
)
χ
(2)
(
φˆ
)
= (N + 2)(N + 1)χ
(
φˆ
)
χ
(2)
(
φˆ
)
= (N + 2)(N + 1)N.
Or the more complicated
2This factor is the U(N) (or, more correctly, SU(N)) labelling factor of the removed box.
The two-point function for φˆ is
〈
χR
(
φˆ
)
χS
(
φˆ∗
)〉
= fRδRS where fR is the same factor being
referred to here. For example, for R given by
N N + 1 N + 2
N -1 N
N - 2
we have fR = N(N + 1)(N + 2)(N − 1)N(N − 2) = N
2(N2 − 1)(N2 − 4).
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Example 2
N N + 1 N + 2
N - 1 N
χ
(0)
(
φˆ
)
= χ
(
φˆ
)
χ
(1)
(
φˆ
)
= (N + 2)χ
(
φˆ
)
+Nχ
(
φˆ
)
χ
(2)
(
φˆ
)
= N(N + 2)χ
(
φˆ
)
+N(N − 1)χ
(
φˆ
)
+N(N + 2)χ
(
φˆ
)
χ
(2)
(
φˆ
)
= 2N(N + 2)χ
(
φˆ
)
+N(N − 1)χ
(
φˆ
)
χ
(3)
(
φˆ
)
= 2N(N + 2)(N + 1)χ
(
φˆ
)
+ 2N(N + 2)(N − 1)χ
(
φˆ
)
+N(N − 1)(N + 2)χ
(
φˆ
)
χ
(4)
(
φˆ
)
= 5N(N + 2)(N + 1)(N − 1)χ
(
φˆ
)
χ
(5)
(
φˆ
)
= 5N2(N + 2)(N + 1)(N − 1).
Note that if there is more than one way to arrive at the same reduced Young
diagram, a term is included for every possible route.
4.3.4 A computational rule for su(N) correlators
Putting together the expansion (4.12) of the su(N) Schur polynomial in terms
of derivatives of the u(N) Schur polynomial (for which we have the reduction
formulae (4.13)), and the contraction (4.8) of the expectation value of v, we find
that
〈χR(φ)χS (φ∗)〉 =
n∑
m=0
n∑
p=0
〈
vm
m!
v∗p
p!
〉〈
χ
(m)
R
(
φˆ
)
χ
(p)
S
(
φˆ∗
)〉
=
n∑
m=0
1
m!
n∑
p=0
1
p!
δmp
(
− 1
N
)m
m!
〈
χ
(m)
R
(
φˆ
)
χ
(p)
S
(
φˆ∗
)〉
=
n∑
m=0
1
m!
(
− 1
N
)m 〈
χ
(m)
R
(
φˆ
)
χ
(m)
S
(
φˆ∗
)〉
.
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We have obtained a formula,
〈χR (φ)χS (φ∗)〉 =
n∑
m=0
1
m!
(
− 1
N
)m 〈
χ
(m)
R
(
φˆ
)
χ
(m)
S
(
φˆ∗
)〉
, (4.15)
expressing su(N) correlators in terms of known u(N) correlators. The expectation
value of su(N) Schur polynomials can easily be expressed as a sum over expecta-
tion values of products of multiple u(N) Schur polynomials. This is therefore a
complete computational generalisation of the two-point function result of Corley,
Jevicki and Ramgoolam [4].3
It is clear that analogous computation will lead to the corresponding general-
isations of the higher-point results in [4]. For example, consider the three-point
function (higher point functions follow similarly):
〈χR (φ)χS (φ)χT (φ∗)〉
=
nR∑
m=0
nS∑
p=0
nT =nR+nS=n∑
q=0
〈
vm
m!
vp
p!
v∗q
q!
〉〈
χ
(m)
R
(
φˆ
)
χ
(p)
S
(
φˆ
)
χ
(q)
T
(
φˆ∗
)〉
=
nR∑
m=0
nS∑
p=0
n∑
q=0
(−1
N
)q
q!δq,m+p
1
m!
1
p!
1
q!
〈
χ
(m)
R
(
φˆ
)
χ
(p)
S
(
φˆ
)
χ
(q)
T
(
φˆ∗
)〉
=
nR∑
m=0
nS∑
p=0
(−1
N
)m+p 1
m!
1
p!
〈
χ
(m)
R
(
φˆ
)
χ
(p)
S
(
φˆ
)
χ
(m+p)
T
(
φˆ∗
)〉
.
4.3.5 Graphical simplifications
The visual nature of the reduction formula found above means that these correla-
tors lend themselves to diagram-based calculation. Some observations on visual
rules are presented here. Reflection in 45 degrees of a Young diagram R to give
its conjugate R¯ simply corresponds to a change in sign in the factor brackets of fR
appearing in the respective Schur polynomial. In addition, a rule can be found
for the correlator of a completely symmetric and a completely antisymmetric
representation, because their reductions only overlap at order n and n-1.
〈
χ(n) (φ)χ(1n) (φ
∗)
〉
=
n∑
i=0
1
i!
(
− 1
N
)i 〈
χ
(i)
(n)
(
φˆ
)
χ
(i)
(1n)
(
φˆ∗
)〉
(4.16)
3In [40] Corley and Ramgoolam used projection operators to extend the U(N) computation
to the SU(N) case. Our results agree.
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where (n) is the completely symmetric and (1n)’is the completely antisymmetric
representation of m boxes:
... and
:˙
. The only terms that will contribute to
this sum are i = n− 1 and i = n. These correspond to the and no box steps.
So,
〈
χ(n) (φ)χ(1n) (φ
∗)
〉
= (N + (n− 1))...(N + 1)(N − (n− 1))...(N − 1)
×
[〈
χ
(
φˆ
)
χ
(
φˆ∗
)〉 1
(n− 1)!
(
− 1
N
)n−1
+
1
n!
(
− 1
N
)n
N
]
=
(N + n− 1)!
N(N − n)!(− 1
N
)n−1 1n!N(n− 1)
=
(−1)n−1(n− 1)
n!Nn−1
(N + n− 1)!
(N − n)! .
An additional simplification which cuts calculation of different Schur polyno-
mials and correlators down considerably, is the existence of a visual block rule,
explained in Appendix C. This block rule contains once more the information that
the Schur polynomials are no longer independent, this time in a diagrammatic
format.
4.4 The SU(N) constraints
4.4.1 The tensor product
The tensor product of two representations can be written as a combination of the
corresponding Young diagrams as shown in this example:
× = + + . (4.17)
The character of a group element T in a direct product representation is given
by
χR×S(T ) = χR(T )χS(T ) (4.18)
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so Schur polynomials combine in the same way:
χ × χ = χ + χ + χ . (4.19)
Evaluating both sides as a function of φ ∈ su(N) with tr(φ) = 0 and using
χ (φ) = tr(φ) = 0 we find that the sum above is zero. This is the same informa-
tion as is contained in the observation that the Schur polynomials are no longer
independent in the SU(N) case, and can be used to find the zero eigenvectors of
the su(N) correlators. This is discussed in the following section.
4.4.2 Zero eigenvectors
The conjugacy classes of Sn can be labelled by the partitions of n (to each of
which we have been associating a Young diagram). Each partition of n that
includes a cycle of length 1 can be turned into a partition of n-1 by dropping the
cycle of length 1.
For example: the number of classes of S4 is 5, while the number of classes of
S3 is 3. If we take the partitions of S4 that contain cycles of length 1, and drop
these cycles, we are left with the partitions of S3:
(4), (3)(1), (2)(2), (2)(1)(1), (1)4
1 cycles
−→ (3)(1), (2)(1)(1), (1)
4
(3)(1), (2)(1)(1), (1)4
drop the 1 cycles
−→ (3), (2)(1) and (1)
3.
It is these dropped partitions, the ones that contain cycles of length 1, which
vanish for fields in su(N); i.e. it is these partitions which yield terms containing
trφ in the Schur polynomial. Thus the number of partitions that don’t vanish is
given by the difference between the number of classes of Sn and the number of
classes of Sn−1 (there are 2 partitions of 4 which contain no cycles of length 1
and so cannot be reduced to partitions of 3 by dropping a 1-cycle, as we saw for
S4 above). This is the number of non-zero eigenvectors of 〈χR(φ)χS (φ∗)〉. The
zero eigenvectors can therefore be found by ‘adding a box’ to each representation
of Sn−1 i.e. taking the tensor product of each representation of Sn−1 with .
In our example there are two non-zero eigenvectors and three zero-eigenvectors,
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found by adding a box to each representation of S3:
× = +
× = + +
× = + .
Then the zero eigenvectors of the two-point function are:
v(1) = χ + χ
v(2) = χ + χ + χ
v(3) = χ + χ .
It turns out that the constraints implied by these zero eigenvectors make up the
full set of constraints. This can be seen by considering the partition function in
more detail, as seen in the following section.
4.4.3 The partition function and the full set of constraints
The number of classes or representations of Sn is given by the partition function:
∞∏
n=1
1
1− (n) =
1
1− (1)
1
1− (2)
1
1− (3) ...
= (1 + (1) + (1)2 + ...)(1 + (2) + (2)2 + ...)....
= 1 + (1) + [(1)2 + (2)] + [(1)3 + (2)(1) + (3)] +
[(1)4 + (1)(3) + (1)2(2) + (2)2 + (4)] + ...
Because the u(N) Schur polynomials are orthogonal in the representations, there
are as many independent u(N) Schur polynomials as there are representations
(for a given n). Grouping the numbers of boxes together by using xn instead of
(n) we have :
∞∏
n=1
1
1− xn = 1 + x+ 2x
2 + 3x3 + 5x4 + ... (4.20)
from which we can read the number of u(N) Schur polynomials for a given n. For
example, there are three u(N) Schur polynomials for n = 3. More concisely, we
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can write
∞∏
n=1
1
1− xn =
∞∑
n=0
cnx
n (4.21)
where cn is the number of ways to partition n.
To find the number of independent su(N) Schur polynomials for a given n we
must drop all the cycles of length 1 (note the lower limit of the product):
∞∏
n=2
1
1− (n) =
1
1− (2)
1
1− (3) ...
= 1 + (2) + (3) + (2)2 + (4) + (2)(3) + (5) + ...
or, following the U(N) analysis above,
∞∏
n=2
1
1− xn =
∞∑
n=0
dnx
n. (4.22)
We can rewrite this:
∞∏
n=2
1
1− xn = (1− x)
∞∏
n=1
1
1− xn
= (1− x)
∞∑
n=0
cnx
n
=
∞∑
n=0
cnx
n −
∞∑
n=0
cnx
n+1
=
∞∑
n=0
cnx
n −
∞∑
n=0
cn−1xn
=
∞∑
n=0
(cn − cn−1)xn
=
∞∑
n=0
dnx
n from above.
We read off that
dn = cn − cn−1 (4.23)
i.e. the number of independent su(N) Schur polynomials is less than that for
U(N) by cn−1. cn−1 is the number of degrees of freedom lost when one moves from
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U(N) to SU(N). It corresponds to the number of representations of Sn−1, which is
exactly the number of zero eigenvectors for n - the number of constraints we found
above. The constraints given by “adding a box” to get the zero eigenvectors are
therefore the full set of constraints for the su(N) field.
4.5 A linearly independent basis of operators
We have seen that the Schur polynomials no longer provide us with an orthogonal
basis for half-BPS operators in N = 4 SYM theory with SU(N) gauge group.
Attempts to find such a basis using other types of symmetric polynomials failed.
However, Schur polynomials do still prove useful in the SU(N) case. They allow
us to obtain a set of linearly independent operators in one-to-one correspondence
with the representations of interest in the SU(N) gauge theory.
4.5.1 A useful class of polynomials
We introduce the normalised Schur polynomial χ˜R:
χ˜R (φ) =
dR
DRnR!
χR (φ) . (4.24)
χ˜R
(
φˆ
)
(recall that φˆ ∈ u(N), φ ∈ su(N)), when acted on by the derivative defined
in (4.11), has the simplified form
Dχ˜R
(
φˆ
)
=
∑
S
χ˜S
(
φˆ
)
, (4.25)
where, as before, we sum over all Young diagrams S that can be obtained by
removing a single box from R. The factor of that box has been normalised out of
this expansion.
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To illustrate this explicitly consider D acting on χ and χ˜ respectively.
D
(
χ
)
= (N − 1)χ + (N + 1)χ
and
χ˜ =
χ
N(N + 1)(N − 1) ,
from (4.24) above. So
D
(
χ˜
)
=
(N − 1)χ
N(N + 1)(N − 1) +
(N + 1)χ
N(N + 1)(N − 1)
=
χ
N(N + 1)
+
χ
N(N − 1)
= χ˜ + χ˜ .
Note that D maps the space of Schur polynomials associated with Young diagrams
with n boxes to the space of Schur polynomials associated with Young diagrams
with n-1 boxes. The latter space has dimension cn−1 and the former has dimension
cn, with cn the number of ways to partition n. Thus D maps from a cn-dimensional
space to a cn−1-dimensional space. Clearly, it has cn−cn−1 = dn zero eigenvectors,
from (4.23). As we have seen, this is equal to the number of linearly independent
Schur polynomials of φ ∈ su(N). Thus the basis of the null space of D is in a one-
to-one correspondence with the half-BPS representations of the super Yang-Mills
theory with gauge group SU(N). For any null vector φˆ0 of D, i.e. any vector φˆ0
such that Df(φˆ0) = 0, we have the identity
f(φ0) → f(φˆ0 + v1) = f(φˆ0). (4.26)
Since the derivative terms in the expansion of Section 3.3.2 are all zero, calcula-
tions for su(N) fields φ will be identical to those for u(N) fields φˆ for this class of
operators.
4.5.2 An algorithm for finding a linearly independent basis
Top block Young diagrams
Let us call the rightmost uppermost block in a Young diagram the ‘top block’.
Either the box in this position can be removed to leave a valid Young diagram,
or it is fixed and we call the diagram a ‘fixed top block diagram’. In the former
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case we can call the diagram a moveable top block diagram.
These classifications are useful because, as we will now show, fixed top block
diagrams can be put in a one-to-one correspondence with the null vectors of D.
To see this we construct a basis for the null vectors of D with a given R charge
n, i.e. those corresponding to Young diagrams with n boxes which characterise
representations dual to those of R charge n in the corresponding string theory.
Note that every moveable top block Young diagram of n boxes can be obtained
by ‘adding’ to a Young diagram with n-1 boxes such that the added box is in
the top block position. For example, is a moveable top block Young diagram
with four boxes. It can be obtained by taking the tensor product of D with a
3-block Young diagram such that the added block is in the top block position, as
shown in (4.19). These products give the relations between the Schur polynomials
of φ ∈ su(N), as we saw in section 4.4.2, and can be used to eliminate the moveable
top block Young diagrams. We are left with the fixed top block Young diagrams.
Having used the relations between Schur polynomials of su(N) to obtain these, we
know that there are as many fixed top block diagrams as there are independent
Schur polynomials. This could also be seen by considering the fact that the Schur
polynomial corresponding to a given Young diagram is proportional to the Schur
polynomial corresponding to its conjugate, and the conjugate of a moveable top
block diagram is a diagram corresponding to a representation containing a 1-cycle.
The linearly independent Schur polynomials of φ are in one-to-one correspondence
with the null vectors of D so we can also map fixed top block diagrams to the
null space of D in a one-to-one way.
The algorithm
Before stating our algorithm for constructing a null vector of D from each fixed
top block diagram, we define a reduction operation on the Schur polynomial. We
refer to the Schur polynomial associated with a representation given by a certain
Young diagram by referring to the Young diagram directly, since the reduction
operation is defined most simply on Young diagrams. The reduction of a Schur
polynomial is obtained by taking minus one times the sum of Schur polynomials
corresponding to diagrams that can be obtained by all moves which move a box
into the first row, such that after the move we obtain a valid Young diagram.
CHAPTER 4. A “SPECIAL” CASE: FIELDS IN SU(N) 57
For example (with a prime denoting this reduction):
χ′ (φ) = −χ (φ)− χ (φ)
χ′ (φ) = 0.
We can iterate these reductions: reducing at most n times an n-block Young
diagram (or the Schur polynomial associated with that Young diagram). Our
algorithm is this: we obtain a null vector of D for a given R charge n by taking
the Schur polynomials corresponding to the fixed top block diagrams of n boxes
and adding all possible reductions of that polynomial.
As an example consider the construction of the null vectors of D with
R charge 4. The Young diagrams with 4 boxes are
, , , , .
Two of these are fixed top block diagrams: and . Our algorithm gives
us a null vector from each of these:
χ1 (φ) = χ (φ)− χ (φ) + χ (φ)
and
χ2 (φ) = χ (φ)− χ (φ) + χ (φ)− χ (φ) .
It is easy to check that
〈χ1 (φ)χ2 (φ∗)〉 =
〈
χ1
(
φˆ
)
χ2
(
φˆ∗
)〉
6= 0. (4.27)
Thus, the basis constructed using our algorithm is not an orthogonal one. Its
linear independence can be seen by considering its two-point functions. When
computing these, we can replace all φs by φˆs, since the vectors are null vectors
of D. Then we have that the Schur polynomials of the u(N) fields φˆ that cor-
respond to distinct Young diagrams are linearly independent. Each fixed top
block diagram appears in a unique operator belonging to our basis, so its linear
independence follows.
Chapter 5
Bulky giants
5.1 Introduction
The objective of this research was to extend a set of calculational rules for corre-
lation functions in N = 4 SYM with gauge group U(N) to the case of an SU(N)
gauge symmetry. This was motivated by the role of certain of these correlators
as duals to giant gravitons in the AdS/CFT correspondence. Corley, Jevicki
and Ramgoolam [4] found an orthogonal basis of operators in a one-to-one cor-
respondence with the half-BPS representations of N = 4 SYM with U(N) gauge
group. This was given by the Schur polynomials of φˆ ∈ u(N), which are labelled
by Young diagrams characterising representations of the gauge group. The or-
thogonal basis these formed suggested natural field theory candidates for duals
to giant gravitons, both AdS and sphere giants. The extension to SU(N) is of
interest because an SU(N) gauge theory is believed to be the relevant dual to the
theory in the AdS bulk, as discussed in Chapter 4.
A further goal of the research presented here was to elucidate the roles of
supergravity bulk and boundary degrees of freedom in the dual N = 4 super
Yang-Mills theory. One way to do this is via the investigation of the corresponding
candidate duals in the SU(N) case. Once the machinery of the last chapter had
been developed, it was possible to study the physical implications of the extension
to SU(N), including the operators of the SU(N) theory dual to giant gravitons
in the bulk. This chapter deals with that investigation. Note that the results of
this chapter were published in [18].
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5.2 Schur polynomials and giant gravitons
5.2.1 Why Schur polynomials?
A toy model of the AdS/CFT correspondence was investigated in [42] and pro-
vides an explanation of the connection between Schur polynomials of (anti-)symmetric
representations and the corresponding giant gravitons. Berenstein studied the
large N gauge quantum mechanics for a single Hermitian matrix in the harmonic
oscillator potential well, relating it to a decoupling limit of N = 4 super Yang-
Mills theory. With this identification one can relate BPS states in the SYM
theory and states in the matrix model.
Three a priori distinct descriptions of the spectrum of this model were given.
The first employs single trace operators and is related to closed string states in
the dual. The second is found by integrating out the angular degrees of free-
dom to obtain a description in terms of eigenvalues and corresponding to an
open string, D-brane picture. A similarity transform leads to the Hamiltonian
for N free particles in the harmonic oscillator potential well. The eigenvalues are
fermions, with the relevant antisymmetry arising from a Van der Monde deter-
minant resulting from the integration. The third way to describe the spectrum is
via a Schur polynomial basis. The Schur polynomials give another basis for the
closed string description. Surprisingly, they are also shown to coincide with the
dynamics of the eigenvalue basis. This equivalence is essentially an open-closed
string duality.
Further, we know from the c = 1 matrix model that single eigenvalue exci-
tations correspond to D-brane states. The map between the Schur polynomials
and the description in terms of fermions therefore makes it clearer why the Schur
polynomials corresponding to completely (anti-)symmetric representations are
duals to giant gravitons, as suggested in [4]. From the relation of the eigenvalue
basis to a description in terms of fermions, it can be seen that the ground state
corresponds to a Fermi sea of eigenvalues with its level determined by N. We can
view the spectrum as arising from excitations of the Fermi sea. One can describe
a state in this spectrum with a Young diagram. The AdS and sphere giants can
then be interpreted in terms of eigenvalues in the Fermi sea. The giant graviton
in the AdS space corresponds in the matrix model to taking an eigenvalue from
the top of the Fermi sea and exciting it by a large amount, while the sphere giant
corresponds to creating a hole deep in the Fermi sea. The diagram (a column of
n boxes) representing such a state has a limit on its number of boxes, putting
a limit on the depth of the hole. This limit relates to the angular momentum
cut-off obeyed by sphere giants.
CHAPTER 5. BULKY GIANTS 60
5.2.2 Large N
When the Higgs fields (of which φ and φˆ are built) can be simultaneously diago-
nalised, their eigenvalues can be interpreted as the transverse co-ordinates of the
branes. tr (φ) = 0 implies that the centre of mass of all the branes is fixed. The
linearly independent basis constructed in the previous chapter consists of opera-
tors that are annihilated by D. D is essentially the centre of mass momentum, so
in light of the tracelessness condition we see that the basis obtained is a natural
one.
Strictly speaking, this constraint on the centre of mass motion implies that
we cannot have single eigenvalue dynamics. We would like to identify natural
candidate duals for giant gravitons in the SU(N) gauge theory. Without single
eigenvalue dynamics, it is still possible in the large N limit to recover the rele-
vant Schur polynomials as the operators dual to giant graviton states. Consider
changing a single eigenvalue by an amount ∆, and then compensating for this
by changing each of the remaining N-1 eigenvalues by − ∆
N−1 . This preserves the
condition of tracelessness. In a systematic large N expansion, at leading order, we
can ignore the − ∆
N−1 effect. In this limit we therefore recover single eigenvalue
dynamics and can expect the Schur polynomials to provide giant graviton duals
as before.
As a test of this idea, we should recover orthogonality between Schur poly-
nomials corresponding to totally symmetric representations (dual to AdS giants)
and Schur polynomials corresponding to totally anti-symmetric representations
(dual to sphere giants) in this limit.
We can check this explicitly using the techniques of Chapter 4. Note first that
orthogonality in the large N limit is not obvious. Indeed, ratios like
〈
χ (φ)χ (φ∗)
〉
〈χ (φ)χ (φ∗)〉 ,
and 〈(
χ (φ) + χ (φ)
)
χ (φ∗)
〉
〈χ (φ)χ (φ∗)〉 ,
are of order 1 independent of N. In fact,
χ (φ) = −χ (φ) , (5.1)
which is easily seen from the tensor product discussion in Chapter 4 or the (con-
sequent) block rule set out in Appendix C. It will be true for similar ratios of
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Schur polynomials labelled by Young diagrams with an arbitrarily large number
of boxes.
To check the large N orthogonality between su(N) Schur polynomials in sym-
metric and antisymmetric representations we calculate
O
NSNA .
O is the overlap between the states corresponding to completely symmetric and
completely antisymmetric representations, and the denominator is the product
of normalisations for the symmetric (S) and antisymmetric (A) representations:
N 2S =
〈
χ(n) (φ) , χ(n) (φ
∗)
〉
;
N 2A =
〈
χ(1n) (φ) , χ(1n) (φ
∗)
〉
;
O = 〈χ(n) (φ) , χ(1n) (φ∗)〉 .
where (n) is a row and (1n) is a column of n boxes.
In the six box representation, these quantities would be
O =
〈
χ (φ)χ (φ∗)
〉
,
N 2S = 〈χ (φ)χ (φ∗)〉,
N 2A =
〈
χ (φ)χ (φ∗)
〉
.
We are interested in computing these quantities as functions of the number of
boxes n in the Young diagrams characterising the representations. The expression
for the correlator of a completely symmetric and a completely antisymmetric
representation O has already been given in Section 4.3.5. It is particularly simple
because the reductions only overlap at order n and order n− 1.
O = (−1)
n−1(n− 1)
n!Nn−1
(N + n− 1)!
(N − n)! . (5.2)
For both NA and NS , contributions need to be summed from all n+ 1 terms in
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the Taylor expansion. We find
N 2S =
〈
χ(n) (φ)χ(n) (φ
∗)
〉
=
n∑
i=0
1
i!
(
− 1
N
)i 〈
χ
(i)
(n)
(
φˆ
)
χ
(i)
(n)
(
φˆ∗
)〉
=
n∑
i=0
1
i!
(
− 1
N
)i
(N + n− 1)2(N + n− 2)2...(N + n+ i)2
〈
χ(n−i)
(
φˆ
)
χ(n−i)
(
φˆ∗
)〉
=
n∑
i=0
1
i!
(
− 1
N
)i
(N + n− 1)2(N + n− 2)2...(N + n− i)2Dim(n− i)(n− i)!
d(n−i)
=
n∑
i=0
1
i!
(
− 1
N
)i (N + n− 1)!
(N + n− i− 1)!
(N + n− 1)!
(N + n− i− 1)!
(N + n− i− 1)!
(N − 1)!
=
(N + n− 1)!
(N − 1)!
n∑
i=0
(−1)i
N i
1
i!
(N + n− 1)!
(N + n− i− 1)! ,
and
N 2A =
〈
χ(1n (φ)χ(1n) (φ
∗)
〉
=
n∑
i=0
1
i!
(
− 1
N
)i
(N − (n− 1))2...(N − (n− i))2
〈
χ(1n)
(
φˆ
)
χ(1n)
(
φˆ∗
)〉
=
n∑
i=0
1
i!
(
− 1
N
)i
(N − n+ 1)2...(N − n+ i)2
=
n∑
i=0
1
i!
(
− 1
N
)i (N − n+ i)!
(N − n)!
N !
(N − n+ i)!
(N − n+ i)!
(N − n)!
=
N !
(N − n)!
n∑
i=0
(−1)i
N i
(N + i− n)!
i!(N − n)! .
Then,
O
NSNA =
(−1)n−1(n− 1)(N + n− 1)!
n!Nn−1(N − n)!
√
(N − 1)!(N − n)!
N !(N + n− 1)!
×

 n∑
i,j=0
(−1)i+j
N i+j
1
i!j!
(N + n− 1)!(N + j − n)!
(N + n− i− 1)!(N − n)!


− 1
2
=
(−1)n−1(n− 1)
n!Nn−1
√
(N − 1)!
N !

 n∑
i,j=0
(−1)i+j
N i+j
1
i!j!
(N + j − n)!
(N + n− i− 1)!


− 1
2
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so
O
NSNA =
(−1)n−1(n− 1)
n!Nn−1

 n∑
i,j=0
(−1)i+j(N − n+ j)!
N i+j−1i!j!(N + n− i− 1)!


− 1
2
. (5.3)
We do not have a closed form answer for this quantity. It is, however, easy to
compute numerically. The result is shown in the figure below.
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Figure 5.1: log
∣∣∣ ONSNA
∣∣∣ as a function of the number of boxes n, for N = 20.
We see clearly that the mixing between the AdS and sphere giant states is
not suppressed for small n, but rapidly goes to zero as n is increased. Note that
for any value of N,
∣∣∣ ONSNA
∣∣∣ = 1 for n = 2, 3. This is the maximum value that the
overlap can attain. It indicates that these two states are identical up to a sign,
which is easily seen directly from the su(N) Schur polynomials for 2 and 3 boxes.
The physical interpretation follows. For small values of n we have a maximum
overlap of symmetric and antisymmetric representations. This is as far removed
as possible from the orthogonality recovered at large n. This implies that the
difference between operators in the SU(N) theory and those in the U(N) theory
is greatest at small n. Because the SU(N) theory does not include the boundary
degrees of freedom that the U(N) theory does, we can interpret this as indicating
that the boundary degrees of freedom have a larger role at small n. The super-
gravity counterparts to the operators we are considering in this limit are states
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with a small mass. These are described by wavefunctions with large fluctuations
in position, and are therefore not well-localised. This is the reason for the mixing
of bulk and boundary degrees of freedom that means we cannot expect to inherit
the U(N) theory’s orthogonality in these operators, even at large N.
When n is large, of the order ∼ N, our operators are dual to states with a
large mass. These will have well-localised wavefunctions in the bulk of the AdS
space. For these states we expect much less mixing of the bulk and boundary
degrees of freedom. As a consequence, the boundary degrees of freedom do not
play a great role and the orthogonality of the u(N) operators is inherited by the
su(N) operators.
5.2.3 Finite N
At finite N, there is not even an approximate notion of single eigenvalue dynam-
ics. In this case, one can employ the Gram-Schmidt algorithm to obtain from
the linearly independent operators of Chapter 4 a set of operators which will
diagonalise the inner product. This process can be used to produce many differ-
ent sets of operators diagonalising the two-point function. We have no way as
yet to determine which of these would be most relevant in the AdS/CFT cor-
respondence. Also, the Gram-Schmidt algorithm does not provide a practical
way to diagonalise the two-point function for operators corresponding to Young
diagrams with a large number of boxes. An elegant result for all n has proved
elusive. One possibility arose from considering the fact that the orthogonality
of Schur polynomials in φˆ was proved via the Frobenius-Schur duality between
the symmetric and unitary groups[4]. It is natural to ask if there is a gener-
alisation of this for the Schur polynomials in φ. Irreducible representations of
the unitary group are obtained by taking contractions of objects transforming in
the fundamental representation with tensors that have a definite symmetry un-
der interchange of indices. Irreducible representations of the orthogonal groups
are obtained by taking contractions with traceless tensors that have a specific
symmetry under interchange of indices. One might guess that this tracelessness
constraint is exactly what is needed to solve the problem studied here.
The relevance of the permutation group to Frobenius-Schur duality comes
from the fact that the permutation and unitary groups are centralisers of each
other. The centralisers of the orthogonal group are the Brauer algebras.1 This
might lead one to hope that su(N) polynomials built with Brauer algebra char-
acters instead of permutation group characters would have the desired diagonal
two-point functions. We have explicitly checked that this is not the case.
1A good reference on the Brauer algebras is [43].
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5.3 Giant gravitons as probes of the dual geometry
Natural probes of the dual geometry are heavy objects which can be treated
semiclassically. The scale to which one wishes to probe the geometry determines
what the masses of these objects must be. To resolve on a scale of γ, a probe’s
fluctuations in position need to be less than γ. This is equivalent to demanding
that the mass of the probe be greater than 1
γ
. There is a lower limit to the scale
at which we can resolve. At the Planck scale the probe’s gravitational radius will
exceed γ, and the background metric will be significantly deformed by the probe
itself.
In the strongly coupled regime of the gauge theory, the radius of the AdS space
is much larger than the string scale. Consequently we expect giant gravitons to
be suitable probes of the geometry in this limit and at geometric distances larger
than the string scale. In the gravity dual to the U(N) gauge theory there are both
bulk and boundary degrees of freedom. To resolve features of the bulk geometry
to a scale γ, it will not be simply sufficient to require a probe with mass greater
than 1
γ
. For example, consider a composite state made up of a heavy excitation of
boundary modes and a light excitation of the bulk gravity. To find good probes
of the gravity, it is necessary in general to be able to distinguish between the
roles of bulk and boundary contributions. The separation of bulk and boundary
degrees of freedom can be addressed, as we have seen, in the dual field theory.
5.3.1 Disentangling bulk and boundary degrees of freedom
In the last chapter, we used a ghost field to subtract away the mode corresponding
to the trace of φˆ. It is also possible to express φˆ in terms of φ by adding the
mode corresponding to the trace. In terms of this b field, with properties
〈bb〉 = 〈b∗b∗〉 = 0;
〈bb∗〉 = 1
N
,
we have the identity
〈
F
(
φˆij , φˆ
∗
kl
)〉
= 〈F (φij + bδij , φ∗kl + b∗δkl)〉 , (5.4)
for an arbitrary function F (., .). In contrast to our previous computations, where
the ghost had no physical meaning, b and φ do have natural physical interpre-
tations. We have seen that b describes the overall centre of mass motion of all
the branes; in the gravity dual it is localised on the boundary of AdS5 × S5. φ
describes the bulk string theory.
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SU(N) duals to sphere giants
We can now use the technology already developed to disentangle bulk and bound-
ary degrees of freedom in the dual super Yang-Mills theory. Consider first the
operator dual to a sphere giant. Sphere giants are heavy states so we expect them
to provide good probes of the geometry of the gravitational theory. Their field
theory counterparts are Schur polynomials in completely antisymmetric repre-
sentations with n ∼ N boxes. These Schur polynomials will be labelled by Young
diagrams consisting of a single column of n boxes, which we denote Rn:
:˙
.
If n = 0, Rn = 1. We have that
χRn
(
φˆ
)
→ χRn (φ+ b1) =
n∑
i=0
bi
i!
i∏
k=1
(N − n+ k)χRn−i (φ) . (5.5)
Terms in this sum that correspond to low values of i are the product of a Schur
polynomial in a representation with a large number of boxes and a boundary state
with a small R charge. These terms therefore correspond to objects in the bulk
gravity which are heavy and hence well-localised times light boundary excitations
which will not be well-localised. Terms corresponding to large values of i are the
product of a Schur polynomial in a representation with a small number of boxes
and a boundary state with a large R charge. Thus, these terms correspond to
objects in the bulk gravity which are light and hence not well-localised times
heavy boundary excitations which will be well-localised. In spite of this, the
Schur polynomials still provide localised probes. To understand why, we need to
work with normalised operators. This will allow us to see how large the different
contributions to χRn
(
φˆ
)
are. We want to consider these correlators in terms of
b′n√
n!
and χ¯Rn (φ), with
〈
b′i√
i!
χ¯Rn−i (φ)
b′j∗√
j!
χ¯Rn−j (φ
∗)
〉
= δij . (5.6)
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It is easy to see that
〈
b′i√
i!
χRn−i (φ)
b′j∗√
j!
χRn−j (φ
∗)
〉
=
1√
i!
√
j!
〈
bib∗j
〉 〈
χRn−i (φ)χRn−j (φ
∗)
〉
=
1√
i!
√
j!
δij
1
N i
N 2A(n− i)
=
1
i!N i
N !
(N − (n− i))!
n−i∑
h=0
(−1)h
Nh
(N + h− (n− i))!
h!(N − (n− i))! δij .
So the new normalisation is given by
N 2new =
N !
i!N i
1
(N − (n− i))!(N − (n− i))!
n−i∑
h=0
(−1)h
Nh
(N + h− (n− i))!
h!
=
1
i!
1
N i
δijN 2A(n− i).
Then we have
χRn
(
φˆ
)
→ χRn (φ+ b1)
=
n∑
i=0
bi
i!
i∏
k=1
(N − n+ k)χRn−i (φ)
=
n∑
i=0
b′i√
i!
i∏
k=1
(N − n+ k) 1√
N ii!
NA(n− i)χ¯Rn−i (φ)
=
n∑
i=0
αi
b′i√
i!
χ¯Rn−i (φ)
with
αi =
(N − n+ i)!
(N − n)!
NA(n− i)√
N ii!
;
N 2A(n) =
N !
(N − n)!
n∑
i=0
(−1)i
N i
(N + i− n)!
i!(N − n)! .
The dependence of the wave function coefficient αi on i is plotted below. This
expansion of the operator χRn
(
φˆ
)
is dominated by terms corresponding to low
values of i. Consequently, the contribution from the boundary degrees of freedom
to those operators is exponentially suppressed. This reveals how the χRn
(
φˆ
)
provide localised probes of the dual geometry. Essentially, Schur polynomials for
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Figure 5.2: The components of the operator dual to a sphere giant. log|αi| is
plotted as a function of i, for N = n = 20. Note that the contribution from the
boundary degrees of freedom is exponentially suppressed.
the totally antisymmetric representations in φˆ coincide at large N and for n ∼ N
with those for the totally antisymmetric representations in φ. This means that
su(N) Schur polynomials corresponding to the totally antisymmetric representa-
tions with n ∼ N boxes again provide the duals to sphere giants.
Duals to AdS giants
Similarly we can consider the roles of bulk and boundary degrees of freedom
for operators dual to AdS giants. We look at Schur polynomials of completely
symmetric representations i.e. those labelled by Young diagrams Sn
...
consisting of a single row of n boxes. Then
χSn
(
φˆ
)
→ χSn (φ+ b1) =
n∑
i=0
κi
b′i√
i!
χ¯Sn−i (φ) , (5.7)
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with
κi =
(N + n− 1)!
(N + n− i− 1)!
NS(n− i)√
N ii!
; (5.8)
N 2S(n) =
(N + n− 1)!
(N − 1)!
n∑
i=0
(−1)i
N i
(N + n− 1)!
i!(N + n− i− 1)! . (5.9)
The results for the AdS giants are plotted below:
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Figure 5.3: The components of an operator dual to an AdS giant. log|κi| is plotted
as a function of i, for N = n = 20. Note that once again the terms corresponding
to low values of i dominate.
It is interesting to note that the coefficients κi have a maximum at i = 1, 2. For
these terms there is a very small contribution coming from the boundary degrees
of freedom. Clearly, however, the boundary contribution is still significantly
suppressed. It has a much slower fall-off than in the sphere giant case though.
This is because of the fact that when the AdS giants expand they grow in the
AdS space taking them closer to the boundary, while the sphere giants expand
in S5, remaining at the origin of AdS5.
5.4 Conclusions
We have discussed the importance of the AdS/CFT correspondence in studying
string theory, the most promising line of attack to the investigation of quantum
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gravity. It is in the light of this correspondence that giant gravitons, and the
mechanism to explain the stringy exclusion principle that they provide, are of
interest. Further, giant gravitons serve as useful probes of the supergravity ge-
ometry. In this context, U(N) SYM duals to giant gravitons were proposed [4].
A set of gauge theory operators which diagonalise the two-point function and are
in a one-to-one correspondence with the half-BPS representations of the theory
was found.
The object of the research presented in this dissertation was to extend these
results to the case of an SU(N) gauge theory and in so doing to shed light on the
roles of bulk and boundary degrees of freedom in the context of giant gravitons.
We have been able to develop the technology necessary to study Schur polynomi-
als in the SU(N) gauge theory. In addition, we have obtained a complete set of
relations between the Schur polynomials and provided an algorithm with which
to select a unique linearly independent basis for the half-BPS representations.
Using the Gram-Schmidt algorithm this allows one to obtain a new set of opera-
tors with diagonal two-point functions. Although this answer is not very explicit,
it does provide the generalisation we were seeking. It means that the SU(N)
gauge theory which is of interest as being dual to the dynamics in the AdS bulk
can now be dealt with directly.
Further, we have been able to see that for a large number of boxes, su(N)
Schur polynomials corresponding to the totally symmetric or totally antisym-
metric representations are still approximately dual to giant graviton states (we
don’t have strict duality because the strict orthogonality of the u(N) operators
has been lost). Our extension of the results of [4] allows separation of the bulk
and boundary degrees of freedom of these operators. Analysis of their differenti-
ated roles in the dual U(N) gauge theory revealed that for both sphere and AdS
giants, the boundary contribution is sufficiently suppressed for Schur polynomials
of the SU(N) gauge theory to remain good candidate duals to giant gravitons.
Chapter 6
Discussion
6.1 Summary
We have seen how the conjectured correspondence between string theory in Anti-
de Sitter space and conformal field theory offers a powerful analytical tool for
studying string theory. The strong-weak coupling nature of this duality makes
it exceptionally useful as it allows one to study a strong coupling string theory
problem via the corresponding weak coupling situation in the dual field theory.
In particular we have looked at the duality between Type IIB string theory on
AdS5 × S5 and 3+1 N = 4 super Yang-Mills theory. The boundary of AdS5 is a
4-dimensional Minkowskian spacetime where we can think of the full string theory
dynamics as being encoded into the lower dimensional field theory dynamics of
the SYM. In this sense the AdS/CFT correspondence conjectured by Maldacena
[1] is a realisation of the holographic principle first suggested by ’t Hooft and
Susskind [8, 9].
In the AdS/CFT dictionary, states in the string theory are mapped to field
theory operators. One useful group of states to consider in the string theory is
that of states satisfying a particular (lower) bound on their masses. This is called
the Bogomolnyi-Prasad-Sommerfield or BPS bound and is significant because it
arises from supersymmetry considerations alone, and does not depend on the
scale of the problem. Thus, the masses (and energies) of these types of states are
protected from quantum corrections. Their counterparts in the field theory are
the chiral primary operators, which look like traces of monomials of fields in the
Lie algebra of the theory, and which are built from the six scalars of N = 4 SYM.
Gravitons are half-BPS states, and can therefore be studied via the corre-
sponding operators in the field theory, provided one is able to choose the correct
ones to consider. The discovery of giant gravitons by McGreevy, Susskind and
Toumbas [19]: graviton states which are able to expand linearly with momentum
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in either the AdS or spherical spaces, led Corley, Jevicki and Ramgoolam [4] to
consider certain operators as candidate duals to these giant graviton states. The
sphere giants have an upper bound on their dimension provided by the radius of
the spherical space itself. This amounts to an angular momentum cut-off, and
so the discovery of these particular giant gravitons offered a compelling mech-
anism to explain the stringy exclusion principle (a result from the AdS/CFT
correspondence which amounted to demanding just such a bound).
With this in mind, Corley, Jevicki and Ramgoolam considered Schur polyno-
mials of u(N) fields. The Schur polynomials are a class of symmetric polynomials
which when expressed as characters of U(N) encapsulate the Frobenius-Schur
duality between the unitary and symmetric groups. The Schur polynomials are
indexed by Young diagrams that can characterise (among other things) both the
irreducibles representations of U(N) and the irreducible representations of Sn.
As representations of the unitary group, Young diagrams can be thought of
as tensors summarising the symmetry properties of the irreducible representation
in question. In particular, a column of more than N boxes in a Young diagram of
a U(N) representation corresponds to an antisymmetric tensor with two indices
the same. All tensors of this form are zero, so Young diagrams of this type have
an upper limit on their number of boxes. The number of boxes in the Young
diagram indexing a Schur polynomial relates to the power of the products of
φˆ ∈ u(N) appearing in the operators being considered. This is mapped to the
angular momentum of the dual string theory states. Thus, Schur polynomials
of u(N) fields and indexed by completely antisymmetric Young diagrams with
a large number of boxes are natural candidate duals to sphere giants. On the
other hand, there is no upper bound on the length of a row of a Young diagram,
so Schur polynomials indexed by completely symmetric Young diagrams with a
large number of boxes provide the natural duals to AdS giants. These are the
giant gravitons expanding in the Anti-de Sitter space, and have no bound on
their angular momentum.
Corley, Jevicki and Ramgoolam’s study of u(N) Schur polynomials thus re-
vealed natural candidates for duals to giant gravitons in U(N) N = 4 SYM in
3+1 dimensions. Further, they established computational machinery for exact
calculation of correlators of these polynomials at all N. The possibility of calcu-
lation at all N allows for investigation of strongly coupled string theory (gS =
1
N
)
in the field theory and also brought us much closer to being able to ask sensible
questions about the bulk and boundary contributions in the dual.
A U(N) gauge theory is equivalent to an SU(N) gauge theory times a free
U(1) vector multiplet (up to ZN identifications). The U(1) dynamics are known
as singleton dynamics, and live on the boundary of AdS. Thus it is the SU(N)
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gauge theory which is expected to be of relevance in the bulk. U(N) and SU(N)
are not always easy to distinguish at large N, so with the computational results of
[4] it made sense to try to elucidate the SU(N) correlators. With the introduction
of a ghost field we were able to rewrite the su(N) Schur polynomials in terms of a
Taylor expansion of naturally defined derivatives of the u(N) Schur polynomials,
and achieve a computational generalisation of the U(N) results.
6.2 Results discussion
The diagonal basis we sought to further generalise was not found, but we were
able to give a linearly independent basis in one-to-one correspondence with the
half-BPS representations of interest. Moreover, our computational generalisation
allowed us to investigate the roles of bulk and boundary degrees of freedom in
the string theory, using giant gravitons as probes of the geometry.
As shown in Chapter 5, su(N) Schur polynomials corresponding to the totally
symmetric or totally antisymmetric representations are still approximately dual
to giant graviton states in the large N limit and for a large number n of boxes.
Our analysis of the ‘bulky giants’ dual to these su(N) Schur polynomials and
comparison to the orthogonality between the Schur polynomials in the U(N) case
amounted to a differentiation of bulk and boundary degrees of freedom. This
ubiquitous phrase refers to the identification of situations where the SU(N) and
U(N) results differ most. Where this is the case, one can conclude that the
boundary degrees of freedom (included in the U(N) but not in the SU(N) theory)
play the most significant role. Thus we were able to see when bulk and boundary
degrees of freedom are mixed and when they can be disentangled.
Specifically we were able to look at the role of boundary degrees of freedom
for the AdS and sphere giants. For both the boundary contribution is sufficiently
suppressed for Schur polynomials of the SU(N) gauge theory to remain good
candidate duals.
6.3 Outlook
Many questions on the giant graviton dictionary of AdS/CFT remain, and several
are suggested by the developments presented here. In general, there are many
ways one could now use the SU(N) results put forward here or the U(N) results
of [4] to investigate graviton interactions and excitations. Another general area
of inquiry would be to examine the corresponding operators in other cases of
the AdS/CFT correspondence. Considering different geometries and gauge the-
ories might lead to general results about the roles of bulk and boundary degrees
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of freedom, or provide us with sharper tools with which to probe the relevant
geometries.
Three specific questions that arise from the SU(N) extension covered in this
dissertation are the following. Firstly, the question of finding a basis to diag-
onalise the su(N) Schur polynomials has not been satisfactorily resolved. The
desired operators might also provide quantitative clues as to the differentiation
of contributions from bulk and boundary. We have seen that orthogonality of
different states is lost to varying degrees depending on the number of boxes n
and the Young diagrams. It is possible that suitable operators might be obtained
when one restricts to large n, where it appears easier to separate boundary con-
tributions. It would be interesting to see the implications of this restriction.
This leads us to a second avenue of possible future study. The only explicit
parameter of the map between states in string theory and operators in SYM is
that the angular momentum is mapped to the number of boxes in a Young dia-
gram. The different Young diagrams for a fixed number of boxes label orthogonal
operators in the U(N) gauge theory, as found by Corley, Jevicki and Ramgoolam.
This orthogonality suggests that the different representations correspond to dif-
ferent states, and indeed we have strong reasons for believing that certain types
of representations can be identified with certain types of gravitons. The giant
gravitons we can map to totally (anti-)symmetric Young diagrams are clearly dis-
tinguishable: the AdS giants expand in AdS and the sphere giants expand in Sd.
However, the remaining Young diagrams are clearly distinguishable and we do
not yet have a dictionary for what these map to, or even what quantities might
distinguish the corresponding states in the string theory. The strict orthogonality
between operators labelled by different Young diagrams is lost to varying degrees
in the SU(N) case, leading one to surmise that further comparisons of the U(N)
and SU(N) correlators could further elucidate these composite states, for exam-
ple. Major steps to clarify this point were taken in [44] (see also [45]) with a
correspondence between half-BPS states and free fermions.
A third interesting question arises from considering the duality between sphere
giants which source a magnetic dipole field and AdS giants which source an elec-
tric dipole field. This electro-magnetic duality is understood in IIB string theory
as being implemented by SL(2,Z). The same duality is conjectured to hold in
N = 4 SYM. Some insight to finding an orthogonal basis of states in the SU(N)
case might be gained by trying to trace this duality via the Schur polynomials
believed to correspond to these giant gravitons. Using the free fermion descrip-
tion of [44] one might be able to find the (‘electromagnetic’) dual to the Schur
polynomial labelled by a column via the understood duality in Type IIB string
theory, for example.
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To conclude, there is no end to the interesting questions posed by the AdS/CFT
correspondence with a view to learning more about string theory and even QCD.
In particular we also see that the tools and insights developed in this work are
the first steps to a specific area of inquiry in the correspondence. The elucidation
of operators in SU(N) SYM dual to giant gravitons shows strong signs of adding
to the set of clues that will hopefully allow physicists to put a few more pieces of
a very interesting and fundamental puzzle in place.
Appendix A
Representation theory
This appendix aims to provide some of the background to the group theoretical
results used in the body of the dissertation. In particular, some explanation of
the orthogonality relations used is required, as well as some background to the
Frobenius-Schur duality and the use of Young diagrams to characterise repre-
sentations via symmetrisation considerations. The treatment given here is by
no means comprehensive. Useful references for group and representation theory
include [39, 46] and [47], which are variously followed here.
A.1 Some definitions
A.1.1 Groups
Groups
A group consists of a set G, together with a rule for combining any two elements
of G to form another element of G. This rule must satisfy the following axioms
∀ g, h ∈ G (where the combination or product of g and h is written gh):
1. ∀ g, h, k ∈ G,
(gh)k = g(hk),
i.e. the product operation must be associative;
2. ∃ e ∈ G such that ∀ g ∈ G,
eg = ge = g,
which amounts to requiring that a group include the identity of its product
operation;
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3. ∀ g ∈ G, ∃ g−1 ∈ G such that
gg−1 = g−1g = e.
This axiom guarantees the existence of an inverse in the group for every
element of the group.
The number of elements in a group G is called the order of the group. The centre
of a group G is the set Z(G) of all elements in G which commute with all other
elements:
Z(G) = {z ∈ G : zg = gz ∀ g ∈ G} (A.1)
Homomorphisms
A function θ : G → H, G and H both groups, is a rule which assigns a unique
element of H to each element of G. Homomorphisms are functions which preserve
the group structure. Explicitly, a function φ : G→ H is a homomorphism if
(g1g2)φ = (g1φ)(g2φ) ∀ g1, g2 ∈ G. (A.2)
Note that functions are usually applied on the right in group theory texts. An
invertible homomorphism is called an isomorphism.
A.1.2 Vector spaces
Vector spaces
A vector space over a field F (C or R for example) is a set V, together with a rule
for adding any u, v ∈ V to form u+ v ∈ V and a scalar multiplication, such that
1. V is an Abelian group under addition;
2. ∀ u, v ∈ V, λ, µ ∈ F :
(a) λ(u+ v) = λu+ λv;
(b) (λ+ µ)v = λv + µv;
(c) (λµ)v = λ(µv);
(d) 1v = v.
The vector space FG with multiplication defined by

∑
g∈G
λgg

(∑
h∈G
µhh
)
=
∑
g,h∈G
λgµh(gh), (A.3)
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where λg, µh ∈ F , is called the group algebra of G over the field F. This provides
a definition for the concept of a group algebra, used in section 3.5.2.
The exterior powers ΛnV of a vector space V are equipped with an alternating
multilinear map1
V × ...× V → ΛnV ; v1 × ...× vn 7→ v1 ∧ ... ∧ vn, (A.4)
that is universal, i.e. for an alternating multilinear map β : V × ...×V → U there
is a unique linear map from ΛnV to U which takes v1 ∧ ...∧ vn to β(v1, ..., vn). A
multilinear map β is said to be alternating if β(v1, ..., vn) = 0 if any two of the
vectors vi are equal. This makes β(v1, ..., vn) antisymmetric under interchange
of any two vectors. A symmetric multilinear map will be unchanged under such
an interchange. The symmetric powers SymnV come with a universal symmetric
multilinear map
V × ...× V → SymnV ; v1 × ...× vn 7→ v1.....vn. (A.5)
Linear transformations
A linear transformation θ : V → W mapping the vector space V over F to the
vector space W over F is a function which satisfies
1. (u+ v)θ = uθ + vθ ∀ u, v ∈ V ;
2. (λv)θ = λ(vθ) ∀ λ ∈ F, v ∈ V.
A linear transformation from a vector space V to itself is called an endomorphism.
Tensor products
The tensor product of two vector spaces V and W over a field is a vector space
V ⊗W equipped with a bilinear map V ×W → V ⊗W which is universal: for
any bilinear map β : V ×W → U to a vector space U there is a unique linear
map from V ⊗ W to U that takes v ⊗ w to β(v, w).
A.1.3 Representations
Let G be a group over F. GL(n, F ) is the group of invertible n×n matrices in F. A
representation of G over F is then a homomorphism ρ : G→ GL(n, F ) for some n.
n gives the dimension of the representation. Every group has an infinite number of
representations. We focus on irreducible representations (representations which
contain no proper subrepresentations. A subrepresentation of a representation V
1This discussion is taken from [39].
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is a vector subspace W of V which is invariant under G.) Any representation is a
direct sum of irreducible representations.
A.2 Young diagrams
A.2.1 The symmetric group
Permutations
A permutation of a set X is a one-to-one mapping of X onto itself. The set of
all permutations of {1, ..., n} (n a positive integer) is a group under the product
operation of composition: the product στ of a pair of permutations σ and τ is
defined by (στ)x = σ(τx)). It is called the symmetric group of degree n, and is
denoted Sn. The order of Sn is n!.
Conjugacy classes
Let x, y ∈ G. Then x is conjugate to y if y = g−1xg for some g ∈ G. Conjugacy is
easily shown to be an equivalence relation. The set of all elements in G conjugate
to x is called the conjugacy class of x in G. Every group is a union of conjugacy
classes, and distinct conjugacy classes are disjoint. Thus, a permutation group
G on X gives rise to a partitioning of X into disjoint classes. For x ∈ Sn, the
conjugacy class of x in Sn consists of all permutations in Sn with the same cycle
shape as x.
A.2.2 Young diagrams
The number of irreducible representations of Sd is the same as the number of
conjugacy classes of Sd. We can associate in a well-defined way a collection of
positive integers whose sum is n to each element ρ of Sn : this partition of n
consists of the lengths of the cycles that appear in a disjoint cycle decomposition
of ρ and is called the cycle structure of ρ. The number of disjoint cycle decompo-
sitions is given by the number of partitions of d = λ1 + ...+λk, λ1 ≥ ... ≥ λk ≥ 1,
which can be found from the partition function p(d):
∞∑
d=0
p(d)td =
∞∏
n=1
(
1
1− tn
)
= (1 + t+ t2 + ...)(1 + t2 + t4 + ...)(1 + t3 + ...)
= 1 + t+ 2t2 + 3t3 + 5t4 + ...,
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so there are five ways to partition 4, for example. There is a useful way to “draw”
representations of Sd, suggested by the link to partitions of d. To a partition
λ = (λ1, ..., λk) where
∑
λi = d we can associate a Young diagram made of rows
of λi boxes aligned on the left.
λ = , λ′ = .
There are λ1 boxes in the first row, λ2 boxes in the second and so on. The
conjugate partition λ′ is obtained by interchanging rows and columns. A Young
tableau is defined to be a numbering of the boxes by the integers 1, ..., d.
1 2 3
4 5
6
7
The usefulness of the Young diagrams or tableaux in the context of symmetric
groups comes from the symmetry properties we can assign to these shapes. The
following discussion aims to provide some of the background to the way in which
Young diagrams are used to label irreducible representations, as in the main body
of the text. Given a tableau, we can define two subgroups of the symmetric group:
P = Pλ = {g ∈ Sd : g preserves each row} ;
Q = Qλ = {g ∈ Sd : g preserves each column} .
In the group algebra CSd we introduce two elements corresponding to these sub-
groups: set
aλ =
∑
g∈P
eg;
bλ =
∑
g∈Q
sgn(g)eg.
To see what aλ and bλ do, observe that if V is any vector space and Sd acts on
the dth tensor power V ⊗d by permuting factors, then the image of the elements
aλ, bλ ∈ CSd → End(V ⊗d) are
Im(aλ) = Sym
λ1V ⊗ Symλ2V ⊗ Symλ3V ⊗ ...⊗ SymλkV ⊂ V ⊗d;
Im(bλ) = Λ
µ1V ⊗ Λµ2V ⊗ ...⊗ ΛµkV ⊂ V ⊗d,
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where µ is the conjugate partition to λ, and ΛnV are the exterior or alternating
powers of V.
Young symmetrisers are given by cλ = aλ.bλ ∈ CSd. When λ = (d), the
corresponding Young diagram is a row of d boxes, and
c(d) = a(d) =
∑
g∈Sd
eg, (A.6)
so the image of c(d)on V
⊗d is SymdV . Thus such Young diagrams correspond to
completely symmetric representations. When λ = (1, ..., 1),
c(1,...,1) = b(1,...,1) =
∑
g∈Sd
sgn(g)eg, (A.7)
and the image of c(1,...,1) on V
⊗d is ΛdV . Young diagrams which are just columns
therefore correspond to completely antisymmetric representations. The image of
the symmetrisers cλ in V
⊗d provide all the finite-dimensional irreducible represen-
tations of GL(V). This means there is a direct correspondence between conjugate
classes in Sd and irreducible representations of Sd.
A.3 Characters and orthogonality relations
A.3.1 Characters
Suppose that ρ : G → GL(n,C) is a representation of the finite group G. With
each n × n matrix gρ(g ∈ G) we associate the number given by adding all the
diagonal entries of the matrix (i.e. taking the trace) and call this number χ(g).
χ : G→ C is called the character of the representation ρ. Note from the definition
of conjugacy above that if x and y are conjugate to each other, χ(x) = χ(y). A
class function on G is a function ψ : G→ C such that ψ(x) = ψ(y) whenever x and
y are conjugate. The irreducible characters of a finite group G are therefore class
functions and the number of them is equal to the number of conjugacy classes
of G. It is convenient to record all the values of all the irreducible characters of
G in a square matrix. This matrix is called the character table of G. Character
tables for Sn, n = 1 to n = 7, are given in Appendix B.
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A.3.2 Schur’s Lemmas
Lemma I
If Γ and Γ′ are two irreducible representations (of different dimensions) of a group
G then if the matrix A satisfies
Γ(T )A = AΓ′(T ), (A.8)
for all T in G, it follows that A = 0.
Lemma I a
If Γ and Γ′ are irreducible representations (of the same dimension) of the group
G and if the matrix A satisfies
Γ(T )A = AΓ′(T ), (A.9)
for all T in G, then either Γ and Γ′ are equivalent or A = 0.
Lemma II
If the matrices Γ(T ) are an irreducible representation of a group G and
Γ(T )A = AΓ(T ) (A.10)
for all T in G, then A = λ1 where λ is a constant. In other words, if a matrix
commutes with all the matrices of an irreducible representation, that matrix must
be a multiple of the unit matrix.
A.3.3 Orthogonality relations
The fundamental orthogonality relations
Consider an irreducible representation of degree n for the group G of order g.
Construct the matrix
A =
∑
S
Γ(S)XΓ(S−1), (A.11)
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where X is an arbitrary matrix and the sum over S runs through all of the elements
of the group G. A satisfies the conditions of Lemma II, since
Γ(T )A =
∑
S
Γ(T )Γ(S)XΓ(S−1)
=
∑
S
Γ(T )Γ(S)XΓ(S−1)Γ(T−1).Γ(T )
=
[∑
S
Γ(TS)XΓ({TS}−1)
]
Γ(T ).
As S runs through the elements of the group, so does TS (for fixed T) and
therefore
∑
S
Γ(TS)XΓ({TS}−1) =
∑
S
Γ(S)XΓ(S−1), (A.12)
and
Γ(T )A = AΓ(T ). (A.13)
Then, according to the lemma, A = λ1. We choose X to have all its elements
zero, except Xlm = 1, ,and let the constant λ be λlm. Then, from (A.11),
∑
S
Γil(S)Γmj(S
−1) = λlmδij , (A.14)
or, if Γ is unitary,
∑
S
Γil(S)Γ
∗
jm(S) = λlmδij . (A.15)
To evaluate λlm, we set i = j, and sum over i:
∑
S
∑
i
Γil(S)Γmi(S
−1) = nλlm
nλlm =
∑
S
Γml(E)
nλlm =
∑
S
δml
nλlm = gδml.
So,
λlm =
g
n
δlm, (A.16)
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and
∑
S
Γil(S)Γmj(S
−1) =
g
n
δlmδij , (A.17)
or, if Γ is unitary,
∑
S
Γil(S)Γ
∗
jm(S) =
g
n
δlmδij . (A.18)
Similarly we can construct a matrix A satisfying the conditions of Lemma I.
Given any two nonequivalent irreducible representations of G, Γ(a) and Γ(b) (of
dimensions na and nb), let
A =
∑
S
Γ(b)(S)XΓ(a)(S−1), (A.19)
where X is an arbitrary matrix. Then
Γ(b)(T )A =
∑
S
Γ(b)(T )Γ(b)(S)XΓ(a)(S−1)
=
∑
S
Γ(b)(T )Γ(b)(S)XΓ(a)(S−1)Γ(a)(T−1).Γ(a)(T )
=
∑
S
Γ(b)(TS)XΓ(a)({TS}−1).Γ(a)(T )
= AΓ(a)(T ).
Thus, according to Lemma I, A = 0. Choosing X as before, we find
∑
S
Γ
(b)
il (S)Γ
(a)
mj(S
−1) = 0, (A.20)
for all i, j, l, m; or, if Γ(a) and Γ(b) are unitary,
∑
S
Γ
(b)
il (S)Γ
(a)∗
jm (S) = 0. (A.21)
Together, these results give us the following: If we consider all nonequivalent
irreducible representations of a group G, then the quantities Γ
(µ)
ij (T ) for fixed µ,
i, j, form a g-dimensional vector space, such that
∑
T
Γ
(µ)
il (T )Γ
(ν)
mj(T
−1) =
g
nµ
δµνδijδlm, (A.22)
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or, if the representation is unitary,
∑
T
Γ
(µ)
il (T )Γ
(ν)∗
mj (T ) =
g
nµ
δµνδijδlm. (A.23)
These are known as the fundamental orthogonality relations.
Orthogonality of characters
Starting from the fundamental orthogonality relations we can derive similar or-
thogonality relations for the characters. If we set i = l and j = m we obtain
∑
T
Γ
(µ)
ii (T )Γ
(ν)
jj (T
−1) =
g
nµ
δµνδ
2
ij
=
g
nµ
δµνδij
Now sum over all i and j:
∑
T
χ(µ)(T )χ(ν)(T−1) = gδµν , (A.24)
or
∑
T
χ(µ)(T )χ(ν)∗(T ) = gδµν . (A.25)
if the representations are unitary.
Recall that all the elements in a given class in G have the same character.
Let K1, ..., Kk be the k classes of G and let the number of elements in Ki be
gi. Then for all the elements of Ki, the character in the µ-representation is the
same: χ(µ)(T ) = χ
(µ)
i . Then we have∑
i
χ
(µ)
i χ
(ν)∗
i gi = gδµν
∑
i
χ
(µ)
i χ
(ν)∗
i =
g
gi
δµν .
Irreducibility
Consider an arbitrary representation Γ. Γ can be expressed in terms of irreducible
representations as
Γ(T ) =
∑
ν
aνΓ
(ν)(T ), (A.26)
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where the aν are integers ≥ 0. Now take the trace of this equation for an element
T in the class Ki of the group G:
χi =
∑
ν
aνχ
(ν)
i . (A.27)
Multiplying by χ
(µ)∗
i gi and summing over i:∑
i
χ
(µ)∗
i χigi =
∑
ν
aν
∑
i
giχ
(µ)∗
i χ
(ν)
i
=
∑
ν
aνgδµν
= gaµ,
or
aµ =
1
g
∑
i
χ
(µ)∗
i χi;
aµ =
1
g
∑
T∈G
χ(T )χ(a)(T−1).
which gives us the number of times a given irreducible representation is contained
in D.
Cayley’s theorem and a group algebra delta function
Let G be a group of order n. Label its elements g1, ..., gn. Cayley’s theorem states
that every group G of order n is isomorphic to a subgroup of the symmetric group
Sn. This is shown by considering that multiplication by any gν ∈ G permutes the
gi. This permutation can be achieved by permutation of the indices. Considering
g1, ..., gn as co-ordinates in an n-dimensional space, we can represent the element
gν by a permutation of the n co-ordinates.
{g1, ..., gn} σ−→ {gσ(1), ..., gσ(n)} (A.28)
σgi = gσ(i) = Γ(σ)ijgj
where the Γ(σ)ij are n × n matrices providing an n-dimensional representation
of σ. Permutations which are subgroups of order n of Sn and which (except for
the identity) leave no symbol unchanged are called regular permutations. For
this representation, the diagonal elements of all matrices are zero except for the
element gν such that gνgi = gi i.e. except for the unit element E. So, in the
APPENDIX A. REPRESENTATION THEORY 87
regular representation,
χ(T ) =
{
0 for T 6= E,
g for T = E.
(A.29)
Thus the only non-zero term in the sum of aν corresponds to the identity and
aa =
1
g
∑
T∈G
χ(T )χ(a)(T−1)
aa =
1
g
χ(E)χ(a)(E)
aa = da,
since χ(E) = g for a group of order g in the regular representation, and where
da is the dimension of Γ
(a)(E). Thus the number of times each irreducible repre-
sentation is contained in the regular representation is equal to the dimension of
the representation. (A.26) becomes
χ(T ) =
r∑
a=1
daχ
(a)(T )
=
r∑
a=1
χ(a)(E)χ(a)(T );
and χ(T ) = gδT,E so
r∑
a=1
χ(a)(E)χ(a)(T ) = gδT,E . (A.30)
For the symmetric group, with g = n!, this gives us (3.30).
The centre of the group and another character relation
For an element C in the centre of the group we have by definition that C commutes
with all the elements of the group. By Schur’s lemma, this means C = λ1. So,
χR(Cσ) = χR(λσ)
χR(Cσ) = λχR(σ).
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Also,
χR(C) = χR(λ1)
χR(C) = λχR(1)
χR(C) = λdR.
This gives us
λ =
χR(C)
dR
;
⇒ χR(Cσ) = χR(C)χR(σ)
dR
,
which proves (3.32). Now let
A =
∑
σ
χR
(
σ−1
)
ΓS(σ), (A.31)
where S is some irreducible representation. AΓS(τ) = ΓS(τ)A, so A = λ1.
Tracing both sides of this equation, we find
λ =
∑
σ
χR
(
σ−1
)
χS(σ)
dS
. (A.32)
Also, AΓS(α) = λΓS(α), so
∑
σ
χR
(
σ−1
)
ΓS(σα) =
∑
σ
χR
(
σ−1
)
χS(σ)ΓS(α)
dS
(A.33)
=
δRSn!
dS
ΓS(α), (A.34)
from the orthogonality relation. Therefore
∑
σ
χR
(
σ−1
)
χS (σα) =
δRSn!
dS
χS(α), (A.35)
which is just (3.21).
Dimensionality of the unitary group
The expression for Schur polynomials in terms of U(N) characters,
χR(U) =
1
n!
∑
σ∈Sn
χR(σ)tr(σU) (A.36)
APPENDIX A. REPRESENTATION THEORY 89
gives an expression for Dim(R) – the dimension of R as a representation of the
unitary group – when evaluated at U = 1.
tr(σU) =
∑
i1,...,in
U i1iσ(1) ...U
in
iσ(n)
tr(σ1) =
∑
i1,...,in
δi1iσ(1) ...δ
in
iσ(n)
tr(σ1) = NC(σ),
so
DimN (R) =
1
n!
∑
σ∈Sn
χR(σ)N
C(σ). (A.37)
A.4 Schur polynomials
A.4.1 Frobenius’s character formula
Let Ci denote the conjugacy class of Sd consisting of permutations with i1 1-
cycles, i2 2-cycles, ..., id d-cycles. This conjugacy class can be labelled by the
sequence i = (i1, ..., id) with
∑
αiα = d. Now we introduce independent variables
x1, ..., xk with k at least as large as the number of rows in the Young diagram of
λ. We define the power sums Pj(x), 1 ≤ j ≤ d and the discriminant ∆(x) by
Pj(x) = x
j
1 + x
j
2 + ...+ x
j
k;
∆(x) =
∏
i<j
(xi − xj).
Further, we define a notation for the coefficient of xl11 ...x
lk
k in a formal power
series f(x) = f(x1, ..., xk), where (l1, ...., lk) is a k-tuple of non-negative integers:
[f(x)](l1,...,lk)
Now, if we set l1 = λ1 + k − 1, l2 = λ2 + k − 2....lk = λk (given a partition λ) we
have the Frobenius character formula for the character of Vλ evaluated on g ∈ Ci:
( Vλ is the irreducible representation of Sd corresponding to the partition λ.)
χλ(Ci) =

∆(x).∏
j
Pj(x)
ij


(l1,...,lk)
(A.38)
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For example, if d = 5, λ = (3, 2) and Ci is the conjugacy class of (12)(345) (i.e.
i1 = 0 is the number of 1-cycles, i2 = 1, i3 = 1) then
χ(3,2)(Ci) = [(x1 − x2).(x11 + x12)i1(x21 + x22)i2(x31 + x32)i3 ](λ1+2−1,λ2+2−2)
= [(x1 − x2).(x21 + x22)(x31 + x32)](4,2)
= [(x31 + x1x
2
2 − x2x21 − x32)(x31 + x32)](4,2)
= [x61 + x
3
2x
3
1 + x
4
1x
2
2 + x1x
5
2 − x51x2 − x42x21 − x31x32 − x62](4,2)
= 1 (the coefficient of x41x
2
2)
Frobenius’s formula can be used to find the dimension of Vλ: it is given by the
character of the identity. The conjugacy class of the identity corresponds to
i = (d)(i = (i1), i1 = d i.e. d 1-cycles) so
∏
j
Pj(x) = P1(x)
i1 (A.39)
∏
j
Pj(x) = (x1 + ...+ xk)
d, (A.40)
and
dimVλ = χλ(C(d)) = [∆(x).(x1 +. ..+ xk)
d](l1,,...,lk). (A.41)
Now ∆(x) is the Van der Monde determinant:
∣∣∣∣∣∣∣∣
1 xk ... x
k−1
k
...
...
1 x1 ... x
k−1
1
∣∣∣∣∣∣∣∣
=
∑
σ∈Sk
(sgnσ)x
σ(1)−1
k ...x
σ(k)−1
1 , (A.42)
and
(x1 + ...+ xk)
d =
∑ d!
r1!...rk!
xr11 ....x
rk
k . (A.43)
The sum above is over k-tuples (r1, ..., rk) that sum to d. To find the coefficient
of xl11 ...x
lk
k in the product, we pair off corresponding terms in these two sums,
getting
∑
σ
sgn(σ)
d!
(l1 − σ(k) + 1)!...(lk − σ(1) + 1)! ,
APPENDIX A. REPRESENTATION THEORY 91
where now we are summing over those σ in Sk such that lk−i+1 − σ(i) + 1 ≥
0 ∀ 1 ≤ i ≤ k. This sum can be written as
d!
l1!...lk!
∑
σ∈Sk
sgn(σ)
k∏
j=1
lj(lj − 1)...(lj − σ(k − j + 1) + 2)
=
d!
l1!...lk!
∣∣∣∣∣∣∣∣
1 lk lk(lk − 1) ...
...
...
...
...
1 l1 l1(l1 − 1) ...
∣∣∣∣∣∣∣∣
. (A.44)
By column reduction this determinant reduces to the Van der Monde determinant,
so
dimVλ =
d!
l1!...lk!
∏
i<j
(li − lj), (A.45)
with li = λi + k − i. This is much easier to understand and work with when
expressed in terms of ‘hook lengths’, where the hook length of a box in a Young
diagram is the number of boxes in the right-hand hook of the diagram whose
corner is defined by the box in question. For example,
3 1
1
,
5 3 2
4 2 1
1
,
where each box is labelled by its hook length. In terms of these quantities,
dimV λ =
d!∏
(hook lengths)
. (A.46)
A.4.2 Frobenius-Schur duality
Let V = Cn. The vector space V ⊗d admits commuting actions of U(n) and Sd:
a left action of U(n)(g ∈ U(n), σ ∈ Sd):
g.(v1 ⊗ ...⊗ vd) = gv1 ⊗ ...⊗ gvd, (A.47)
and a right action of Sd:
(v1 ⊗ ...⊗ vd).σ = vσ(1) ⊗ ...⊗ vσ(d), (A.48)
Given a representation Rθ of Sd, Uθ =
(
V ⊗d
) ⊗ CSdRθ is a representation of
U(n). The vector space of endomorphisms of V ⊗d which commute with the linear
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transformations of Sd can be shown to be spanned by the linear transformations
of U(n). It follows that (see [48])
⊗rV ∼= ⊗θUθ ⊗Rθ, (A.49)
where θ runs through the irreducible representations of Sd such that Uθ is nonzero.
This will be all irreducible representations of Sd if n ≥ d. This fact is known as
Frobenius-Schur duality.2 It arises crucially from the commuting actions of U(N)
and Sn; the two commute and therefore can be simultaneously diagonalised. In
addition, there is no degeneracy, so the irreducible representations of U(N) are
the irreducible representations of Sn. Let ηθ be the character of Uθ and χθ be
the character of θ.
Now let λ be a partition of d. Thus λ = (λ1, ..., λl). Let cλ be a representation
of the conjugacy class of Sd of cycle type λ. A fundamental formula known to
Frobenius asserts that if g ∈ U(n) then
∏
tr(gλi) =
∑
θ
χθ(cλ)ηθ(g). (A.50)
A.4.3 Schur polynomials
The vector space of homogeneous symmetric polynomials of degree d in k variables
x1, ..., xk has several important bases, usually indexed by partitions λ of d into
at most k parts or by Young diagrams with at most k rows. One important basis
is given by the Schur polynomials
Sλ =
|xλi+k−ij |
|xk−ij |
=
|xλi+k−ij |
∆
, (A.51)
where
∆ =
∏
i<j
(xi − xj) (A.52)
is the discriminant, and |aij | denotes the determinant of a k × k matrix.
In terms of the Schur polynomials, Frobenius’s formula can be expressed by
∏
j
Pj(x)
ij =
∑
χλ(Ci)Sλ, (A.53)
the sum over all partitions λ of d in at most k parts. This, together with (A.50),
gives us the expression of [4] for Schur polynomials in terms of characters that is
2References are [39] and [48].
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used in the body of the text.
We have some useful rules for products of Schur polynomials:
SλS(m) =
∑
Sν , (A.54)
the sum over all ν whose Young diagram can be obtained from that of λ by adding
a total of m boxes to the rows, but with no two boxes in the same row. More gen-
erally there is a Littlewood-Richardson rule that gives a combinatorical formula
for the coefficient Nλµν in the expansion of a product as a linear combination of
Schur polynomials.
SλSµ =
∑
NλµνSν (A.55)
Here λ is a partition of d, µ is a partition of m, and the sum is over all partitions
ν of d+m (each with at most k parts). The Littlewood-Richardson rule says that
Nλµν is the number of ways the Young diagram for λ can be expanded to the
Young diagram for ν by a strict µ-expansion. If µ = (µ1, ..., µk), a µ-expansion
of a Young diagram is obtained by first adding µ1 boxes (with no two boxes in
the same column) and labelling these boxes ‘1’, then adding µ2 boxes labelled 2
in the same way and so on. The expansion is strict if, when the integers in the
boxes are listed from right to left, starting with the top row and working down,
and one looks at the first t entries in this list, each integer p between 1 and k-1
occurs at least as many times as the next integer p+1.
For example, a strict
1 1
2
expansion of yields :
1 1
2
,
1 1
2
,
1
1 2
,
1
1
2
,
1
2
1
,
1
1
2
,
1
1 2
,
1
1
2
.
Appendix B
Character tables for the
symmetric group
n = 2
X
X
X
X
X
X
X
X
X
X
X
Partition
Class 1
(12)
1
(2)
(2) 1 1
(12) 1 -1
n = 3
X
X
X
X
X
X
X
X
X
X
X
Partition
Class 1
(13)
3
(1,2)
2
(3)
(3) 1 1 1
(2,1) 2 0 -1
(13) 1 -1 1
94
APPENDIX B. CHARACTER TABLES FOR THE SYMMETRIC GROUP 95
n = 4
X
X
X
X
X
X
X
X
X
X
X
Partition
Class 1
(14)
6
(12,2)
8
(1,3)
3
(22)
6
(4)
(4) 1 1 1 1 1
(3,1) 3 1 0 -1 -1
(22) 2 0 -1 2 0
(2,12) 3 -1 0 -1 1
(14) 1 -1 1 1 -1
n = 5
X
X
X
X
X
X
X
X
X
X
X
Partition
Class 1
(15)
10
(13,2)
20
(12,3)
15
(1,22)
30
(1,4)
20
(2,3)
24
(5)
(5) 1 1 1 1 1 1 1
(4,1) 4 2 1 0 0 -1 -1
(3,2) 5 1 -1 1 -1 1 0
(3,12) 6 0 0 -2 0 0 1
(22,1) 5 -1 -1 1 1 -1 0
(2,13) 4 -2 1 0 0 1 -1
(15) 1 -1 1 1 -1 -1 1
A
P
P
E
N
D
IX
B
.
C
H
A
R
A
C
T
E
R
T
A
B
L
E
S
F
O
R
T
H
E
S
Y
M
M
E
T
R
IC
G
R
O
U
P
96
n = 6
X
X
X
X
X
X
X
X
X
X
X
Partition
Class 1
(16)
15
(14,2)
40
(13,3)
45
(12,22)
90
(12,4)
120
(1,2,3)
144
(1,5)
15
(23)
90
(2,4)
40
(32)
120
(6)
(6) 1 1 1 1 1 1 1 1 1 1 1
(5,1) 5 3 2 1 1 0 0 -1 -1 -1 -1
(4,2) 9 3 0 1 -1 0 -1 3 1 0 0
(4,12) 10 2 1 -2 0 -1 0 -2 0 1 1
(32) 5 1 -1 1 -1 1 0 -3 -1 2 0
(3,2,1) 16 0 -2 0 0 0 1 0 0 -2 0
(23) 5 -1 -1 1 1 -1 0 3 -1 2 0
(3,13) 10 -2 1 -2 0 1 0 2 0 1 -1
(22, 12) 9 -3 0 1 1 0 -1 -3 1 0 0
(2, 14) 5 -3 2 1 -1 0 0 1 -1 -1 1
(16) 1 -1 1 1 -1 -1 1 -1 1 1 -1
A
P
P
E
N
D
IX
B
.
C
H
A
R
A
C
T
E
R
T
A
B
L
E
S
F
O
R
T
H
E
S
Y
M
M
E
T
R
IC
G
R
O
U
P
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n = 7
X
X
X
X
X
X
X
X
X
X
X
Partition
Class 1
(17)
21
(15,2)
70
(14,3)
105
(13,22)
210
(13, 4)
420
(12, 2, 3)
504
(12,5)
105
(1,23)
630
(1,2,4)
280
(1, 32)
840
(1,6)
210
(22, 3)
504
(2,5)
420
(3,4)
720
(7)
(7) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(6,1) 6 4 3 2 2 1 1 0 0 0 0 -1 -1 -1 -1
(5,2) 14 6 2 2 0 0 -1 2 0 -1 -1 2 1 0 0
(5,12) 15 5 3 -1 1 -1 0 -3 -1 0 0 -1 0 1 1
(4,3) 14 4 -1 2 -2 1 -1 0 0 2 0 -1 -1 1 0
(4,2,1) 35 5 -1 -1 -1 -1 0 1 1 -1 1 -1 0 -1 0
(32,1) 21 1 -3 1 -1 1 1 -3 -1 0 0 1 1 -1 0
(4,13) 20 0 2 -4 0 0 0 0 0 2 0 2 0 0 -1
(3, 22) 21 -1 -3 1 1 -1 1 3 -1 0 0 1 -1 1 0
(3, 2, 12) 35 -5 -1 -1 1 1 0 -1 1 -1 -1 -1 0 1 0
(23, 1) 14 -4 -1 2 2 -1 -1 0 0 2 0 -1 1 -1 0
(3, 14) 15 -5 3 -1 -1 1 0 3 -1 0 0 -1 0 -1 1
(22, 13) 14 -6 2 2 0 0 -1 -2 0 -1 1 2 -1 0 0
(2, 15) 6 -4 3 2 -2 -1 1 0 0 0 0 -1 1 1 -1
(17) 1 -1 1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1
Appendix C
Results
The su(N) Schur polynomials for up to n = 5 boxes and there two-point correla-
tors are set out below. Note that there are fewer independent Schur polynomials
for a given n than there are representations of Sn. Only distinct correlators are
given here.
One box
χ (φ) = 0;
〈χ (φ) , χ (φ∗)〉 = 0.
Two boxes
χ (φ) =
1
2
tr
(
φ2
)
;
χ (φ) = −1
2
tr
(
φ2
)
;
〈χ (φ) , χ (φ∗)〉 = 1
2
(
N2 − 1) ;〈
χ (φ) , χ (φ∗)
〉
= −1
2
(
N2 − 1) ;〈
χ (φ) , χ (φ∗)
〉
=
1
2
(
N2 − 1) .
As we have already seen, the su(N) Schur polynomials are not linearly indepen-
dent. A block rule which simplifies calculation arises from the tensor product
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discussion in 4.4.1:
χ × χ = χ + χ + χ
χ × χ = 0,
because of the tracelessness of φ ∈ su(N). This gives us the identities we need
to calculate only distinct correlators. In the two block example, χ (φ) = −χ (φ),
which allows deduction of two of the correlators given above from 〈χ (φ) , χ (φ∗)〉.
Three boxes
χ (φ) =
1
3
tr
(
φ3
)
;
χ (φ) = −1
3
tr
(
φ3
)
;
χ (φ) =
1
3
tr
(
φ3
)
;
〈χ (φ) , χ (φ∗)〉 = 1
3N
(
N2 − 1) (N2 − 4) .
Four boxes
χ (φ) =
1
8
[
tr
(
φ2
)
tr
(
φ2
)
+ 2tr
(
φ4
)]
;
χ (φ) = −1
8
[
tr
(
φ2
)
tr
(
φ2
)
+ 2tr
(
φ4
)]
;
χ (φ) =
1
4
tr
(
φ2
)
tr
(
φ2
)
;
χ (φ) = −1
8
[
tr
(
φ2
)
tr
(
φ2
)− 2tr (φ4)] ;
χ (φ) =
1
8
[
tr
(
φ2
)
tr
(
φ2
)− 2tr (φ4)] .
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Thus we need only consider the correlators of Schur polynomials labelled by
, , :
〈χ (φ) , χ (φ∗)〉 = 1
8N2
(
N2 − 1) (N + 2)(N + 3) (3N2 − 7N + 6) ;〈
χ (φ) , χ (φ∗)
〉
=
1
4N
(
N2 − 1) (N − 1)(N + 2)(N + 3);〈
χ (φ) , χ (φ∗)
〉
= − 1
8N2
(
N2 − 1) (N2 − 4) (N2 − 9) ;
〈
χ (φ) , χ (φ∗)
〉
=
1
2
(
N2 − 1) (N2 + 1) ;〈
χ (φ) , χ (φ∗)
〉
=
1
4N
(
N2 − 1) (N + 1)(N − 2)(N − 3);
〈
χ (φ) , χ (φ∗)
〉
=
1
8N2
(
N2 − 1) (N − 2)(N − 3) (3N2 + 7N + 6) .
Five boxes
χ (φ) =
1
120
[
24tr
(
φ5
)
+ 20tr
(
φ2
)
tr
(
φ3
)]
;
χ (φ) = − 1
120
[
24tr
(
φ5
)
+ 20tr
(
φ2
)
tr
(
φ3
)]
;
χ (φ) =
1
120
[
20tr
(
φ2
)
tr
(
φ3
)]
;
χ (φ) =
1
120
[
24tr
(
φ5
)]
;
χ (φ) = − 1
120
[
20tr
(
φ2
)
tr
(
φ3
)]
;
χ (φ) = − 1
120
[
24tr
(
φ5
)− 20tr (φ2) tr (φ3)] ;
χ (φ) =
1
120
[
24tr
(
φ5
)− 20tr (φ2) tr (φ3)] .
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〈χ (φ) , χ (φ∗)〉 = 1
30N3
(N + 1)(N + 2)(N + 3)(N + 4)
× (11N4 − 50N3 + 85N2 − 70N + 24) ;〈
χ (φ) , χ (φ∗)
〉
=
1
6N2
(
N2 − 1) (N2 − 4) (N − 1)(N + 3)(N + 4);〈
χ (φ) , χ (φ∗)
〉
=
1
5N3
(
N2 − 1) (N2 − 4) (N + 3)(N + 4)
× (N2 − 2N + 2) ;〈
χ (φ) , χ (φ∗)
〉
=
1
30N3
(
N2 − 1) (N2 − 4) (N2 − 9) (N2 − 16) ;
〈
χ (φ) , χ (φ∗)
〉
=
1
6N
(
N2 − 1) (N + 2) (N3 − 2N2 + 5N − 10) ;〈
χ (φ) , χ (φ∗)
〉
=
1
N2
(
N2 − 1) (N2 − 2) (N2 − 4) ;〈
χ (φ) , χ (φ∗)
〉
= − 1
6N2
(
N2 − 1) (N + 1) (N2 − 4) (N − 3)(N − 4);
〈
χ (φ) , χ (φ∗)
〉
= − 1
5N3
(
N2 − 1) (N2 − 4) (N4 + 12) ;〈
χ (φ) , χ (φ∗)
〉
=
1
5N3
(
N2 − 1) (N2 − 4) (N − 3)(N − 4)
× (N2 + 2N + 2) ;〈
χ (φ) , χ (φ∗)
〉
=
1
30N3
(N − 1)(N − 2)(N − 3)(N − 4)
× (11N4 + 50N3 + 85N2 + 70N + 24) .
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