SVD (singular value decomposition) is a coherency-based technique that provides both signal retrieval and noise suppression. It has been implemented in a variety of seismic applications -mostly on a global scale only. We use SVD to improve the signal-to-noise ratio of prestack seismic gathers, but apply it locally to cope with signals that vary both with time and offset. SVD is based entirely on second order statistics (i.e., the covariance matrix) which are optimal only if the data is white and Gaussian. Independent component analysis (ICA) can overcome these restrictive assumptions and takes advantage of higher order statistics (beyond 2nd order). Local SVD/ICA techniques are compared with f -x deconvolution for improving the signal to noise ratio of prestack NMO-corrected CMP gathers. The local SVD/ICA methods are better than f -x deconvolution in removing background noise but they perform less well in enhancing the lateral coherency of weak events and/or events with conflicting dips. Combining f -x deconvolution with SVD/ICA signal enhancement overcomes the main weaknesses associated with each individual method and leads to the best results.
Summary
SVD (singular value decomposition) is a coherency-based technique that provides both signal retrieval and noise suppression. It has been implemented in a variety of seismic applications -mostly on a global scale only. We use SVD to improve the signal-to-noise ratio of prestack seismic gathers, but apply it locally to cope with signals that vary both with time and offset. SVD is based entirely on second order statistics (i.e., the covariance matrix) which are optimal only if the data is white and Gaussian. Independent component analysis (ICA) can overcome these restrictive assumptions and takes advantage of higher order statistics (beyond 2nd order). Local SVD/ICA techniques are compared with f -x deconvolution for improving the signal to noise ratio of prestack NMO-corrected CMP gathers. The local SVD/ICA methods are better than f -x deconvolution in removing background noise but they perform less well in enhancing the lateral coherency of weak events and/or events with conflicting dips. Combining f -x deconvolution with SVD/ICA signal enhancement overcomes the main weaknesses associated with each individual method and leads to the best results.
Introduction
Enhancement of signals embedded in background noise, particularly of pre-stack gathers, is an important issue in seismic data processing. Certain pre-stack techniques such as trace-by-trace spiking deconvolution or zero phase spectral enhancement provide some noise reduction, but often result in an increase of the noise level at high frequencies. The quality of the seismic image can be improved by means of multi-trace filtering methods such as f -x predictive deconvolution filtering [1] and coherency-based techniques. The latter form the scope of this paper. SVD is a powerful tool to detect laterally coherent signals in multi-trace recordings. Coherent signals are extracted using an eigenvalue decomposition of the data covariance matrix by including the contribution of the largest eigenvalues only. SVD can be used to enhance the signal-to-noise ratio (SNR) of prestack gathers if events are first flattened using an NMO correction. SVD projects the data into a "signal" subspace which is orthogonal to the "noise" subspace. Due to the orthogonality property of this projection, the signal and the noise are supposed to be uncorrelated. However, there is no physical reason for this restriction, knowing that a more realistic assumption would be that the signal and the noise are independent. ICA (independent component analysis ) is an eigen-decomposition technique that uses higher order statistics to look beyond uncorrelatedness for some kind of independence. It has been successfully implemented to separate up/down going waves in a VSP experiment [3] . Most SVD/ICA implementations are done globally, i.e., on the entire data section in one go. As a consequence, global SVD/ICA cannot cope with short and quickly varying events. This can be solved by adapting a local approach instead.
Theory
A data window X that contains m traces and n time samples per trace is extracted from the input (noisy) section. Using a cross correlation method, the extracted local section is aligned for maximum coherency. It is then fed to an SVD/ICA-based coherency booster and the output data are shifted back to their pre-alignment position to construct local "cleaned up" section. Using a sliding window and summing up all local cleaned sections jointly, a new move-out corrected gather is created with an enhanced SNR. The window is moved along the time and offset directions to cover the entire pre-stack gather. A percentage overlap is defined in order to remove edge artifacts.
SVD
The SVD of a data matrix X with m rows and n columns (generally m < n ) gives a linear expansion of the data such that
where the subscript indicates transpose, r is the rank of X, u k is the kth eigenvector of XX , v k are the kth eigenvector of X X, and λ k is the kth singular value of X. The singular values λ k , sorted as λ 1 > λ 2 > . . . > λ r , equal the positive square roots of the eigenvalues of the covariance matrix XX . The enhanced signalX svd is obtained by rank reduction, i.e., by taking only the first p 0 eigenvectors into account [2] . That is,
In most seismic applications p 0 is set to 1 or 2.
ICA
The first step of ICA is similar to SVD. It starts by computing an eigenvalue decomposition of the data covariance matrix. Then a dimension reduction is done by keeping the p largest (p > p 0 ) eigenvectors
, which we call the sources. The reason for this dimension reduction is to pre-filter the original data and to formulate the SNR enhancement problem as a source separation one, such that higher order statistics can be used [4] . The p sources after dimension reduction are assumed to contain p 0 "signal" sources and (p − p 0 ) "noise" sources. If the signal/noise sources are identified and separated, then a cleaned up section can be created by retaining only the signal sources. ICA amounts to applying a rotation matrix W on the sources V p after dimension reduction to create statistically independent signalsṼ p . Thus,
Once the appropriate W is computed, the ICA-based cleaned up section is defined as :
and theṽ k are ordered by their relative energy contributions. We consider two main ICA algorithms.
Fourth-order blind identification (FOBI)
The FOBI algorithm was introduced in [5] . It supposes that the signal and noise have no time structure, i.e., are i.i.d samples. To distinguish signal from noise it asumes that the signals have non-Gaussian probability density functions -contrary to the noise. Higher-order cumulant tensors can thus be used to separate signal from noise since such tensors detect non-Gaussianity. A widely used linear combination of fourth order cumulants is giving by the following matrix:
where E {.} is the statistical expectation operator and z(t) = [v 1 (t), v 1 (t), v p (t)] . The desired rotation matrix W is the one that diagonalises R 4 . It can be obtained by an eigenvalue decomposition technique.
Second-order blind identification (SOBI)
SOBI uses other information to separate signal from noise. It exploits the fact that the signal has a stationary time structure -contrary to the noise [6] . For a multi-trace data recording, the simplest way to infer knowledge about the time structure is via the time-lagged covariance matrix given by
Again, matrix W diagonalises R(τ) and can be obtained by an eigen-decomposition technique. Time-lag τ is a free user-defined parameter.
Comparison of techniques
We compare the performance of the three local coherency-based methods (SVD, FOBI and SOBI) and Fig 1a) . f -x deconvolution actually boosted some of the noise (Fig 1d, top right corner) . All the methods performed similar in terms of coherency boosting of the strong events. However f -x deconvolution outperforms for the ability to interpolate discontinuous events. It also handles weaker events with conflicting dips better. We notice a slight improvement of SOBI's performances (Fig 1d) over FOBI and SVD. This may indicate that more information on seismic signals versus noise can be retrieved by exploiting differences in time structure as opposed to differences in non-Gaussianity. The main drawback of f -x deconvolution, i.e. its tendency to boost some background noise, can be largely prevented by combining f -x deconvolution with SOBI. Fig 1f shows the result of feeding the output of f -x deconvolution to SOBI. Clearly, the background noise is largely suppressed as compared to Fig 1e. Multiple, masked and isolated dips were also preserved along with the interpolated coherencies.
Parameter settings
How do the parameters of the local SVD/ICA methods affect their performances? (i) The reduced dimension p has a near-constant effect for most of the range of 2 ≤ p ≤ m/2 traces, increasing p > m/2 traces does not improve the results. In most seismic applications the final dimension p 0 is set to 1 or 2. A choice of p = 5 and p 0 = 1 worked very well in our case.
(ii) Increasing the width m of the analysis window produces more noise suppression but at the expense of slightly flattening events and missing some weak dips. The window length n is less crucial. It should be large enough to ensure an efficient computation of the eigenvalue decomposition but not too large. Otherwise the analysis window becomes a global one and it can deal no longer with rapidly changing events.
(iii) A zero percent overlap produces artifacts that look like discontinuities in the output section. Increasing the overlap provides more noise suppression and increases lateral continuity of events, but at the the expense of increasing the computational load somewhat.
(iv) The time lag τ = 1 was chosen simply to have a maximum number of samples in the computation of the time-lagged covariance matrix R(τ). This choice turns out to be a consistent one, since the cross-correlation coefficient between sources decays quickly to zero as τ is increased. This forces the time-lagged covariance matrix R(τ) to be dominanted by its diagonal elements. The resulting matrix W then becomes the identiy matrix and SOBI degrades to a conventional SVD approach.
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), FOBI (c), SOBI (d), f -x deconvolution (e), and f -x deconvolution+SOBI (f). All techniques boost the SNR. f -x deconvolution interpolates discontinuous events and retrieves weak dips better but raises the background noise level more (e). SOBI (d) yields slightly better results than SVD (b) and FOBI (c). The best result is obtained by applying SOBI after f -x deconvolution (f). Data courtesy: Shell.

Conclusion
Local SVD/ICA are powerful techniques that can simultaneously boost coherent signals and suppress background noise of prestack CMP gathers. They are easy to implement and convenient to use since few parameters are to be chosen. The local SVD/ICA methods are better than f -x deconvolution in removing background noise but they perform less well in enhancing the lateral coherency of weak events and/or events with conflicting dips. Combining f -x deconvolution with SVD/ICA signal enhancement overcomes the main weaknesses associated with each individual method and leads to the best results. ICA achieved a slight improvement over SVD on real data.
