Abstract. We study simply laminated microstructures of a martensitic crystal capable of undergoing a cubic to orthorhombic transformation of type P (432) → P (222) . The free energy density modeling such a crystal is minimized on six energy wells that are pairwise rank-one connected. We consider the energy minimization problem with Dirichlet boundary data compatible with an arbitrary but fixed simple laminate. We first show that for all but a few isolated values of transformation strains, this problem has a unique Young measure solution solely characterized by the boundary data that represents the simply laminated microstructure. We then present a theory of stability for such a microstructure, and apply it to the conforming finite element approximation to obtain the corresponding error estimates for the finite element energy minimizers.
Introduction
One of the most frequently observed microstructures of a martensitic crystal is a fine-scale twin or a simple laminate which is an array of parallel layers with extremely fine layer thickness. Such a crystal undergoes a martensitic phase transformation -a diffusionless, structural, reversible phase transformation -from a high-temperature, high-symmetry austenite phase to a low-temperature, low-symmetry martensite phase. The change in symmetry gives rise to multiple variants of martensite -lattices that are identical in structure but oriented differently with respect to the parent austenite lattice. Below the transformation temperature, the variants of martensite often arrange themselves to form a microstructure -a fine-scale mixture of the different variants.
A recently developed geometrically nonlinear theory predicts the martensitic microstructure by energy minimization, see for example [9, 10, 11, 13, 15, 20, 21, 24, 27, 34] and the references therein. In this theory, the free energy density of the crystal below the transformation temperature is minimized on several energy wells representing the martensitic variants. The total energy fails therefore to be weakly lower semicontinuous and energy-minimizing sequences may develop fine-scale oscillations and converge only in some weak sense. These fine-scale oscillations manifest themselves as the microstructure, and are described mathematically by the notion of Young measure [6, 10, 26, 41, 43] . Thus, the energy minimization problem may not have classical solutions but only Young measure solutions. Further, it is atypical to expect the uniqueness of the Young measure solutions and consequently it is difficult to obtain error estimates for finite element minimizers.
A fine-scale twin or a simple laminate is a microstructure consisting of alternating bands of two different variants, and the corresponding Young measure is a convex combination of two Dirac masses. One can obtain such a microstructure as an energyminimizing deformation if and only if two variants satisfy an algebraic restriction of compatibility, that is, they are "rank-one connected" or "twin-related".
In this paper, we are concerned with the simply laminated microstructure of a martensitic crystal that can undergo a cubic to orthorhombic transformation of type P (432) → P (222) 1 . A typical example of such a crystal is the shape-memory alloy Copper-Aluminum-Nickel (Cu-Al-Ni) single crystal which is widely used for experimental studies of the shape-memory effect, see for example [2, 16, 22, 23, 38, 42] , and which has motivated various theoretical studies including [2, 11, 28, 29] . A crystal capable of undergoing such a transformation has six variants of martensite, each pair of variants being rank-one connected. All the rank-one connections can be classified into compound twins and noncompound (type I or type II) twins [10, 11, 16, 38] . Thus, the crystal is capable of a wide variety of simple laminates, and we show in this paper that these microstructures are special in a certain sense.
We study the energy minimization problem with a Dirichlet boundary condition compatible with an arbitrary but fixed simple laminate -a convex combination of two compatible energy-minimizing states. Our analysis shows that the deformation gradient for this problem takes values essentially in only two of the six available wells. This gives some rigorous justification for the assumption made in most of analytical and computational investigations of the Chu-James experiment (cf. [16] ) that the deformation gradient can be modeled by a two-well problem [1, 2, 7, 25, 28, 29] .
Our main results are as follows. First, we use the "minors relations" to show that for all but a few isolated values of transformation strains, the energy minimization problem has a unique Young measure solution solely characterized by the boundary data that represents the simply laminated microstructure. This is true for both compound and noncompound twins. Second, we develop a theory of stability for such a microstructure. This theory consists of a series of estimates via elastic energies for the reduction of the six-well problem to a two-well problem, for the approximation in strong topology of the directional derivative of deformations in any direction tangential to the "twin planes", for the approximation of volume fractions of deformation gradients participating in the microstructure, and for the approximation of nonlinear integrals of deformation gradients. Finally, we apply the theory of stability to the conforming finite element approximation of the simply laminated microstructure to obtain corresponding error estimates for finite element energy minimizers.
Similar results are known for the orthorhombic to monoclinic (two-well) and the cubic to tetragonal (three-well) transformations. Ball and James [9, 10] proved the uniqueness of the Young measure for these transformations. Luskin [33] gave a stability theory for microstructure and used this theory to analyze the orthorhombic to monoclinic transformation. Li and Luskin extended this theory to the cubic to tetragonal transformation [28, 30] and to laminates with varying volume fractions [32] . The fact that the energy density for the cubic to orthorhombic transformation has six wells makes this transformation significantly more difficult to analyze than the two and three-well transformations since the additional wells give the crystal more freedom to deform without the cost of additional energy. The numerical analysis of both conforming and nonconforming finite element approximations for the two-well and three-well transformations has been presented by Li and Luskin [30, 31, 32, 33] . The stability theory was also used by Luskin and Ma to analyze the microstructure in ferromagnetic crystals [35] .
We organize the rest of this paper as follows. In §2 we describe the energy minimization problem for the crystal in discussion. In §3 we prove the uniqueness of the Young measure for the energy minimization problem with a boundary data consistent with a simply laminated microstructure. In §4 we present the theory of stability for a simply laminated microstructure. Finally, in §5 we apply the theory of stability to obtain corresponding error estimates for finite element quasi-minimizers.
The Energy Minimization Problem
We denote by Ω the reference configuration of the crystal in discussion which is taken to be the homogeneous cubic state at the transformation temperature. We assume that Ω ⊂ R 3 is a bounded domain with a Lipschitz continuous boundary, ∂Ω. We also denote a deformation of the crystal by y : Ω → R 3 and its gradient by ∇y : Ω → R 3×3 , where R 3×3 is the set of all 3 × 3 real matrices. We seek to minimize the total energy
over an admissible class A of deformations, where φ : R 3×3 → R is the free energy density per unit volume of the reference configuration of the crystal at a fixed temperature below the transformation temperature.
We assume that the free energy density is rotationally invariant:
where SO(3) is the set of all proper rotations. To model the cubic to orthorhombic transformation of type P (432) → P (222) , we also assume that the free energy density is minimized on the six energy wells
where U 1 , · · · , U 6 are the transformation matrices with respect to the cubic basis {e 1 , e 2 , e 3 } of the six variants of martensite, respectively. So, by adding a constant, we may and do assume that
Finally, we assume that the free energy density φ : R 3×3 → R is continuous and satisfies certain growth conditions to be made precise in the next sections.
We recall that the six transformation matrices are given by [10, 11, 16 ]
The material parameters ξ, η, and ζ are defined by
where α, β, and γ are the transformation strains, that is, the principal strains of a linear transformation that transforms the cubic lattice to the orthorhombic lattice. For the shape-memory alloy Cu-14.2 at.% Al-4.3 at.% Ni single crystal at room temperature, the experimental values of these transformation strains are [38] α = 1.0691, β = 0.9178, γ = 1.0231.
Throughout this paper, we shall assume without loss of generality that
We can assume the first one by renumbering the variants if necessary and the last two by the requirement that a transformation matrix is always symmetric positive definite. The transformation matrices of the variants are symmetry-related. These symmetry relations are summarized in the following lemma that can be easily proved by verification, cf. [10, 12, 16] .
Lemma 2.1. For any indices i, j ∈ {1, · · · , 6} with i = j, there exists a rotation R ij of 180
• about some e ij ∈ R 3 , R ij = R[180
Moreover, up to scalar multiples, (3, 4) , (4, 3) , (5, 6) , (6, 5)}, and e ij ∈ {e k ± e l : k, l = 1, 2, 3, k = l}, otherwise.
We say that the energy wells U i and U j are rank-one connected if there exists Q ∈ SO(3) such that the difference QU i − U j is a rank-one matrix, that is, if
for some a, n ∈ R 3 with a, n = 0. Here, for any v, w ∈ R 3 , v ⊗ w is the tensor product defined by
is the matrix with entries (v ⊗ w) kl = v k w l with respect to the orthonormal basis {e 1 , e 2 , e 3 }. The equation (2.7) is known as the "twinning equation". According to the classical Hadamard compatibility condition, there exists a continuous deformation y whose gradient takes the value Q 1 U i on one side of a given plane and Q 2 U j on the other side for some Q 1 , Q 2 ∈ SO(3) if and only if Q 1 U i − Q 2 U j is a matrix of rank-one, that is, if and only if the energy wells U i and U j are rank-one connected as in (2.7). Further, the gradient can jump only on planes with normal n. Such a deformation describes a twin with n the normal of the twinning plane.
The following lemma summarizes all the rank-one connections between the six wells. See [9, 12, 16] for a proof. Lemma 2.2. (1) For each i ∈ {1, · · · , 6}, the energy well U i is not rank-one connected to itself.
(2) For any i, j ∈ {1, · · · , 6} with i = j, there are exactly two rank-one connections between the energy wells U i and U j , that is, there are exactly two distinct rotations Q ij ∈ SO(3) such that Q ij U i − U j are rank-one matrices. Moreover, the solutions (a, n) ∈ R 3 × R 3 to the twinning equation (2.7) are given by
respectively, where e = e ij /|e ij | is the unit vector of the axis of the rotation R ij = R[180
• , e ij ] given in Lemma 2.1, and ρ ∈ R is a nonzero constant. We can find the corresponding rotation Q by substituting back into (2.7).
If (i, j) ∈ {(1, 2), (2, 1), (3, 4) , (4, 3) , (5, 6) , (6, 5) }, the two normals n 1 and n 2 are both axes of rotations of 180
• that lead to the symmetry relation (2.6). In this case, we say that (2.7) determines a compound twin. Otherwise, only n 1 = e is the axis of a rotation of 180
• that leads to the symmetry relation (2.6). In this case, we say that (2.7) determines a noncompound twin and the solution (2.8) gives a type I twin and (2.9) a type II twin.
We identify microstructures with minimizing sequences of the energy functional E defined in (2.1). Of particular interest here is a simple laminate. Thus, we assume throughout the rest of the paper that i, j ∈ {1, · · · , 6} with i = j, and that Q ∈ SO(3) and a, n ∈ R 3 with |n| = 1 satisfy the twinning equation (2.7). For an arbitrary but fixed λ ∈ (0, 1), we also denote (2.10)
Now, for each integer k ≥ 1, we can construct a deformationỹ k ∈ W 1,∞ (Ω; R 3 ) such that its gradient ∇ỹ k takes the value QU i and U j alternatively in parallel layers with thickness λ/k and (1 − λ)/k respectively and with normal n. It follows from (2.1) and
With a slight modification ofỹ k on a set near the boundary whose measure goes to zero, we obtain a sequence
, and
cf. [9, 15, 34] . We say that this sequence generates a simple laminate with normal n composed of the gradients QU i and U j . Notice that for the limiting deformation z(x) := F λ x, x ∈ Ω, we have E(z) > 0 by (2.3) and the following lemma.
Lemma 2.3. We have for any λ ∈ (0, 1) that
. This, together with (2.10), implies that
Calculating the trace of relevant terms and noticing the fact that the trace of U 2 j is the same as that of U 2 k , we obtain 2λn
But the solutions of this equation are λ = 0 and λ = 1, if a and n are given by (2.8) or (2.9). Hence,
In the rest of the paper, we will confine ourselves to deformations which satisfy the boundary condition compatible with a simple laminate:
We thus assume that the set of admissible deformations A satisfies
where for 1 ≤ p ≤ ∞ we denote
and where the boundary value is understood in the sense of trace. The simple laminate construction proves the following lemma.
Lemma 2.4. Suppose the set of admissible deformations A satisfies (2.13). Then inf y∈A E(y) = 0.
The Uniqueness of the Young Measure
In this section, we assume that the continuous energy density φ : R 3×3 → R also satisfies the following growth condition
for some real constants c 0 , c 1 , and p such that c 1 > 0 and p > 1, where F is the matrix norm of F = (F kl ) ∈ R 3×3 defined by
Correspondingly, we define the set of admissible deformations to be
Let {y k } be a sequence of deformations bounded in W 1,p (Ω; R 3 ). Following [6, 10, 43] , we recall that the Young measure associated with a subsequence of {∇y k }, still denoted by {∇y k }, is a family of probability measures {ν x : x ∈ Ω} on the gradient space R
3×3
such that for any continuous function f : R 3×3 → R with a suitable growth rate at infinity and any measurable subset ω ⊆ Ω,
We now present the main result of this section -the uniqueness of the Young measure. We shall denote by δ G the Dirac measure on
3) and (3.1) with p > 1, and A be defined by (3.2). Let {y k } ⊂ A be an energy-minimizing sequence defined by (2.11) and {ν x : x ∈ Ω} the Young measure associated with a subsequence of {∇y k }.
(1) Suppose the rank-one connection (2.7) used in the definition of F λ determines a compound twin. Then the Young measure is unique and
for all the parameters ξ, η, and ζ satisfying (2.5), except those such that
(2) Suppose the rank-one connection (2.7) used in the definition of F λ determines a noncompound twin. If it is a type I twin, then the Young measure is unique and (3.3) holds true for all the parameters ξ, η, and ζ satisfying (2.5), except those such that
in which case the Young measure is not unique if λ =
If it is a type II twin, then the Young measure is unique and (3.3) holds true for all the parameters ξ, η, and ζ satisfying (2.5), except those such that As a direct consequence of the theorem, we have the following result on the nonexistence of energy minimizers.
Corollary 3.1. If the parameters ξ, η, and ζ satisfying (2.5) lead to the unique Young measure (3.3) and λ ∈ (0, 1), then there does not exist any y ∈ A such that
Proof. If there existed y ∈ A satisfying (3.7), then {y k } ⊂ A with each y k := y would be an energy-minimizing sequence. Any Young measure associated with the corresponding sequence of gradients would be given by ν x = δ ∇y(x) for almost every x ∈ Ω, which obviously contradicts (3.3).
We shall frequently use the following well-known result that a subdeterminant of the gradient is a null-Lagrangian [4, 5, 8, 18, 19] . Lemma 3.1. For any y ∈ W 1,2 (Ω; R 3 ) that satisfies the boundary condition (2.12), we have
Proof of Theorem 3.1. It is easy to see from the growth condition (3.1) that there exists a subsequence of {y k }, not relabeled, such that
for some y ∈ A. Moreover (cf. [10] ),
By Zhang's theorem (cf. [45] , also [37] ), we may assume that the family of Young measures are in fact generated by a W 1,∞ (Ω; R 3 ) bounded sequence of deformations which satisfy the boundary condition (2.12). Moreover, this sequence converges weak- * in W 1,∞ (Ω; R 3 ) to the same y ∈ A (hence y ∈ W 1,∞ (Ω; R 3 )). We therefore have the following part of the "minors relations" [4, 5, 10, 19, 36, 40] (3.11)
For each k ∈ {1, · · · , 6}, we now denote (3.12)
It follows from (3.10) that (3.13)
By the result of Ball and James [10] on the two-well problem, we need only to show that τ k = 0 for any k ∈ {1, · · · , 6} such that k = i and k = j. By (3.10), (3.8) and (3.11), we have for any w ∈ R 3 that
But the rank-one connection (2.7) and the definition of F λ (2.10) imply that
This, together with (3.14), implies that
By a similar argument, we have that
Recall that the cofactor of a nonsingular matrix A ∈ R 3×3 is given by Cof A = det(A)A −T . A simple calculation based on (2.7), together with the fact that det(QU i ) = det U j > 0, then leads to the rank-one connection of cofactors
Moreover, since the cofactor is rank-one affine (cf. [4, 5, 18 ]), we have by (2.7) and (2.10) that Cof
j a = 0, which, together with (3.17), implies that
We will use the two inequalities (3.16) and (3.19) with special choices of w ∈ R 3 to prove our result of uniqueness.
(1) Compound twinning. Without loss of generality, we may assume that (i, j) = (1, 2). In this case, there are two distinct (up to scalar multiples) normals n = e 2 and n = e 3 that solve the twinning equation (2.7), cf. Lemma 2.2. We only consider the case n = e 2 , since the other case can be treated similarly. In this case, U −1 2 a is parallel to e 3 . We first prove the uniqueness of the Young measure for parameters that do not satisfy (3.4) .
Setting w = e 1 and w = e 3 in (3.16), we obtain by a series of calculations using (2.4) and (2.10) that (3.20)
respectively. Consequently, we have
Similarly, setting w = e 1 and w = e 2 in (3.19), we can obtain
respectively. It follows now from (3.22), (3.23), (3.26) , and (3.27) that τ 3 = τ 4 = τ 5 = τ 6 = 0 for all ξ, η, and ζ except those that satisfy (3.4). We now show that if ξ, η, and ζ satisfy (3.4), then the Young measure is not unique for λ = 1/2. To this end, we first calculate F T λ F λ . For our choice that (i, j) = (1, 2) and n = e 2 , we can obtain from (2.8) that
A series of calculations then yield that
where
Now set
whereQ ∈ SO(3) andQ ∈ SO(3) are chosen to satisfy the twinning equation (2.7) for the variant pairs given by (i, j) = (3, 4) with the normal n = e 1 and (i, j) = (5, 6) with the normal n = e 2 , respectively. Either by direct calculations or by (3.29) using the symmetry described in Lemma 2.1, we can obtain for λ = 1/2 that
. This implies that there exists R ∈ SO(3) such that F 1/2 = RG 1/2 . We can thus conclude that, in addition to the one given in (3.3) with i = 1, j = 2, and λ = 1/2, there is another Young measure given by
Thus, the Young measure is not unique. If on the other hand ζ 2 = ξ 2 + η 2 ,we see that F −1, 0 ). An easy calculation shows that, up to multiplication by a scalar, (3.31)
We first consider a type I twin. Notice from (3.31) that any vector w ∈ R 3 such that w · n 1 = 0 has the form that w = (s, s, t) with s, t ∈ R. Denoting g 1 (s, t) := ρ 1 (w) with w = (s, s, t), we get by a series of calculations using (2.4) and (2.10) in (3.16) that (3.32)
Setting s = t = 1 in the above inequality, we obtain (τ 2 + τ 4 + τ 6 )(−8ξη) ≥ 0 and conclude that τ 2 = τ 4 = τ 6 = 0. Therefore, (3.32) reduces to g 1 (s, t) = τ 5 l 1 (s, t) ≥ 0 for all s, t ∈ R, where
However, the discriminant of the quadratic form l 1 is
This is always positive except for those ξ, η, and ζ satisfying (3.5). Therefore, if ζ = ξ + η, one can always choose nonzero s 1 , t 1 ∈ R such that l 1 (s 1 , t 1 ) < 0. Since g 1 : R 2 → R is always nonnegative by (3.32), we conclude that τ 5 = 0. Consequently, the Young measure is unique for a type I twin if the parameters do not satisfy (3.5). Now suppose the parameters satisfy (3.5), that is, ζ = ξ + η. Set K λ = λQU 5 + (1 − λ)U 3 withQ =Q(λ) ∈ SO(3) so chosen to give the type I twin solution to (2.7) for the variant pair given by (i, j) = (5, 3). By a series of calculations (which can easily be carried out with the help of a program like Mathematica), we obtain that F
. Following an argument similar to that used in the case of compound twins, we can thus conclude that the Young measure is not unique in this case.
We now turn to a type II twin. Notice from (3.31) that any vector w ∈ R 3 such that w · U −1 3 a 2 = 0 has the form that w = (s, s, t) with s, t ∈ R. Denoting g 2 (s, t) := ρ 2 (w) with w = (s, s, t), we get by a series of calculations using (2.4) and (2.10) in (3.19) that (3.34)
Setting s = −t = 1 above, we obtain (τ 2 + τ 4 + τ 5 ) (−8ξηζ 2 ) ≥ 0 and conclude that τ 2 = τ 4 = τ 5 = 0. Therefore (3.34) reduces to g 2 (s, t) = τ 6 l 2 (s, t) ≥ 0 for all s, t ∈ R, where
Since the discriminant of the quadratic form l 2 is
we can argue as in the case of a type I twin that τ 6 = 0, implying that the Young measure is unique for a type II twin, if the parameters do not satisfy (3.6). Finally, if the parameters satisfy (3.6), we can show as before that the Young measure is not unique by considering a suitable solution to the twinning equation (2.7) for the variant pair given by (i, j) = (6, 3). This completes the proof.
A Stability Theory for a Simply Laminated Microstructure
In addition to the assumptions (2.2) and (2.3), we assume in this section that the continuous energy density φ : R 3×3 → R also satisfies the following condition on the local ellipticity and the global growth rate
where κ > 0 is a constant and π : R 3×3 → U is the projection defined by
Since U ⊂ R 3×3 is compact, the projection π(F ) exists for any F ∈ R 3×3 , although it may not be unique. If π(F ) ∈ U = U 1 ∪ · · · ∪ U 6 for some F ∈ R 3×3 is multiply valued, we redefine its unique value to be in U i with the smallest possible index i.
We define in what follows the set of admissible deformations to be
The following lemma is a direct consequence of the condition (4.1).
Lemma 4.1. We have that
In the rest of this paper, we shall be concerned only with parameters ξ, η, and ζ for which we have the uniqueness of the Young measure as in Theorem 3.1. We thus make the standing assumption that the parameters ξ, η, and ζ satisfy (2.5) and also satisfy We shall also denote by C a generic positive constant which may vary with the context. Unless otherwise indicated, this constant C is assumed to be independent of y ∈ A but may be dependent on ξ, η, ζ, λ, κ, and Ω.
4.1.
Estimates for the reduction of the six-well problem to a two-well problem. For each k ∈ {1, · · · , 6} and each y ∈ A, we denote Theorem 4.1. We have
Proof. Fix y ∈ A. We shall translate the argument using the Young measure in the proof of Theorem 3.1 into that using the projection π : R 3×3 → U. We have by (4.6) and (3.8) that for any w ∈ R 3 with |w| = 1 (cf. (3.14))
It follows from the Cauchy-Schwarz inequality and Lemma 4.1 that
Thus, we obtain from (4.8) that for all w ∈ R 3 with |w| = 1
which, together with (3.15) leads to (cf. (3.16)) (4.10)
Similarly, we have by (4.6) and (3.8) that for any w ∈ R 3 with |w| = 1 that (cf. (3.17))
If we denote V (x) := π(∇y(x)) for any x ∈ Ω, then V = (V kl ) ∈ L ∞ (Ω; R 3×3 ) and its L ∞ norm is always bounded above by a constant C. If we also denote W (x) := ∇y(x) for x ∈ Ω, then W = (W kl ) ∈ L 2 (Ω; R 3×3 ). Moreover, one can easily verify for any k, l, p, q ∈ {1, 2, 3} with k = p and l = q that
Hence, we have by the Cauchy-Schwarz inequality that
The definition of the cofactor matrix and Lemma 4.1 then imply that
It thus follows from (4.11) and (4.12) that
which, together with (3.18), leads to (cf. (3.19)) (4.13)
j a = 0. Case 1. Compound twinning. Without loss of generality, we may assume as in the proof of Theorem 3.1 that (i, j) = (1, 2) and n = e 2 .
Setting w = e 1 in (4.10), we obtain (cf. (3.20))
leading to (cf. (3.22)) (4.14)
Setting w = e 3 in (4.10), we obtain that (cf. (3.21))
Similarly, setting w = e 1 and w = e 2 in (4.13), we obtain that (cf. (3.24) -(3.27))
and
respectively. We thus can conclude from (4.14) -(4.17) that
for all ξ, η, and ζ that satisfy (4.3). Case 2. Noncompound twinning. Without loss of generality, we may assume as in the proof of Theorem 3.1 that (i, j) = (1, 3) . The solutions to the twinning equation (2.7) are given by (2.8) and (2.9) with e = (1/ √ 2)(1, −1, 0). We also have (cf. (3.31))
We first consider a type I noncompound twin, that is, the rank-one connection with n = n 1 = e = 1 √ 2
(1, −1, 0). Notice that any vector w ∈ R 3 such that w · n 1 = 0 has the form w = (s, s, t) with s, t ∈ R. If we denote g 1 (y; s, t) := ρ 1 (y; w) with w = (s, s, t), then we have by (4.10) and by the same calculation as performed in (3.32) that (4.18)
Setting s = t = 1 in (4.18), we obtain
Notice that the coefficient of τ 5 (y) in (4.18) is precisely l 1 (s, t) which is defined in (3.33). Since ζ = ξ + η in this case, one can again always choose nonzero s 1 , t 1 ∈ R such that l 1 (s 1 , t 1 ) < 0 as argued before. Setting s = s 1 and t = t 1 in (4.18), we obtain using the estimate (4.19) that
We now consider a type II noncompound twin. By (4.13) and a series of calculations similar to (3.34), we can obtain for g 2 (y; s, t) := ρ 2 (w) with w = (s, s, t) and s, t ∈ R that (4.20)
Setting s = −t = 1 in (4.20), we get
Notice that the coefficient of the term τ 6 (y) in (4.20) is precisely the quadratic form l 2 (s, t) defined in (3.35) . Thus, by the same argument as in proving τ 6 = 0 at the end of the proof of Theorem 4.1, we can choose nonzero s 2 , t 2 ∈ R such that l 2 (s 2 , t 2 ) < 0.
With these values of s 2 and t 2 , we obtain from (4.20) and (4.21) that
The proof is complete.
4.2.
Estimates of deformations and deformation gradients. We first give a useful lemma on an estimate for directional derivatives of deformations in the direction tangential to the twin planes.
Lemma 4.2. For any w ∈ R 3 such that w · n = 0 and |w| = 1, we have
Proof. Fix w ∈ R 3 such that w · n = 0 and |w| = 1. Fix also y ∈ A. We have by (4.8) that
where we have by (4.9) that (4.23)
The desired inequality follows from (4.22), (4.23) , and the reduction estimate (4.7).
Now we give a series of estimates for all the admissible deformations and their gradients. These estimates indicate that any energy-minimizing sequence of deformations converges strongly, and that the corresponding sequence of deformation gradients converges to F λ weakly in general but strongly in any direction tangential to a twin plane.
Theorem 4.2. (1) For any w ∈ R
3 such that w · n = 0 and |w| = 1, we have
(2) We have
(3) For any Lipschitz domain ω ⊂ Ω, there exists a constant C = C(ω) > 0 such that
Proof. Fix y ∈ A.
(1) If w ∈ R 3 satisfies w · n = 0 and |w| = 1, then the inequality
together with Lemma 4.1 and Lemma 4.2, implies (4.24).
(2) Since y(x) − F λ x = 0 for x ∈ ∂Ω in the sense of trace, we can apply the Poincaré inequality [33, 44 ]
with w ∈ R 3 so chosen that w · n = 0 to obtain the inequality (4.25) from (4.24). (3) If follows from the divergence theorem and the Cauchy-Schwarz inequality that
where ν is the unit exterior normal to ∂ω and meas 2 ∂ω is the surface area of ∂ω. We can obtain by the trace theorem [3, 44] that
Further, we have by the triangle inequality and Lemma 4.1 that
It now follows from (4.28), (4.29) , (4.25) , and the fact
We finally obtain the inequality (4.26) by substituting (4.30) into (4.27).
Corollary 4.1. There does not exist any y ∈ A such that
Proof. If y ∈ A was a minimizer, then we would have that E(y) = 0 by Lemma 2.4 and further that y(x) = F λ x for almost every x ∈ Ω by (4.25). But F λ / ∈ U by Lemma 2.3. Hence, it follows from (2.3) that
which is a contradiction.
For the fixed i, j ∈ {1, · · · , 6} with i = j, we now define the projection π ij :
If π ij (F ) is multiply valued for some F ∈ R 3×3 , then we redefine its unique value to be the one in U i . We also define the operators Θ : R 3×3 → SO(3) and Π : R 3×3 → {QU i , U j } by the unique decomposition
The following theorem indicates that, for any energy-minimizing sequence of deformations, the corresponding sequence of deformation gradients converges to the two homogeneous deformation gradients QU i and U j that determine the Dirichlet boundary condition (2.12). we need only to show that
where I ∈ R 3×3 is the identity matrix, and Π(F ) for any F ∈ R 3×3 is always bounded by a constant, we need only to show that (4.32)
Choose w 1 , w 2 ∈ R 3 such that
By the rank-one connection (2.7) and the definition of F λ , we have
This implies that
Setting F = ∇y(x), x ∈ Ω, for a fixed y ∈ A, we thus obtain by Theorem 4.1 and Lemma 4.2 that
Setting w 3 := U j w 1 × U j w 2 , we have
One can verify that
for all F ∈ R 3×3 . Setting F = ∇y(x) for x ∈ Ω in this identity, we then obtain by (4.33) that (4.34)
Since {w 1 , w 2 , w 3 } is a basis for R 3 , (4.33) and (4.34) imply (4.32), hence the assertion of the theorem.
4.3.
Estimates of volume fractions and nonlinear integrals of deformation gradients. For any subset ω ⊂ Ω, ρ > 0, and y ∈ A, we define the sets ω i ρ (y) = {x ∈ ω : Π(∇y(x)) = QU i and ∇y(x) − QU i < ρ} , ω j ρ (y) = {x ∈ ω : Π(∇y(x)) = U j and ∇y(x) − U j < ρ} . The following theorem states that for any Lipschitz domain ω ⊂ Ω and any energyminimizing sequence {y k } in A, the volume fraction that ∇y k is near QU i converges to λ and the volume fraction that ∇y k is near U j converges to 1 − λ. 
Proof. Fix y ∈ A. By the definition of ω 
By the Cauchy-Schwarz inequality, Theorem 4.3, and Theorem 4.2, we obtain that
Again by the definition of ω i ρ and ω j ρ , we get
where the last step follows from Theorem 4.3.
It now follows from (4.35) and (4.36) that
which, together with the fact that QU i and U j are linearly independent, implies the assertion of the theorem.
We now denote by V the Sobolev space of all measurable functions f :
where z f : Ω → R is defined by
We can replace the entire gradient space R 3×3 in the definition of the norm f V by a ball {F ∈ R 3×3 : F ≤ R} for some positive constant R by restricting the gradients of admissible deformations to lie in such a ball. We note that it is not reasonable to use elasticity theory to model deformations with arbitrarily large gradients.
The following theorem gives error bounds for the approximation of nonlinear integrals of deformation gradients which can represent macroscopic thermodynamic densities.
∀f ∈ V, ∀y ∈ A.
Proof. Fix f ∈ V and y ∈ A. We have the decomposition (4.37)
It follows from the Cauchy-Schwarz inequality and Theorem 4.3 that
By the rank-one connection (2.7), the definition of F λ (2.10), and the definition of the function z f : Ω → R, we have the identity
This, together with an integration by parts, leads to 
Now, the desired inequality follows from (4.37), (4.38) , and (4.39).
Finite Element Approximations
In this section, we continue to assume as in the last section that the continuous energy density φ : R 3×3 → R satisfies (2.3) and (4.1), and that the parameters ξ, η, and ζ satisfy the conditions (4.3), (4.4), or (4.5) that can lead to the uniqueness of the Young measure. For simplicity, we also assume that the reference configuration of the crystal Ω ⊂ R 3 is a polygonal domain so that it can be covered by a finite element mesh consisting of polyhedra. For a treatment of a more general Lipschitz domain, we refer to [32] .
We denote by {τ h : 0 < h ≤ h 0 } a family of finite element meshes of Ω ⊂ R 3 , where h 0 > 0 is a constant. We assume that each τ h is a collection of polyhedra {K} satisfying [17, 39] :
(1)Ω = ∪ K∈τ h K;
S is a common face, edge, or vertex of K 1 and K 2 ; (4) diam K ≤ h for all K ∈ τ h .
For each h ∈ (0, h 0 ], we denote by V h a finite element space consisting of piecewise polynomials with respect to the finite element mesh τ h . We assume (1) V h contains all continuous, piecewise polynomials with respect to τ h . (Hence V h is a conforming finite element space in the sense that V h ⊂ W 1,∞ (Ω; R 3 )); (2) there exists an interpolation operator I h : W 1,∞ (Ω; R) → V h such that ess sup x∈Ω ∇I h u(x) ≤ C ess sup x∈Ω ∇u(x) ∀u ∈ W 1,∞ (Ω),
where the constant C above and below will always denote a generic positive constant independent of h.
We remark that the most widely used P k or Q k type conforming finite elements, in particular, the P 1 linear elements defined on tetrahedra and the Q 1 trilinear elements defined on rectangular parallelepipeds, satisfy these assumptions (for quasi-regular meshes) [17, 39] . We now define for each h ∈ (0, h 0 ] the set of admissible finite element deformations by A h := {y h = (y 1 , y 2 , y 3 ) ∈ A : y k ∈ V h , k = 1, 2, 3 }, where A is the set of admissible deformations defined in (4.2). Obviously, each A h = ∅.
The following theorem gives the existence of finite element energy minimizers as well as an error estimate for the corresponding minimum energy. Proof. By the Poincaré inequality (cf. [3, 44] ) and the quadratic growth rate (4.1) of φ : R 3×3 → R , we have
≤ C E(y) 1/2 + 1 .
Since the restriction of E on the finite-dimensional affine space A h is continuous, we thus obtain the existence of a finite element energy minimizer y h ∈ A h by a usual argument of compactness. Following [14, 33, 34] , one can construct a finite element deformation z h ∈ A h such that E(z h ) ≤ Ch 1/2 .
This finishes the proof.
Computational results show that number of local minima of the problem
grows arbitrarily large as the mesh size h → 0 [34] . Many of these local minima are approximations on different length scales to the same optimal microstructure [34] . Thus, it is reasonable to give error estimates for finite element approximations y h ∈ A h satisfying the quasi-optimality condition
for some constant σ ≥ 1 independent of h. It follows directly from the above theorem and our stability theory established in §4 (cf. Theorem 4.2, Theorem 4.3, Theorem 4.4, and Theorem 4.5) that we can obtain the following error estimates for finite element quasi-minimizers y h ∈ A h defined by (5.1). for any f ∈ V and any y h ∈ A h satisfying (5.1), where the space V is defined in §4.3.
