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Abstract
We supply counterexamples to results on the propagation of singularities of the solutions of one-
dimensional semilinear weakly hyperbolic systems. The examples illustrate the dependence of the
order of regularity on the initial data and on the properties of the right-hand side in a neighbourhood
of the point of interaction. The correct order of the anomalous singularity of the solution of the
systems in [J. Math. Pures Appl. 70 (1991) 393–426] is given.
 2003 Elsevier SAS. All rights reserved.
Résumé
On construit des contre-exemples de résultats sur la propagation des singularitées de la solution
d’un système semilinéaire et faiblement hyperbolique en une dimension d’espace. Les exemples
montrent la dépendance de l’ordre de régularité de la solution, des données initiales et des propriétées
du deuxième membre dans un voisinage du point d’interaction. On détermine correctement l’ordre
de la singularité anormale pour les solutions des systèmes considérés dans [J. Math. Pures Appl. 70
(1991) 393–426].
 2003 Elsevier SAS. All rights reserved.
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The examples in Section 1 show that in [1] the order of the anomalous singularity is not
determined exactly. In fact, it is neither (2k + 3)p, nor 2k + 3 + p − 1, as is conjectured
in [3]. It is (k + 2)p, and these three numbers coincide when k = −1. Of course one
can expect higher regularity under specific assumptions on the structure of the considered
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system (e.g., assumptions yielding sufficiently high order of vanishing of the function
bearing the initial singularity in the region between the two tangent characteristics and
the right-hand side of the system having a special form (cf. Example 3, Section 1)).
The correct version of the results in [1] is formulated in Section 2.
1. Examples
In a sufficiently small neighbourhood of the origin in R2(x,t) we consider the following
weakly hyperbolic system:
Xu ≡ (∂t + ptp−1∂x)u = 0,
∂tv = u, (1.1)
Dz ≡ (∂t + ∂x)z = f (u, v),
where p is a positive integer and the initial data are given at t = −T , T > 0,
u(x,−T ) = u0(x), v(x,−T ) ≡ z(x,−T ) ≡ 0.
The characteristics x = tp + const of X and x = const of ∂t have order of contact p − 1
at points on the line t = 0 and the characteristics of D (x = t + const) are transversal to
them. We denote by Ci , i = 1,2,3, the characteristics x = tp , x = 0 and x = t , passing
through the origin (0,0) (see Fig. 1). Let C+i be the part of Ci for t > 0. We assume that
the function u0(x) has jump discontinuity of order k (k  0 integer) at x0 = T p , i.e.,
(i) u0 ∈ Ck(R)∩ C∞((−∞, x0])∩ C∞([x0,+∞)),
(ii) ∂k+1x u0 has finite jump at x0.
Fig. 1.
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It is known that (cf. [2, Theorem 3.1]) the solution (u, v, z) is C∞ outside the
characteristic curves Ci . We want to establish the order of regularity of z in a
neighbourhood of C+3 . To this end we first fix (x˜, t˜ ) ∈ C+3 and calculate z at the points
(x±, t±), lying above C+3 (sign +) and under C+3 (sign −) respectively. We do this by
integrating the third equation in (1.1) along the respective characteristic ξ = τ + x± − t±.
(From now on we skip, when possible, the notation “±” for the sake of simplicity.) Then
we calculate the derivatives of z with respect to x at (x±, t±) and check whether they have
jumps at (x˜, t˜), i.e., when (x±, t±) → (x˜, t˜).
Let σ = x − t and let us denote by c(σ ) the implicit function determined by:
c(σ )+ σ = cp(σ ), c(0)= 0.
Obviously c ∈ C∞ in a neighbourhood of the origin and c′(0) = −1. Let a2(σ ) and
b2(σ ) be the restrictions of c(σ ) for σ  0 and σ  0 respectively. If a1(σ ) = −σ ,
σ < 0, b1(σ ) = −σ , σ > 0, then the crosspoints of the considered D-characteristics
with C1 and C2 (see Fig. 1) are respectively: A1 = (0, a1(σ )), A2 = (ap2 (σ ), a2(σ )),
B1 = (0, b1(σ )), B2 = (bp2 (σ ), b2(σ )). In this notation:
z(x+, t+) =
( a1∫
−T
+
a2∫
a1
+
t+∫
a2
)(
f (u, v)(τ + x+ − t+, τ ))dτ,
z(x−, t−) =
( b1∫
−T
+
b2∫
b1
+
t+∫
b2
)(
f (u, v)(τ + x− − t−, τ ))dτ.
(1.2)
We define the sets,
K1 = {(x, t) | x < tp} \ K3, K3 = {(x, t) | t > 0, 0 < x < tp},
K2 = {(x, t) | x > tp}
and denote by vi the restrictions of v on the set Ki . (We use the same notation vi in the
different examples.)
Example 1. Let
f (u, v) = uv, u0(x) =
{0, x  x0,
(x − x0)k+1, x  x0.
Then
u(x, t) =
{
0, (x, t) ∈ R2 \ K2,
(x − tp)k+1, (x, t) ∈ K2,
v1(x, t) ≡ 0;
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v (x, t) =
t∫
(x − τp)k+1 dτ2
−x1/p
=
k+1∑
α=0
(
k + 1
α
)
xα · (−1)k+1−α · τ
p(k+1−α)+1
p(k + 1 − α) + 1
∣∣∣∣
t
−x1/p
= P(x, t)+ Ek · xk+1+1/p,
where P is a polynomial of x and t and Ek is the positive constant,
1∫
0
(1 − sp)k+1 ds; v3(x, t) =
x1/p∫
−x1/p
(x − τp)k+1 dτ = 2Ek · xk+1+1/p.
In the present example only the third addends in (1.2) are nonzero. In both cases the
integrand is:
(uv2)(τ + σ, τ ) = (τ + σ − τp)k+1 ·
[
P(τ + σ, τ )+Ek(τ + σ)k+1+1/p
]
.
After changing the variables τ + σ = sp , we integrate
[
sp − (sp − σ)p]k+1 · [P(sp, sp − σ)+ Ek · sp(k+1)+1] · psp−1 (1.3)
from a2(σ ) (b2(σ ) respectively) to (x+)1/p ((x−)1/p respectively). The resulting function
is C∞ when x is in a neighbourhood of x˜ and σ is in a neighbourhood of zero. Hence all
derivatives of z with respect to x have no jumps when (x±, t±) → (x˜, t˜ ), i.e., when σ → 0.
This result contradicts theorem (0.1) in [1] because z is C∞ in a neighbourhood of C+3 ,
despite the fact that ∂
2f
∂u∂v
≡ 1 = 0.
The next example shows that, except under specific hypotheses, the natural conjecture
for the sharp order of the singularity is (k + 2)p, which is strictly less than the number
(2k + 3)p, given in [1].
Example 2. Let
f (u, v) = uv and u0(x)=
{1, x  x0,
1 + (x − x0)k+1, x  x0.
Now
u(x, t) =
{
1, (x, t) ∈ R2 \ K2,
1 + (x − tp)k+1, (x, t) ∈ K2,
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and, respectively: v1(x, t) = t + T , v2(x, t) = v1(x, t) + P(x, t) + Ek · xk+1+1/p,
k+1+1/pv3(x, t) = v1(x, t)+ 2Ek · x .
As in the previous example, the functions in (1.3), defined by ∫ t+a2(σ ) and ∫ t−b2(σ )
respectively, are C∞ and any of their ∂x -derivatives, defined for σ < 0 and σ > 0, has no
jump as σ → 0. The same holds for ∫ a2(σ )−T (τ + T )dτ and for ∫ b2(σ )−T (τ + T )dτ . However
the formula for z(x+, t+) contains an asymmetric term having no analogue in the formula
for z(x−, t−), namely:
w(σ) =
a2(σ )∫
a1(σ )
2Ek · (τ + σ)k+1+1/p dτ = 2pEk
p(k + 2)+ 1a
p(k+2)+1
2 .
Obviously the ∂x -derivative of order p(k + 2) + 1 of the function z is discontinuous at
(x˜, t˜ ) because
lim
σ→0, σ<0∂
p(k+2)+1
x w(σ) =
(
p(k + 2)+ 1)! · 2pEk
p(k + 2)+ 1 · (−1)
p(k+2)+1 = 0.
Remark. The result remains true also in the case f (u, v) ≡ v. In the strictly hyperbolic
case the two interacting singularities were born by two separate components of the solution
and one has to use both of them (usually the product uv) in order to generate the anomalous
singularities. In the weakly hyperbolic case the component v bears singularities both on C1
and C+2 .
The following examples clarify the mechanism of the smoothing of z at the points
of C+3 . It is a modification of the original example of [2, Section 5].
Example 3. Let
f (u, v) = uv, u0(x) =
{
α(x − x0)q, x  x0,
(x − x0)k+1 + α(x − x0)q, x  x0,
where α = const = 0 and q , 1  q  k + 1, is an integer. (For α = 1 and q = k + 1 the
example of [2] obtains.) Now
u(x, t) =
{
α(x − tp)q, (x, t) ∈ R2 \ K2,
(x − tp)k+1 + α(x − tp)q, (x, t) ∈ K2;
v1(x, t) = Q(x, t) − Q(x,−T ), where Q is a polynomial, and following the above nota-
tion: v2(x, t) = v1(x, t) + P(x, t) + Ek · xk+1+1/p, v3(x, t) = v1(x, t)+ 2Ek · xk+1+1/p.
We are again interested in the asymmetric term of the form:
const ·
a2(σ )∫
a1(σ )
(τ + σ − τp)q · 2Ek(τ + σ)k+1+1/p dτ.
808 I.V. Iordanov / J. Math. Pures Appl. 83 (2004) 803–809
One can verify, as in Example 2, that the first derivative of z which has a jump through C+3 ,
is of order p(k + 2 + q)+ 1.
Remark. This example makes it obvious that if, in Example 1, we take the initial data:
u0 =
{
(x − x0)k+1, x  x0,
0, x  x0,
then the order of the singularity is (2k + 3)p. (It is sufficient to set α = −1 and q = k + 1
in Example 3.)
The following example demonstrates that the same effect results from imposing an
appropriate structure on the right-hand side f (u, v) of the third equation.
Example 4. Let
f (u, v) = uqv, u0(x)=
{
x − x0, x  x0,
(x − x0)k+1 + x − x0, x  x0.
The conclusion coincide with those of Example 3.
It should also be noted that even with initial data as in Example 1, the regularity of z
will be at most p(k + 2) if f (u, v) has the property:
lim
(x,t)→(0,0), (x,t)∈K1∪K3
∂f (u, v)
∂v
(x, t) = 0,
for example f (u, v) = eu · v.
2. Correction of Theorem 0.1 in [1]
The part of the proof dealing with the regularity of order (k + 2)p remains unchanged.
Only the hypothesis Hi(q), i = 1,2, on pp. 408–409 have to be specified. The hypothesis
H1(q) is replaced by E1(q) coinciding with H1(q) except the estimate (ii)2) where the
power of y is K − s − m/p. The hypothesis H2(q) is replaced by the following:
Hypothesis E2(q). Let q ∈ N. Then the derivatives Lkr ui, i  3, k = 1,2, are bounded
and continuous in R \C1 \C+2 .
Now the most singular term [1, Corollary 2.10] is not correctly determined. One can
easily check that for r = 1, . . . ,2k + 2, i  3,
XiLrui =
2r∑
k=1
Brkgi +
r∑
j=1
ArjLjui
I.V. Iordanov / J. Math. Pures Appl. 83 (2004) 803–809 809
holds true, where Arj are C∞-functions and Brk are superpositions of r operators Pm, i.e.,
rBk = Pr ◦Pr−1 ◦ · · · ◦ P1, defined by:
Pm =
{
X1 or multiplication by a C∞-function if m is odd,
∂t or multiplication by a C∞-function if m is even.
The most singular term in the right-hand side of XiL2k+2ui is obtained from (∂tX1)k+1gi ,
where the operator X1 produces ∂x -derivatives of u2 and ∂t reduces the number of the
t-factors coming from the function λ1(x, t). We thus obtain a term:
(bounded function)
∂gi
∂u2
· t(k+1)(p−2) · ∂k+1x u2. (2.1)
In order to obtain regularity of order (2k + 3)p, in the proof of the main result in [1] the
operator X1 (respectively X2) has been replaced by X2 (respectively X1) up to the highest
order of existence of a ∂x -derivative of u1 and u2. In this way the equation for the derivative
Lrui of maximal order contains the term
(bounded function)t2(k+1)(p−1) · ∂k+1x u1 · ∂k+1x u2
having more t-factors than (2.1), which leads to the erroneous conclusion. The replacement
of the operators leads to a jump of the lower-order transversal derivatives of ui across C+i
(because of the terms on 2, cf. the notation in [1]).
Theorem 0.1 in [1] must be replaced by:
Theorem. In the notation of [1], the functions ui, i  3, are C(p+2)p(R \ C1 \ C+2 ). If,
in addition, ∂gi
∂u2
∣∣
x=0, t=0 = 0, then the derivatives of ui, i  3, of order (k + 2)p + 1,
transversal to Ci , have jumps in all points of C+i .
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