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Individualisation of commingled remains is the first step towards identification 
of skeletal remains, and thus to returning a loved one to their family or community 
after tragedy and to providing closure. Currently, there are limited methods of 
individualisation of commingled remains, which hinders the identification process. 
This dissertation explored the effectiveness of a novel individualisation technique, 
called mesh-to-mesh value comparison (MVC), on pair-matching four different sets of 
bones: humeri, clavicles, temporal bones and calcanei. This was done using two 
different MVC methods: one manual which uses the program Flexscan3D, and the 
other automatic which uses the program Viewbox. Both use three-dimensional models 
of bones to more accurately digitally match pairs using Iterative Closest Point 
algorithms. The resulting data from both programs were assessed using sensitivity, 
specificity, positive predictive value, and negative predictive values rates, calculated 
in two different manners: by Lowest Common Value selection and by Receiver 
Operating Characteristic (ROC) curves. Results varied by bone type and MVC type 
but generally both MVC methods were highly accurate at pair-matching, though the 
manual always outperformed the automatic. The single exception for both the manual 



































































Forensic anthropology is the study of the human skeleton for identification 
purposes, to provide information for legal processes and closure for families and 
communities affected by tragedy. The main task of the forensic anthropologist is the 
creation of a biological profile, which estimates age, sex, stature, and often ancestry. 
However, in situations where multiple skeletons are commingled (mixed together), 
such as mass disasters, skeletal remains must be separated into individuals before a 
biological profile can be created. Currently there are limited methods for 
individualisation, which hinders the creation of a biological profile, and therefore 
identification of an individual.  
This thesis tested a novel method for sorting commingled remains called 
mesh-to-mesh value comparison (MVC). This technique uses three-dimensional 
models of bones to test similarity in paired bones using Iterative Closest Point (ICP) 
algorithms, which expresses the overall similarity of three-dimensional objects. Four 
sets of bones, humeri (arm), clavicles (collarbones), temporals (skull) and calcanei 
(foot), were tested to explore the effects of three-dimensional geometry, asymmetry, 
and the algorithms on these paired elements. These sets of bones came from five 
different populations, covering different geographic locations and time periods. Two 
different versions of MVC were used, one manual which used the software 
Flexscan3D and the other automatic which used Viewbox 4.1. All of the resulting 
data were analysed using sensitivity, specificity, positive predictive value and 
negative predictive value rates. These rates more accurately describe the ability of a 
pair-matching method to distinguish between true pair-matches, true negatives 
(single bones), and other false matches. 
 Though the results varied across bone type and MVC type, generally MVC 
was a highly accurate method for pair-matching. The only exception was clavicles 
(collarbones), which were challenging to pair-match. MVC is therefore a valuable 
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On the 14th of June 2017, Grenfell Tower went up in flames. By the 22nd of 
November 2017, the Westminster Coroner and the Metropolitan Police had released 
their final reports on the identification of the 71 individuals who died in the fire 
(Wilcox, 2019, Metropolitan Police, 2017b). From the point of view of the numerous 
agencies and personnel involved in the identification process of the disaster, the 
relative speed at which the processing of such a complex scene and the rigorous 
identification process took place was impressive (Jolly, 2017, Gregory, 2017, Press 
Association, 2018). The surviving victims of the fire, however, were distressed and 
angered about the slowness of the identification process only three weeks after the 
incident (Jolly, 2017).   
A further six months after the disaster, the family of Mohamed Amied Neda 
were stunned and angered to learn that one of his bone fragments was found in a 
tumble dryer after his clothes were sent to be professionally cleaned in order to be 
returned (Press Association, 2018). As his wife described:  
“I’m angry with that. We are angry. Why didn’t they check proper? 
Why did it take so long? Even the police aren’t getting the answer 
for me…They tell the truth for us, I think it is respectful, but we are 
angry because why they didn’t check first time and they didn’t tell 
us? …This time is more difficult from the first time, it is more 
difficult, we did again. The ceremony ... reburied, everything.” 
(Press Association, 2018) 
 
During the approximately six month period of confirming the identification 
of those who died in the fire, those affected by the tragedy lived with not knowing if 
their family members and friends who were missing were alive or dead, in addition 
to other physical and emotional trauma from the event (Gregory, 2017).   
 This, unfortunately, is not a unique case. In the United Kingdom, numerous 
tragedies such as the sinking of the Marchioness, the Pan Am explosion over 
Lockerbie, the fire at King’s Cross, and the Lakanal House fire have had similar 
impacts (Shepherd, 2019, Designing Buildings, 2018, Dangerfield, 2014). Judy 
Wellington, the mother of Marchioness victim Simon Senior, for example, described 
similar feelings of distress to the Grenfell victims: “All I kept thinking was my child 
is somewhere but I couldn't reach him. I couldn't eat or sleep and when I did sleep, 
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I'd wake up and that feeling of pain would come back inside of me. Then I started to 
realise he was not coming back” (Dangerfield, 2014).  
 The vast number of these testimonials do not mean that they have gone 
unheard. In fact, most of these testimonies have only served to strengthen the resolve 
of those practitioners involved in helping resolve these tragedies. Sergeant Alistair 
Hutchins, who led the Metropolitan Police’s identification team for Grenfell, for 
example, expressed that his team understood the frustration of family and friends 
awaiting news of their loved ones (Gregory, 2017); he went on to explain that the 
team was “extremely passionate about what we do and that is fundamental…We 
believe in dignity in death, we believe in repatriating loved ones to their family 
members as fast as we can but also we believe in adhering to a safe system of 
identification” (Gregory, 2017).   
 The sheer number of personnel involved in helping the reconciliation process 
of disasters is generally astonishing. For example with Grenfell, there were 
approximately 670 firefighters, 340 police officers, and 340 ambulance staff 
involved in the rescue efforts, as reported by the Metropolitan Police (Metropolitan 
Police, 2017a). Another approximately 200 police officers were dedicated to the 
investigation after the incident, and there was a team of 42 individuals dedicated just 
to the identification process (Gregory, 2017, Metropolitan Police, 2017a). This does 
not count the numerous National Health Service staff members who have and 
continue to help survivors, including doctors, nurses and psychologists (Gregory, 
2017, Metropolitan Police, 2017a).  
Around the world, similar large-scale tragedies have occurred with similar 
impacts: the World Trade Centers’ destruction in the United States; the ‘disappeared’ 
in Argentina; the genocide in Cambodia; the tsunamis in Indonesia. Smaller-scale 
tragedies and accidents happen around the world on a more frequent basis, without 
the global recognition but with the same impact on the friends, families and 
communities connected to these events. 
 Sometimes people prefer to move on directly from tragedies, not needing the 
particular type of closure that comes from seeing a set of remains or knowing 
without a doubt that their loved ones are dead. They already have what they need. 
But others do not.  
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With each of these types of situations, numerous forensic practitioners 
including police officers, firefighters, emergency workers, forensic scientists, 
forensic medicine practitioners, nurses, forensic pathologists and forensic 
anthropologists step forward to help. They step forward to provide aid, assistance, 
expertise, dignity, and hopefully justice.  
This dissertation explores just one small aspect of that process, examining 
how forensic anthropologists and the creation of new individualisation techniques 
can potentially improve the identification process of commingled remains. In turn, 
these processes may help minimise the pain felt by friends, families and communities 





























































Aims and Objectives 
 
The aims of this dissertation are to explore: 
1) The potential of digital three-dimensional modelling for creating new 
methods for sorting commingled remains, specifically regarding pair-
matching. 
2) The potential of Iterative Closest Point (ICP) algorithms for creating new 
methods for sorting commingled remains, specifically regarding pair-
matching. 
3) The accuracy of these new potential methods as compared to current 
techniques. 
4) The feasibility of these new potential methods as compared to current 
techniques. 
 
In order to achieve these aims, the objectives of this dissertation are: 
1) Compile a sample of four sets of different bone types (humeri, clavicles, 
temporals and clavicles) numbered at 100 bones per set, of known pair-
matched bones.  
2) Create digital three-dimensional models of all four sets of bones. 
3) Test the four sets of known pair-matched bones with the two novel Mesh-to-
mesh Value Comparison (MVC) methods, one manual and the other 
automatic, both of which use three-dimensional modelling and ICP 
algorithms for determining similarity and therefore pair-matching.  
4) Report the accuracy of results of the MVC methods. 
5) Interpret the results of the MVC methods, comparing their accuracy and 














































Forensic anthropology is the study of the human skeleton for identification 
purposes. More specifically, the word forensic connotes the intersection of law and 
medicine. Thus, forensic anthropology focuses on situations which have legal 
importance, not just situations which may involve the human skeleton. In terms of 
identification, forensic anthropologists are generally tasked with the creation of a 
biological profile; in other words, the estimation of sex, age, stature, and ancestry. 
Forensic anthropologists can also assess the presence of certain types of pathology 
and trauma. The biological profile and any other resulting information regarding 
trauma or pathology are then used to help identify who that person was in life. The 
establishment of a positive identification, or matching a set of remains to a known 
individual, has rigorous standards that may vary slightly jurisdiction to jurisdiction, 
but are set at an intentionally high bar. They consist of three different types of 
identification: primary, secondary and accessory (College of Policing, 2018, Interpol, 
2019). Primary identifiers include DNA, ridgeology (fingerprints, palm and 
footprints), and odontology (College of Policing, 2018, Interpol, 2019).  Secondary 
identifiers include aspects like unique medical identifiers, scars, and tattoos (College 
of Policing, 2018, Interpol, 2019). Accessory, or assistance, identifiers consist of 
visual identification, jewellery, clothing and aspects such as location (College of 
Policing, 2018, Interpol, 2019). For positive identification, most jurisdictions require 
at least one primary identifier or at least two secondary identifiers (College of 
Policing, 2018, Interpol, 2019, Crown Office and Procurator Fiscal Service, 2019). 
Most forensic anthropological methods produce only secondary and accessory 
identifiers, though forensic anthropologists can aid in aspects like radiological 
comparison of dental records for odontological primary identifiers (Scientific 
Working Group for Forensic Anthropology, 2010, College of Policing, 2018, 
Interpol, 2019). Still, the main area of study of forensic anthropology continues to be 






Bone is a hard biological tissue made up of hydroxyapatite (an inorganic 
material) and collagen (an organic material) (White and Folkens, 2005). Cell-wise, 
the three main types of bone-related cells are osteoblasts, osteoclasts and osteocytes 
(White and Folkens, 2005, Manolagas, 2000). Osteoblasts are responsible for the 
creation of new bone tissue, while osteoclasts are responsible for the breakdown of 
bone tissue (White and Folkens, 2005, Manolagas, 2000). Thus, given they function 
normally, they maintain a balanced relationship where bone is a stabilised tissue 
(White and Folkens, 2005, Manolagas, 2000). However, this also means that activity 
has an impact on bone tissue growth (i.e. osteoblasts outperforming osteoclasts) and 
that imbalances between the two cell types have an impact on bone tissue growth 
(osteoclasts outperforming osteoblasts for example produces 
osteopenia/osteoporosis) (Manolagas, 2000, Haapasalo et al., 1998). Osteocytes are 
osteoblasts that have become trapped in the organic matrix of bone (otherwise known 
as the osteoid) (White and Folkens, 2005). In general terms, bone can be divided into 
two types, cancellous (trabecular/spongy) and cortical (compact) (White and 
Folkens, 2005). Cancellous bone is characterised by an open, less dense structure 
(White and Folkens, 2005). Cortical (compact) bone, on the other hand, is 
characterised by its compact, dense structure (White and Folkens, 2005). As these 
bone types serve different structural and biomechanical purposes, bones throughout 
the body are made up of different combinations of trabecular and compact bone 
(White and Folkens, 2005). For example, calcanei are mostly trabecular bone, with 
only a thin layer of compact bone. Femora, on the other hand, have a significant 
amount of compact bone, especially in the midshaft, and trabecular bone focused in 
the distal and proximal ends, plus the marrow cavity.  
Commingled Remains  
One of the main tasks of a forensic anthropologist is the creation of a 
biological profile, which is only possible when dealing with a single set of remains. 
However, forensic anthropologists often encounter situations where there are more 
than one set of remains mixed together, or commingled. In these situations, a 
forensic anthropologist must first separate or individualise the remains before a 
biological profile can be created. Despite early literature ignoring commingled 
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situations almost entirely, they occur relatively often (Ubelaker, 2008, Ubelaker, 
2002). They can occur on as small a scale as a car crash, or as large a scale as mass 
disasters such as plane crashes, shipwrecks or wars. Due to the uniqueness of these 
types of situations, there is no ‘cookbook approach’ to commingled situations, only 
best practice (Ubelaker, 2008, Ubelaker, 2002). Best practice means selecting the 
best useable methods for the situation, with the highest accuracy possible. 
Additionally, it means preparing before an event takes place, to have good possible 
avenues from which to choose. This is important because there are also different 
goals for identification as well as different problems that will arise, depending on the 
situation.  
For example, a main category of disaster victim identification situations is 
whether the situation is ‘open’ or ‘closed’ (College of Policing, 2019). An open 
situation is one where the remains could be anyone; there is no bounding list of 
possible people. This could include situations like a public transport disaster. While 
there are possible ways to narrow down who could be on a bus, for example, there is 
not an easily accessible and exhaustive list of people on that bus at the given time it 
crashed. Closed situations, on the other hand, are situations where there is a finite set 
of people who the remains could be. For example, with a plane crash there is a 
bounded list of possible people – the passenger manifest. There are not generally any 
other possible people on the plane besides the people listed on the passenger 
manifest. Thus, the identification becomes more of a matching process; one knows 
the people who are deceased, and only needs to match the sets of remains to the 
known individuals. 
In terms of identification, there are also different goals for different 
situations. For example, in some commingled literature which deals mostly with 
animal remains or archaeological material, the main purpose of individualisation is 
the estimation of the minimum number of individuals (MNI) (Adams and 
Konigsberg, 2004). This process, which calculates the number of individuals 
recovered from an assemblage, can be calculated in three ways (Adams and 
Konigsberg, 2004). The first is to take the maximum number of left and right 
elements (Adams and Konigsberg, 2004). The second adds the left and right 
elements and divides the number by two, to account for pairs (Adams and 
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Konigsberg, 2004). The third method is similar to the second, in that it adds the 
number of the left and right elements, but instead subtracts the number of pairs 
(Adams and Konigsberg, 2004). In this way, the third method recognises that though 
the paired elements may be equal in number, they are not necessarily paired in the 
sense that they are from the same individual. The MNI is also different than the most 
likely number of individuals (MLNI), which is an estimate of the number of 
individuals from the original assemblage (Adams and Konigsberg, 2004). The MLNI 
is calculated using the same features, but in a different manner, where the equation 
is: �(𝐿𝐿+1)(𝑅𝑅+1)
𝑃𝑃+1
− 1� (Adams and Konigsberg, 2004). The type of brackets in this 
equation connote that the equation is rounded to the nearest integer, as it is not 
possible to have a partial pair (Adams and Konigsberg, 2004).  
For most forensic commingled situations, the goal is not just MNI or MNLI 
estimation, though this calculation can be important as an initial estimate of 
individuals, and useful in situations such as cremated or burnt remains where other, 
more robust identification methods are not possible. Instead, the main goal of the 
forensic process is full identification of a set of remains, reuniting a person’s name 
and identity with their physical remains. To start this process, two main questions 
must be asked regarding the potential human remains (Ubelaker, 2008): 
1) Are the remains human or non-human?  
2) Are the remains ancient or modern? 
If the first question’s answer is non-human, then the process does not continue as it 
likely has no forensic relevance (Ubelaker, 2008). If the first question’s answer is 
human, then the second question must be answered. For the second question, if the 
answer is ancient then the process does not continue as there is no forensic relevance 
for ancient remains. However, ancient remains may produce useful information for 
other disciplines such as osteoarchaeology (Ubelaker, 2008). If the second question’s 
answer is modern, then the anthropologist moves forward with the individualisation 
or sorting process, using a range of techniques explored below. The legal definition 
of modern varies in different jurisdictions but ranges from the past 50 to 100 years. 
The bulk of the methods (articulation, taphonomic comparison, visual pair-matching, 
osteometric sorting and the process of elimination) were originally described by 
Charles Snow after World War II, and have since been recently codified by Adams 
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and Byrd (Snow, 1948, Adams and Byrd, 2006). Other methods such as DNA, 
geometric morphometrics and some of the more esoteric methods like neutron 





Articulation uses the joint or juncture of bony elements to associate elements 
of an individual (Adams and Byrd, 2006). As the skeleton is made up of different 
types of articulation or bony junctures, there are therefore different reliabilities when 
it comes to articulating different skeletal elements (Adams and Byrd, 2006). 
Articulations where bone directly meets bone, for example the sacrum and 
innominates, have a high measure of reliability (Adams and Byrd, 2006). The 
humerus and the scapula, however, are not closely associated in terms of bony-joint 
connections and thus are not as reliable for articulation association (Adams and Byrd, 
2006). Though Snow mentions articulation, Adams and Byrd formally codified the 
accuracy (confidence) rates of articulation into high, medium and low categories as 
seen in Table 1 below (Adams and Byrd, 2006). They note that articulations which 
fall under the ‘Low’ category “cannot serve as evidence of a good match, but do 
have some potential for excluding very poor fits” (Adams and Byrd, 2006). In this 















High Moderate Low 
Cranium, mandible Cranium, atlas Ribs, thoracic 
vertebrae 
Vertebrae Tibia, fibula Manubrium, clavicle 
5th Lumbar vertebra, sacrum Femur, tibia Humerus, scapula 
Humerus, ulna Innominate, femur  
Innominate, sacrum Patella, femur  
Tibia, talus Scaphoid, radius  
Ulna, radius Carpals2  
Metatarsals1 Carpals, metacarpals  
Metacarpals1   
Tarsals   
Tarsals, metatarsals   
After Adams and Byrd: 1The 1st metacarpal and 1st metatarsal do not articulate closely with 
the others and are to be regarded as ‘‘low’’ confidence so far as their articulation with the 




Taphonomic comparison uses patterns of taphonomy to associate bony 
elements (Adams and Byrd, 2006). Taphonomy includes anything that can affect the 
appearance/condition of a bony surface, which usually results from differential types 
of preservation. This differential preservation can result in associations between bony 
surfaces through unique colour, textures and patterns. For instance, Adams and Byrd 
give the example of a rust stain on bony elements from a zipper, creating an 
association between otherwise non-associable elements (Adams and Byrd, 2006). 
They also give the example of associating elements taphonomically using trauma 
(Adams and Byrd, 2006); in that in a helicopter crash, they could associate a pattern 
of fractures in a humerus, ulna and radius, even though the elements were too 
fractured to articulate (Adams and Byrd, 2006). Though there have been various 
systems to codify the effects of taphonomy, it generally remains a qualitative and 
subjective method (Vietti, 2016, Moore and Norman, 2009, Blau, 2017). 
  
Visual Pair-matching 
Visual pair-matching is the association of paired, homologous skeletal 
elements using visual identification (Adams and Byrd, 2006, Adams and Konigsberg, 
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2004). Essentially, this is a qualitative method where the practitioner visually 
examines two bones (one left, one right) for similarity of features, looking at factors 
such as robusticity, overall shape, size, pathology, and non-metric traits (Adams and 
Byrd, 2006). This often also includes taphonomic comparison, but in a limited pair-
matching context (Adams and Byrd, 2006). It is also important to note that while 
visual matching of other, un-paired elements has been tested, it is not recommended 
due to its unreliability with some exceptions (Adams and Byrd, 2006). One such 
possible exception would be in a small-scale situation, where there are only two 
individuals of markedly different sizes. Though this method is frequently suggested 
as a viable approach, there are only two studies to date on its use: one by Adams and 
Konigsberg, the other by Garrido-Varas (Adams and Konigsberg, 2004, Garrido-
Varas et al., 2015). Adam and Konigsberg tested visual pair-matching for humeri, 
femora and tibia, while Garrido-Varas tested the method on pair-matching 
metacarpals (Adams and Konigsberg, 2004, Garrido-Varas et al., 2015).  
 
Osteometric Sorting 
 Osteometric sorting is the association of bony elements, paired or not, using 
quantitative measurements and statistical tests (Byrd, 2008, Byrd and Adams, 2003, 
Adams and Byrd, 2006, Thomas et al., 2013, Lynch, 2018). This involves taking 
predetermined, repeatable measurements on bones, and then comparing them to the 
measurements from a known reference sample using statistical methods (Adams and 
Byrd, 2006). This reference sample should ideally cover a wide variety of biological 
variation, so as to accurately capture the full range of relational size and shape 
possibilities (Byrd and Adams, 2003). Though osteometric comparison can be used 
for pair-matching, it is generally used to associate non-paired elements, such as 
linking a humerus to a femur (Adams and Byrd, 2006). It is important to note that 
most osteometric comparison relies on the null hypothesis “that two bone specimens 
are of sizes consistent with having originated from the same individual” (Byrd and 
Adams, 2003). In this manner, most methods operate on the principle of exclusion. 
Two bones are expected to match, unless otherwise excluded. Adams and Byrd 
clearly visualise this principle in their graph from their paper ‘Resolution of small-
44 
 
scale commingled: A case report from the Vietnam War’ as seen below in Figure 1 
(Adams and Byrd, 2006). 
 
 
Figure 1 - From Adams and Byrd. Regression formula and table demonstrating the 90% 
confidence interval for determining whether two bones are excluded from coming from a 
single individual or not. More specifically, this graphic shows that the humerus tested is 
more closely associated with Individual 1 (FEM1) than Individual 2 (FEM2) (Adams and 
Byrd, 2006). The p-value (0.000) indicates that the regression is statistically significant.  
 
There are different statistical methods for osteometric sorting of commingled 
remains, but generally it is a category of segregation involving quantitative 
measurements and associations (Byrd and Adams, 2003, Adams and Byrd, 2006, 
Thomas et al., 2013). The two main categories of statistical analysis include 
regression formulae, as also seen in Figure 1, and ‘M’ statistic tables, where ‘M’ is 
defined as 𝑀𝑀 = |𝐿𝐿−𝑅𝑅|
�𝐿𝐿+𝑅𝑅2 �
 , with L and R representing the left and right paired elements 
(Byrd, 2008, Byrd and Adams, 2003, Adams and Byrd, 2006, Thomas et al., 2013). 
Regression formulae are more often used for the association of non-paired elements, 
and the ‘M’ statistic tables for paired elements (Byrd, 2008, Byrd and Adams, 2003, 
Adams and Byrd, 2006, Thomas et al., 2013).   
 
Process of Elimination 
The process of elimination, in terms of sorting commingled remains, is as 
simple as it sounds. It is a principle that relies on logical assumptions to exclude 
associations (Adams and Byrd, 2006). For example, if there are two crania, where 
one has an associated mandible and the other does not, it is most likely that a second 
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mandible found does not belong to the cranium with the associated mandible. 
Instead, it is most logical to associate the single mandible with the single cranium. 
Process of elimination is generally used in smaller scale commingled situations, as 
the deduction process is less reliable with a greater number of variables (Adams and 
Byrd, 2006).  
 
DNA 
There are many different types of DNA analyses in forensic science, but for 
forensic applications regarding commingled remains two main types are used: 
mitochondrial DNA analysis and nuclear genomic DNA analysis (Royal Society, 
2017). Mitochondrial DNA analysis examines small, circular pieces of genomic 
material which are passed down via maternal inheritance (more specifically 16,569 
base pairs in length) (Chial and Craig, 2008). Mitochondrial DNA tends to be used to 
show familial relationships and can be used for identification purposes in 
commingled situations, though more than one individual can have the same 
mitochondrial DNA (Garrido-Varas and Intriago Leiva, 2012, Chial and Craig, 
2008).  
For nuclear genomic DNA analysis, there are several options, especially 
given that the human genome is approximately 3.3 billion base pairs in length (Royal 
Society, 2017). The most common method uses patterns of Short Tandem Repeats 
(STRs) on non-coding regions of the genome to create unique DNA profiles for 
individuals. STRs are small, repeating portions of DNA that vary individual to 
individual, normally somewhere between one and six base pairs in length with an 
average of three to five (Royal Society, 2017). Thus, at certain genomic loci, one 
individual could have five copies of a STR (e.g. ATTATTATTATTATT) while 
another individual would only have one copy (ATT). Most STR methods use a 
minimum of 13 different loci, to create a unique DNA ‘fingerprint,’ though this 
varies jurisdiction to jurisdiction (Royal Society, 2017, Parliamentary Office of 
Science and Technology, 2006, Federal Bureau of Investigation, 2019). This is 
possible as the loci chosen for analysis are independently assorted, meaning one 
locus changing does not impact or co-vary with any other loci selected (Royal 
Society, 2017). In this manner, the minimum of 13 loci creates a high statistical 
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probability that a certain STR profile is unique to a single individual, usually at a 
magnitude of 1 in 109 (Royal Society, 2017).  
Other possible genomic analyses include polymerase chain reactions (PCR) 
using Random Fragment Length Polymorphisms (RFLPs), and PCR using Single 
Nucleotide Polymorphism (SNPs). These methods take small amounts of DNA 
(measured in microliters, µl) and use polymerase enzymes to fragment and replicate 
specific portions of the nuclear genome. For example, RFLPs are different-sized 
portions of genomic DNA that when run using gel electrophoresis create unique 
bands at specific base pair sizes. This unique pattern of a collection of different sized 
fragments can be used for identification. In fact, it has been used as one of the gold 
standard methods of species identification (Lucchi et al., 2013). SNPs, on the other 
hand, are only mutations of a single nucleotide (U.S. National Library of Medicine, 
2019). Thus, instead of different sized fragment lengths, SNPs examine different 
locations where a single base pair may have changed (U.S. National Library of 
Medicine, 2019); for example, one individual in a specific locus, base pair location, 
may have the base pair A, while another individual will have T.  
Regardless of the nuclear genomic method used, it is worth noting that 
identical twins can potentially have identical genomic profiles, and thus other 
individualisation techniques would need to be used for positive identification (Bruder 
et al., 2008, Fraga et al., 2005). Crucially, DNA matching or individualisation relies 
on there being a sample for comparison; meaning, if a missing person does not have 
a DNA profile on file, there will need to be one collected. Occasionally this means 
using familial DNA as a reference, or collecting a sample from a person’s home, 
such as hair from their hairbrush. It is critical, however, to ensure that samples are 
not cross-contaminated, else a proper comparison cannot be made. 
The United Kingdom (UK) currently uses STR analysis and examines 17 
different loci, 16 general loci plus one for sex (Royal Society, 2017, Home Office, 
2019, Home Office, 2018). This maintains the statistical requirement of there being a 
one in 109 (one in one billion) chance that the same DNA profile is found in more 
than one individual (Home Office, 2018). Previously, the UK used a kit called SGM 
Plus®, which only utilised 10 loci plus an indicator for sex (Royal Society, 2017, 
Parliamentary Office of Science and Technology, 2006). Though Scotland and 
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Northern Ireland maintain their own DNA databases, the information is pooled in the 
UK’s National DNA Database for reference.  
 
Geometric Morphometrics 
 Geometric morphometrics is the analysis of shape data using the comparison 
(and transformation) of landmark data (measurement points). Though the technique 
is common when it comes to sex estimation studies and the analysis of ancestry, it 
has only rarely been used as a tool for sorting commingled remains (Garrido-Varas et 
al., 2015, Stull et al., 2014, Slice and Ross, 2009). The only study to date involves 
the pair-matching of metacarpals, though the method could theoretically be applied 
to other types of bone providing there were validation studies conducted (Garrido-
Varas et al., 2015). As the method relies on the placing of landmarks on precise bony 
biological areas, it is key that the practitioner is familiar with the exact location of 




Beyond the methods described by Snow and the newer methods of DNA and 
geometric morphometrics, there are several less frequently used techniques. These 
methods include neutron activation, comparison of bone densities, comparison of 
bone weights, serological testing (in a lot of ways, proto-DNA), ultraviolet 
fluorescence, and trace element analysis (Baker and Newman, 1957, Ubelaker, 2008, 
Eyman, 1965, McKern, 1958, Fulton et al., 1986, Gonzalez-Rodriguez and Fowler, 
2013). These methods either have been shown to be ineffective (such as bone weight 
comparison) or have been replaced by newer methods (such as neutron activation) so 
will not be explored further. 
 
Problems with current techniques 
 Commingled situations require planning combined with best practice 
(Ubelaker, 2008). Therefore to understand which methods are considered best 
practice and most applicable to a specific situation, the potential problems or 
downsides of a method must be examined. These problems or downsides can roughly 
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be grouped into four different categories: asymmetry, accuracy, UK 
admissibility/error rates, and cost. Each will be explored more fully below.  
 
Asymmetry 
For any method involving the examination or proportional measurement of 
paired elements, one of the main confounding factors is asymmetry. Humans are 
naturally asymmetrical, but the degree to which people are asymmetrical varies. The 
levels of asymmetry in the human body have been extensively studied, covering a 
wide range of bones (Tos and Stangerup, 1985, Steele and Mays, 1995, Ragab et al., 
2003, Ćuk et al., 2001, Auerbach and Ruff, 2006, Abdel Fatah et al., 2012, Auerbach 
and Raxter, 2008). The majority of studies have focused on limbs, specifically 
looking at variation in humeri, femora and tibiae (Steele and Mays, 1995, Sládek et 
al., 2007, Ćuk et al., 2001, Auerbach and Ruff, 2006). This focus reflects the 
examination of bipedalism, and how it has evolved in modern humans (Sládek et al., 
2007, Ćuk et al., 2001, Auerbach and Ruff, 2006). Other disciplines such as surgery 
have focused on asymmetry in terms of how to best repair pathological elements, 
using a homologous non-pathological element as the template (Ragab et al., 2003, 
Tomura et al., 1995, Loh et al., 2015, Hingsammer et al., 2015).  
In terms of individualisation techniques, asymmetry is an issue for visual 
pair-matching, osteometric sorting, and geometric morphometric methods. For visual 
pair-matching, the process generally tries to circumvent problems of asymmetry 
qualitatively, by leaving the issue of how asymmetrical is asymmetrical up to the 
practitioner using the method (Adams and Byrd, 2006, Adams and Konigsberg, 
2004). While this is sensible in some ways, as there is no absolute cut-off for what is 
asymmetrical or symmetrical and allows the practitioner to favour other aspects of 
bone similarity such as overall shape for pair-matching, it also means that this can 
vary practitioner to practitioner, an aspect which will be explored more later in the 
chapter.  
Osteometric sorting, on the other hand, relies on a numeric value for 
asymmetry. This is true both in terms of regression formulae and ‘M’ statistic tables, 
though the calculation of that numeric value is slightly different for each. Still, what 
is ‘asymmetrical’ and what is ‘symmetrical’ for both are determined by what 
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reference population is used for either the calculation of regression formulae or ‘M’ 
statistic tables. This population asymmetry specificity has already been shown to be 
an issue, with other authors reporting that Byrd and Adam’s osteometric sorting 
regression formulae allows too many false rejections (Vickers et al., 2015). In this 
sense, there are two different possibilities based on whether the rejections came from 
pair-matching elements or associating different elements. Either the population tested 
was less ‘asymmetrical’ than the original population used to calculate the regression 
formulae, or there are body proportional differences between the new population 
tested and the original population used to calculate the regression formulae. Byrd and 
Adams do highlight the necessity of a thorough reference sample in terms of 
population to counter this, but no sample can be fully exhaustive (Byrd, 2008, Byrd 
and Adams, 2003, Adams and Byrd, 2006).  
Similarly for the one geometric morphometric method tested, there are the 
same population issues surrounding asymmetry. Though there has yet to be a 
validation study of the method using a different population for comparison, 
geometric morphometrics depends on unique shape differences between individuals, 
which may vary population to population.   
Furthermore for both osteometric sorting and geometric morphometric 
methods, the measurements for (a)symmetry are only calculated in one or two 
dimensions, despite bones being three-dimensional objects. Byrd and Adams note 
this as an issue in a circular manner, in that for their method for osteometric sorting 
using regression formulae they do “not claim to sort individuals of the same size” 
(Byrd and Adams, 2003). Given the large portions of any population that are of 
similar sizes, this seems like a major oversight. Similarly, for geometric 
morphometrics, which prioritises shape over size, Byrd and Adams interestingly 
found that size, not shape, accounted for the majority of variation when assessed by 
Principal Component Analysis (Byrd and Adams, 2003). Thus, though geometric 
morphometrics attempts to account for (a)symmetry differences in shape alone, this 







With any individualisation method, accuracy is paramount. Without the 
assurance that remains have been individualised correctly, there is no way to 
accurately create a biological profile. Still, having any individualisation method, 
even if it is lower in accuracy, is essential if it is the only possible method. Thus, 
knowledge of any method’s accuracy is essential. Of all the methods previously 
discussed, DNA is the most accurate, with the statistical probability of one in 109 
generally backing the results. This statistical probability lessens when there are only 
partial DNA matches, due to either low recovery of DNA from a scene, or lack of a 
complete comparison sample. Again, however, DNA is only the most accurate 
method available provided there is a reference sample for comparison. With no 
comparative sample, it is not possible to make an identification.  
Visual pair-matching and taphonomic comparison vary in accuracy fairly 
considerably, as both are heavily influenced by the practitioner. Though the study by 
Adams and Konigsberg showed high accuracy rates, correctly identifying the 
majority of bones regardless of type, both were highly experienced practitioners 
(Adams, for example, has worked at the Defense POW/MIA Accounting Agency 
specialising in sorting commingled remains, while Konigsberg is a longstanding 
Professor of human and faunal remains, used to dealing with large commingled 
situations of faunal remains) and this may not be indicative of general practitioners’ 
accuracy rates. In the study by Garrido-Varas, for example, the accuracy of visual 
pair-matching was significantly reduced, with one practitioner identifying 82.9% of 
the pairs of metacarpals correctly and the other only 75.6% (Garrido-Varas et al., 
2015). This was despite both practitioners being “trained physical anthropologists 
with broad experience in osteology” (Garrido-Varas et al., 2015). Thus, visual pair-
matching may further vary beyond just the practitioner to the type of bone being 
matched.  
For taphonomy, though some patterns of degradation are easily understood 
between practitioners, such as weathering patterns and faunal damage, other 
taphonomic changes can be harder to agree upon. Colour, for example, is notoriously 
difficult for multiple practitioners to agree upon (Pollock et al., 2018, Devlin et al., 
2008). Where one person sees brown, another sees red. As long as the patterns of 
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associations remain the same, regardless of the colour named, this is generally fine. 
However, the complication comes when two practitioners disagree on patterns of 
association, based on that colour.  Thus, this is one of the many ways taphonomic 
comparison’s accuracy is highly variable. Byrd and Adams caution this in their 
article, though they still recommend the use of the method (Adams and Byrd, 2006).  
For articulation, accuracy is only classed in terms of the general confidence 
categories of high, medium and low (Adams and Byrd, 2006). While this is 
understandable in a certain manner, as the existence of soft tissue provides a 
confounding factor for the accuracy of articulating two bones, this system is also 
rather vague. How high is high exactly? Are there different levels of ‘high’ accuracy 
within the category? Byrd and Adams even explain that the low confidence category 
does not indicate an actual connection between two bones, but rather should only be 
used for exclusionary purposes (Adams and Byrd, 2006).  
Similarly, as the process of elimination is basically just deductive logic, there 
is no accuracy rate available.  
The geometric morphometric method produces interesting accuracy issues. 
While it was highly accurate at matching metacarpals where their homologous pair 
was present, it has no way for indicating whether there is a single bone without a 
homologous match present (Garrido-Varas et al., 2015). In other words, as a method 
it is not capable of detecting negatives, or non-pair-matches. This is a significant 
issue, as in commingled situations there is often not perfect recovery of bony 
elements. Furthermore, as the method is based on the correct placements of 
landmarks on specific biological points, there is the possibility of introducing error 
by the practitioner when placing these points. If the points are not placed correctly, 
the shape comparison will not be conducted properly, producing skewed results.  
 
UK Admissibility and Error Rates 
While accuracy is inherently important for selecting the best individualisation 
technique, it is also essential to select methods which meet the specific jurisdiction’s 
admissibility criteria. After all, if a method produces a high accuracy rate, but it is 
not admissible in a specific legal situation, it is still an ineffective method. In this 
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sense, knowing the criteria for admissibility of evidence is essential, and as it will be 
demonstrated, this often hinges on a method’s accuracy and error rates. 
In the context of the United Kingdom, the legal system is split between three 
different jurisdictions: England and Wales; Scotland; and Northern Ireland. While 
the extent of the differences between these three systems is beyond the scope of this 
project, it is important to keep this in mind when assessing the processes related to 
potential commingled situations in their respective jurisdictions. For example, 
England and Wales operate with a coroner-based system, while Scotland utilises a 
system with a procurator fiscal. Therefore, the person calling for an autopsy or 
assessment of skeletal remains may vary. Still, though there are different specific 
rules and regulations regarding admissibility of expert witness testimony and 
therefore evidence, for example the Criminal Practice Directions: Amendment 2 
([2014] EWCA Crim 1569) in England and Wales, and Dickson on Evidence, Third 
Edition, paragraph 398 in Scotland, they are both concerned with the reliability and 
accuracy of methods accepted in legal situations (Crown Office and Procurator Fiscal 
Service, n.d.). In Scotland, acceptable expert witness evidence “must be part of a 
recognised body of science or experience which is suitably acknowledged as being 
useful and reliable” (Crown Office and Procurator Fiscal Service, n.d.). For England 
and Wales, the court may take into account “if the expert’s opinion relies on the 
results of the use of any method (for instance, a test, measurement or survey), 
whether the opinion takes proper account of matters, such as the degree of precision 
or margin of uncertainty, affecting the accuracy or reliability of those results” 
([2014] EWCA Crim 1569, V Evidence 33A.5-6). Both systems acknowledge the 
relevance of peer-review in assessing these methods and levels of accuracy ([2014] 
EWCA Crim 1569, Crown Office and Procurator Fiscal Service, n.d.). 
Therefore, reconsidering the accuracy rates of the current individualisation 
techniques with UK admissibility in mind, several conclusions can be made. 
Methods with known, acceptable error rates that are reliable in nature, such as DNA 
analysis, osteometric sorting, and geometric morphometric methods, would easily be 
acceptable. However, methods such as visual pair-matching, taphonomic 
comparison, and the process of elimination are likely to be excluded as they do not 




In balancing the accuracy and admissibility of an individualisation technique, 
the third factor requiring consideration is cost. DNA, for example, while it is starting 
to decrease in cost, is still relatively expensive. This cost is quickly multiplied when 
considering both that samples are generally run in triplicate and that any 
fragmentation of bone must be tested separately. Though STR profiling of DNA has 
decreased in cost from approximately £100 per sample to only £15-17 per sample, 
with a triplicate cost of approximately £50, this adds up quickly when testing 
approximately 206 bones per person (ThermoFisher Scientific, 2019b, Promega, 
2019a, ThermoFisher Scientific, 2019c, Qiagen, 2019, Home Office, 2019) 
[Calculations in Appendix A]. This easily adds up to £10,000 per person, possibly 
doubling or tripling that amount if there is fragmentation. Thus, a commingled 
situation’s cost for DNA analysis can sky-rocket the more people who are involved 
in the situation. This of course assumes that DNA sampling is possible from a given 
bone sample with a 100% extraction success rate. Small bones or bone fragments 
may not be big enough to produce a usable amount of DNA, while DNA itself can be 
degraded or fully destroyed in bones that have been exposed to extreme conditions, 
such as being heavily burnt or left in water for long periods of time, or exposed to 
substances such as indigo dye (Butler, 2010). These costing estimates, furthermore, 
are based only on the cost of the reagents involved in DNA (specifically STR) 
analysis and does not take into account the cost of labour.  
For articulation, visual pair-matching and taphonomic comparison, the cost of 
the methods is much lower, and only depends on the cost of the employment of the 
practitioner, as they do not require any specialised equipment or tools. For 
osteometric sorting there is a slight increase in cost, in that tools for accurate 
measurements and often statistical software packages are necessary to purchase, but 
again the cost is more or less restricted to the employment of the practitioner. 
Similarly for geometric morphometrics, there is a slight increase in cost for the 
specialised software and measurement tools required for the method, but generally it 





New Technology and Digital Innovation 
As these individualisation techniques have been developed, new hardware 
and software have been developed alongside them. There have, of course, been 
significant general technological changes, such as the fact that Charles Snow did not 
have the benefit of any type of computer or access to any automated statistical 
software. The changes which have the greatest potential to improve individualisation 
methods, however, are hardware and software changes related to imaging 
technology. The relevant hardware and software advances in imaging technology 
will be discussed below, examining the history of their creation and their potential 
relevance to the individualisation of commingled remains. The majority remain 




 This section will explore four different imaging technologies: x-rays, 
computed tomography scanners, three-dimensional structured/white light scanners, 
and laser scanners. Finally, it will also explore three-dimensional printing, though it 
is not strictly an imaging technique, and the relative cost of this hardware.  
 
X-rays and Radiographs 
The first relevant imaging technique hardware-wise is undoubtedly the x-ray, 
discovered in 1895 by Wilhelm Conrad Röntgen, which paved the way for future 
imaging techniques (Röntgen, 1896). The initial imaging technique from x-rays, the 
radiograph, was produced on glass plates. This changed in 1918 when George 
Eastman invented radiographic film (Thomas, n.d.-b). Diagnostic radiographs were 
first produced in the 1920’s, and though the x-ray technology went through rigorous 
safety improvements from the 1920’s onwards, the next major advance was the 
advent of the digital radiograph in the early 1980’s (Thomas, n.d.-a).  
It is apt that the first radiograph Röntgen produced was of his wife’s hand, 
successfully imaging the living skeleton in situ for the first time (Figure 2). 
Radiographs have frequently been used in medical situations and by extension 
forensic anthropological applications since their invention. Sir Arthur Schuster in 
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1896, for example, identified a bullet in an individual’s brain, less than a year after 
Röntgen first discovered x-rays (Wellcome Collection, 2019). Similarly, Brogden 
has reported that radiographs were used for a murder case conviction in Montreal in 
1895 (Brogdon, 1998).  
The use of radiographs to sort commingled remains has focused on areas of 
positive identification more than actual methods of individualisation. The majority of 
methods have been based on ante- and postmortem comparison of skeletal elements 
or features; this predominately includes dentition and sinuses, but also the skull 
generally, the chest, clavicles, the spine, the abdomen/pelvis, hands, lower limbs, the 
hyoid and trabecular bone patterns (Andersen and Wenzel, 1995, Rhine and Sperry, 
1991, Sperry et al., 1992, Hogge et al., 1995, Kuehn et al., 2002, Adams and Maves, 
2002, Valenzuela, 1997, Owsley and Mann, 1992, Koot et al., 2005, Owsley and 
Mann, 1989, Zviagin et al., 2005, Kahana and Hiss, 1994). Other studies have 
included identification of heavily decomposed, burned, and fragmented remains, 
identification from surgical implants and pathologies, and identification using facial 
superimposition (Sudimack et al., 2002, Owsley et al., 1993, Owsley, 1993, Kondo et 
al., 1995, Osipenkova and Mikhailova, 1996, Chai et al., 1989). However, methods 
specifically for individualisation have ranged from the use of radiographic atlases in 
the field for identification of juvenile remains, to positively identifying bone 
fragments and dentition (Warren et al., 2000, Kahana et al., 1997, Brkic et al., 2000).   
It is worth noting that while the radiation dosage for radiographs is low, and 
if used on material post-mortem does not have a destructive impact, it must be used 
cautiously on living subjects (Friess, 2012, European Agency for Safety and Health 
at Work, 2019). The European Union, for example, has strict regulations regarding 
exposure to radiation unless strictly medically necessary (European Agency for 





Figure 2. The bones of a hand with a ring on one finger, viewed through x-ray. Photoprint 




Computed tomography (CT) imaging, which took the x-ray based radiograph 
into three-dimensions, was developed by Godfrey Hounsfield in 1971 (Hounsfield, 
1973). Though there has been variation over time in terms of how computed 
tomography scanners work, the essential principle is that radiation is used to detect 
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and represent different densities of materials, just like radiographs. The main 
difference between radiographs and CT scans, however, is that CT scans are essentially 
a collection of radiographs in sequence, taken at specific measurement intervals in 
order to achieve three-dimensional imaging (Hounsfield, 1973). In tribute to 
Hounsfield, the units used to measure radiodensity in computed tomography were 
named Hounsfield units, and serve as a unified measure across types of CT scanners 
(Zurl et al., 2014). These different density values or Hounsfield units are represented 
by grey-scale colour values ranging from true black (the least radiodense substance 
possible, usually air) to true white (the most radiodense substances, such as cortical 
bone), and will be explored further in the software section (Zurl et al., 2014).  
The first generation scanner depended on an object being scanned in a 
container of water to both limit the dynamic range of the materials present to easily 
optimise the detectors and to correct for beam-hardening effects (Goldman, 2007). 
This was quickly followed by second-generation scanners in 1974, which allowed for 
waterless scanning and significantly sped up the scan time (Goldman, 2007). Third 
generation scanners appeared in late 1975, again marking a change in detector 
technology that drastically decreased scan time (Goldman, 2007). Fourth-generation 
scanners were introduced in 1976 and marked yet another reduction in scan time 
(Goldman, 2007). By this point, clinical use of computed tomography (CT) imaging 
was already taking place and CT research specifically relating to musculoskeletal 
elements on a relatively large scale started to be published (Wilson et al., 1978). CT 
technology remained relatively stable until 1987 with the advent of slip ring scanners, 
which attempted to eliminate interscan delays (Goldman, 2007). However, this 
technology was quickly surpassed by helical or spiral CT scanning methods in the 
early 1990’s which have since remained the standard (Goldman, 2007).  
In terms of the relevance to individualisation techniques, CT methods have 
included identifying and unifying skeletal elements from unidentifiable soft tissue 
body masses, positive identification via paranasal sinuses and surgical apparatuses, 
identification of personal effects, and biological profiling of skeletal elements in situ 
(O’Donnell et al., 2011, Blau et al., 2008, Ruder et al., 2012). As mentioned 
previously, the huge advantage of CT scans over radiographs is that the imaging 
technology allows for three-dimensional imaging and reconstruction of three-
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dimensional bones, not just two-dimensional images. This also allows for the 
possibility of new measurements, such as in situ tissue thicknesses or cortical bone 
thicknesses, without sample destruction. Furthermore, for bone specifically, CT 
scans allow for measurements of different aspects of bones that may not be possible 
using traditional means (physical callipers) which will be explored more in the 
software section later in the chapter.  
Finally, as mentioned previously with radiographs, CT scans do produce 
radiation and at a larger amount than a single radiograph (European Agency for 
Safety and Health at Work, 2019). Thus, while if used on material post-mortem it 
does not have a destructive impact, it must be used cautiously on living subjects. 
 
3D Structured/White Light Scanning 
While CT scanning evolved from radiographic techniques, three-dimensional 
scanning involving the use of structured/white light evolved from photography and 
the field of photogrammetry, or the stitching of photographic images into three-
dimensional images. Though photography has been around since the early 1800’s, 
photogrammetry only appeared in the 1950’s (Friess, 2012). Three-dimensional 
structured/white light scanning emerged shortly after in the 1960’s, though it was not 
until the common usage of computers that it started to become wider-spread, in part 
due to the computational nature of the process (Friess, 2012, Breuckmann, 2014). 
These three-dimensional structured/white light scanners initially were used in 
industrial applications for documenting wear of machining parts, but eventually 
spread to other disciplines and uses (Breuckmann, 2014, Friess, 2012). There are two 
main types of structured/white light scanners which will be explored below: 
triangulation based systems and time-of-flight based systems (Friess, 2012).  Both 
types use a source of visible light (non-ionizing radiation) and some sort of detector 
to register the light once it has been reflected off the object being scanned, though 
they differ in how this process is conducted (Friess, 2012). 
Triangulation systems use a source of visible light plus two or more cameras, 
in order to triangulate the object data, by recording the patterns of light projected on 
and then reflected from the object being scanned at two or more points (Friess, 
2012). To create an accurate scan, the triangulation-based system must therefore be 
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calibrated to a known scale to which the recorded data can then be referenced. To 
capture data, the pattern of light shone at an object is a series of fixed-width beams 
(Friess, 2012); the deformation of these fixed-width patterns and therefore what light 
makes it back to the recording cameras is what creates the shape of the object (Friess, 
2012). The data are initially recorded as point cloud data, then interpolated into point 
cloud meshes (Friess, 2012). These types of systems are often used to scan medium 
to small scale areas (Friess, 2012).  
Time-of-flight systems also use a source of visible light but only require one 
detector instead of two or more, though multiple detectors can be used and the 
detector type does not have to be a camera (Friess, 2012). Time-of-flight systems 
only need one detector as they calculate the amount of time it takes for light to be 
reflected back from an object after leaving the light source in order to create the point 
cloud data, subsequent mesh and full model (Friess, 2012). These types of systems 
are also known as range finders and are more commonly used for scanning large 
areas (Friess, 2012). 
For both types of systems, it is important to note that, unlike the ionizing 
radiation in CT scans and radiographs, normal white light cannot penetrate objects; 
thus, to create a complete three-dimensional object, these partial scans must be 
stitched together to create whole models (Friess, 2012). This aspect will be explored 
further later in the work, as it is a key aspect of the project, but it also why three-
dimensional structured/white light scanners are also called surface scanners. They 
can only capture the surface data present, not the internal data (Friess, 2012). It is 
also worth noting that unlike radiographs and CT scanning, white (visible) light is 
non-ionizing and therefore can be used without restrictions for any subject type, 
living or deceased (Friess, 2012). Finally, unlike CT scans, three-dimensional 
structured/white light scanners can record and use texture/surface data (Friess, 2012, 
Breuckmann, 2014). This means that a model can be recreated three-dimensionally 
with the full-colour representation of how an object appears in life.  
In terms of the relevance to sorting commingled remains, three-dimensional 
structure/white light scanners have been used in anthropology and archaeological 
contexts for scanning bone, but there have been no specific studies examining its use 




 Laser scanning works on the same principle as three-dimensional 
structured/white light scanners, but uses a different type of light source (Friess, 
2012). Laser, in fact, stands for light amplification by stimulated emission of 
radiation (Hobarts, 2019). Lasers differ from visible light sources in that they have 
spatial coherence and sometimes temporal coherence, meaning that they can 
maintain a narrow beam width over large distances and that they can be focused on a 
narrow spectrum of light (Hobarts, 2019, Wikipedia, 2019). Though lasers vary in 
their visibility, most of the ones used for laser scanning fall within the visible 
spectrum (Hobarts, 2019). Again, laser scanners work in the same manner as 
structured/white light scanners, in that they can use triangulation or time-of-flight for 
model creation (Friess, 2012).  
In terms of the relevance to sorting commingled remains, laser scanners also 
have been used in anthropology and archaeological contexts for scanning bone, but 
there have been no specific studies examining its use for individuation (Friess, 2012).   
 
Three-dimensional printing 
 With the advent of three-dimensional scanning and imaging, new ways of 
using the resulting data started to emerge. One such new use was three-dimensional 
printing, which was originally invented in the early 1980’s (Goldberg, 2018). 
Though generally an additive process, where material is added in very thin layers to 
create an object, currently there are different types of three-dimensional printing 
types which vary from using fused plastic materials to using a vat of liquid and resin 
curing (Goldberg, 2018). The important manner in which this process happens 
program-wise will be discussed more in the software section. Though there are 
numerous applications for three-dimensional printing related to anthropology, there 
has not yet been any specific research done on the possible applications regarding the 
sorting of commingled remains. 
 
Cost 
 With each of these imaging methods, it is important to understand their costs, 
though prices are often hard to find as an individual consumer and vary country to 
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country. X-ray machines vary in cost between analogue and digital machines, as well 
as between stationary and portable versions. Generally, the digital and portable 
machines are more expensive. Estimated costs for a portable analogue machine range 
from approximately $40,000 to $80,000 USD (£30,600 to £62,100 GBP) with 
approximately $2,500 to $10,000 USD (£1,900 to £7,600 GBP) in upkeep costs, 
while a digital portable machine’s cost range from $125,000 to $235,000 USD 
(£96,000 to £180,300 GBP) with approximately $11,000 to $29,000 USD (£8,500 to 
£23,300 GBP) in upkeep costs (Webb, 2019). Computed tomography scanners also 
vary considerably in cost, ranging from $55,000 to $350,00 USD (£42,000 to 
£268,000 GBP)(2019c). Three-dimensional structured/white light scanners range in 
cost from £160 to £50,000, while laser scanners range in cost from £20,000 to 
£100,000 (Lansard, 2019, 3D Natives, 2019). Three-dimensional printers also range 
in price considerably from £200 for home level models to £100,000 for industrial 
level models, not taking into account maintenance costs (3D Insider, 2018).  
 
Software 
 Software solutions could have an equally large impact on new methods for 
sorting commingled remains. Three software program categories related to three-
dimensional visualisation will be explored: three-dimensional imaging software for 
CT scans, three-dimensional imaging software for structured/white light scanning, 
and three-dimensional printing software. Finally, expanding beyond visualisation, the 
use of algorithms will be explored as well.  
 
Computed Tomography Software 
 There are many programs that can visualise and manipulate CT scan data, 
including software packages built-in to the machines themselves and programs such 
as OsiriX, 3D Slicer, Mimics and AMIRA (2019f, 2019a, Materialise, 2019, 
ThermoFisher Scientific, 2019a).  These programs are multifunctional and generally 
exceed working only with CT scan data, but this section will focus solely on CT scan 
data. Specifically, this section will explore two of the key features of all of these 
software programs which have potential use for individuation techniques: 




Segmentation is the process of creating a three-dimensional mesh or model 
from CT scan data. In order to understand how the process works, especially as it 
could correspond to individualisation of bone, one has to return to examining the CT 
scan data itself. 
Again, CT scan data is comprised of a range of grey values, measured in 
Hounsfield units, which in turn represent the different densities of the object(s) being 
scanned (Hounsfield, 1973). True black represents the least radiodense (or most 
radiolucent) substance present, usually air, and true white represents the most 
radiodense substance present, in this case generally bone, with intermediate other 
densities corresponding to the grey values in between (Hounsfield, 1973). In terms of 
Hounsfield units, these colour designations correspond to values generally ranging 
from -1000 (black/air) to +3000 (white/cortical bone). Taking into account the 
computed aspect of CT scan data, this density information and therefore grey value 
information is represented initially in pixels (Hounsfield, 1973). Pixels are two-
dimensional square ‘picture elements’ which can be easily viewed in Figure 3. As 
they are squares, unsurprisingly this means that approximating a curved surface can 
be somewhat challenging. For an example of a curved surface represented by square 
pixels, also see Figure 3. 
 
 
Figure 3. Example of pixels as found in CT scans taken from curved clavicle data 
 
With the grey values of Hounsfield units of the data combined with the pixels 
of the computed aspect of the data, these two factors mean that to build a model of 
(‘to segment’) an object with curves, such as a bone, there needs to be a method of 
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accurately approximating the best grey value, or threshold value, which can 
determine the edge/colour boundary for that curve. For example, in Figure 3, there 
are three distinct bands of colour values that create the curved area: white, medium 
grey and a darker grey. Which is actually the edge of the bone? There are two 
possible answers for generating the key threshold value for segmentation. Spoor and 
colleagues’ research answered this question with an example of averages – the Half 
Maximum Height Value – for thresholding (Spoor et al., 1993). The Half Maximum 
Height Value (HMHV) calculates the average maximum (most dense) grey value for 
an object, and then uses half that value for selection of the material to represent the 
true line of the object. The second answer is the alternative method for the edge 
selection of bone for segmentation called the histogram method, which examines the 
histogram or distribution data of the grey values to inform a visual threshold point 
(Frabris-Rotelli and Greeff, 2012, Karell et al., 2016). 
 Regardless of the thresholding method chosen, it is an essential step for 
segmentation and turning CT scan data into useable three-dimensional digital 
models, which have the possibility of being used for sorting commingled remains. 
 
Three-dimensional measurements 
 Once a three-dimensional model is built via segmentation, one of the unique 
features of computed tomography software program is the ability to take 
measurements on these digital models that are either not possible or not advisable on 
real bone. Several examples include the ability to measure cortical bone thickness 
without any destruction of the bone, to easily measure angles on models directly, to 
easily measure features which are too small for callipers to reach, and to take 
volumetric measurements.  
 
Three-dimensional Structured/White Light Scanning Software 
Like CT scan software, there are many programs that can generate, visualise 
and manipulate point cloud and mesh/model data from three-dimensional 
structure/white light scanners, such as Cloud Compare, MeshLab, and Flexscan3D 
(2019b, 2019e, 2019d). Again, the normal visible light used by the scanners for 
detection of objects cannot penetrate the object, therefore requiring multiple scans of 
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a single object to be stitched together in order to create a full three-dimensional 
representation (Friess, 2012). While the software calculations involved with the 
creation of these partial scans is impressive, both for triangulation and time-of-flight 
systems, what is most impressive is the process by which this software aligns these 
partial scans. To accurately recreate an object from these partial scans requires 
exacting precision from the alignment process, else it is not a true, accurate 
representation of the object. The main innovation of these types of software is not 
just the generation, visualisation and manipulation of the point cloud and mesh data, 
but the algorithms written to perform this alignment process which will be explored 
further in the algorithm section, as they have potential uses for individualisation.  
 
Three-dimensional Printing Software 
 Similarly to all the previously mentioned software types, there are a multitude 
of three-dimensional printing software including TinkerCad, Repetier, Netfabb 
(Autodesk, 2019b, Repetier, 2019, Autodesk, 2019a). Though three-dimensional 
printing software often covers similar aspects of mesh/model visualisation and 
manipulation as structured/white light scanner software, they were created for a 
different purpose and therefore have some tools other programs lack. Beyond the 
algorithmic slicing process of a model, which allows for a model to be properly 
three-dimensionally printed, they also have tools that easily hollow and repair 
models, making the models more useable for other applications. In this manner, they 
are another potential tool for individualisation techniques using newer technologies.  
 
Algorithms 
Within software programs, there are numerous processes coded into the 
program in order for it to perform various tasks. These processes generally follow 
mathematical and logical predefined sequences, which mutate or change as new 
information is input into the system. There are many types of these processes, but 
one of the most common is called algorithms: an idealized description of a process in 
the form of a set of instructions. Though there are numerous types of algorithms built 
into all the previously mentioned software, the category of algorithms that has the 
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most potential for sorting commingled remains are Iterative Closest Point (ICP) 
algorithms.  
 
Iterative Closest Point Algorithms – Background 
 Iterative Closest Point algorithms were originally created as a method for 
helping solve a free-form surface matching problem in computer vision (Besl and 
McKay, 1992, Besl, 1988). Computer vision as a field of study is concerned with 
how computers ‘see,’ in or other words, how they process and interpret visual data 
(British Machine Vision Association and Society for Pattern Recognition, 2019). The 
initial problem of this free-form surface matching, as Besl and McKay define it is: 
“Given 3D data in a sensor coordinate system, which describes a 
data shape that may correspond to a model shape, and given a 
model shape in a model coordinate system in a different geometric 
shape representation, estimate the optimal rotation and translation 
that aligns, or registers, the model shape and the data shape 
minimizing the distance between the shapes and thereby allow 
determination of the equivalence of the shapes via mean-square 
distance metric” (1992, p. 239) 
 
Though this appears complex, what this means is that they are looking for the best 
way to match two shapes in order to determine the similarity of the two shapes.  
 In reconsidering three-dimensional structured/white light scanning and how 
the software must merge partial scans in order to create a full, accurate three-
dimensional model, the problem of how to best align and merge these partial scans 
has been solved by ICP algorithms. Though partial scan merging is not a computer 
vision problem, in that it does not directly help a computer ‘see,’ it fits the three-
dimensional scanning issue perfectly. In fact, ICP algorithms have been used for a 
plethora of circumstances, including self-driving cars, inspection of wear of 
industrial parts, and facial recognition (Zhang, 1994, Boukebbab et al., 2007, 
Mohammadzade and Hatzinakos, 2013).  
Though Besl and McKay created the first ICP algorithm, it is not the only 
such algorithm that has been created since; in fact, the variants of ICP are extensive 
(Mohammadzade and Hatzinakos, 2013, Du et al., 2010, Kaneko et al., 2003, 
Kapoutsis et al., 1999). Thus, a selection of different variations of ICP will be 
explored below. These variations differ in how they calculate distance between 
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models, what assumptions they use for the two models being compared, and how the 
algorithms process information. Four main variations will be explored in-depth in 
addition to the original ICP algorithm, followed by a summary of a number of other 
variations. 
 
Types of Iterative Closest Point Algorithms 
 
The Original Iterative Closest Point Algorithm 
Though the mathematics behind the original ICP algorithm can seem 
daunting, it is easier to understand when viewed as an operational procedure. For the 
operational procedure, Peng and colleagues provide a concise definition, which is as 
follows (Besl and McKay, 1992, Peng et al., 2002): 
“Given point set P and surface Q where P is a subset of Q: 
1) Nearest point search: For each point p in P find the closest 
point q on Q. 
2) Compute registration: Evaluate the rigid transformation T that 
minimizes the sum of squared distances between pairs of 
closest points (p, q). 
3) Transform: Apply the rigid transformation T to all points in set 
P. 
4) Iterative: Repeat step 1 to 3 until convergence” (p. 449-450) 
 
Key aspects of the original ICP algorithm, beyond the assumption that one model or 
point set must be the subset of the other, are that it is a quaternion-based algorithm, 
that it uses a least square registration for calculating minimum distances, and that it 
will converge to a local, not global, minimum (Besl and McKay, 1992). Quaternions 
are a specific type of number system, which allows for the extension of complex 
numbers. Converging to a local versus global minimum means that it is more 
important for points on a small (local) scale to match/align with the minimal amount 
of distance between points than it is for the whole (global) points sets to match/align 
overall (Besl and McKay, 1992, Du et al., 2010). Regarding the local minimum 
issue, Besl and McKay add that because of this aspect their ICP algorithm is not 
useful when models only barely overlap and include large amounts of other data that 
does not correspond (Besl and McKay, 1992). In other words, the original ICP does 
not handle outlying points well. This aspect is common to a majority of shape 
matching algorithms, which also converge to local minima (Besl and McKay, 1992, 
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Zhang, 1994). There is no way to communicate to the algorithm a preference for 
local and global alignment in these situations (Besl and McKay, 1992, Zhang, 1994). 
Finally, in terms of rigid transformations, more rotation states are preferred over 
more translational states (Besl and McKay, 1992). 
 
The Range Image Registration Algorithm 
 In their article on object modelling, Chen and Medioni describe their Range 
Image Registration algorithm (Chen and Medioni, 1992). Geared towards early 
surface scanning, the algorithm differs from the original ICP in several key ways 
(Chen and Medioni, 1992). First, instead of aligning point-to-point for data sets and 
therefore requiring point-to-point correspondence, they use surface normals (rays 
tangent to the surface) to align data sets (Chen and Medioni, 1992) (Figure 4). The 
algorithm is still iterative and uses a least squares error measurement for alignment, 
but instead of point-to-point correspondence, it uses point-to-plane correspondence 
(Chen and Medioni, 1992). Second, the algorithm requires the placement of control 
points for the initial alignment process (Chen and Medioni, 1992).  Third, the 
algorithm assumes that the two data sets/models are pre-aligned/pre-registered (Chen 
and Medioni, 1992). Finally, this method is not as susceptible to the issue of local 
minima as the original ICP algorithm (Lu et al., 2004).  
 
Figure 4. After Chen and Medioni. Example of matching to sets, P and Q using normals. 




The Iterative Pseudo Point Matching Algorithm 
  The Iterative Pseudo Point Matching algorithm as described by Zhang was 
developed to register (align) free-form curves and surfaces for autonomous cars 
(Zhang, 1994). Recognising that curve data is prone to noise (outliers), it essentially 
uses a mixture of the previous two methods. It uses surface normals for aiding in 
registration, but unlike the Range Image Registration algorithm, it limits their 
involvement to a specific degree range, thereby limiting the computational cost 
(Zhang, 1994). It still uses the point-to-point correspondence of the original ICP 
algorithm, but will the addition of partial normals, it become pseudo point matching 
(Zhang, 1994). Similarly to both previously mentioned algorithms, the algorithm 
converges to a local minimum and uses least-squares estimation (Zhang, 1994).  
 
The Trimmed Iterative Closest Point Algorithm 
 The Trimmed Iterative Closest Point (TrICP) algorithm is an ICP variant that 
aims to increase the robusticity of the original algorithm (Chetverikov et al., 2005, 
Chetverikov et al., 2002). Instead of basing the distance measurement on least 
squares estimation, TrICP uses least trimmed squares (LTS) estimation (Chetverikov 
et al., 2005, Chetverikov et al., 2002). This effectively increases the algorithm’s 
robusticity in handling outliers and means that it only needs a 50% overlap between 
the two data sets/models, unlike the original ICP’s need for 100% overlap 
(Chetverikov et al., 2005, Chetverikov et al., 2002). Like the Iterative Pseudo Point 
Matching algorithm, TrICP requires pre-registration or alignment. TrICP differs as 
well in the descriptors of the type of outliers it can handle (Chetverikov et al., 2005). 
When describing the difference between least median of squares (LMedS) and LTS, 
Chetverikov and colleagues highlight that “The median is efficient in discarding 
strongly deviating outliers. However, the deterministic outliers are not necessarily 
strong outliers: the spectrum of residuals is often continuous” (Chetverikov et al., 
2005). To expand upon this point, there are two different types of outliers, “1) the 
correctly measured points that have no pair in the other part and 2) the incorrectly 
measured points,” and that there are different possibilities for handling these outlier 




Hybrid Iterative Closest Point Algorithm 
 For their paper on facial recognition, Lu and colleagues merged the 
algorithms of Besl and McKay and Chen and Medioni to create a ‘hybrid’ ICP (Lu et 
al., 2004). They first use the point-to-point feature of the original ICP for the initial 
distance calculation and then use the point-to-plane feature of the Range Image 
Registration algorithm to refine the alignment (Lu et al., 2004). They state that the 
use of both aspects produces a better alignment or registration result overall (Lu et 
al., 2004).  
 
Other ICP variations 
There are numerous other variations of ICP, all with slightly different goals. 
A major category in variants is the reduction of computational time it takes to run the 
algorithms and variations. The Morphological ICP algorithm uses Voronoi 
tessellation to serve as an alignment template in order to reduce computational time, 
while Kaneko and colleague integrate M-estimation into their variant of ICP to 
reduce computational time (Kapoutsis et al., 1999, Kaneko et al., 2003). Other 
variants seek to fix issues such as what happens when point correspondence and 
transformation are unknown, like the Affine ICP algorithm, or when there are objects 
that need to be matched even when they change shape (such as accounting for 
different facial expressions in facial recognition), like the Iterative Closest Normal 
Point algorithm (Du et al., 2010, Mohammadzade and Hatzinakos, 2013).  
 
Other Distance-Based Algorithms 
Finally, there are two other distance-based algorithms that are not ICP, but 
are important to mention in this context. The first is Active Contour Models, 
otherwise known as snakes, and their variant Active Shape Models (ASMs) (Cootes 
et al., 1995). What is interesting about these ASMs, is that they use training sets to 
shape the algorithms to be able to recognise the same object, but with a limited 
amount of variations (Cootes et al., 1995). One of the main examples the researchers 
give, for instance, is the automatic selection of heart valves. As living heart valves 
are constantly in motion, capturing images of them at different points in time create 
slightly different shapes for recognition (Cootes et al., 1995). By training a program 
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on a specific type of variation, the program is able to flexibly identify the correct 
variations present instead of any random outliers or other variations (Cootes et al., 
1995). Also relevant are Hausdorff distances, which Zhao and colleagues describe as 
“a non-linear operator, which measures the mismatch of two sets,” which “is not 
based on finding corresponding mode and image points” (Zhao et al., 2005). 
Hausdorff distance algorithms have similar issues to ICP algorithms in terms of 
dealing with outliers/noise, but there are numerous versions that have been applied to 
increase the algorithm’s robusticity (Zhao et al., 2005, Vivek and Sudha, 2007, 























Materials and Methods 
Materials 
Bone Types and Their Rationale 
While not a universal classification system, anatomical complexity of bones 
in the skeleton can be loosely represented by five categories of bone (long, short, flat, 
irregular and sesamoid), which indicate features such as shape, function and the 
proportion of cortical bone versus trabecular bone (Wilson, 1840, Hamill, 2003).  
For this study, four bones of varying anatomical complexity and bone 
category were chosen to test the mesh-to-mesh value comparison (MVC) method: 
humeri, clavicles, calcanei, and temporal bones.  
Humeri are grouped in the long bone category, which describes bones that are 
longer than they are wide, have a dense cortical bone midshaft that often houses bone 
marrow production, have epiphyses with a high ratio of trabecular bone to cortical 
bone, and bear stress best along their long axis (Hamill, 2003). In addition to being 
used as a representative population for all other long bones, humeri were also chosen 
as they made up the original sample used for the pilot study, and therefore still 
required validation using a larger sample size (Karell et al., 2016). Furthermore, high 
levels of asymmetry have been previously documented in humeri (Auerbach and 
Ruff, 2006, Ćuk et al., 2001, Sládek et al., 2007, Steele and Mays, 1995). 
Clavicles are also grouped in the long bone category though they lack a 
marrow cavity, unlike all other long bones (Hamill, 2003, Kulkarni, 2012). Clavicles 
were chosen not only for this distinctive anatomical difference in terms of structure 
and function, but also because of their unique bilateral asymmetry patterns which 
may impact pair-matching. Unlike other bones which tend to have asymmetry 
exclusively focused on one side, right clavicles tend to be more robust while left 
clavicles tend to be longer overall though the statistical significance varies (Abdel 
Fatah et al., 2012, Auerbach and Raxter, 2008, Bernat et al., 2014). The originating 
causes of this pattern are still being investigated, though it does appear to have some 
relationship to biomechanical movement, such as antagonistic muscle relationships 
and handedness (Loh et al., 2015, Abdel Fatah et al., 2012, Bernat et al., 2014). 
Though the overwhelming pattern of asymmetry has been documented as the right 
side being more robust and the left being longer, at least one set of researchers has 
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found the opposite pattern when looking exclusively at left-handed individuals 
though it was a very small sample size (Loh et al., 2015).  
Calcanei are grouped in the short bone category, which describes bones that 
generally have a high ratio of trabecular bone to a layer of thin cortical bone and tend 
to play an important role in shock absorption (Hamill, 2003). Calcanei were chosen 
both for their different category type and to assess whether the shock absorption 
characteristics of a high ratio of trabecular bone to a thin layer of cortical bone would 
impact the pair-matching process. Furthermore, there is currently very little literature 
on the asymmetry patterns of calcanei though the articles span a significant time 
period. Of the few articles published, they tend to explore clinical aspects of the 
bone, and therefore have focused on features such as the presence of distinct or fused 
anterior and middle facets, and variation in locations of ligaments and tendons 
(Ragab et al., 2003, Laidlaw, 1905, Kumar et al., 1991, Linklater et al., 2009). 
Regardless, these articles still document a high amount of variation among calcanei, 
citing up to six different types and patterns of facets and fused facets, as well as 
approximately 10% asymmetry in these recorded features (Ragab et al., 2003). Given 
the variety and asymmetry of just the anterior and middle facets, it is likely other 
aspects of the bone are also variable and asymmetric to varying degrees.  
Temporal bones are grouped in the irregular bone category, which tends to be 
a catch-all category describing bones that consist of a high ratio of trabecular bone to 
a thin layer of cortical bone but serve specialised functions (Hamill, 2003). In this 
case, the function of temporal bones includes housing the organ of Corti which 
controls balance and hearing, and protecting and supporting the brain. In terms of 
variation, temporal bones are surprisingly diverse. Most of the variation is accounted 
for in vascular anomalies but can also be seen in sutures and the other small canals 
present in the bone (Tomura et al., 1995, Koesling et al., 2005). In terms of 
asymmetry, the majority of these variations tend to be bilateral with the noted 
exception of the jugular foramen (Tomura et al., 1995, Koesling et al., 2005). In fact, 
Koesling and colleagues found jugular symmetry in only a quarter of their sample of 
223 patients (446 temporal bones), with symmetry defined as jugular foramina that 
were within a left-right difference of 5 mm or less (Koesling et al., 2005). Tomura 
73 
 
and colleagues found similar results, with only 8% of their sample of 325 patients 
(650 temporal bones) (Tomura et al., 1995).  
 
Sample Number 
For each bone, the target sample size was 50 pairs (100 individual bones). 
This set the target total sample population at 200 pairs (400 individual bones). 
 
Populations 
All of the bones, regardless of type, were selected from five different 
populations across a relatively wide geographic and temporal span. Though the pilot 
study of the MVC method indicated that a wide geographic and temporal span of the 
samples should not affect the outcome of pair-matching each bone, geographic and 
temporal diversity were chosen in order to validate this finding (Karell et al., 2016). 
This diversity also allowed for a variety of other pilot testing conditions, including 
whether these aforementioned conditions would affect the pair-matching process in 
case the assertion in the pilot study proved untrue. The five populations are as 
follows: 
Scottish, archaeological: The archaeological Scottish population consisted 
of bones from two different medieval sites: the Ballumbie Parish Church, located just 
outside of Dundee, and the Parish Church of the Holy Trinity, located in St. 
Andrews. The Ballumbie site was active in the late 15th century while the St. 
Andrews site, approximately 17 miles away, was active from the 15th to the early 17th 
century (Hall and Cachart, 2005, Rathmell Archaeology Ltd, 2003, Rees, 2003, Rees 
et al., 2008, Historic Environment Scotland, n.d.). For this study, the two sites are 
considered contemporaneous and geographically close enough to be grouped as one 
population. Though both sites were rescue excavations from the early 2000s, burials 
mostly consisted of single internments with articulated skeletons and therefore 
allowed for reliable known pairs to be chosen (Hall and Cachart, 2005, Rathmell 
Archaeology Ltd, 2003, Rees, 2003, Rees et al., 2008, Historic Environment 
Scotland, n.d.). However, there is only minimal information about the age-at-death 
and sex demographics (Girdwood and Karell, 2019, Garcia-Donas and Karell, 2019). 
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Both collections are housed at the University of Edinburgh. Bones sourced from this 
collection included humeri and calcanei.  
Spanish, archaeological: The archaeological Spanish population consisted 
of bones from one site that was continuously active from the 13th to 18th century, the 
Ibizan Cathedral, in the Old Town of Ibiza (Guerra and Martín, 1999). Skeletal 
remains from this site were initially recovered in 1992, but were not analysed until 
2013 due to the initial architectural focus of the excavation (Guerra and Martín, 
1999). A combination of techniques including visual pair-matching, osteometric 
comparison, association by proximity, taphonomic analysis and the initial test of the 
MVC method insured that there were reliable known pairs. There is no known 
information on age-at-death and sex demographics of this collection, which is 
currently housed at the Archaeological Museum of Ibiza. The few bones sourced 
from this collection included humeri.  
Italian, modern: The modern Italian population consisted of bones from the 
Frassetto Collection (Collezione Frassetto), which is comprised of 606 donated bodies 
that originate from Sassai (Sardinia) and whose deaths all date to the first decade of the 
21st century (Karell et al., 2016, Facchini et al., 2006). As this collection is donated, 
known pairs are guaranteed, as they were documented upon donation (Karell et al., 2016, 
Facchini et al., 2006). Similarly, there is age-at-death and sex demographic information 
for the remains (Karell et al., 2016, Facchini et al., 2006).  This collection is currently 
housed at the Anthropology Museum at the University of Bologna (Facchini et al., 
2006). Bones sourced from this collection included humeri, all of which were male 
and adults.  
Cypriot, modern: The modern Cypriot population consisted of bones from 
the Limassol Municipal ossuary, located inside the St. Nicholas cemetery in the city 
of Limassol, Cyprus (Kranioti et al., 2017). Death dates ranged from 1972 to 2003. 
As the ossuary contained individual skeletons in each box, the known pairs were 
guaranteed. In the same manner, there is age-at-death and sex demographic 
information for the remains. Ages-at-death ranged from six to 100, with this study 
only utilising adults with the age range of 20-100. Of the adults, the mean age of the 




Greek, modern: The modern Greek population consisted of bones from the 
Cretan Collection, which is comprised of donated and reclaimed bodies. Death dates 
ranged from 1963 to 2004. The majority of the collection has age-at-death and sex 
demographics present, as well as medical records which note any injuries or illness. 
The population was mainly comprised of older individuals with a mean age-at-death 
of 70 years old, though the ages ranged from 19 to 101. The collection was balanced 
demographically in regard to sex, with almost equal males and females. As this is a 
donated collection, known pairs are guaranteed. This collection is housed at the 
Hellenic Republic Ministry of Justice and Human Rights, in Heraklion. Bones 
sourced from this collection included clavicles, calcanei and temporal bones.  
For a breakdown of the number of bones used from each population, see 
Table 2. 




The use of all population data, whether in physical or digital form (i.e. scan 
data), was approved by the School of History, Classics and Archaeology at the 
University of Edinburgh in accordance with their guidelines regarding the ethical 
treatment of human remains. This included sourcing approval from all the relevant 




Table 2. Bones sourced from each population, separated by type.  













Humeri 13 pairs (26 bones) 





 72 pairs 
(144 bones) 
101 pairs + 3 singles 
(205 bones) 
Clavicles    
92 pairs + 
 5 singles 
(189 bones) 
 92 pairs + 5 singles 
(189 bones) 
Calcanei 




31 pairs +  
26 singles 
(88 bones) 
43 pairs +  
1 single 
(87 bones) 
101 pairs + 35 singles 
(237 bones) 
Temporals    130 pairs (260 bones) 
 130 pairs 
(260 bones) 
 
*Though an initially the target sample was 50 pairs (100 individual bones) per type, spread out across these five aforementioned populations,  







Table 3. Bones sourced from each population, separated by type and sex*  














M = 0 
F = 4 
U = 22 
 
M = 0 
F = 0 
U = 15 
 
M = 20 
F = 0 
U = 0 
 
M = 66 
F = 76 
U = 2  
M = 86 
F = 80 
U = 39  
Clavicles    
 
M = 107 
F = 82 




M = 107 
F = 82 
U = 0 
  
Calcanei 
M = 13 
F = 11 
U = 28  
  
 
M = 34 
F = 44 
U = 10 
  
M = 35 
F = 48 
U = 4  
M = 75 
F = 99 
U = 18  
Temporals    
 
M = 72 
F = 56 
U = 2 
  
 
M = 72 
F = 56 
U = 2 




Data Collection  
Data collection consisted of seven distinct phases: three-dimensional 
scanning, model creation, hollowing, normals, mirror-imaging, decimation and pair-
matching.  
 
Three-dimensional Scanning, Types and Locations: 
For the initial data acquisition, two different types of three-dimensional 
scanning were used: computed tomography (CT) scanning and three-dimensional 
(3D) structured light surface scanning. Though the target number of acquisition for 
number of bones was 400, data collection during the three-dimensional scanning 
phase produced scans for a total number of 891 bones, over double the target 
amount. The bulk of the sample, 552 bones, were CT scanned while roughly forty 
per cent of the sample, 339 bones, were 3D structured light surface scanned. The 
scanning method chosen for each population and bone type varied, and depended on 
a multitude of factors including availability of the collection, availability of scanning 
type, time, and potential for miniature pilot studies. For a breakdown of which bone 
types were CT and 3D surface scanned, see Table 4.  
 
Table 4. Bones CT scanned versus 3D surface scanned by type 
Bone CT Scanned 3D Surface Scanned 
Humeri 19 pairs + 3 singles (41 bones) 
82 pairs 
(164 bones) 
Clavicles 92 pairs + 5 singles (189 bones) - 
Calcanei 26 pairs + 8 singles (62 bones) 
74 pairs + 27 singles 
(175 bones) 
Temporals 130 pairs (260 bones) - 




For each population, the three-dimensional scan data were collected as 
follows: 
Scottish, archaeological: All the bones from the Scottish archaeological 
population, including humeri and calcanei, were CT scanned in Edinburgh. The 
humeri were scanned at the Clinical Research Imaging Centre, the University of 
Edinburgh, with a Toshiba Aquilion ONE 320 Detector Row Computed Tomography 
multidetector scanner (Karell et al., 2016). The calcanei were scanned at the Royal 
Infirmary of Edinburgh with a Toshiba Aquilion 64 Computed Tomography 
multidetector scanner. Both data sets were collected using a slice thickness of 0.5 
mm and a 512 x 512 matrix. Both CT scanners were properly calibrated, including x-
ray tube calibration on start-up and weekly quality assurance phantom scanning to 
check noise, uniformity and Hounsfield units optimisation (Thomson and Karell, 
2019). For a more detailed explanation of the calibration protocol, see Appendix B. 
All data were saved as Digital Imaging and Communications in Medicine (DICOM) 
files.  
Spanish, archaeological: All the bones from the Spanish archaeological 
population were CT scanned at Can Misses Hospital, Ibiza (Eivissa). The humeri 
data were collected with a GE Medical System HiSpeed NX/I Computed 
Tomography multidetector scanner, using a slice thickness of 0.5 mm and a matrix of 
512 x 512. This CT scanner was properly calibrated according to Can Misses 
Hospital protocols for quality assurance (Kranioti and Karell, 2019). Data were saved 
as Digital Imaging and Communications in Medicine (DICOM) files.  
Italian, modern: All the bones from the modern Italian population were 
scanned using a 3D structured light surface scanner at the University of Bologna. 
The humeri data were collected using a ScanProbe Standard Structured Light 
Scanner, a two-camera system with 1.9 megapixels each. Data were saved as XOR 
(Geomagic) projects (Karell et al., 2016).  
Cypriot, modern: All the bones from the modern Cypriot population were 
scanned using a 3D structured light surface scanner. Both the humeri and calcanei 
data were collected using a non-commercial two-camera surface scanner, which 
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utilised a Panasonic projector as the light source and two 1.3 megapixels uEye 
cameras (model number UI-154XLE). Data were saved as FlexScan3D projects. 
Greek, modern: The modern Greek population is the only population which 
utilised both computed tomography and 3D surface scanning. The clavicles and 
temporals were scanned at the University Hospital of Iraklion (Heraklion), using a 
Siemens Sensation 16 Computed Tomography multidetector scanner. Both data sets 
were collected using a slice thickness of 0.75 mm and a 512 x 512 matrix. The CT 
scanner was properly calibrated according to the University Hospital of Iraklion 
(Heraklion)’s quality assurance protocol (Kranioti and Karell, 2019). Data were 
saved as Digital Imaging and Communications in Medicine (DICOM) files. The 
calcanei data were collected using the same non-commercial two-camera surface 
scanner, which utilised a Panasonic projector as the light source and two 1.3 
megapixels uEye cameras (model number UI-154XLE), as the Cypriot population. 
Data were saved as FlexScan3D projects. 
For a summary of bones CT scanned versus 3D surface scanned bones, by 
population, see Table 5. 
Table 5. Bones CT scanned versus 3D surface scanned by population 
Population CT Scanned 3D Surface Scanned 
Scotland (Arch.) 40 pairs + 8 singles (88 bones)  
- 
Spain (Arch.) 6 pairs + 3 singles (15 bones) - 
Italy (Mod.) - 10 pairs (20 bones)  
Greece (Mod.) 222 pairs + 5 singles (449 bones)  
31 pairs + 26 singles 
(88 bones)  
Cyprus (Mod.) - 115 pairs + 1 single (231 bones) 




 Depending on the type of three-dimensional scanning, two different model 
creation protocols were followed. For CT scan data, a process called segmentation 
was used. For the 3D surface scanning, a process of merging multiple, incomplete 
meshes was used.   
 
Segmentation (CT Scan Data) 
 For segmentation and model creation of CT scan data, the program AMIRA 
5.3.3 was used. In AMIRA 5.3.3, segmentation is accomplished through the creation 
and application of a threshold value, which when applied to a scan selects the 
information needed from each individual slice of a scan so that it can be compiled 
into a single mesh, or model. Certain models were segmented initially for other 
projects, by other researchers. However, these models were all assessed and either 
corrected or excluded by the author where necessary due to model building errors or 
overall scan quality issues. Thus, the total initial number of segmented and built 
models is often slightly more than the final number for pair-matching analysis. 
Furthermore, it will be apparent that only a certain number of models were built from 
the large amount scanned due to time constraints. For the number of models built by 
segmentation by bone, plus notes on corrected, excluded and final number for 
analysis see Table 6. 
 
Randomisation and Cropping 
Before the threshold values were applied for the selection process in 
segmentation, all CT scan data were visualised using the Isosurface feature, cropped 
into individual bones when necessary using the Bounding Box feature, and renamed 
in order to randomise the sample when necessary.  
 
Threshold Value Creation 
Initially the program Image J was used to calculate the Half Maximum 
Height Value (HMHV), or threshold value, following Spoor et al. for all CT scan 
data (Spoor et al., 1993). In this program, the Draw Line tool was used to select the 
full range of grey values present and then the Measure feature was applied to record 
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the maximum and minimum values. This process was repeated every third slice 
throughout an entire scan. The resulting Excel spreadsheet of average maximum 
values was then summed and divided by two, in order to create the HMHV (Spoor et 
al., 1993). The HMHV was then entered as the lowest selection value in the Display 
and Masking window (Figure 5) in AMIRA 5.3.3 under the Segmentation tab which 
will be mentioned in greater detail further on.  
As previously discussed, the HMHV does not always reflect the true line of 
bone due to factors such as the proportion of cortical to trabecular bone and the 
calibration of CT scanners’ grey value ranges. Therefore, though the HMHV was 
calculated and applied where possible, it was not always applicable. In the situations 
where it was not appropriate, a histogram method for threshold value selection was 
used (Karell et al., 2016).   
The histogram method for threshold value selection is an accurate and 
reproducible visual method for selecting half of the maximum grey value range 
present (Karell et al., 2016). It relies on two different grey value range windows 
AMIRA 5.3.3 displays: the Zoom and Data window and the previously mentioned 
Display and Masking window. In order to consistently view CT scan data in the same 
manner, regardless of scanner calibration, the sliding tool for viewing the CT scan 
information in the Zoom and Data window was always set in the same manner; the 
lowest (left-hand) slider was set to the lowest value of histogram data, while the 
highest (right-hand) slider was set to the highest value of the histogram data. This 
ensured that the lowest value present was now calibrated to true black (hypodense, 
the least radiodense), while the highest value was calibrated to true white 
(hyperdense, the most radiodense). For examples, see Figures 5 & 6. Additionally, 
this guaranteed that the next process of selection via a threshold value range, was 
done accurately and consistently. After the Zoom and Data window was calibrated, 
the Display and Masking window was then adjusted. To visually select the threshold 
value, the lowest (left-hand) slider was used to select the half-way point at which the 
histogram peak was the highest and the highest (right-hand) was set at the maximum 
value possible, i.e. as furthest to the right as possible.  
For a breakdown of average threshold values created by the histogram 




Figure 5. Display and Masking Window, set for segmentation 
 
 
Figure 6. Zoom and Data Window, set for segmentation 
 
Selection (Segmentation) 
 Once the threshold value had been calculated, either by the HMHV or 
histogram method, this value was applied to the selection process, which was 
completed using several different tools in AMIRA 5.3.3, and involved inspecting 
every slice of the now cropped and randomized CT scan (Spoor et al., 1993, Frabris-
Rotelli and Greeff, 2012) 
 To start the process, a new set of Labels was created by selecting the New 
button next to the Labels Data. This creates an AMIRA specific file to which all the 
selection data will be saved, and then later used for model generations. These tools 
are explained further below. 
 The majority of the models were built using the Magic Wand selection tool. 
This tool selects contiguous pixels of the specified threshold value range, and allows 
for the precise selection of materials, while maximising the amount selected. It can 
be used in a slice by slice manner, where the user individually selects the portion of 
bone to add slice by slice, or the All Slice feature can be applied, which applies the 
threshold value range to the entire stack of images. The Magic Wand tool also has a 
Draw Line Limit feature, which allows the user to draw a line demarcating which 
areas not to select. This feature was especially useful when it came to cropping out 
the CT scanning bed, for example, which was observed to register a similar density 
to cortical bone.  However, in the older versions of AMIRA, the Draw Line Limit 
tool could not be used with the All Slices setting, which meant that the majority of 
models were built in the slice by slice manner. 
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 Occasionally the poorly named Threshold tool was used in addition to the 
Magic Wand tool. This tool, similar to the Magic Wand, selects all pixels which fall 
into the specified threshold value range. However, these pixels do not have to be 
contiguous. This means that it will select literally every pixel in the scan that falls 
within this range; for example, if there happens to be any other object present in the 
scan, such as a paper clip, this will be selected as well, even though it is obviously 
not connected to the bone. This feature was used sparingly, and generally only when 
the bone in question had large portions of thin, low-density trabecular bone. These 
portions of trabecular bone are often represented in CT scans as disconnected pixels 
slice by slice, and were therefore challenging to select with the Magic Wand tool.  
  Another sparingly used tool was the Brush tool. This tool will select any 
area, regardless of the threshold value range. Due to this, it was only used in the 
Square mode, at the smallest setting of one pixel, and only in instances where for 
some reason the Magic Wand tool had missed a very small area and created a false 
hole in the bone, such as incredibly thin parts of the squamosal area of the temporal 
bone. In this manner, only a couple of pixels were added at a time, and only to ensure 
the integrity of the model reflecting the true representation of the bone.  
 Finally, the Lasso tool was also sparingly used, and only to deselect areas. In 
a similar manner to the Brush tool, it will select any area, regardless of the threshold 
value range. While the Brush tool is a distinct size and shape, the Lasso tool is any 
size and shape as drawn freehand by the user, as long as the starting point and ending 
point connect. Due to this, as mentioned previously, it was only used to deselect 
areas, not select them, as selection it would create would be unreliable. It was useful, 
however, in situations such as the presence of another object such as a paper clip that 
could be easily deleted without affecting the selection of the bone.  
 After any selection was made using the aforementioned tools, the Add 
Selected Voxels button was pressed to ensure that the selection was added to the 







Table 7. Threshold values for segmentation by bone 
Bone Threshold Average 
Threshold  
Range 
Humeri -689 -1050 to -490 
Clavicles -851 -902 to -743 
Calcanei -759 -1070 to -615 
Temporals -291 -696 to 0  
 
Final Model Creation 
 After the bone selection data was saved as Labels data, the Surface Gen 
feature was applied to the Labels data in the Object Pool tab. The settings for the 
Surface Gen were always Constrained Smoothing. The model was then saved as a 
binary stereolithography (.stl) file with Little Endian formatting.  
 














Humeri 61 0 16 45 
Clavicles 203* 0 0 203* 
Calcanei† 62 15 0 62 
Temporals‡ 130 39 6 124 
Total 456 54 22 434 
*As will be explained further in the chapter, certain bones were built multiple times to test 
intra-observer error for building by segmentation. Hence, the larger number of models built 
than bones scanned. 
†Initially built by Kimberly Nash (Nash, 2015) 
‡Initially built by Monika Lay (Lay, 2014) 
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Merging Meshes (3D Surface Scan Data)  
 For merging meshes, two different programs were used: Geomagic and 
FlexScan3D. Only the 20 Italian humeri were built in Geomagic, and this was done 
at the University of Bologna, independently of the current study by Caterina 
Minghetti (Karell et al., 2016). As this process was not undertaken for this 
dissertation, it will only be mentioned here briefly. In simplistic terms, data was 
acquired by the scanner in the form of point cloud information to create partial 
meshes, aligned appropriately, and then final meshes or models were generated from 
this information in Geomagic (Karell et al., 2016). For the remaining 319 surface 
scanned bones, the model creation was done in the program FlexScan3D and the 
process follows below. For the number of models built by merging by bone, plus 
notes on corrected, excluded and final number for analysis see Table 8. Similar to 
the segmentation process, only a certain number of models were built from the large 
amount scanned due to time constraints. 
 
FlexScan3D Merging Protocol 
Depending on the anatomical complexity and condition of the bone that was 
surface scanned, the number of the initial partial scans varied. Anywhere from 18 to 
upwards of 25 partial scans were manually moved and selected using the CRTL, 
SHIFT and ALT keys to align the partial scans for merging. For quality control, this 
process generally followed a consistent pattern, where one rotation around the bone 
was completed first, then added to using the second rotation around an object in a 
perpendicular reference to the first rotation to complete the object. To start the 
pattern, the first two partial scans were manually aligned as previously mentioned, 
then both selected using the SHIFT key and automatically aligned using the Align 
button on the setting ‘Mesh Geometry’. Once all of the partial scans had been added 
to create a cohesive object, all of the scans were selected and then automatically 
aligned for a second time using the Align button on the setting ‘Fine Alignment’. The 
Fine Alignment feature was set to ‘Fast’ for processing power and time purposes, 
meaning that it tested 300 iterations of alignments of the scans to accurately match 
partial scans. After Fine Alignment, the object was then checked to make sure that 
the computer had appropriately lined up all the partial scans. This was measured both 
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by a mesh-to-mesh value, a measurement in millimetres that indicates great 
similarity with a lower value, and visual inspection of the model. An overall Fine 
Alignment mesh-to-mesh value of under 0.05mm was considered a valid alignment. 
If all the partial scans lined up well, they were then all selected again using the 
SHIFT key and merged into a single object using the Combine button. The Combine 
button settings were generally set to just ‘Apply Fine Alignment’. After the 
combining process, the model was then completed by pressing the Finalize button, 
with the settings set to ‘Precise Merge’. This removed excess overlapping data where 
the partial scans were aligned (reducing file size) and preserved the original shape 
data. However, there was one set of scans where this ‘Precise Merge’ was not 
possible. To minimise any differences in the quality between these scans, during the 
Combine process the ‘Preserve Overlapping Data’ setting was used in addition to the 
‘Apply Fine Alignment’. If the ‘Preserve Overlapping Data’ feature was used, the 
‘Finalize’ settings were changed to ‘Smoothed Merge’; ‘Sample Density = High’; 
and ‘Hole Filling = Low’. Though this applies a slight smoothing to the model, the 
high sample density and low hole filling preserve the original shape data. The only 
difference in output between the two routes was the increased file size of the 
‘Preserve Overlapping Data’ models, as unsurprisingly, they retained the 
overlapping data of the partial scans; still, the overall shape for both settings was the 
same. Once a model was finalized, regardless of the Combine process, it was then 




























Humeri 7 0 7 0 
Clavicles 0 0 0 0 
Calcanei* 175 87† 0 175 
Temporals 0 0 0 0 
Total 456 54 22 434 
* 87 models from Cyprus initially built by Kimberly Nash and Mary Gutekunst (Nash, 2015, 
Gutekunst, 2015), the other 88 were built by the author 
† The only correction made to these models (from Cyprus) was to decimate them in size, as 





 To test whether the best results for the MVC method were obtained from 
comparing all of the possible internal and external data at once or using only the 
external surfaces of bones, models were also hollowed. Therefore, all the models 
built via segmentation, i.e. those from CT scan data which still contained internal 
data, were hollowed using the program Viewbox 4 or Viewbox 4.1. To hollow the 
scans, the files were individually imported into Viewbox, then had their internal 
surfaces selected using the tool Select Non-visible or Select by Visibility depending 
on the respective version of the software. After the selection was made, it was then 
deleted using the feature Delete Selection. All the files were saved as Wavefront 
(.obj) files with the setting ‘With Normals’. For the average and range of hollowing 





Table 9. Hollowing percentages, by bone 


























33.83% 15 - 48% 
*Originally hollowed by a collaborator, Dr. Demetrios J. Halazonetis, and thus values were not                                                                                          




 During the study, ‘normals’ – vectors perpendicular to three-dimensional 
surfaces of polygonal meshes – were discovered as a powerful option for better 
matching curved surfaces (see Figure 7). Thus, the default testing condition was 
models saved ‘With Normals,’ though certain sets of bone also were tested without 
normals to investigate the full effects.  
 
 
Figure 7. The squared lines represent the polygonal mesh, the arrowed rays are the normals, and the 






 In order to pair-match two three-dimensional models of bones by placing one 
directly on top of the other, one of the bones must be appropriately mirror-imaged to 
fit properly. The right side was chosen to be mirror-imaged for all sets of bones for 
consistency, and this process was done using the free three-dimensional printer 
software program NetFabb basic (Karell et al., 2016). To mirror-image each model, 
it was individually loaded into the program and then the Mirror Image feature was 
applied. The files were saved as Wavefront (.obj) files.  
 
Decimation 
One set of 3D white light scans from Cyprus which were built using the 
‘Preserve Overlapping Data’ setting resulted in very large file sizes. All of these 
files were classed as ‘Huge’ by Windows – ranging in size from 28 to 144 MB, with 
88% over 70 MB. These files were decimated by 25% using Flexscan3D and the 
‘Decimate’ feature. This reduced the number of triangles of the mesh, while 
preserving the level of detail, in order to reduce computational time.  
The reduction amount (by 25%) was chosen after comparing a set of paired 
calcanei at 25% decimation intervals and assessing their mesh-to-mesh comparison 
values as compared to the undecimated versions in Flexscan3D, the same pair-
matching process described below. As the reduced-by-25% versions differed from 
the original by only 0.002 mm, a value less than the model building error, they 
preserved the appropriate level of detail and were considered valid for further 
comparison. The other decimation amounts reduced the level of detail, differing by 
larger amounts, and therefore were not used.  
 
Pair-matching – Mesh-to-Mesh Value Comparison 
After all three-dimensional models were built, either through segmentation or 
merging, each group of the different types of bones was then compared and pair-
matched using mesh-to-mesh value comparison (MVC). The MVC method compares 
the entire three-dimensional geometry of two models at once to indicate similarity in 
millimetres. Both manual and automatic versions of MVC were tested using the 
software programs FlexScan3D and Viewbox 4.1 respectively. Both programs 
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produce ‘mesh-to-mesh values’ in millimetres to indicate similarity of the two 
models, but differ slightly based on their algorithmic distance calculations. The 
details of the manual and automatic protocols and setting will be explored below. 
 
FlexScan3D Protocol and Settings (Manual MVC) 
 To compare each group of bones in FlexScan3D, one left at a time was 
imported into the program and then subsequently manually compared to every 
mirror-imaged right. To compare the two bones, they were first manually aligned 
using the mouse and the SHIFT and ALT keys. After they were as manually aligned 
as possible, the two scans were selected using the SHIFT key and then 
algorithmically aligned using the Align button on the setting ‘Fine Alignment’. As 
mentioned previously, this Fine Alignment feature produced a mesh-to-mesh value 
which was then recorded in an Excel spreadsheet for further statistical analysis which 
will be explained later in this chapter. All lefts were subsequently compared to all 
mirror-imaged rights.  
 The comparison algorithms for Flexscan3D were based on trimmed iterative 
closest point algorithms, but generally unknown as they are proprietary (Chetverikov 
et al., 2002). It is known, however, that it does not use root-mean-squared for its 
distance calculations and that it has some prioritisation algorithms for preferentially 
matching flat surfaces (Langstaff and Karell, 2014).  
 
Viewbox 4.1 Protocol and Settings (Automatic) 
 Unlike FlexScan3D, the comparison process in Viewbox 4.1 was automated 
in a feature called Mesh Similarity. This automated process has two main settings, 
both of which were used at various points. The first comparison option is Compare 
reference mesh to all meshes in mesh folder, which takes a single user-defined mesh 
(model) and compares it to a user-selected folder of meshes. The second comparison 
option is Compare all meshes in mesh folder to each other, which takes a user-
defined folder and compares every mesh in that folder to each other. The dual use of 
these two options allowed for creative applications of data production versus time. 
Once the type of mesh analysis was selected, the other settings of the comparison 
were set. These included general options such as the Estimated Overlap of Meshes 
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and number of Initial Positions for Rough Alignment, and more specific options for 
rough and fine alignment such as Nearest Neighbour Search, Point Sampling 
percentage, Matching Point-to-point or Point-to-plane, and number of Iterations. For 
this study, two different sets of Viewbox 4.1 settings were used: 
 
1. ‘Exact Normal’ 
General 
Estimated Overlap of Meshes: 100% 
Initial Positions: 20 
Options for Rough Alignment 
Nearest Neighbour Search: Approximate (fast) 
Point Sampling: 1% 
Matching Point to: Point 
Iterations: 100 
Options for Fine Alignment 
Nearest Neighbour Search: Exact (Normal Compatibility)  
Point Sample: 100% 
Matching Point to: Plane 
Iterations: 100 
 
2. ‘Exact Slow’ 
General 
Estimated Overlap of Meshes: 100% 
Initial Positions: 20 
Options for Rough Alignment 
Nearest Neighbour Search: Approximate (fast) 
Point Sampling: 1% 
Matching Point to: Point 
Iterations: 100 
Options for Fine Alignment 
Nearest Neighbour Search: Exact Slow  
Point Sample: 100% 




All comparison data were sent to a new Excel spreadsheet, delimited by tab. 
This produced the same format of data as created by the manual method and allowed 
for the same type of statistical analysis. The primary settings used were ‘Exact 
Normal’ due to the presence of normals in most of the 3D models and were applied 
to all data regardless of bone type. The ‘Exact Slow’ settings were only used in an 
exploratory fashion to test the effects of normals on the matching process. 
The comparison algorithm for Viewbox 4.1 was the trimmed iterative closest 
point algorithm, which uses the least trimmed squares approach to distance 
calculation (Chetverikov et al., 2002, dHal Software, Chetverikov et al., 2005). This 
algorithm, as described by Chetverikov et al, is summarised briefly below (2002, p. 
546-547, 2005, p. 8): 
1. For each point of P, find the closet point in M and compute the individual 
distances 𝑑𝑑𝑖𝑖2 (Equation: 𝑑𝑑𝑖𝑖(𝑅𝑅, 𝑡𝑡) =  ‖𝑀𝑀𝑐𝑐𝑐𝑐(𝑖𝑖,𝑅𝑅, 𝑡𝑡) −  𝑝𝑝𝑖𝑖(𝑅𝑅, 𝑡𝑡)‖) 
2. Sort 𝑑𝑑𝑖𝑖2 in ascending order, select the 𝑁𝑁𝑝𝑝𝑝𝑝 least values and calculate their sum 
𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿′ . 
3. If any of the stopping conditions is satisfied, exit; otherwise,  𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿 =  𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿′  
and continue. 
4. Compute for the 𝑁𝑁𝑝𝑝𝑝𝑝 selected pairs the optimal motion (𝑅𝑅, 𝑡𝑡) that minimizes 
𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿′ . 
5. Transform P according to (𝑅𝑅, 𝑡𝑡) (Equation = 𝑝𝑝𝑖𝑖(𝑅𝑅, 𝑡𝑡) = 𝑅𝑅𝑝𝑝𝑖𝑖 +  𝑡𝑡, 𝑃𝑃(𝑅𝑅, 𝑡𝑡) =
 {𝑝𝑝𝑖𝑖(𝑅𝑅, 𝑡𝑡)} 1
𝑁𝑁𝑝𝑝) and go to step 1.  
P = Data set 1 
M = Data set 2 
𝑁𝑁𝑝𝑝𝑝𝑝 = Number of points (subset that is paired/aligned) 
𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿 = Sum of least trimmed squares 
(𝑅𝑅, 𝑡𝑡) = Rotation Matrix, Translation Vector 
 
 Pre-alignment / Pre-registration 
 As the comparison process in Viewbox 4.1 happens automatically by the 
computer randomly selecting the user-specified number of initial positions in space 
to test, there was the possibility that the original location/space data of the model 
could affect the outcome of the comparison process, both in terms of accuracy and 
time of the overall comparison. To test this possibility, some Viewbox 4.1 automatic 
comparisons were run twice. First without any orientation of the mesh data, and 
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second, with the mesh data roughly pre-aligned, or in other words pre-registered, to 
minimise the computing work and time required for comparison and to potentially 
increase the accuracy of the comparison.  
 To pre-align or pre-register the models for comparison in Viewbox 4.1, the 
models were manually aligned in FlexScan3D using the same features at the 
comparison process: aligning all the models using the mouse and the SHIFT / ALT 
keys, and pressing the Align button, on the setting Fine Alignment. After all the 
models were aligned in the same space/location, they were then exported using the 
Export (Scan) button. These exported models were then subsequently compared in 
Viewbox 4.1 using identical settings to the non-pre-aligned models. As the process 
for pre-alignment coincided directly with the manual comparison process in 
FlexScan3D, the first step of the manual comparison process was often the export of 
the aligned models for the aligned comparison in Viewbox 4.1.  
 
Time  
Where possible during the data collection process, the amount of time each 
step took was recorded to assess the overall feasibility of the entire process in terms 
of time. Accuracy ultimately is the most important feature of an individuation 
technique, but the time spent and general feasibility in the relevant applications are 
also essential considerations, especially for individuals awaiting information on their 
missing friends and relatives. 
 
Hardware 
Due to the intense computational nature of the comparison process, six 
different main computers were used. As hardware specifications can drastically 
affect aspects of the project such as calculation of processing time, the computers’ 
specifications are listed below. These were all high-end, high-performance 
computers, with the exception of Luxor. The relative processing power/speed was 
also calculated to ensure a full understanding of the relative hardware specification 






Manufacturer: Razer Inc. 
Model: Blade (2014) 
Processor: Intel® Core™ i7-4702HQ CPU @ 2.20GHz  
 Cores: 4 
 Logical Processors: 8 
Installed memory (RAM): 8.00 GB 
System type: 64-bit Operating system, x64-based processor 
Graphics Card: GeForce GTX 870M 
Driver Version: 391.01 
 Direct3D API Version: 12 
 Direct3D feature level: 11_0 
 CUDA Cores: 1344 
 Graphics clock: 941 MHz 
 Memory data rate: 5000 MHz 
 Memory interface: 192-bit 
 Memory bandwidth: 120.00 GB/s 
 Total available graphics memory: 7129 MB 
 Dedicated video memory: 3072 MB GDDR5 
 System video memory: 0 MB 
 Shared system memory: 4057 MB 
 
Amarna 
Manufacturer: IS Supported Desktop - HP 
Model: Z240 
Processor: Intel® Core™ i7-6700 CPU @ 3.40GHz   
Cores: 4 
 Logical Processors: 8 
Installed memory (RAM): 32.0 GB 
System type: 64-bit Operating system, x64-based processor 
Graphics Card: Quadro K1200 
Driver Version: 347.88 
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 Direct3D API Version: 11 
 Direct3D feature level: 11_0 
 CUDA Cores: 512 
 Graphics clock: 954 MHz 
 Memory data rate: 5010 MHz 
 Memory interface: 128-bit 
 Memory bandwidth: 80.00 GB/s 
 Total available graphics memory: 20184 MB 
 Dedicated video memory: 4096 MB GDDR5 
 System video memory: 0 MB 
 Shared system memory: 16088 MB 
 
Elena 
Manufacturer: ASUSTek COMPUTER INC. 
Model: ASUS Desktop PC G30AB Series 
Processor: Intel® Core™ i7-4770K CPU @ 3.50GHz  3.50GHz 
Cores: 4 
 Logical Processors: 8 
Installed memory (RAM): 24.0 GB 
System type: 64-bit Operating system, x64-based processor 
Graphics Card: GeForce GTX 760  
Driver Version: 388.13 
 Direct3D API Version: 11.2 
 Direct3D feature level: 11_0 
 CUDA Cores: 1152 
 Graphics clock: 823 MHz 
 Memory data rate: 5600 MHz 
 Memory interface: 192-bit 
 Memory bandwidth: 134.00 GB/s 
 Total available graphics memory: 15329 MB 
 Dedicated video memory: 3072 MB GDDR5 
 System video memory: 0 MB 
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 Shared system memory: 12257 MB 
 
Romulus 
Manufacturer: IS Supported Desktop - HP 
Model: Elite Desk 
Processor: Intel® Core™ i5-6500 CPU @ 3.20GHz  
Cores: 4 
 Logical Processors: 4 
Installed memory (RAM): 16.0 GB 
System type: 64-bit Operating system, x64-based processor 
Integrated Graphics: Intel® HD Graphics 530 
 Shader Version: 5.0 
 OpenGL Version: 4.4 
 OpenCL Version: 2.0  
 
Remus 
Manufacturer: IS Supported Desktop - HP 
Model: Elite Desk 
Processor: Intel® Core™ i5-6500 CPU @ 3.20GHz   
Cores: 4 
 Logical Processors: 4 
Installed memory (RAM): 16.0 GB 
System type: 64-bit Operating system, x64-based processor 
Integrated Graphics: Intel® HD Graphics 530 
 Shader Version: 5.0 
 OpenGL Version: 4.4 
 OpenCL Version: 2.0  
Luxor 
Manufacturer: Toshiba 
Model: Satellite M645 




 Logical Processors: 4 
Installed memory (RAM): 4.0 GB 
System type: 64-bit Operating system, x64-based processor 




Pair-matching Analysis– Sensitivity and Specificity 
After the data collection was completed, statistical analysis on the resulting 
Excel sheets of mesh-to-mesh values was conducted using sensitivity and specificity 
as indicators of accuracy. Sensitivity is the ability of a test to correctly identify 
positive results, in this case true pair matches; Specificity is the ability of a test to 
correctly identify negative results, in this case non-pair matches or true negatives 
(single bones with no pair-match) (Loong, 2003, Metz, 1978). Though generally this 
type of analysis falls broadly under the heading of sensitivity and specificity, two 
different types of value selection for sensitivity and specificity were assessed: 
Lowest Common Value analysis and Receiver Operating Characteristic analysis. 
Generally, however, both processes use mesh-to-mesh values as a proxy for pair-
matching; the lower the mesh-to-mesh value, the better the match. In general, 
however, the advantage of either method is that they both provide rates of pair-
matching instead of just the simple number of cases (Metz, 1978).  
 
Lowest Common Value - Single Pair Match Selection 
For the Lowest Common Value analysis method, the three lowest mesh-to-
mesh values for each individual bone were selected and assessed. This means that 
each left and each right had their three lowest values highlighted in the pivot table 
like format of the Excel spreadsheet. To be considered a pair-match, both sides had 
to agree that they were each other’s shared lowest values. In other words, this was 
done to assure that bone A couldn’t be matched with bone B, if bone B matched with 
bone C. In this manner, a bone could have only one possible pair-match, or none at 
all. This was initially done manually for the pilot study but was later automated by 
the author using an Excel macro [Appendix C]. After this selection process, the 
veracity of the pair chosen was assessed for each individual bone. If the proper pair-
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match was indicated, it was recorded as a true positive. If a bone was paired, but with 
the wrong bone, it was recorded as a false positive. If the bone did not have a pair, 
and was indicated as such, it was recorded as a true negative. If the bone did have a 
pair, but was indicated not to, it was recorded as a false negative. When complete, all 
of the instances of true positives, true negatives, false positives and false negatives 
were summed for each respective category. These values were then entered into the 
formulae for sensitivity, specificity, positive predictive value and negative predictive 
value which follow below: 
 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖𝑡𝑡𝑖𝑖𝑆𝑆𝑖𝑖𝑡𝑡𝑆𝑆 =
𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑛𝑛𝑆𝑆 𝑝𝑝𝑜𝑜𝑆𝑆𝑖𝑖𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆 




𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑛𝑛𝑆𝑆 𝑆𝑆𝑆𝑆𝑛𝑛𝑓𝑓𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆
𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑛𝑛𝑆𝑆 𝑆𝑆𝑆𝑆𝑛𝑛𝑓𝑓𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑜𝑜𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 𝑝𝑝𝑜𝑜𝑆𝑆𝑖𝑖𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆
 
 
𝑃𝑃𝑜𝑜𝑆𝑆𝑖𝑖𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆 𝑃𝑃𝑛𝑛𝑆𝑆𝑑𝑑𝑖𝑖𝑆𝑆𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆 𝑉𝑉𝑓𝑓𝑓𝑓𝑛𝑛𝑆𝑆 =
𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑛𝑛𝑆𝑆 𝑝𝑝𝑜𝑜𝑆𝑆𝑖𝑖𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆 
𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑛𝑛𝑆𝑆 𝑝𝑝𝑜𝑜𝑆𝑆𝑖𝑖𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛 𝑜𝑜𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 𝑝𝑝𝑜𝑜𝑆𝑆𝑖𝑖𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆
 
 
𝑁𝑁𝑆𝑆𝑛𝑛𝑓𝑓𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆 𝑃𝑃𝑛𝑛𝑆𝑆𝑑𝑑𝑖𝑖𝑆𝑆𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆 𝑉𝑉𝑓𝑓𝑓𝑓𝑛𝑛𝑆𝑆 =
𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑛𝑛𝑆𝑆 𝑆𝑆𝑆𝑆𝑛𝑛𝑓𝑓𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆 
𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑛𝑛𝑛𝑛𝑆𝑆 𝑆𝑆𝑆𝑆𝑛𝑛𝑓𝑓𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆𝑛𝑛 𝑜𝑜𝑜𝑜 𝑜𝑜𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑛𝑛𝑓𝑓𝑡𝑡𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆
 
 
 It must be noted that due to the selection process of the three lowest values 
for each bone, the order in which this process happens can affect the outcome of the 
results. Thus, the Excel spreadsheets were always formatted in the same manner with 
the right bones across the top and the left bones going down the side, and the 
selection of the lowest value for both sides was always conducted in the same 
manner, first across and then down the sheet.  
Furthermore, this selection method also does not take into account the actual 
numeric mesh-to-mesh value, but instead relies on the relative relationship of all of 
the values to each other. In this manner, there is no significance attached to a mesh-
to-mesh value of 1.5 mm for example, but instead to the condition that 1.5 mm is a 
low value as compared to all the other values present. This is important as due to the 
nature of three-dimensional models and the variation among different bone shapes 
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and sizes, mesh-to-mesh values fluctuate. For a full, detailed example of this method, 
see Appendix C.  
 The numeric mesh-to-mesh values were initially investigated for a possible 
threshold value using the standard deviation, but this selection process but did not 
work so were abandoned (Karell et al., 2016).  
 
Receiver Operating Characteristic (ROC) Curve Analysis - Multi-Pair Match 
Selection  
 As there was the possibility of user selection affecting the outcome of the 
sensitivity and specificity results, a different selection process which eliminated this 
problem was also tested. This version of sensitivity and specificity is called a 
Receiver Operating Characteristic (ROC) curve and is a visual way of representing 
the dynamic relationship of sensitivity and specificity information (Metz, 1978, 
Fawcett, 2006, Hanley and McNeil, 1983). This method relies on the numeric values 
of mesh-to-mesh values themselves, creating a dynamic threshold range from the 
mesh-to-mesh values entered. In this manner, the first type of sensitivity and 
specificity described could be visualised as a single point, whereas a ROC curve is a 
step-function that gradually creates a curve by plotting the resulting data points of 
sensitivity and specificity calculated at different thresholds (Metz, 1978, Fawcett, 
2006). A threshold cut-off value can then be adjusted along this curve, to maximise 
the desired result of the relationship between sensitivity and specificity. 
To assess the resulting ROC curves for significance, the Area Under the 
Curve (AUC) was calculated for each ROC curve. Though there are slightly different 
ways to calculate the AUC based on different shape fitting, in general it is a 
mathematical calculation of the physical space that falls beneath the ROC curve 
(Fawcett, 2006, Obuchowski, 2003, Marzban, 2004, DeLong et al., 1988). As a ROC 
curve is always graphed on a 1 X 1 scale, the AUC is always between zero and one, 
with higher AUC values (i.e. closer to one) representing better models. This 
corresponds directly to the aspect of ROC curves that the closer the curve is to 
convex and reaching the top right corner of a graph, the better it should be, as it 
represents high sensitivity and high specificity. The AUC is also equivalent to 
Wilcoxon test of ranks, which means that it displays the probability of the test that it 
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‘will rank a randomly chosen positive higher than a randomly chosen negative’ 
(Fawcett, 2006).  
Furthermore, ROC curves can be assessed by comparing them directly to 
each other using a non-parametric approach based on U-statistics (DeLong et al., 
1988). In this manner, it is possible to calculate confidence regions for ROC curves, 
in addition to the possibility of partial AUCs for assessment of the validity of the 
methods tested (DeLong et al., 1988, Obuchowski, 2003). 
Finally, it is important to note that as ROC curves create dynamic threshold 
values, theses threshold values created will change bone to bone, as it relies on the 
actual numeric aspect of mesh-to-mesh values. In this manner, it is essential that each 
bone is thoroughly tested with known samples and an accurate threshold value 
created. It is important to note that using a threshold value, albeit a dynamic one, 
does allow for a single bone to have multiple ‘pair-matches’. While obviously 
impossible, this pair selection method allows the use of a null hypothesis that bones 
are assumed to be a match unless they fall above the threshold given which is a 
common current framework in pair-matching literature (Byrd, 2008, Lynch et al., 
2018).  
For all ROC analysis, the following settings were used:  
Methodology: DeLong et al. 
Binomial exact Confidence Interval for the AUC:  
Disease Prevalence (or pre-test probability of disease): Unknown 
 
Options 
List criterion values with test characteristics:  
Include all observed criterion values: Blank 
95% Confidence Interval for:  
Sensitivity/Specificity:  
Likelihood ratios:  
Advanced options: 
 Estimation of sensitivity and specificity at fixed specificity and sensitivity:  
 Bootstrap Youden index and/or optimal criterion confidence interval 
 Bootstrap replications: 1000 
 Random-number seed: 978 
 
Graphs 
Display ROC curve window:  
Mark points corresponding to criterion values: Blank 





To confirm that the three-dimensional models and the subsequent mesh-to-
mesh values were replicable, four miniature studies were conducted to test intra-
observer error.  
To test the intra-observer error of the model building process using 
segmentation, 11 random clavicles models were built a second time approximately a 
year later, and then three were rebuilt a third time approximately another six months 
later. All these clavicles were then compared to each other in the same manner as 
pair-matching in FlexScan3D to acquire mesh-to-mesh values and assess their 
similarity. These values were assessed individually and as an average model building 
error. Unfortunately, there was not time to test the inter-observer error of the model 
building process. 
To test the intra-observer error for the merging process, the fine alignment 
values for 142 calcanei models were recorded and assessed to see if they fell below 
the accepted 0.05 mm. Though there was not a specific test of inter-observer error for 
the merging process, the criteria of the fine alignment values falling below the 
accepted 0.05 mm would be the same. Due to time, this was not tested. 
To test the potential intra-observer error of producing mesh-to-mesh values in 
FlexScan3D, 69 left calcanei were compared to 69 right calcanei in triplicate (Nash, 
2015). The mesh-to-mesh values were then compared for similarity using the relative 
technical error of measurement (TEM), as described by Perini et al (Perini et al., 
2005). The inter-observer error was not tested, as the computer algorithm creating 
the mesh-to-mesh values remains the same, regardless of user input.  
 Though the comparison process in Viewbox 4.1 is automated and thus varies 
only based on the algorithm, not human input, it was still tested for intra-observer 
error. Two sets, one of clavicles and one of temporals, were run in triplicate and then 
analysed using the relative TEM (Perini et al., 2005). Each set consisted of one left 
compared to 10 rights. The inter-observer error was not tested specifically, as it 
would be identical to the intra-observer error given the comparison process’ 

















































































Models, regardless of scan type, took approximately 30 minutes to 2 hours to 
build, with an average time of approximately 1 hour. Thus, for the 413 models built 
or corrected by the author, model building took approximately 413 hours, or a 
straight 17 days and 5 hours. 
 
Hardware Calibration 
 To give a rough calibration of all the different hardware sets used, the same 
two sets of test runs were conducted in Viewbox on every machine used. The first set 
was one left clavicle compared against ten right clavicles, while the second was one 
left temporal compared against ten right temporals. The time was compared for all 
runs, and then relative percentages were calculated. The relative percentages varied 
set to set, but generally showed the same pattern hardware-wise. Amarna was the 
fastest computer, while Luxor was the slowest. The slowest computer was 2.9 times 
slower than the fastest computer, though the second slowest was only 1.4 times 
slower. Furthermore, the slowest computer was only used for one comparison set, as 
will be explained later in the chapter. For the complete time calculations and relative 
percentages, see Tables 10 & 11. 
 
Table 10.  
Computer Clavicles - Run Time Time Per Run Relative Percentage 
Luxor 0:11:09 0:01:07 274.18% 
Rosetta 0:05:53 0:00:35 144.67% 
Amarna 0:04:04 0:00:24 100.00% 
Elena 0:04:32 0:00:27 111.48% 
Romulus 0:04:10 0:00:25 102.46% 







Table 11.   
Computer Temporals - Run Time Time Per Run Relative Percentage 
Luxor  0:33:51 0:03:23 296.93% 
Rosetta 0:16:14 0:01:37 142.40% 
Amarna 0:11:24 0:01:08 100.00% 
Elena 0:13:04 0:01:18 114.62% 
Romulus 0:13:07 0:01:19 115.06% 
Remus 0:16:04 0:01:36 140.94% 
Error Calculation 
Model Building Error 
 
Segmentation (Computed Tomography Data) 
To test the intra-observer segmentation error, eleven random clavicles were 
built a second time, one year after initially being built, and then compared to the 
original models using Flexscan3D. The lowest difference between two models was 
0.007 mm, while the highest was 0.117 mm, though the majority were below 0.021 
mm. The average difference was 0.03 mm including the two highest values (0.117 
mm and 0.116 mm), and 0.01 mm excluding those two highest values. Three of these 
random clavicles were also built a third time six months later, and again compared 
using Flexscan3D. The difference between the first models and this set ranged from 
0.02 mm to 0.025 mm. The average difference was 0.022 mm. The difference 
between the second models and this set averages at 0.007 mm. Due to the low intra-
observer error across these built sets, the models built by segmentation were 
considered valid and usable for comparison.  
 
Merging (3D Surface Scan Data) 
 To test the intra-observer error for the merging process, the fine alignment 
values for all of the calcanei models from Crete (88 models) were recorded and 
assessed to see if they fell below the accepted 0.05 mm. The values ranged from 
0.027 mm to 0.039 mm, with an average of 0.031 mm. This is well below the 0.05 
mm limit. The fine alignment values for 54 of the calcanei from Cyprus were also 
recorded by Kimberley Nash (Nash, 2015). The values ranged from 0.024 mm to 
0.05 mm (Nash, 2015). The average value was 0.028 mm, and thus these models 





To test the intra-observer comparison error for Flexscan3D, the 69 left/right 
pairs of calcanei from Scotland and Cyprus were compared in Flexscan3D in 
triplicate by Kimberley Nash (Nash, 2015). These values were then assessed using 
the technical error of measurement (TEM), as described by Perini et al, by the author 
(Perini et al., 2005). A relative TEM under 5% was considered valid. As the 69 
left/right pairs included pairs from both Scotland and Cyprus (26 and 43 
respectively), this assured comparison was valid across model building type 
(Scotland – Segmentation, Cyprus – Merging). All three comparison values sets were 
compared using the TEM, resulting in three relative TEMs: 1.60% for the first and 
second alignment sets, 1.48% for the first and third alignment sets, and 1.68% for the 
first and third alignment sets. All relative TEMs were well under 5% and considered 
valid.  
Though not a TEM calculation, it is also worth noting that Monika Lay also 
tested the alignment of a single pair of temporal bones 250 times (Lay, 2014). Lay 
found that these values had a standard deviation of 0.0187 mm, another acceptable 
margin of error calculation (Lay, 2014). 
 
Viewbox 
 To test the intra-observer error for Viewbox, two different sets were analysed. 
The first set was one left clavicle compared against ten right clavicles, while the 
second was one left temporal compared against ten right temporals. Both sets were 
run three times, and analysed using the technical error of measurement (Perini et al., 
2005). Again, a relative TEM under 5% was considered valid. The resulting three 
relative TEMs for the clavicle set were: 0.14% for the first and second alignment 
sets, 0.11% for the first and third alignment sets, and 0.20% for the first and third 
alignment sets. The resulting three relative TEMs for the temporal set was: 0.12% for 
the first and second alignment sets, 0.15% for the first and third alignment sets, and 
0.26% for the first and third alignment sets. All relative TEMs for both sets were 





For each of the four sets of bones, results will be presented in a consistent 
format. Results are separated by bone, with Flexscan3D comparison results first, 
followed by the Viewbox comparison results. Each Flexscan3D/Viewbox section 
will start by explaining the sample size, time taken for comparison, and hardware 
used. For every testing condition, it will then present the Lowest Common Value 
(LCV) analysis results followed by the Receiver Operating Characteristic (ROC) 
Curve analysis results, including the optimal sensitivity and specificity, at a fixed 
97.5% sensitivity, and at a fixed 97.5% specificity. The number of true positives, true 
negatives, false positives and false negatives will also be presented for each 
condition and analysis type. The results are also described in evaluative categories of 
ideal/perfect (100%), excellent ( ≥ 95%), good ( ≥ 85%), mediocre (84-40%), poor 
(39-20%), very poor (19-0%). Ideal/perfect results would indicate perfect usage, and 
therefore perfect pair-matching. Excellent indicates a method that performs higher 
than accepted techniques, such as osteometric sorting which use 90% as an 
acceptable error cut-off (Byrd and Adams, 2003). Good indicates a method which 
performs at or slight below current methods, such as osteometric sorting, and could 
be considered viable for use. Mediocre indicates results below current techniques, 
but may be better than nothing should no alternative method exist. Poor indicates 
results that are low enough that they would not be useable. Very poor indicates 















Though 61 humeri were initially built and compared, due to the quality of the 
scanning and model creation, only 45 humeri were used for the final comparison 
(Karell et al., 2016). The comparison took place on Luxor and took approximately 45 
hours (Karell et al., 2016). The analysis of the results took approximately 1 hour.  
 
Lowest Common Value Results 
The results for the LCV analysis were ideal, with perfect sensitivity, 
specificity, positive and negative predictive value rates (PPV, NPV) (Tables 12 & 
13) (Karell et al., 2016):  
Table 12. 
Flexscan3D - Humeri - LCV Results 
Sensitivity 100% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 100% 
 
Table 13. 
Flexscan3D - Humeri - LCV Matches 
True positives 42 
False negatives 0 
False positives 0 
True negatives 3 
 
ROC Optimal 
The optimal ROC results also include the respective threshold value, the Area 
Under the Curve (AUC), and the p-value for the AUC’s validity, in addition to 
sensitivity, specificity, PPV and NPV. The threshold values and the AUC can be 
represented graphically as well as numerically. As with the LCV, the results for all 
rates were excellent, with the exception of the PPV which was mediocre (Table 14 







Flexscan3D – Humeri - ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 99.18% 
Positive Predictive Value 83.41% 
Negative Predictive Value 99.79% 
 
Table 15.  
Flexscan3D – Humeri - ROC Optimal Sample Size 
True Positives 21 
True Negatives 485 
Total Sample 506 
 
 The humeri ROC optimal results show an almost perfect AUC which is 
clearly visualised graphically in Figure 8: 
 
Figure 8. The AUC is calculated from the solid line, with the diagonal dashed line 
representing random allocation, and the two other dashed lines representing the 95% 
confidence intervals. The closer the solid line to the top left corner, the closer the AUC is to 
1, and the better the AUC.  
 
 
Though the sensitivity, specificity, PPV, NPV, and AUC are very high, these 
values can potentially be affected by sample size. This is easily assessed by a dot 
























Figure 9. The threshold value is represented by the solid line, 0 represents the negative 
group, 1 represents the positive group, with each circle representing a mesh-to-mesh 
comparison value. 
 
This dot diagram (Figure 9.) illustrates a good sample size and distribution, 
with the threshold value easily distinguishing between the positive group and the 
negative group. However, this will not be the case for all examples, hence the 
examination of both the 97.5% sensitivity and specificity thresholds.  
 
ROC 97.5% Sensitivity 
 For the 97.5% fixed sensitivity ROC, the sample size, AUC and p-value 
remain stable, with only the threshold value and sensitivity/specificity rates 
changing. As the Flexscan3D humeri results were generally good at the optimal 
values, the 97.5% fixed sensitivity rates were unsurprisingly also good (Table 16). 
Table 16.  
Flexscan3D – Humeri – ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.2213 
Specificity 90.72% 
 
 The dot diagram for the 97.5% fixed sensitivity clearly visualises the 





























Figure 10. Dot diagram for ROC fixed 97.5% sensitivity, reflecting new threshold value and 
resulting sensitivity and specificity rates.  
 
As the threshold changed to ensure that every true positive value was captured, it is 
easy to see that is has resulted in more true negatives being classed as false positives, 
as the number of circles in the 0 category has increased.  
 
ROC 97.5% Specificity  
In the same manner as the 97.5% fixed sensitivity, the 97.5% fixed specificity 
produced excellent results (Table 17). 
Table 17. 
Flexscan3D – Humeri – ROC 97.5% Specificity Results 
 Threshold Value 




For the Viewbox comparison, the same 45 humeri were used. As Viewbox 
cannot compare models with different types of internal data, these humeri were 



























registered. The comparison took place on Rosetta and took approximately five 
minutes of user set up and 45 hours of run time. The comparison was only done with 
the ‘Exact Normal’ settings. The analysis of the results took approximately 1 hour.  
 
Lowest Common Value Results 
The Viewbox LCV results were not as good as the Flexscan3D results, with a 
small drop in sensitivity and PPV and a significant drop in specificity and NPV 
(Table 18 & 19).  
  Table 18. 
Viewbox - Humeri – U, H, N - LCV Results 
Sensitivity 95% 
Specificity 60% 
Positive Predictive Value 95% 
Negative Predictive Value 60% 
 
 Table 19. 
Viewbox - Humeri – U, H, N - LCV Matches 
True positives 38 
False negatives 2 
False positives 2 
True negatives 3 
 
ROC Optimal 
 The ROC optimal results were on par with the Flexscan3D results and 
showed only a slight drop in specificity. The PPV decreased significantly, while the 
NPV increased dramatically. The threshold value was also significantly different 
(Table 20 & 21). 
 
Table 20. 
Viewbox – Humeri – U, H, N - ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 95.04% 
Positive Predictive Value 45.44% 





  Table 21. 
Viewbox – Humeri -1- ROC Optimal Sample Size 
True Positives 21 
True Negatives 485 
Total Sample 506 
 
ROC 97.5% Sensitivity 
 The ROC fixed 97.5% sensitivity results reflected the optimal, with another 
slight drop in specificity and an increased threshold value (Table 22).  
 
Table 22. 
Viewbox – Humeri – U, H, N - ROC 97.5% Sensitivity Results 
 Threshold Value 




ROC 97.5% Specificity 
 The ROC fixed 97.5% specificity results were unsurprisingly worse than the 
others, with a significant decrease in sensitivity (Table 23).   
 
Table 23. 
Viewbox – Humeri – U, H, N - ROC 97.5% Specificity Results 
 Threshold Value 























The combined Flexscan3D and Viewbox comparison took approximately 90 
hours for a total of 1104 comparison values. This is an average iteration time of 4 
minutes and 53 seconds, as calculated by Rosetta’s specifications. The analysis of 
both comparison methods took approximately 2 hours.  
 
Flexscan3D versus Viewbox Results 
 Overall, the sensitivity and specificity results for the Flexscan3D and 
Viewbox comparisons were both excellent/good and comparable, regardless of LCV 
or ROC optimal analysis. The one exception was the LCV specificity for Viewbox, 
which was significantly below the other specificity values. The PPV values for the 
LCV analysis for both the Flexscan3D and the Viewbox comparisons were identical 
to their sensitivity and specificity rates respectively. The PPV rates for the ROC 
optimal analysis, however, were both significantly worse, though mediocre in the 
case of the Flexscan3D comparison. The NPV rates were almost perfect. (Tables 24, 
25 & 26) 
 
All ROC Results 
All the sensitivity and specificity results for the ROC analysis were high and 
comparable in accuracy, with two exceptions: the specificity for the 97.5% fixed 
sensitivity ROC for Viewbox, which was slightly lower than other values, and the 
sensitivity for the 97.5% fixed specificity, which was significantly below the other 
values. The results of the PPV and the NPV rates were summarised in the previous 
section. (Table 26) 
 
Overall Optimal Method 
Of the two comparison methods and two analysis methods, the best result for 
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 For the Flexscan3D comparison, 99 clavicles were used. All of the clavicles 
were unhollowed. The comparison took place on Rosetta and took approximately 43 
hours to complete 2294 iterations. This averages to 1 minute and 7 seconds per 
iteration. The analysis of the data took approximately 2 hours.  
 
Lowest Common Value Results 
The LCV results for the Flexscan3D comparison of the clavicles were 
mediocre across the board, and far below the humeri (Tables 27 & 28).  
 Table 27.  
Flexscan3D - Clavicles - LCV Results 
Sensitivity 81.79% 
Specificity 57.89% 
Positive Predictive Value 75.76% 
Negative Predictive Value 66.67% 
 
 Table 28. 
Flexscan3D – Clavicles - LCV Matches 
True positives 50 
False negatives 11 
False positives 16 
True negatives 22 
 
ROC Optimal 
 The ROC optimal results, however, were very good and on par with the 
humeri results in terms of sensitivity and specificity. The AUC was high and valid. 
The NPV was excellent, and almost perfect; the PPV, however, was very poor 
(Tables 29 & 30).  
 
Table 29. 
Flexscan3D – Clavicles - ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 92.16% 
Positive Predictive Value 16.11% 
Negative Predictive Value 99.90% 
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  Table 30.  
Flexscan3D – Clavicles - ROC Optimal Sample Size 
True Positives 36 
True Negatives 2258 
Total Sample 2294 
 
 The associated dot diagram (Figure 11) shows that there are a number of 
negatives below the threshold line, despite the high sensitivity, specificity, and AUC. 
This is an effect of the sample size, as mentioned previously, and makes the 97.5% 
fixed ROC more useful for interpretation.  
 
Figure 11. Dot diagram for Clavicles - Flexscan3D – ROC Optimal 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results had a lower, mediocre specificity than the 
optimal, as was expected based on the dot diagram for the optimal (Table 31). 
 
Table 31. 
Flexscan3D – Clavicles – ROC 97.5% Sensitivity Results 
 Threshold Value 
































ROC 97.5% Specificity 
 The fixed 97.5% specificity results had a mediocre sensitivity, as was 
expected based on the other ROC results (Table 32).  
 
Table 32. 
Flexscan3D – Clavicles – ROC 97.5% Specificity Results 
 Threshold Value 




 For the Viewbox comparisons, eight different conditions of variable sample 
sizes were tested. Therefore, all the details regarding sample size, time, and 
parameters of the run will be listed individually along with the respective results.  
 
1 - Aligned - Unhollowed - Exact Normal (Flexscan3D Comparable) 
 To directly compare with the Flexscan3D, the same number and type of 
clavicles, 99 aligned and unhollowed, were compared using the ‘Exact Normal’ 
setting. The analysis was conducted on Rosetta. Time-wise, this set of parameters 
was not run on its own, but as part of a larger sample. Therefore, the time calculation 
of the comparison is calculated in a different parameter set. The average time per 
iteration of this larger sample in the different parameter set, however, was 49 
seconds. This means 99 clavicles would take approximately 5 days, 12 hours, 3 
minutes and 18 seconds for the 9702 necessary iterations, assuming the ‘All Against 
All’ setting in Viewbox. The analysis took an additional 2 hours.  
 
Lowest Common Value Results 
 The LCV results were overall mediocre or poor, with sensitivity, specificity, 
PPV and NPV under 45% (Tables 33 & 34).  
  Table 33. 
Viewbox - Clavicles -1- LCV Results 
Sensitivity 37.74% 
Specificity 43.48% 
Positive Predictive Value 43.48% 
Negative Predictive Value 37.74% 
121 
 
  Table 34. 
Viewbox – Clavicles -1- LCV Matches 
True positives 20 
False negatives 33 
False positives 26 
True negatives 20 
 
ROC Optimal 
 The optimal ROC results were considerably better than the LCV results, with 
a good sensitivity rate and a mediocre specificity.  The PPV was very poor, while the 
NPV was excellent and almost perfect. The AUC was decently high and valid. 
(Tables 35 & 36) 
Table 35. 
Viewbox – Clavicles -1- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 70.46% 
Positive Predictive Value 4.57% 
Negative Predictive Value 99.79% 
 
  Table 36. 
Viewbox – Clavicles -1- ROC Optimal Sample Size 
True Positives 36 
True Negatives 2258 
Total Sample 2294 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were poor, as seen in Table 37.  
Table 37.  
Viewbox– Clavicles -1- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.268 
Specificity 37.11% 
 
ROC 97.5% Specificity  
 The fixed 97.5% specificity results were also poor, and slightly below the 





Viewbox– Clavicles -1- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 30.56% 0.608 
Specificity 97.5% 
 
2 - Aligned - Unhollowed - Exact Slow (Flexscan3D comparable) 
 The same, aligned, unhollowed, 99 clavicles were run using the ‘Exact Slow’ 
settings. The analysis was run on Amarna, and similarly to the first condition 
(aligned, unhollowed, run Exact Normal), was part of a larger sample. Therefore, the 
time calculation of the comparison is again calculated in a different parameter set. 
The average time per iteration of this larger sample in the different parameter set was 
1 minute and 7 seconds. This means 99 clavicles would take approximately 7 days, 
12 hours, 33 minutes and 54 seconds to complete the 9702 necessary iterations, 
assuming the ‘All Against All’ setting in Viewbox. The analysis took an additional 2 
hours.  
 
Lowest Common Value Results 
 The results for the LCV analysis were poor, with sensitivity, specificity, PPV 
and NPV all under 40% (Tables 39 & 40).  
  Table 39. 
Viewbox - Clavicles -2- LCV Results 
Sensitivity 36.73% 
Specificity 36% 
Positive Predictive Value 36% 
Negative Predictive Value 36.73% 
 
  Table 40. 
Viewbox – Clavicles -2- LCV Matches 
True positives 18 
False negatives 31 
False positives 32 







 ROC Optimal 
 The optimal ROC results were much better, with a good sensitivity, AUC and 
respective p-value. The specificity, however, was mediocre. The NPV was excellent; 
the PPV was very poor. (Tables 41 & 42) 
Table 41. 
Viewbox – Clavicles -2- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 70.37% 
Positive Predictive Value 4.56% 
Negative Predictive Value 99.74% 
 
  Table 42. 
Viewbox – Clavicles -2- ROC Optimal Sample Size 
True Positives 36 
True Negatives 2258 
Total Sample 2294 
 
ROC 97.5% Sensitivity 
 The 97.5% fixed sensitivity results were poor, as seen in Table 43 and the 
respective dot diagram (Figure 12).  
 



























Table 43.  
 
 ROC 97.5% Specificity  
 The 97.5% fixed specificity ROC results were similarly poor to the 97.5% 
fixed sensitivity, with the sensitivity and specificity rates reversed (Table 44). 
Table 44. 
Viewbox– Clavicles -2- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 27.78% 0.547 
Specificity 97.5% 
 
3 - Aligned - Unhollowed - Exact Normal (Larger Sample) 
 A total of 203 clavicles, unhollowed and aligned, were run on Amarna using 
the ‘Exact Normal’ settings. The run took 23 days, 1 hour and 1 minute for a total of 
41006 iterations. This is an average time per iteration of 49 seconds. The analysis, of 
the 189 unique clavicles, took an additional 2 hours.  
 
Lowest Common Value Results 
 The results for the LCV method were mostly poor and very poor, especially 
the specificity and NPV which fell below 5% (Tables 45 & 46).  
  Table 45. 
Viewbox - Clavicles -3- LCV Results 
Sensitivity 30.53% 
Specificity 3.45% 
Positive Predictive Value 41.67% 
Negative Predictive Value 2.15% 
 
  Table 46. 
Viewbox – Clavicles -3- LCV Matches 
True positives 40 
False negatives 91 
False positives 56 
True negatives 2 
 
Viewbox– Clavicles -2- ROC 97.5% Sensitivity Results 
 Threshold Value 




 ROC Optimal 
The optimal ROC results produced mediocre sensitivity and specificity rates, 
with a valid AUC. The PPV result was again very poor, while the NPV was 
excellent. The threshold value is close to the threshold value of Viewbox parameter 
set 1, as was expected due to the same test parameters with a larger sample size. 
(Tables 47 & 48) 
 
Table 47. 
Viewbox – Clavicles -3- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 73.81% 
Positive Predictive Value 3.17% 
Negative Predictive Value 99.75% 
 
  Table 48. 
Viewbox – Clavicles -3- ROC Optimal Sample Size 
True Positives 92 
True Negatives 8836 
Total Sample 8928 
 
ROC 97.5% Sensitivity 
The fixed 97.5% sensitivity resulting specificity was poor (Table 49). 
Table 49. 
Viewbox– Clavicles -3- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.32 
Specificity 33.11% 
 
ROC 97.5% Specificity  
Similar to the fixed 97.5% sensitivity results, the fixed 97.5% specificity 
results were poor, as seen in Table 50. 
Table 50. 
Viewbox– Clavicles -3- ROC 97.5% Specificity Results 
 Threshold Value 





4 - Aligned - Unhollowed - Exact Slow (Larger Sample) 
A total of 203 clavicles, unhollowed and aligned, were run on Amarna using 
the ‘Exact Slow’ settings. The run took 31 days, 21 hours and 42 minutes for a total 
of 41006 iterations. This is an average time per iteration of 1 minute and 7 seconds. 
The analysis, of the 189 unique clavicles, took an additional 2 hours.  
 
Lowest Common Value Results 
All of the LCV results were poor or very poor, with the specificity and NPV 
falling below 2%, as seen in Tables 51 & 52.  
 Table 51. 
Viewbox - Clavicles -4- LCV Results 
Sensitivity 25.37% 
Specificity 1.85% 
Positive Predictive Value 39.08% 
Negative Predictive Value 0.99% 
   
  Table 52. 
Viewbox – Clavicles -4- LCV Matches 
True positives 34 
False negatives 100 
False positives 53 
True negatives 1 
 
ROC Optimal 
 The ROC optimal results were overall mediocre. The PPV was very poor, and 
the NPV was excellent. The AUC was decently high and valid. (Tables 53 & 54). 
 
Table 53. 
Viewbox – Clavicles -4- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 69.31% 
Positive Predictive Value 2.79% 
Negative Predictive Value 99.77% 





  Table 54.  
Viewbox – Clavicles -4- ROC Optimal Sample Size 
True Positives 92 
True Negatives 8836 
Total Sample 8928 
    
ROC 97.5% Sensitivity 
The fixed 97.5% sensitivity ROC values were also poor, unsurprisingly given 
the optimal results were also poor (Table 55). 
Table 55. 
Viewbox– Clavicles -4- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.285 
Specificity 26.55% 
 
ROC 97.5% Specificity  
As expected, the fixed 97.5% specificity results were poor, as seen in Table 56. 
Table 56. 
Viewbox– Clavicles -4- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 25% 0.556 
Specificity 97.5% 
 
5 - Aligned – Hollowed – Without Normals - Exact Normal 
A total of 200 clavicles were aligned, hollowed, and saved without Normals. 
They were run on Amarna using the ‘Exact Normal’ settings. The run took 6 days, 10 
hours and 26 minutes for a total of 39800 iterations. This is an average time per 
iteration of 14 seconds. The analysis, of the 186 unique clavicles, took an additional 
2 hours.  
 
Lowest Common Value Results 
 The sensitivity and PPV rates were mediocre, while the specificity and NPV 






  Table 57. 
Viewbox - Clavicles -5- LCV Results 
Sensitivity 65.82% 
Specificity 14.29% 
Positive Predictive Value 81.25% 
Negative Predictive Value 6.90% 
 
  Table 58. 
Viewbox – Clavicles -5- LCV Matches 
True positives 104 
False negatives 54 
False positives 24 
True negatives 4 
 
ROC Optimal 
 The sensitivity and specificity were good, with a high and valid AUC. This is 
the best results of the clavicle sets thus far. While the PPV was still very poor, it was 
three times better than previous results, and the NPV remained excellent. (Table 59 
& 60). 
Table 59. 
Viewbox – Clavicles -5- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 93.66% 
Positive Predictive Value 12.42% 
Negative Predictive Value 99.83% 
   
  Table 60. 
Viewbox – Clavicles -5- ROC Optimal Sample Size 
True Positives 90 
True Negatives 8555 
Total Sample 8645 
 
ROC 97.5% Sensitivity 
 The results for the 97.5% fixed sensitivity were mediocre, but a marked 






Viewbox– Clavicles -5- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.879 
Specificity 63.68% 
 
ROC 97.5% Specificity  
 The fixed 97.5% specificity results were also mediocre, but again a marked 
improvement on the other parameter sets thus far (Table 62). 
Table 62. 
Viewbox– Clavicles -5- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 67.78% 1.285 
Specificity 97.5% 
 
6 - Aligned - Hollowed – Without Normals - Exact Slow 
A total of 200 clavicles were aligned, hollowed, and saved without Normals. 
They were run on Remus using the ‘Exact Slow’ settings. The run took 6 days, 3 
hours and 35 minutes for a total of 39800 iterations. This is an average time per 
iteration of 13 seconds. The analysis, of the 186 unique clavicles, took an additional 
2 hours.  
Lowest Common Value Results 
 The sensitivity and PPV for LCV were mediocre, with very poor specificity 
and NPV rates (Tables 63 & 64).  
  Table 63. 
Viewbox - Clavicles -6- LCV Results 
Sensitivity 64.56% 
Specificity 14.29% 
Positive Predictive Value 80.95% 
Negative Predictive Value 6.67% 
 
  Table 64. 
Viewbox – Clavicles -6- LCV Matches 
True positives 102 
False negatives 56 
False positives 24 





 The optimal ROC results were surprisingly good considering the other 
parameter sets, with good sensitivity and specificity rates. The PPV was still poor, 
while the NPV was still excellent. The AUC was high and valid. (Tables 65 & 66) 
Table 65. 
Viewbox – Clavicles -6- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 91.92% 
Positive Predictive Value 10.13% 
Negative Predictive Value 99.84% 
 
  Table 66. 
Viewbox – Clavicles -6- ROC Optimal Sample Size 
True Positives 90 
True Negatives 8555 
Total Sample 8645 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were mediocre, as seen in Table 67. 
Table 67. 
Viewbox– Clavicles -6- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.793 
Specificity 54.13% 
 
ROC 97.5% Specificity 
 The fixed 97.5% specificity results were mediocre (Table 68). 
Table 68. 
Viewbox– Clavicles -6- ROC 97.5% Specificity Results 
 Threshold Value 











7 - Aligned - Hollowed – With Normals - Exact Normal 
A total of 203 clavicles were aligned, hollowed and saved with normals. They 
were run on Remus using the ‘Exact Normal’ settings. The run took 7 days, 12 hours 
and 13 minutes for a total of 41006 iterations. This is an average time per iteration of 
16 seconds. The analysis, of the 189 unique clavicles, took an additional 2 hours. 
 
Lowest Common Value Results 
 The sensitivity rate and PPV were mediocre. However, both the specificity 
and the NPV were very poor, with values well under 5%. (Tables 69 & 70). 
  Table 69. 
Viewbox - Clavicles -7- LCV Results 
Sensitivity 60.25% 
Specificity 3.57% 
Positive Predictive Value 78.23% 
Negative Predictive Value 1.54% 
 
  Table 70. 
Viewbox – Clavicles -7- LCV Matches 
True positives 97 
False negatives 64 
False positives 27 




 The optimal ROC results were good for both the sensitivity and specificity 
rates, and among the best results for the clavicle set thus far. This includes the NPV, 
which was excellent. The PPV was still very poor, however. (Tables 71 & 72) 
 
Table 71. 
Viewbox – Clavicles -7- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 92.01% 
Positive Predictive Value 10.28% 





  Table 72. 
Viewbox – Clavicles -7- ROC Optimal Sample Size 
True Positives 92 
True Negatives 8836 
Total Sample 8928 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were mediocre, as seen in Table 73. 
Table 73. 
Viewbox– Clavicles -7- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.879 
Specificity 50.12% 
 
ROC 97.5% Specificity 
 The fixed 97.5% specificity results were mediocre (Table 74). 
Table 74. 
Viewbox– Clavicles -7- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 69.57% 1.205 
Specificity 97.5% 
 
8 - Aligned – Hollowed – With Normals - Exact Slow 
A total of 203 clavicles were aligned, hollowed and saved with normals. They 
were run on Remus using the ‘Exact Slow’ settings. The run took 6 days, 16 hours 
and 51 minutes for a total of 41006 iterations. This is an average time per iteration of 
14 seconds. The analysis, of the 189 unique clavicles, took an additional 2 hours. 
 
Lowest Common Value Results 
 For the LCV results, the sensitivity and PPV were mediocre. The specificity 
and NPV, however, were both very poor. (Tables 75 & 76) 
  Table 75. 
Viewbox - Clavicles -8- LCV Results 
Sensitivity 59.21% 
Specificity 8.11% 
Positive Predictive Value 72.58% 




  Table 76. 
Viewbox – Clavicles -8- LCV Matches 
True positives 90 
False negatives 62 
False positives 34 
True negatives 3 
 
ROC Optimal 
 The optimal ROC results were good, with high sensitivity and specificity 
rates, as well as a high and valid AUC.  The PPV was still very poor, while the NPV 
was excellent. (Tables 77 & 78) 
 
Table 77. 
Viewbox – Clavicles -8- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 89.84% 
Positive Predictive Value 8.27% 
Negative Predictive Value 99.86% 
   
  Table 78. 
Viewbox – Clavicles -8- ROC Optimal Sample Size 
True Positives 92 
True Negatives 8836 
Total Sample 8928 
 
ROC 97.5% Sensitivity 
The fixed 97.5% sensitivity results were mediocre, as seen in Table 79. 
Table 79. 
Viewbox– Clavicles -8- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.790 
Specificity 45.07% 
 
ROC 97.5% Specificity 





Table 80.  
Viewbox– Clavicles -7- ROC 97.5% Specificity Results 
 Threshold Value 


































The total time for the Flexscan3D comparison was approximately 45 hours 
for 2294 iterations. This is an average iteration time of 1 minute and 7 seconds. The 
total time for all of the Viewbox comparisons were 81 days, 17 hours and 48 minutes 
for 243,624 iterations. Average iteration times ranged from 1 minute and 7 seconds 
to as low as 13 seconds. The unhollowed models ran the slowest, with average 
iteration times of 1 minute and 7 seconds, and 49 seconds respective to the different 
parameters of ‘Exact Slow’ and ‘Exact Normal’. The hollowed models ran 
considerably faster with an average iteration time of 14 seconds, regardless of 
parameter.  The average analysis time of each test condition was approximately 2 
hours, for a total of 20 hours for every condition.   
 
Flexscan3D versus Viewbox Results 
 For the LCV method, the Flexscan3D results were considerably better than 
either of the Viewbox conditions tested, though the sensitivity was mediocre and the 
specificity middling. Similarly, the PPV and NPV for Flexscan3D were mediocre, 
but well above the poor Viewbox results. For the ROC optimal results, the 
sensitivities for all comparison types were similar and good, though the Flexscan3D 
results were still the best. For the specificities, however, the Flexscan3D results were 
significantly better with a good result while the Viewbox results were both mediocre. 
The PPV values for all the ROC optimal results were poor, though the Flexscan3D 
value was four times the Viewbox. The NPV values, however, were all excellent 
with the Flexscan3D result almost reaching 100%. (Tables 81, 82 & 83) 
 
All LCV Results 
As the Flexscan3D and Viewbox results have been compared in the section 
above, this section will focus only on the LCV results for the six remaining Viewbox 
parameter sets. Generally, the LCV results were all poor to abysmal with only two 
parameter sets rising to mediocre in terms of sensitivity and PPV:  5 (Aligned - 
Hollowed – Without Normals - Exact Normal) and 6 (Aligned - Hollowed - Without 
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Normals - Exact Slow). Both parameter sets, however, had poor specificity and NPV. 
(Table 84) 
 
All ROC Results 
As the Flexscan3D and Viewbox results have been compared in the section 
above, this section will focus only on the ROC results for the six remaining Viewbox 
parameter sets. The optimal ROC sensitivity and specificity rates were generally 
good with the exception of the unhollowed models run both ‘Exact Normal’ and 
‘Exact Slow,’ which were mediocre. The PPV rates, however, were very poor across 
the board with the highest value of any parameter set being 12.42%. The NPV rates 
were exceptional with the lowest value of 99.75%. The best 97.5% fixed sensitivity 
rate was parameter set 5 (Aligned - Hollowed – Without Normals - Exact Normal) at 
63.68%. The best 97.5% fixed specificity rate was parameter set 7 (Aligned -
Hollowed - with Normals - Exact Normal) at 69.75%. (Tables 85 & 86) 
 
Overall Optimal Method 
Of the two comparison methods and two analysis methods, there is no clear 
stand out best result, demonstrating that clavicles are harder to pair-match.  Of the 
LCV results, Viewbox parameter sets 5 (Aligned - Hollowed – Without Normals - 
Exact Normal) and 6 (Aligned - Hollowed - Without Normals -Exact Slow) produced 
the best results, comparable in all ways except for parameter set 6 achieving a 
slightly higher NPV. Of the ROC results, the majority of the hollowed results were 
similar and decent in terms of sensitivity and specificity.  However, due to the 
incredibly poor PPV rates, as well as both the 97.5% fixed sensitivity and specificity 
ROC values, the best two were Viewbox parameter sets 5 (Aligned - Hollowed – 
Without Normals - Exact Normal) and 7 (Aligned - Hollowed – With Normals - 
Exact Normal).  Thus, though neither method is great, the two optimal methods are 
LCV analysis with parameter set 6 (Aligned - Hollowed - Without Normals -Exact 
Slow) and ROC analysis with parameter set 5 (Aligned - Hollowed – Without 
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For the Flexscan3D comparison, two different parameters sets were explored 
which will be explained in each section. All models were unhollowed. The initial 
comparison was done by Monika Lay and thus no time per iteration data was 
recorded nor were her computer specifications (Lay, 2014). However, her estimated 
total time for the comparison was just under 12 full working days for 8385 iterations 
(Lay, 2014). This is approximately 46 seconds an iteration, assuming a nine-hour 
workday. As certain models were corrected or excluded by the author, only a certain 
portion of these iterations were used by the author.  
 
1 - Unhollowed – All Models 
 A total of 124 unhollowed temporals were used for the first parameter set.  
Assuming the previous estimated iteration speed, this would have taken 
approximately 49 hours, 6 minutes and 18 seconds, or in other words, 2 continuous 
days, 1 hour, 6 minutes and 18 seconds for 3843 iterations.  The analysis of the data 
was done by the author and took approximately 2 hours.  
Lowest Common Value Results 
 All the LCV results were excellent or ideal, with the exception of the 
mediocre NPV (Table 87 & 88).  
  Table 87. 
Flexscan3D - Temporals -1- LCV Results 
Sensitivity 98.36% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 50% 
 
  Table 88. 
Flexscan3D – Temporals -1- LCV Matches 
True positives 120 
False negatives 2 
False positives 0 







 The ROC optimal results were excellent, with a nearly perfect and valid 
AUC. The PPV was good, while the NPV was excellent. (Tables 89 & 90) 
Table 89. 
Flexscan3D – Temporals -1- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 99.74% 
Positive Predictive Value 85.93% 
Negative Predictive Value 99.97% 
   
  Table 90. 
Flexscan3D – Temporals -1- ROC Optimal Sample Size 
True Positives 61 
True Negatives 3782 
Total Sample 3843 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were excellent (Table 91). 
Table 91. 
Flexscan3D – Temporals -1- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.686 
Specificity 99.74% 
 
ROC 97.5% Specificity  
 The fixed 97.5% specificity results were also excellent (Table 92).  
Table 92. 
Flexscan3D – Temporals -1- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 98.36% 0.751 
Specificity 97.5% 
 
2 - Unhollowed – Increased Negatives  
As there were only two true negatives in the original batch of temporals 
analysed, three temporals were removed from the sample to create more true 
negatives and a more accurate result for the LCV results. This meant a total of 121 
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temporals were used. As this was part of a larger parameter set and originally 
compared by Monika Lay, the time calculation could only be estimated (Lay, 2014). 
Assuming the same, previously mentioned iteration speed, this would have taken 
approximately 46 hours, 44 minutes and 28 seconds, or in other words, 1 continuous 
day, 22 hours, 44 minutes and 28 seconds for 3658 iterations. The analysis of the 
data was done by the author and took approximately 2 hours. 
 
Lowest Common Value Results 
 The LCV results were excellent or ideal with the exception of the NPV which 
was mediocre. Still, the increased negatives significantly improved the NPV from the 
initial NPV. (Tables 93 & 94). 
  Table 93. 
Flexscan3D - Temporals -2- LCV Results 
Sensitivity 98.28% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 71.43% 
 
  Table 94. 
Flexscan3D – Temporals -2- LCV Matches 
True positives 114 
False negatives 2 
False positives 0 
True negatives 5 
 
ROC Optimal 
 The optimal ROC results were generally excellent with an almost perfect, 
valid AUC. The sensitivity and specificity rates were excellent, as was the NPV. The 
PPV was lower, but still good. (Tables 95 & 96) 
 
Table 95. 
Flexscan3D – Temporals -2- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 99.75% 
Positive Predictive Value 86.39% 
Negative Predictive Value 99.97% 
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  Table 96. 
Flexscan3D – Temporals -2- ROC Optimal Sample Size 
True Positives 58 
True Negatives 3600 
Total Sample 3658 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were excellent with a nearly perfect, 
excellent specificity (Table 97). 
Table 97. 
Flexscan3D – Temporals -2- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.684 
Specificity 99.76% 
 
ROC 97.5% Specificity 
 The 97.5% specificity results were also excellent, with an incredibly high 
sensitivity (Table 98).  
Table 98. 
Flexscan3D – Temporals -2- ROC 97.5% Specificity Results 
 Threshold Value 




For the Viewbox comparisons, ten different conditions of variable sample 
sizes were tested. Therefore, all the details regarding sample size, time, and 
parameters of the run will be listed individually along with the respective results.  
 
1 - Aligned - Unhollowed - Exact Normal – (Flexscan3D comparable) 
A total of 124 temporals, aligned and unhollowed, were run ‘Exact Normal’ 
on Amarna. This took 9 days, 21 hours and 4 minutes for 15252 iterations. This is an 






Lowest Common Value Results 
 The sensitivity and PPV rates were both excellent, though the specificity and 
NPV rates were mediocre and poor respectively (Tables 99 & 100). 
  Table 99. 
Viewbox - Temporals -1- LCV Results 
Sensitivity 93.33% 
Specificity 50% 
Positive Predictive Value 98.25% 
Negative Predictive Value 20% 
 
  Table 100. 
Viewbox – Temporals -1- LCV Matches 
True positives 112 
False negatives 8 
False positives 2 
True negatives 2 
 
ROC Optimal 
The sensitivity and specificity rates were excellent and good respectively, 
with a high and valid AUC. The NPV was almost perfect, while the PPV was poor. 
(Tables 101 & 102) 
Table 101. 
Viewbox – Temporals -1- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 94.02% 
Positive Predictive Value 20.43% 
Negative Predictive Value 99.91% 
 
  Table 102. 
Viewbox – Temporals -1- ROC Optimal Sample Size 
True Positives 61 
True Negatives 3782 
Total Sample 3843 
 
ROC 97.5% Sensitivity 




Viewbox – Temporals -1- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.006 
Specificity 89.45% 
 
ROC 97.5% Specificity  
 The 97.5% fixed specificity results were good, though not quite as good as 
the 97.5% fixed sensitivity results (Table 104). 
Table 104. 
Viewbox – Temporals -1- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 86.89% 0.917 
Specificity 97.5% 
    
2 - Aligned - Unhollowed - Exact Normal – Increased Negatives (Flexscan3D 
Comparable) 
To achieve more accurate LCV results, three temporals were removed from 
the sample to create more true negatives than the original two. This reduced the 
sample size to 121 aligned and unhollowed temporals. Time-wise, this set of 
parameters was not run on its own, but as part of a larger sample. Therefore, the 
comparison is calculated by the above parameter set. The average time per iteration 
remains 59 seconds. This means 121 temporals would take approximately 9 days, 21 
hours and 58 minutes for the 14520 necessary iterations, assuming the ‘All Against 
All’ setting in Viewbox. 
 
Lowest Common Value Results 
 The sensitivity and PPV results were good and excellent respectively, while 
the specificity was mediocre and the NPV poor (Tables 105 & 106). 
  Table 105. 
Viewbox - Temporals -2- LCV Results 
Sensitivity 92.98% 
Specificity 71.43% 
Positive Predictive Value 98.15% 





 Table 106. 
Viewbox – Temporals -2- LCV Matches 
True positives 106 
False negatives 8 
False positives 2 
True negatives 5 
 
ROC Optimal 
 The optimal ROC results were good, with high sensitivity, specificity and 
almost perfect NPV. The PPV was poor, however. The AUC was high and valid. 
(Tables 107 & 108) 
Table 107. 
Viewbox – Temporals -2- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 93.86% 
Positive Predictive Value 19.97% 
Negative Predictive Value 99.91% 
 
  Table 108. 
Viewbox – Temporals -2- ROC Optimal Sample Size 
True Positives 58 
True Negatives 3600 
Total Sample 3658 
 
ROC 97.5% Sensitivity 




Viewbox – Temporals -1- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.006 
Specificity 89.33% 
 
ROC 97.5% Specificity 





Viewbox – Temporals -1- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 87.83% 0.915 
Specificity 97.5% 
 
3 - Aligned - Unhollowed - Exact Slow (Flexscan3D Comparable) 
A total of 124 temporals, aligned and unhollowed, were run ‘Exact Slow’ on 
Amarna. This took 7 days and 55 minutes for a total of 15252 iterations. This is an 
average time per iteration of 40 seconds. The analysis took an additional 2 hours. 
Lowest Common Value Results 
 The sensitivity and PPV rates were good and excellent respectively, while the 
specificity was mediocre and the NPV very poor (Tables 111 & 112). 
  Table 111. 
Viewbox - Temporals -3- LCV Results 
Sensitivity 90% 
Specificity 50% 
Positive Predictive Value 98.18% 
Negative Predictive Value 14.29 % 
 
  Table 112. 
Viewbox – Temporals -3- LCV Matches 
True positives 108 
False negatives 12 
False positives 2 
True negatives 2 
 
ROC Optimal 
 The sensitivity and specificity results for the ROC optimal were excellent and 
good respectively with a high and valid AUC.  The PPV was very poor, while the 
NPV was excellent. (Tables 113 & 114). 
Table 113. 
Viewbox – Temporals -3- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 91.25% 
Positive Predictive Value 14.93% 




  Table 114. 
Viewbox – Temporals -3- ROC Optimal Sample Size 
True Positives 61 
True Negatives 3782 
Total Sample 3843 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were good (Table 115). 
Table 115. 
Viewbox – Temporals -3- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.917 
Specificity 87.76% 
 
ROC 97.5% Specificity  
 The fixed 97.5% specificity results were mediocre (Table 116). 
Table 116. 
Viewbox – Temporals -3- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 77.05% 0.814 
Specificity 97.5% 
 
4 - Aligned - Unhollowed - Exact Slow – Increased Negatives (Flexscan3D 
Comparable) 
To achieve more accurate LCV results, three temporals were removed from 
the sample to create more true negatives than the original two. This reduced the 
sample size to 121 aligned and unhollowed temporals. Time-wise, this set of 
parameters was not run on its own but as part of a larger sample. Therefore, the 
comparison is calculated by the previous parameter set. The average time per 
iteration remains 40 seconds. This means 121 temporals would take approximately 6 
days, 17 hours and 20 minutes for the 14520 necessary iterations, assuming the ‘All 






Lowest Common Value Results 
 The sensitivity and PPV LCV results were good and excellent respectively, 
though the specificity was mediocre and the NPV poor (Table 117 & 118). 
  Table 117. 
Viewbox - Temporals -4- LCV Results 
Sensitivity 91.07% 
Specificity 55.56% 
Positive Predictive Value 96.23% 
Negative Predictive Value 33.33 % 
 
  Table 118. 
Viewbox – Temporals -4- LCV Matches 
True positives 102 
False negatives 10 
False positives 4 
True negatives 5 
 
ROC Optimal 
 The optimal ROC results were generally excellent, with the exception of the 
PPV which was very poor. The AUC was high and valid. (Tables 119 & 120). 
Table 119. 
Viewbox – Temporals -4- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 91.14% 
Positive Predictive Value 14.97% 
Negative Predictive Value 99.93% 
 
  Table 120. 
Viewbox – Temporals -4- ROC Optimal Sample Size 
True Positives 58 
True Negatives 3600 
Total Sample 3658 
 
ROC 97.5% Sensitivity 






Viewbox – Temporals -4- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.917 
Specificity 87.67% 
 
ROC 97.5% Specificity 
 The fixed 97.5% specificity results, however, were mediocre (Table 122). 
Table 122. 
Viewbox – Temporals -4- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 79.31% 0.813 
Specificity 97.5% 
 
5 - Aligned - Hollowed - Without Normals - Exact Normal  
A total of 120 temporals were aligned, hollowed and saved without normals. 
They were then run ‘Exact Normal’ on Amarna. This took 13 days, 4 hours and 43 
minutes for a total of 14280 iterations. This is an average time per iteration of 1 
minute and 20 seconds. The analysis took an additional 2 hours. 
 
Lowest Common Value Results 
 The sensitivity and NPV LCV results were poor or very poor, while the 
specificity and PPV were very poor (Tables 123 & 124). 
  Table 123. 
Viewbox - Temporals -5- LCV Results 
Sensitivity 5.56% 
Specificity 33.33% 
Positive Predictive Value 42.86% 
Negative Predictive Value 3.77% 
 
  Table 124. 
Viewbox – Temporals -5- LCV Matches 
True positives 6 
False negatives 102 
False positives 8 






The ROC optimal results had a low AUC and high associated p-value which 
invalidate the following results (Figure 13). Expectedly, the sensitivity was poor, 
while unexpectedly the specificity was good. Also, unsurprisingly the PPV was very 
poor, while the NPV was excellent. (Tables 125 & 126). 
 
Table 125. 
Viewbox – Temporals -5- ROC Optimal Results 
 Threshold Value AUC p-value 





0.4612 Specificity 91.66% 
Positive Predictive Value 3.90% 
Negative Predictive Value 98.6% 
 
  Table 126. 
Viewbox – Temporals -5- ROC Optimal Sample Size 
True Positives 58 
True Negatives 3538 
Total Sample 3596 
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ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results, though invalid, were very poor (Table 
127).  
Table 127. 
Viewbox – Temporals -5- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 3.328 
Specificity 1.16% 
 
ROC 97.5% Specificity 
 The fixed 97.5% specificity results, also invalid, were very poor (Table 128). 
 Table 128. 
Viewbox – Temporals -5- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 12.07% 2.045 
Specificity 97.5% 
 
6 - Aligned – Hollowed – Without Normals - Exact Slow 
A total of 120 temporals were aligned, hollowed and saved without normals. 
They were then run ‘Exact Slow’ on Amarna. This took 3 days, 23 hours and 40 
minutes for a total of 14280 iterations. This is an average time per iteration of 24 
seconds. The analysis took an additional 2 hours. 
 
Lowest Common Value Results 
 Amazingly, the specificity and PPV rates were perfect, with a high 
sensitivity. However, the NPV was mediocre. (Tables 129 & 130). 
 
  Table 129. 
Viewbox - Temporals -6- LCV Results 
Sensitivity 96.55% 
Specificity 100% 
Positive Predictive Value 100% 






  Table 130. 
Viewbox – Temporals -6- LCV Matches 
True positives 112 
False negatives 4 
False positives 0 
True negatives 4 
 
ROC Optimal 
 The ROC optimal results were excellent or ideal with a high and valid AUC 
(Figure 14). The sensitivity was ideal and the specificity was excellent. The PPV 
was poor, while the NPV was perfect.  (Tables 131 & 132). 
 
Table 131. 
Viewbox – Temporals -6- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 96.24% 
Positive Predictive Value 30.32% 
Negative Predictive Value 100% 
 
 
  Table 132. 
Viewbox – Temporals -6- ROC Optimal Sample Size 
True Positives 58 
True Negatives 3538 





Figure 14. Almost perfect AUC, parameter set 6 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were excellent, with the specificity over 
95% (Table 133). 
Table 133 
Viewbox – Temporals -6- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.102 
Specificity 96.86% 
 
ROC 97.5% Specificity 
 The fixed 97.5% specificity results were good, with the sensitivity just under 
95% (Table 134). 
Table 134. 
Viewbox – Temporals -6- ROC 97.5% Specificity Results 
 Threshold Value 
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7 - Aligned – Hollowed – With Normals - Exact Normal 
A total of 123 temporals were aligned, hollowed and saved with normals. 
They were then run ‘Exact Normal’ on Remus. This took 6 days, 18 hours and 52 
minutes for a total of 15006 iterations. This is an average time per iteration of 39 
seconds. The analysis took an additional 2 hours. 
 
Lowest Common Value Results 
 The LCV results were excellent with a high sensitivity, perfect specificity and 
perfect PPV. The NPV, however, was poor. (Tables 135 & 136). 
Table 135. 
Viewbox - Temporals -7- LCV Results 
Sensitivity 98.36% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 33.33% 
 
  Table 136. 
Viewbox – Temporals -7- LCV Matches 
True positives 120 
False negatives 2 
False positives 0 
True negatives 1 
 
ROC Optimal 
 The optimal ROC results were excellent, with a very high and valid AUC. 
The PPV was mediocre, while the NPV was excellent. (Tables 137 & 138) 
 
Table 137. 
Viewbox – Temporals -7- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 98.82% 
Positive Predictive Value 57.28% 
Negative Predictive Value 99.94% 





       Table 138. 
Viewbox – Temporals -7- ROC Optimal Sample Size 
True Positives 61 
True Negatives 3721 
Total Sample 3782 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were excellent (Table 139). 
Table 139. 
Viewbox – Temporals -7- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.201 
Specificity 96.64% 
 
ROC 97.5% Specificity 
 The fixed 97.5% specificity results were also excellent (Table 140). 
Table 140. 
Viewbox – Temporals -7- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 96.72% 1.182 
Specificity 97.5% 
 
8 - Aligned – Hollowed – With Normals - Exact Normal – Increased 
Negatives 
To achieve more accurate LCV results, three temporals were removed from 
the sample to create more true negatives than the original two. This reduced the 
sample size to 120 aligned, hollowed temporals which were saved with normals. 
Time-wise, this set of parameters was not run on its own but as part of a larger 
sample. Therefore, the comparison is calculated by the previous parameter set. The 
average time per iteration remains 39 seconds. This means 120 temporals would take 
approximately 6 days, 10 hours and 42 minutes for the 14280 necessary iterations, 







Lowest Common Value Results 
 The LCV results were excellent or ideal, with the exception of the NPV 
which was mediocre. Still, it nearly doubled as compared to the previous parameter. 
(Tables 141 & 142) 
  Table 141. 
Viewbox - Temporals -8- LCV Results 
Sensitivity 98.28% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 66.67% 
 
  Table 142. 
Viewbox – Temporals -8- LCV Matches 
True positives 114 
False negatives 2 
False positives 0 
True negatives 4 
 
ROC Optimal 
 The optimal ROC results were excellent, with a high and valid AUC. The 
sensitivity, specificity and NPV were excellent. The PPV, however, was only 
mediocre. (Tables 143 & 144) 
Table 143. 
Viewbox – Temporals -8- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 98.76% 
Positive Predictive Value 56.02% 
Negative Predictive Value 99.94% 
 
  Table 144. 
Viewbox – Temporals -8- ROC Optimal Sample Size 
True Positives 58 
True Negatives 3541 
Total Sample 3599 
 
ROC 97.5% Sensitivity 




Viewbox – Temporals -8- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.201 
Specificity 96.55% 
 
ROC 97.5% Specificity 
 The fixed 97.5% specificity results were also excellent (Table 146). 
Table 146. 
Viewbox – Temporals -8- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 96.55% 1.178 
Specificity 97.5% 
 
9 - Aligned - Hollowed – With Normals - Exact Slow 
A total of 123 temporals were aligned, hollowed and saved with normals. 
They were then run ‘Exact Slow’ on Amarna. This took 3 days, 23 hours and 42 
minutes for a total of 15006 iterations. This is an average time per iteration of 23 
seconds. The analysis took an additional 2 hours. 
 
Lowest Common Value Results 
 The LCV results were excellent, with a high sensitivity, perfect specificity 
and PPV. However, the NPV was poor. (Tables 147 & 148) 
  Table 147. 
Viewbox - Temporals -9- LCV Results 
Sensitivity 96.72% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 20% 
 
  Table 148.  
Viewbox – Temporals -9- LCV Matches 
True positives 118 
False negatives 4 
False positives 0 






 The ROC optimal results were excellent, with a perfect sensitivity and high 
specificity. The AUC was high and valid. The PPV was poor, while the NPV was 
perfect. (Tables 149 & 150) 
Table 149. 
Viewbox – Temporals -9- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 95.06% 
Positive Predictive Value 24.88% 
Negative Predictive Value 100% 
 
Table 150. 
Viewbox – Temporals -9- ROC Optimal Sample Size 
True Positives 61 
True Negatives 3721 
Total Sample 3782 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were excellent (Table 151). 
Table 151. 
Viewbox – Temporals -9- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.078 
Specificity 96.10% 
 
ROC 97.5% Specificity 
 The fixed 97.5% specificity results were excellent as well (Table 152). 
Table 152. 
Viewbox – Temporals -9- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 95.08% 1.055 
Specificity 97.5% 
 
10 - Aligned – Hollowed – With Normals - Exact Slow – Increased Negatives  
To achieve more accurate LCV results, three temporals were removed from 
the sample to create more true negatives than the original two. This reduced the 
sample size to 120 aligned, hollowed temporals which were saved with normals. 
162 
 
Time-wise, this set of parameters was not run on its own but as part of a larger 
sample. Therefore, the comparison is calculated by the previous parameter set. The 
average time per iteration remains 23 seconds. This means 120 temporals would take 
approximately 3 days, 19 hours and 14 minutes for the 14280 necessary iterations, 
assuming the ‘All Against All’ setting in Viewbox. 
 
Lowest Common Value Results 
 The LCV results were excellent with the exception of the mediocre NPV. The 
sensitivity was high and both the specificity and PPC were perfect. (Tables 153 & 
154) 
  Table 153. 
Viewbox - Temporals -10- LCV Results 
Sensitivity 96.55% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 50% 
 
  Table 154. 
Viewbox – Temporals -10- LCV Matches 
True positives 112 
False negatives 4 
False positives 0 
True negatives 4 
 
ROC Optimal 
 The optimal ROC results were excellent or good. The sensitivity and NPV 
were perfect, while the specificity was good. The PPV, however, was poor. The 
AUC was high and valid. (Tables 155 & 156) 
 
Table 155. 
Viewbox – Temporals -10- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 94.92% 
Positive Predictive Value 24.36% 




  Table 156.  
Viewbox – Temporals -9- ROC Optimal Sample Size 
True Positives 58 
True Negatives 3541 
Total Sample 3599 
    
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were excellent (Table 157). 
Table 157. 
Viewbox – Temporals -9- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.078 
Specificity 96.02% 
 
ROC 97.5% Specificity 
 The fixed 97.5% specificity results were good (Table 158). 
Table 158. 
Viewbox – Temporals -9- ROC 97.5% Specificity Results 
 Threshold Value 





















The total time for the Flexscan3D comparison was approximately 49 hours, 6 
minutes and 18 seconds, or in other words, 2 continuous days, 1 hour, 6 minutes and 
18 seconds for 3843 iterations. This is an average iteration time of 46 seconds, again 
assuming the calculation time information as described by Monika Lay (Lay, 2014). 
The total time for all of the Viewbox comparisons was 44 days, 20 hours and 56 
minutes for 89,076 iterations. Average iteration times ranged from 1 minute and 20 
seconds to as low as 23 seconds. The aligned, hollowed and saved without normals 
models run ‘Exact Normal’ ran the slowest with the average iteration time of 1 
minute and 20 seconds. The unhollowed models followed with the second and third 
slowest iteration times, with average iteration times of 56 seconds and 40 seconds 
respective to the different parameters of ‘Exact Normal’ and ‘Exact Slow’. The 
hollowed models generally ran considerably faster with an average iteration time of 
28 seconds, with the noted exception of the aligned, hollowed and saved without 
normals models run ‘Exact Normal’. The analysis time of each test condition 
averaged approximately 2 hours, for a total of 24 hours for every condition.   
 
Flexscan3D verses Viewbox Results 
 For the LCV method, both Flexscan3D results were overall better than the 
four different Viewbox conditions tested, though all had good or excellent sensitivity 
and PPV rates. The Flexscan3D results were considerably better in terms of 
specificity (100% versus Viewbox’s 50 - 71.42%). Both Flexscan3D and Viewbox 
had poor to mediocre NPV rates, though the Flexscan3D results were significantly 
better. For the ROC optimal results, the sensitivities and specificities for all 
comparison types were similar and good or excellent, though the Flexscan3D results 
were still the best. The Flexscan3D PPV and NPV rates were both good, with nearly 
perfect NPV and excellent PPV. All of the Viewbox parameter sets, however, had 
poor PPV rates (sub 21%), though they all had nearly perfect NPV rates. (Tables 





All LCV Results 
As the Flexscan3D and Viewbox results were compared in the section above, 
this section will focus only on the LCV results for the six remaining Viewbox 
parameter sets. Generally, the LCV results were all good or excellent, with high 
sensitivity and specificity rates. The glaring exception was parameter set 5 (Aligned - 
Hollowed - Without Normals - Exact Normal) which was poor or very poor: 5.56% 
sensitive and 33.3% specific. The LCV PPV rates were all good or excellent as well, 
again with the exception of parameter set 5 which was poor. The LCV NPV rates, 
however, were all mediocre or poor; the best NPV, parameter set 8 (Aligned – 
Hollowed – With Normals - Exact Normal – Increased Negatives) reached only 
66.67%.  (Table 162) 
 
All ROC Results 
As the Flexscan3D and Viewbox results were compared above, this section 
will focus only on the ROC results for the six remaining Viewbox parameter sets. 
The optimal ROC sensitivity and specificity rates were all good with the exception of 
parameter set 5 (Aligned - Hollowed - Without Normals - Exact Normal), which had 
a poor sensitivity but a good specificity. The PPV rates were mediocre to poor with 
parameter set 7 (Aligned – Hollowed – With Normals - Exact Normal) reaching the 
highest value at 57.28%, followed closely by parameter set 8 (Aligned – Hollowed – 
With Normals - Exact Normal – Increased Negatives) at 56.06%. Again, parameter 
set 5 was very poor, with a PPV of only 3.9%. All of the NPV rates were exceptional 
with the lowest value of 98.76% for parameter 5 (Aligned - Hollowed - Without 
Normals - Exact Normal). All of the 97.5% fixed sensitivity rates were excellent and 
above 96%, with the exception of parameter set 5 (Aligned - Hollowed - Without 
Normals - Exact Normal) at a very poor 1.16%. Similarly, all the 97.5% fixed 
specificity rates were good or excellent and above 94%, with the exception of 
parameter set 5 (Aligned - Hollowed - Without Normals - Exact Normal) at 12.07%. 






Overall Optimal Method 
Of the two comparison methods and two analysis methods, generally all the 
results were quite good, indicating that temporal bones pair-match well.  Of the LCV 
results, Flexscan3D parameter set 2 (Unhollowed – Increased Negatives) and 
Viewbox parameter set 8 (Aligned – Hollowed – With Normals - Exact Normal – 
Increased Negatives) produced the best results, identical except for Flexscan3D 
parameter set 2 achieving a slightly higher NPV. All of the sensitivity, specificity, 
and PPV rates were above 98%. Of the ROC results, both Flexscan3D sets and all the 
hollowed Viewbox parameter sets were similar and good in terms of sensitivity and 
specificity, with the noted exception of Viewbox parameter set 5 (Aligned - 
Hollowed - Without Normals - Exact Normal).  Both Flexscan3D parameter sets had 
good PPV at above 85% while the closest Viewbox parameter set was 7 (Aligned – 
Hollowed – With Normals - Exact Normal) at 57.28%, followed closely by 
parameter set 8 (Aligned – Hollowed – With Normals - Exact Normal – Increased 
Negatives) at 56.06%. All of the NPV values, regardless of Flexscan3D or Viewbox, 
were excellent. Thus, though most of the methods produce good results, the two 
optimal methods are the Flexscan3D parameter set 2, regardless of LCV or ROC, and 
Viewbox parameter set 8 (Aligned – Hollowed – With Normals - Exact Normal – 
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For the Flexscan3D comparison, three different parameters sets were 
explored. These parameter sets are unique as they include both whole, entire surface 
bone models and models where the surface scanning created essentially fragmented 
surface models. These are separated out in the different parameter sets, as will be 
explained in a similar vein to hollowing. The initial comparisons were done by Mary 
Gutekunst and thus no time data were recorded nor were her computer specifications 
(Gutekunst, 2015).  
 
1 - Mixed Hollowed – All Models (Mixed Fragmented) 
A total of 149 calcanei were used for the first parameter set. Sixty-two were 
unhollowed and 87 were hollowed due to the respective initial scan type (CT 
scanning versus surface scanning). Of the 149, 68 were considered whole, entire 
surface models. The rest were partial, or fragmented surface scans. There was no 
time or hardware information recorded, as previously mentioned (Gutekunst, 2015). 
The analysis of the data was done by the author and took approximately 2 hours. 
 
Lowest Common Value Results 
 The LCV results were ideal with 100% sensitivity, specificity, PPV and NPV 
rates (Tables 165 & 166).  
 
  Table 165. 
Flexscan3D - Calcanei -1- LCV Results 
Sensitivity 100% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 100% 
 
  Table 166. 
Flexscan3D – Calcanei -1- LCV Matches 
True positives 142 
False negatives 0 
False positives 0 




 The optimal ROC results were generally excellent. The sensitivity and 
specificity were both excellent, with a high and valid AUC.  The NPV was almost 
perfect, while the PPV was poor. (Tables 167 & 168) 
Table 167. 
Flexscan3D – Calcanei -1- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 96.88% 
Positive Predictive Value 29.06% 
Negative Predictive Value 99.98% 
 
  Table 168. 
Flexscan3D – Calcanei -1- ROC Optimal Sample Size 
True Positives 71 
True Negatives 5479 
Total Sample 5550 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were excellent (Table 169). 
Table 169. 
Flexscan3D – Calcanei-1- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.79 
Specificity 96.94% 
 
ROC 97.5% Specificity  
 The fixed specificity results were also excellent (Table 170). 
Table 170. 
Flexscan3D – Calcanei -1- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 97.18% 0.765 
Specificity 97.5% 
 
2 - Mixed Hollowed – Whole Surface Models  
A total of 68 calcanei were used for this parameter set. Sixty-two were 
unhollowed and six were hollowed due to the respective initial scan type (CT 
scanning versus surface scanning). All models had their entire surface intact. There 
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was no time information recorded, as previously mentioned (Gutekunst, 2015). The 
analysis of the data was done by the author and took approximately 1 hour. 
 
Lowest Common Value Results 
 The sensitivity, PPV and NPV were all excellent, while the specificity was 
mediocre (Tables 171 & 172). 
  Table 171. 
Flexscan3D - Calcanei -2- LCV Results 
Sensitivity 100% 
Specificity 80% 
Positive Predictive Value 96.67% 
Negative Predictive Value 100% 
 
  Table 172. 
Flexscan3D – Calcanei -2- LCV Matches 
True positives 58 
False negatives 0 
False positives 2 
True negatives 8 
 
ROC Optimal 
 The optimal ROC results were good to ideal, with a perfect sensitivity and a 
good specificity. The NPV was perfect. The PPV, however, was poor. The AUC was 
high and valid.  (Tables 173 & 174) 
 
Table 173. 
Flexscan3D – Calcanei -2- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 91.81% 
Positive Predictive Value 23.99% 
Negative Predictive Value 100% 
 
  Table 174. 
Flexscan3D – Calcanei -2- ROC Optimal Sample Size 
True Positives 29 
True Negatives 1123 




ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were good (Table 175). 
Table 175. 
Flexscan3D – Calcanei-2- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.744 
Specificity 91.81% 
 
ROC 97.5% Specificity  
 The fixed 97.5% specificity results were also good, though not as good as the 
fixed 97.5% sensitivity results (Table 176). 
Table 176. 
Flexscan3D – Calcanei -2- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 89.66% 0.677 
Specificity 97.5% 
 
3 - Unhollowed  
A total of 62 calcanei were used for this parameter set. All were unhollowed. 
All models also had their entire surface intact. There was no time information 
recorded, as previously mentioned (Gutekunst, 2015). The analysis of the data was 
done by the author and took approximately 1 hour. 
 
Lowest Common Value Results 
 The LCV results were ideal, with perfect sensitivity, specificity, PPV and 
NPV rates (Tables 177 & 178). 
 
  Table 177. 
Flexscan3D - Calcanei -3- LCV Results 
Sensitivity 100% 
Specificity 100% 
Positive Predictive Value 100% 






  Table 178. 
Flexscan3D – Calcanei -3- LCV Matches 
True positives 56 
False negatives 0 
False positives 2 
True negatives 6 
 
ROC Optimal 
 The optimal ROC results were good, with perfect sensitivity and a high 
specificity. The NPV was perfect; the PPV was poor. The AUC was high and valid. 
(Tables 179 & 180) 
 
Table 179. 
Flexscan3D – Calcanei -3- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 90.13% 
Positive Predictive Value 23.35% 
Negative Predictive Value 100% 
 
  Table 180. 
Flexscan3D – Calcanei -3- ROC Optimal Sample Size 
True Positives 28 
True Negatives 932 
Total Sample 960 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were good (Table 181). 
Table 181. 
Flexscan3D – Calcanei-3- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.744 
Specificity 90.13% 
 
ROC 97.5% Specificity  






Flexscan3D – Calcanei -3- ROC 97.5% Specificity Results 
 Threshold Value 




For the Viewbox comparisons, seven different conditions of variable sample 
sizes were tested. Therefore, all the details regarding sample size, time, and 
parameters of the run will be listed individually along with the respective results.  
 
1 - Aligned - Hollowed – With Normals - Exact Normal (Flexscan3D 
Comparable) 
A total of 62 calcanei aligned, hollowed, and saved with normals were run 
‘Exact Normal’ on Amarna. This took 1 day, 12 hours, 46 minutes and 10 seconds 
for 3782 iterations. This is an average iteration time of 35 seconds. All models were 
whole, entire surfaces. The analysis took an additional 1 hour.  
 
Lowest Common Value Results 
 The specificity and PPV were perfect, while the sensitivity was good. The 
NPV, however, was mediocre. (Tables 183 & 184) 
 
  Table 183. 
Viewbox - Calcanei-1- LCV Results 
Sensitivity 92.86% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 60% 
 
  Table 184. 
Viewbox – Calcanei -1- LCV Matches 
True positives 52 
False negatives 4 
False positives 0 






The optimal ROC results were good, with high sensitivity and specificity 
rates. The NPV was almost perfect, while the PPV was poor. The AUC was high and 
valid. (Tables 185 & 186) 
 
Table 185. 
Viewbox – Calcanei -1- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 93.03% 
Positive Predictive Value 28.60% 
Negative Predictive Value 99.76% 
 
  Table 186. 
Viewbox – Calcanei -1- ROC Optimal Sample Size 
True Positives 28 
True Negatives 932 
Total Sample 960 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were mediocre (Table 187).  
Table 187. 
Viewbox – Calcanei -1- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.506 
Specificity 58.69% 
 
ROC 97.5% Specificity  
 The 97.5% fixed specificity results were good (Table 188). 
Table 188.  
Viewbox – Calcanei -1- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 85.71% 1.049 
Specificity 97.5% 





2 - Aligned - Unhollowed - Exact Normal (Flexscan3D Comparable) 
A total of 62 calcanei, aligned and unhollowed, were run ‘Exact Normal’ on 
Elena. This took 1 day, 15 hours and 16 minutes for 3906 iterations. This is an 
average time per iteration of 36 seconds. All models were whole, entire surfaces. The 
analysis took approximately 1 hour.  
 
Lowest Common Value Results 
 The specificity and PPV were perfect, while the sensitivity was good. The 
NPV, however, was only mediocre. (Tables 189 & 190) 
  Table 189. 
Viewbox - Calcanei-2- LCV Results 
Sensitivity 92.86% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 60% 
 
  Table 190. 
Viewbox – Calcanei -2- LCV Matches 
True positives 52 
False negatives 4 
False positives 0 
True negatives 6 
 
ROC Optimal 
The sensitivity was mediocre, while the specificity was good. The NPV was 




Viewbox – Calcanei -2- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 94.85% 
Positive Predictive Value 31.45% 





  Table 192. 
Viewbox – Calcanei -2- ROC Optimal Sample Size 
True Positives 28 
True Negatives 932 
Total Sample 960 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were poor (Table 193). 
 
Table 193. 
Viewbox – Calcanei -2- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.841 
Specificity 34.76% 
 
ROC 97.5% Specificity  
 The 97.5% fixed specificity results were mediocre, but far better than the 
97.5% fixed sensitivity results (Table 194). 
 
Table 194. 
Viewbox – Calcanei -2- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 64.29% 0.613 
Specificity 97.5% 
 
3 - Aligned - Unhollowed - Exact Slow (Flexscan3D Comparable) 
A total of 62 calcanei, aligned and unhollowed, were run ‘Exact Slow’ on 
Elena. This took 1 day, 11 hours and 56 minutes for 3906 iterations. This is an 
average time per iteration of 33 seconds. All models were whole, entire surfaces. The 
analysis took approximately 1 hour.  
 
Lowest Common Value Results 
 The specificity and PPV were perfect. The sensitivity was good, while the 
NPV was only mediocre.  (Table 195 & 196) 




Table 195.  
Viewbox - Calcanei-3- LCV Results 
Sensitivity 89.29% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 50% 
 
  Table 96. 
Viewbox – Calcanei -3- LCV Matches 
True positives 50 
False negatives 6 
False positives 0 
True negatives 6 
 
ROC Optimal 
The specificity was good, while the sensitivity was only mediocre. The PPV 
was poor, while the NPV was almost perfect. The AUC was high and valid. (Tables 
197 & 198) 
Table 197. 
Viewbox – Calcanei -3- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 92.60% 
Positive Predictive Value 24.20% 
Negative Predictive Value 99.30% 
 
  Table 198. 
Viewbox – Calcanei -3- ROC Optimal Sample Size 
True Positives 28 
True Negatives 932 
Total Sample 960 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were poor (Table 199). 
Table 199. 
Viewbox – Calcanei -3- ROC 97.5% Sensitivity Results 
 Threshold Value 





ROC 97.5% Specificity  
 The 97.5% fixed specificity results were mediocre, though considerably 
better than the 97.5% fixed sensitivity results (Table 200). 
Table 200. 
Viewbox – Calcanei -3- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 64.29% 0.605 
Specificity 97.5% 
 
4 - Unaligned - Unhollowed - Exact Normal (Flexscan3D Comparable) 
A total of 62 calcanei, unaligned and unhollowed, were run ‘Exact Normal’ 
on Elena. This was to test the effects of alignment, or pre-registration. It took 2 days, 
4 hours and 31 minutes for 3906 iterations. This is an average time per iteration of 48 
seconds. All models were whole, entire surfaces. The analysis took approximately 1 
hour.  
 
Lowest Common Value Result 
 The sensitivity was good, while the specificity and PPV were both perfect. 
The NPV, however, was only mediocre. (Tables 201 & 202) 
  Table 201. 
Viewbox – Calcanei -4- LCV Results 
Sensitivity 89.29% 
Specificity 100% 
Positive Predictive Value 100% 
Negative Predictive Value 50% 
 
  Table 202. 
Viewbox – Calcanei -4- LCV Matches 
True positives 50 
False negatives 6 
False positives 0 
True negatives 6 
 
ROC Optimal 
The sensitivity was mediocre, but the specificity was excellent. The PPV was 
mediocre, while the NPV was almost perfect. The AUC was high and valid. (Tables 




Viewbox – Calcanei -4- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 97.21% 
Positive Predictive Value 46.96% 
Negative Predictive Value 99.45% 
 
  Table 204.  
Viewbox – Calcanei -4- ROC Optimal Sample Size 
True Positives 28 
True Negatives 932 
Total Sample 960 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were mediocre (Table 205). 
Table 205. 
Viewbox – Calcanei -4- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.854 
Specificity 54.4% 
 
ROC 97.5% Specificity  
 The 97.5% fixed specificity results were mediocre (Table 206). 
Table 206. 
Viewbox – Calcanei -4- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 78.57% 0.686 
Specificity 97.5% 
 
5 - Unaligned - Unhollowed - Exact Slow (Flexscan3D Comparable) 
A total of 62 calcanei, unaligned and unhollowed, were run ‘Exact Slow’ on 
Elena. This was to test the effects of alignment, or pre-registration. It took 2 days, 4 
hours and 31 minutes for 3906 iterations. This is an average time per iteration of 24 






Lowest Common Value Result 
 The sensitivity and specificity were mediocre. The PPV was good, while the 
NPV was poor. (Tables 207 & 208) 
  Table 207. 
Viewbox – Calcanei -5- LCV Results 
Sensitivity 80.77% 
Specificity 60% 
Positive Predictive Value 91.3% 
Negative Predictive Value 37.5% 
 
  Table 208. 
Viewbox – Calcanei -5- LCV Matches 
True positives 42 
False negatives 10 
False positives 4 
True negatives 6 
 
ROC Optimal 
The sensitivity was good, while the specificity was only mediocre. The PPV 
was poor, while the NPV was almost perfect. The AUC was high and valid. (Tables 
209 & 210) 
 
Table 209 
Viewbox – Calcanei -5- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 77.90% 
Positive Predictive Value 11.23% 
Negative Predictive Value 99.72% 
 
  Table 210. 
Viewbox – Calcanei -5- ROC Optimal Sample Size 
True Positives 28 
True Negatives 932 
Total Sample 960 
 
ROC 97.5% Sensitivity 





Viewbox – Calcanei -5- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 0.744 
Specificity 33.91% 
 
ROC 97.5% Specificity  
 The 97.5% fixed specificity results were mediocre (Table 212). 
Table 212. 
Viewbox – Calcanei -5- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 50% 0.505 
Specificity 97.5% 
 
6 - Aligned – Hollowed – With Normals - Exact Normal - Whole Surface 
Models 
A total of 91 calcanei, aligned, hollowed, and saved with normals were used. 
They were run ‘Exact Normal’ on Amarna. This took 7 days, 22 hours and 18 
minutes for 8208 iterations. This is an average time per iteration of 1 minute and 23 
seconds. All models were whole, entire surfaces. The analysis took approximately 2 
hours.  
 
Lowest Common Value Result 
 The LCV results were generally good. The specificity and PPV were perfect, 
while the sensitivity was good. The NPV, however, was only mediocre. (Tables 213 
& 214) 
 
  Table 213. 
Viewbox – Calcanei -6- LCV Results 
Sensitivity 94.74% 
Specificity 100% 
Positive Predictive Value 100% 






  Table 214. 
Viewbox – Calcanei -6- LCV Matches 
True positives 72 
False negatives 4 
False positives 0 
True negatives 15 
 
ROC Optimal 
The optimal ROC results were good or excellent, with high sensitivity and 
specificity rates. The NPV was almost perfect, however, the PPV was poor. The 
AUC was high and valid. (Tables 215 & 216) 
Table 215. 
Viewbox – Calcanei -6- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 95.12% 
Positive Predictive Value 26.68% 
Negative Predictive Value 99.89% 
 
  Table 216. 
Viewbox – Calcanei -6- ROC Optimal Sample Size 
True Positives 38 
True Negatives 2030 
Total Sample 2068 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were mediocre (Table 217). 
Table 217. 
Viewbox – Calcanei -6- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.506 
Specificity 65.81% 
 
ROC 97.5% Specificity  







Viewbox – Calcanei -6- ROC 97.5% Specificity Results 
 Threshold Value 
Sensitivity 89.47% 1.089 
Specificity 97.5% 
 
7 - Aligned – Hollowed – With Normals - Exact Normal - Mixed Fragmented, 
Random Selection 
A total of 144 calcanei, aligned, hollowed, and saved with normals were 
used. They were run in ‘Exact Normal’ in 33 batches, spread across Amarna, Elena, 
Romulus and Remus. For a full breakdown of each run, see Appendix D.  In total, 
all the runs took 36 days, 21 hours and 51 minutes for 5200 iterations. Though 
average iteration times ranged from 1 minute and 26 seconds to 1 hour, 28 minutes 
and 4 seconds, the overall average iteration time was 10 minutes and 13 seconds. 
Models were randomized and a mixture between whole, entire surfaces and 
incomplete or fragmented surfaces. The analysis took approximately 3 hours.  
 
Lowest Common Value Result 
  The LCV results overall were good to excellent. The sensitivity, specificity 
and NPV were high. The PPV, however, was only mediocre. (Tables 219 & 220) 
 
  Table 219. 
Viewbox – Calcanei -7- LCV Results 
Sensitivity 97.30% 
Specificity 92.52% 
Positive Predictive Value 81.82% 
Negative Predictive Value 99% 
 
  Table 220. 
Viewbox – Calcanei -7- LCV Matches 
True positives 36 
False negatives 1 
False positives 8 







The ROC optimal results were good, with a high and valid AUC. The 
sensitivity was high, and the specificity was almost perfect. The PPV was mediocre, 
and the NPV was almost perfect. (Tables 221 & 222) 
Table 221. 
Viewbox – Calcanei -7- ROC Optimal Results 
 Threshold Value AUC p-value 





<0.0001 Specificity 99.86% 
Positive Predictive Value 81.80% 
Negative Predictive Value 99.96% 
 
  Table 222. 
Viewbox – Calcanei -7- ROC Optimal Sample Size 
True Positives 19 
True Negatives 2861 
Total Sample 2880 
 
ROC 97.5% Sensitivity 
 The fixed 97.5% sensitivity results were good (Table 223). 
Table 223. 
Viewbox – Calcanei -7- ROC 97.5% Sensitivity Results 
 Threshold Value 
Sensitivity 97.5% 1.120 
Specificity 94.55% 
 
ROC 97.5% Specificity  
 The 97.5% fixed specificity results were also good (Table 224). 
Table 224. 
Viewbox – Calcanei -7- ROC 97.5% Specificity Results 
 Threshold Value 











It was not possible to calculate the total time for the Flexscan3D 
comparisons, due to the lack of information recorded (Gutekunst, 2015). The total 
time for all Viewbox comparisons was 52 days, 19 hours, 3 minutes and 10 seconds 
for 32,814 iterations. Average iteration times ranged from 1 hour, 28 minutes and 4 
seconds to as low as 24 seconds. The aligned, hollowed, saved with normals, mixed 
fragmentation/random selection models run ‘Exact Normal’ ran the slowest with the 
average iteration time of 10 minutes and 13 seconds (Viewbox parameter set 7). The 
unhollowed models ran the fastest, with average iteration times between 24 and 48 
seconds. The aligned, hollowed, saved with normals models that were Flexscan3D 
comparable (Viewbox parameter set 1) were also fast, with an average iteration time 
of 35 seconds. The main difference between that average iteration time and the larger 
sample size of whole calcanei (Viewbox parameter 6) was the inclusion of a few 
calcanei models from Cyprus. While these models were accurate, they were 
considerably larger in size than other models and increased iteration time to 1 minute 
and 23 seconds. This is almost three times as long. The analysis time of each test 
condition ranged from 1 to 3 hours, for a total of 14 hours for every condition.   
 
Flexscan3D versus Viewbox Results 
 For the LCV method, all of the Flexscan3D results were overall better than 
the five different Viewbox conditions tested, though all had good sensitivity, 
specificity and PPV rates. The two exceptions were Viewbox parameter set 5 
(Unaligned - Unhollowed - Exact Slow) which mediocre sensitivity and specificity, 
and Flexscan3D parameter set 2 (Mixed Hollowed – Whole Surface Models) which 
had a mediocre specificity. All Flexscan3D parameter sets had perfect NPV, while 
the Viewbox parameter set’s NPV rates were mediocre to poor. For the ROC optimal 
results, the Flexscan3D parameters all produced the best results in terms of 
sensitivity and specificity, regardless of parameter type. All of the Viewbox 
parameter sets produced good to excellent specificity rates with the exception of 
Viewbox parameter set 5 (Unaligned - Unhollowed - Exact Slow) which produced 
mediocre results. The only two good or excellent sensitivity rates Viewbox produced, 
191 
 
however, were parameter sets 1 (Aligned - Hollowed – With Normals - Exact 
Normal) and 5 (Unaligned - Unhollowed - Exact Slow).  All of the PPV rates for the 
ROC optimal results, regardless of Flexscan3D or Viewbox comparison, were poor. 
All of the NPV rates, however, were nearly perfect regardless of Flexscan3D or 
Viewbox comparison type.  (Tables 225, 226, 227) 
 
All LCV Results 
As the Flexscan3D and Viewbox results were compared in the section above, 
this section will focus only on the LCV results for the two remaining Viewbox 
parameter sets. Generally, the LCV results were all good or excellent, with high 
sensitivity and specificity rates. The two parameter sets had flipped PPV and NPV 
rates, with Viewbox parameter set 6 (Aligned – Hollowed – With Normals - Exact 
Normal - Whole Surface Models) having a perfect PPV and mediocre NPV, while 
Viewbox parameter set 7 (Aligned – Hollowed – With Normals - Exact Normal - 
Mixed Fragmented, Random Selection) had an almost perfect NPV and a mediocre 
PPV. (Table 228) 
 
All ROC Results 
As the Flexscan3D and Viewbox results were compared above, this section 
will focus only on the ROC results for the two remaining Viewbox parameter sets. 
The optimal ROC sensitivity and specificity rates for both were good or excellent 
and high. The main difference between the two parameter sets, however, was the 
PPV. The PPV rates for Viewbox parameter set 7 (Aligned – Hollowed – With 
Normals - Exact Normal - Mixed Fragmented, Random Selection) was mediocre 
(81.90%), while the PPV rate for Viewbox parameter set 6 (Aligned – Hollowed – 
With Normals - Exact Normal - Whole Surface Models) was poor (only 26.68%). 
Both NPV rates were exceptional and above 99%. For the 97.5% fixed sensitivity 
rates, Viewbox parameter set 7 (Aligned – Hollowed – With Normals - Exact 
Normal - Mixed Fragmented, Random Selection) was considerably better than 
Viewbox parameter set 6 (Aligned – Hollowed – With Normals - Exact Normal - 
Whole Surface Models), with a good specificity rate as opposed to parameter set 6’s 
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mediocre results. Both 97.5% fixed specificity rates, however, were good or 
excellent. (Tables 229 & 230) 
 
Overall Optimal Method 
Of the two comparison methods and two analysis methods, generally all the 
results were good, indicating that calcanei pair-match well. Of the LCV results, 
Flexscan3D parameter sets 1 (Mixed Hollowed - All Models - Mixed Fragmented) 
and 3 (Unhollowed) produced the best results with perfect sensitivity, specificity, 
PPV and NPV rates.  The closest Viewbox results were parameter sets 6 (Aligned – 
Hollowed – With Normals - Exact Normal – Whole Surface Models) and 7 (Aligned 
– Hollowed – With Normals - Exact Normal – Mixed Fragmented, Random 
Selection), though parameter set 6 had a much lower NPV and parameter set 7 had a 
much lower PPV.  Of the ROC results, Viewbox parameter set 7 (Aligned – 
Hollowed – With Normals - Exact Normal – Mixed Fragmented, Random Selection) 
produced the best results, with high sensitivity, specificity and NPV rates, as well as 
a mediocre PPV rate. All of the Flexscan3D parameter sets produce high sensitivity, 
specificity and NPV rates, but their PPV rates were poor. Thus, the optimal methods 
are the Flexscan3D parameter sets 1(Mixed Hollowed - All Models - Mixed 
Fragmented) or 3 (Unhollowed) using LCV, and Viewbox parameter set 7 (Aligned – 
Hollowed – With Normals - Exact Normal – Mixed Fragmented, Random Selection) 
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97.3% 92.52% 81.82% 99% 
 
Table 229. 







(Fixed 97.5 Sens) 
Sensitivity 
ROC 
(Fixed 97.5 Sens) 
Specificity 
ROC 
(Fixed 97.5 Spec) 
Sensitivity 
ROC 






w/ Normals - 
Exact Normal 
(Whole) 





w/ Normals - 
Exact Normal 
(Mixed Frag) 
















w/ Normals - 
Exact Normal 
(Whole) 
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(Mixed Frag) 
94.74% 99.86% 81.90% 99.96% 
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Summary of All Results 
Amongst the four different sets of bones compared for pair-matching, a total of 
18,009 mesh-to-mesh values were analysed from Flexscan3D while a total of 366,066 
values were analysed from Viewbox 4.1. This equals 384,075 values between the two 
programs. The Flexscan3D pair-matching process for three sets of bones (humeri, 
clavicles and temporals) took approximately a continuous 5 days, 19 hours, 6 minutes 
and 18 seconds. The final fourth set (calcanei) did not have time recorded (Gutekunst, 
2015). The total time for all four sets of bones compared in Viewbox 4.1 was a 
continuous 181 days, 6 hours, 47 minutes and 10 seconds. The total time for analysis for 
all 384,075 values from all four sets was 60 hours. With the addition of the time it took 
to build the models, 17 days and 5 hours, this means that the entire process took 
approximately a continuous 206 days, 18 hours, 53 minutes and 28 seconds, excluding 
the scanning processes. Assuming a workday of 8 hours, this means that the process, 
again excluding scanning, took 620 workdays, 2 hours, 53 minutes and 28 seconds. This 
does not count runs that were interrupted or analyses that had to be redone, which will 



















This dissertation explored the potential of digital three-dimensional modelling of 
bones and Iterative Closest Point (ICP) algorithms for creating new methods of pair-
matching, an individualisation technique. It found that both digital three-dimensional 
modelling of bones and ICP algorithms are useful for the creation of new pair-matching 
techniques, as demonstrated by the project’s creation and use of the mesh-to-mesh value 
comparison (MVC) method. Though the two different types of MVC, manual and 
automatic, vary in accuracy of results among bone types, both provide useful, additional 
tools to the sorting commingled remains arsenal. The MVC method is easy to use, 
highly accurate, not reliant on user expertise, cost-effective, and meets the criteria for 
evidence admissibility in most courts. 
To contextualise the data generated by this study, the results of each bone set will 
be summarised, assessed in terms of how the (a)symmetry of the bone would affect the 
MVC process, assessed for any particular interactions with the comparison algorithms 
used, and then assessed as compared to other current methods of pair-matching.  
 
Humeri 
A total of 45 humeri from three populations (modern Italian, archaeological 
Spain and archaeological Scotland) were compared using Flexscan3D and Viewbox 4.1. 
Only one condition was tested using Viewbox 4.1: models that were unaligned, 
hollowed and saved with normals. Overall the best humeri results were the Flexscan3D 
results, which had 100% sensitivity, specificity, positive predictive value (PPV) and 
negative predictive value (NPV) rates. The Viewbox results were not as good and 
showed problems with specificity using the LCV technique, or PPV and sensitivity 
issues using ROC analysis. To explore why this was the case, several factors are 







Humeri have a unique pattern of asymmetry, often related to differential hand 
usage and the respective muscles involved (Auerbach and Raxter, 2008, Auerbach and 
Ruff, 2006, Steele and Mays, 1995, Ćuk et al., 2001, Sládek et al., 2007). While this can 
impact other individuation techniques, how does it specifically affect the mesh-to-mesh 
value comparison (MVC) methods, either automatic or manual? Based on the 
Flexscan3D results for the manual MVC, the asymmetry of humeri has no detrimental 
effect; it appears, in fact, that is has a positive effect on the matching process. Overall, 
most humeri seem to vary along their major muscle attachments, but this variation 
appears to preserve the overall shape of the bone. Muscles on the left and right sides 
may be worked slightly more due to handedness, but barring extreme differences in 
usage, the muscles are still being used in the same way. This means that the enlargement 
or reduction of the bone happens in the same manner, side to side, based on shape. This 
can be easily visualised using the deviation analysis feature in Flexscan3D, or the 
distance map feature in Viewbox 4.1, both of which show the areas of difference 
between two models by colour-coordinating the model surface appearance based on the 
amount of difference present. For example, blue would indicate where one model is 
smaller than the other, while red would indicate where it is bigger. Below are pictures of 
both a true pair-match (Figure 15) and a non-pair-match (Figure 16).  
 
 
Figure 15. True pair-match, colours scaled -2 mm (blue) to 2 mm (red) – Humeri 13 and 18 





Figure 16. Non-pair-match (negative), colours scaled -2 mm (blue) to 2 mm (red) – Humeri 13 
and 24 (Italy and Spain respectively) 
 
Algorithm Interactions 
Algorithmically, Flexscan3D worked quite well and appeared to have no specific 
issues. Viewbox 4.1, however, seemed to have some issues which produced less 
accurate results. While Viewbox’s poorer results may be due to the slightly different 
algorithms that Flexscan3D uses, these could also be due to the complications of the 
bone type in combination with Viewbox’s Trimmed Iterative Closest Point (TrICP) 
algorithm specifically, or due to the Viewbox settings for TrICP. In this case, only 
unaligned humeri models were run, but TrICP, like most ICP algorithms, assumes that 
the models being compared have been roughly pre-aligned, or pre-registered 
(Chetverikov et al., 2005, Chetverikov et al., 2002). As the initial conditions for the 
TrICP algorithm were not met, this could be one potential cause of the poorer results. 
This lack of initial pre-alignment or pre-registration could also cause another type of 
error resulting in poorer results, as without an initial pre-alignment or registration certain 
parts of models will be prioritised for matching, often incorrectly. In the case of humeri, 
for example, midshafts are often prioritised for alignment (as they exhibit many similar 
linear points), but this could result in the distal and proximal ends being 
flipped/mismatched. (Figure 17). Humeri, however, were the first bone set tested and 




Figure 17. Mismatched humeri midshafts – Humeri 13 and 18 (Italy) 
 
Overall Pros and Cons (As compared to other known methods on this bone) 
When considering a method’s usability and desirability overall, it must be 
compared to existing techniques whenever possible to assess both the results and 
feasibility in context. In terms of visual pair-matching, there is only one known study on 
humeri: Adams and Konigsberg (Adams and Konigsberg, 2004). Though there are 
plenty of articles that mention visual pair-matching as a viable technique, Adams and 
Konigsberg appear to have the only actual validation study (Adams and Byrd, 2006, 
Adams and Byrd, 2008, Snow, 1948, Adams and Konigsberg, 2004). Though Adams 
and Konigsberg do not express their findings in terms of sensitivity, specificity, PPV and 
NPV rates, the values are simple to calculate from their findings (Karell et al., 2016). 
For visual pair-matching, the sensitivity was 93%, the specificity was 95%, the NPV 
was 83% and the PPV was 99% (Karell et al., 2016). This, of course, is a qualitative 
method that is dependent upon the expertise of the practitioner and it must be considered 
that both Adams and Konigsberg are experienced practitioners; other, less experienced 
practitioners may not fare as well, and a study has yet to be published addressing this 
aspect. An additional confounding consideration for visual pair-matching is population 
variation. Traits like extremity of sexual dimorphism vary between populations, and thus 
aspects of pair-matching such as extremity of robustness (more variation of which often 
aids pair-matching) can also have a significant impact on the process (Byrd, 2008). 
Population variation is not limited to sexual dimorphism and even cultural practices of 
activity could have an effect on the pair-matching process (Ubelaker and Grant, 1989). 
Humeri are also mentioned in osteometric sorting method articles, but generally 
in the manner of associating them to other, non-paired elements, such as a humerus to a 
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femur (Byrd and Adams, 2003, Byrd, 2008). The main exception to this is an article by 
Thomas et al. which uses the statistic ‘M’ (defined as 𝑀𝑀 = |𝐿𝐿−𝑅𝑅|
�𝐿𝐿+𝑅𝑅2 �
 ) to create tables of 
metric values which reflect maximum parameters of homologs (correct pair-matches) to 
use for osteometric pair-matching (Thomas et al., 2013). It is important to note, 
however, that they operate on the null hypothesis that two bones are assumed to match 
and therefore operate on the principle of exclusion (Thomas et al., 2013).  It is also 
worth noting that the studies which include other element associations as well as 
osteometric pair-matching have received criticism for poor performance and allowing 
too many false rejections (Vickers et al., 2015). To this claim, the authors of the original 
publication have offered a more sophisticated statistical rebuttal and improved upon the 
method (Lynch et al., 2018). Interestingly, there are numerous humeral asymmetry 
studies, but no other publications specifically on pair-matching humeri (Steele and 
Mays, 1995, Sládek et al., 2007, Ćuk et al., 2001, Auerbach and Ruff, 2006). 
 
Clavicles 
A total of 203 modern clavicles from Crete (Greece) were compared using 
Flexscan3D and Viewbox 4.1. For Flexscan3D, 99 clavicles were tested. For Viewbox 
4.1, eight different parameter sets were tested, including two of 99 clavicles and the rest 
of 203 clavicles. Flexscan3D produced the best results, regardless of LCV or ROC 
analysis; however, all the results regardless of Flexscan3D/Viewbox were generally 
mediocre. In fact, clavicles were the worst performing set of bones tested. In assessing 
both the asymmetry of the bone itself and the way ICP/TrICP algorithms function, this is 
unsurprising, as will be discussed below.  
 
Asymmetry effects 
 Clavicles’ bilateral asymmetry patterns are unusual, even amongst normal 
skeletal symmetrical variation. Though they are classed as long bones, the lack of a 
marrow cavity and the specific type of muscular biomechanical antagonism create both 
their unique shape and type of asymmetry (Loh et al., 2015, Abdel Fatah et al., 2012, 
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Bernat et al., 2014, Hamill, 2003). While other bones tend to have asymmetry focused 
on a single side, left and right clavicles present different patterns of asymmetry (Abdel 
Fatah et al., 2012, Auerbach and Raxter, 2008, Bernat et al., 2014). Left clavicles tend to 
be longer while right clavicles tend to be more robust, though this is possibly linked to 
handedness (Abdel Fatah et al., 2012, Auerbach and Raxter, 2008, Bernat et al., 2014, 
Loh et al., 2015). This pattern seems to flip sides for left-handed individuals (Loh et al., 
2015). The fact that the majority of individuals are right-handed may account for the 
majority of studies finding the first asymmetry trend. Regardless of the direction of this 
pattern, it still poses a problem for any pair-matching technique, as the overall three-
dimensional shape between the two sides is different. Again, this particular pattern can 
be visualised using the deviation analysis feature. For example, here are pictures of both 
a true pair-match (Figure 18), the length difference visible between a true pair-match 





Figure 18. True pair-match, colours scaled -2 mm (blue) to 2 mm (red) – Clavicle Left 3 and 





Figure 19. True pair-match, colours scaled -2 mm (blue) to 2 mm (red) – Clavicle Left 3 
(coloured) and Right 3 (white) [Both Crete] – Close up on medial end, showing the difference in 




Figure 20. Non-pair-match (negative), colours scaled -2 mm (blue) to 2 mm (red) – Clavicle 
Left 3 and Right 55 (Crete) 
 
The poor effects of this particular type of asymmetry can also clearly be seen in the 
mediocre algorithm matching results, and also as a problem for osteometric pair-
matching as well, which will be explored further below. Finally, as the medial aspect of 
the clavicle is generally the last bone in the body to fuse and because of its connection 
with the manubrium, there is a good amount of variation in the medial end shape of 
clavicles side to side; though all the clavicles in this study were adults, and thus fusion 
itself was not a factor, the side to side variation could have an effect (Ekizoglu et al., 
2015a, Ekizoglu et al., 2015b, Schulz et al., 2005). See Figure 19 for a visual 
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representation of the length variation on the medial end, as well as Figure 21 below for 
a close up of the variation on the medial end itself.  
 
Figure 21. True pair-match, colours scaled -2 mm (blue) to 2 mm (red) – Clavicle Left 3 and 
Right 3 (Crete) – Close up on medial end, showing the difference in shape between the two sides  
 
Algorithm Interactions 
Beyond the effects of asymmetry, ICP and TrICP algorithms also have particular 
aspects which make pair-matching clavicles algorithmically challenging. While all ICP 
algorithms, regardless of variant, occasionally incorrectly register/align models, there 
are specifics for both Flexscan3D and Viewbox 4.1’s variation that hinders accurately 
pair-matching clavicles.  
For Flexscan3D, though the specific algorithms are unknown, during the 
comparison process it was noted that the midshafts of clavicles preferentially aligned 
over other aspects of the bone. This was unsurprising for two reasons. First, as the 
models used for comparison were unhollowed, the density of the cortical bone at the 
midshaft creates a bulk of data points in that area. This greater density means that there 
are more points to match, as compared to other areas of the bone and that the algorithm 
will preferentially match that bulk of points. Second, with the confounding factor of the 
two patterns for clavicular asymmetry, it means that shape-wise, the midshaft is actually 
the area of greatest similarity. The overall robusticity of each bone varies, but shape-
wise it is at its most similar. Furthermore, due to the length differences between the two 
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sides, it is harder for the algorithms to match either the distal or proximal ends over the 
shape similarity and density of points at the midshaft. 
 For Viewbox 4.1, these general shape/asymmetry issues remain the same, but 
there are several key differences. First, as models were also run hollowed, this negated 
the bulk-of-points-matching issues found in Flexscan3D. Though the Viewbox 4.1 
results were overall mediocre to poor, hollowing did have a significant impact on 
improving the matching process, almost doubling the LCV results and slightly 
improving the ROC results. This suggests that the bulk–of–points issue is significant and 
that hollowed models could improve the Flexscan3D results in the future.  
Beyond the effects of hollowing, the TrICP algorithm itself also can produce 
particular misregistrations based on its underlying assumptions. The most significant 
aspect is that TrICP converges to a local minimum; this means that where there are 
multiple aspects of similarity between two models, there is no way to automatically 
force the algorithm to select the optimal result using other smaller bits of information in 
the model (Chetverikov et al., 2005, Zhang, 1994). Though this may seem complex, it is 
straightforward to visualise, as shown in Figure 22.  
 
Figure 22. From Zhang – demonstrating how local matching techniques which converge to the 
closest local minimum do not necessarily produce the optimal result (Zhang, 1994). The two 
models are identical, one shown with the solid line and the other with the dotted line. Still, using 
a local matching technique which converges to the closest local minimum does not produce the 
expected, or optimal, result due to the multiple aspects of similarity (in this case, curves).  
 
 
While the TrICP is not the only ICP variant with this issue, it is a significant one, 
especially in regard to overlapping aspects of models which are highly symmetrical. 
Though it seems counterintuitive after the discussion of shape differences and 
asymmetry in the clavicle, the overall shape of the clavicle is actually highly 
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symmetrical in its S-shape form. For the same reason forensic anthropology students find 
determining the side of a clavicle challenging (Is it a left? Is it a right? It looks correct 
either way), the algorithm can have a hard time aligning clavicles. As the initial 
conditions of the algorithm in Viewbox 4.1 use 20 different rotation positions to find the 
best fit between the two models, this can create a misalignment, matching the proximal 
end of one clavicle to the distal end of another. Though not demonstrated identically by 
Chetverikov et al, Figure 23 is a good example of how an S-shaped form can produce 




Figure 23. From Chetverikov et al – Example of TrICP misalignment from an S-shape form 
(2005). M is the first set of points, or model; P is the second set of points, or model. R is the 
aligned/registered version of M and P.  
 
The last confounding factor for both these challenging aspects of similarity and S-shaped 
forms in general are normals. While they can provide smoother curve information in 
most models, this can exacerbate both the similarity of curves (especially in S-shaped 
forms, depending on the initial positioning effects) and the local minima issue. This is 
why clavicles are the only set of bones tested where the comparison process performs 
slightly better using models without normals.  For a visualisation of how normals can 
create similarity problems, see Figures 24-26 for a basic visualisation, a visualisation of 
a clavicle with the normals displayed, and a close-up of the normals visualisation along 



















Overall Pros and Cons (As compared to other known methods on this bone) 
Given the clavicle is only of limited biological profiling use – occasionally being 
used to determine age – it is unsurprising that there are very few studies on pair-
matching clavicles, or even individualisation of clavicles. There are no studies 
specifically on visual pair-matching of clavicles, and only one on osteometric sorting 
(Thomas et al., 2013). Even the one osteometric study, again on the ‘M’ statistic 
(defined as 𝑀𝑀 = |𝐿𝐿−𝑅𝑅|
�𝐿𝐿+𝑅𝑅2 �
 )  tables, had significant issues with clavicles (Thomas et al., 
2013); of the three measurements assessed on the clavicle (Maximum length, Midshaft 
diameter – Anterior/Posterior, Midshaft diameter – Medial/Lateral), only two were not 
significantly different between the sexes in terms of bilaterality and thus considered 
valid (Thomas et al., 2013). The midshaft diameter (Anterior/Posterior) had significant 
differences between sexes (Thomas et al., 2013); an interesting feature also considering 
the issues with the midshaft previously mentioned. The only other specific mention of 
clavicles individuation-wise was in reference to articulation with the manubrium 
(Adams and Byrd, 2006). The reliability of this articulation is considered low, though it 
has the potential of being used in an exclusionary manner (Adams and Byrd, 2006).  In 
terms of other studies, the only other relevant articles were ones which used 3D 
modelling for other applications, such as how to select the best surgical approach for 
correcting malunited clavicles or investigated different anatomical variations 
(Hingsammer et al., 2015, Bernat et al., 2014). For the study on mal-united clavicles by 
Hingsammer et al, ICP algorithms were used to model the symmetry differences 
between the pathological clavicle split into two pieces and the contralateral side that was 
complete (Zhang and Chen, 2001, Hingsammer et al., 2015). While this study overall 
had a different goal and used fragmented clavicles, it had similar issues with alignment, 
in which eight of the subjects, out of a total of 102, failed completely (Hingsammer et 





Figure 27. After Hingsammer et al – (A) is an example of a well-aligned clavicle, (B) is an 
example of misalignment (Hingsammer et al., 2015). 
 
Temporals 
A total of 124 modern temporals from Crete (Greece) were compared using 
Flexscan3D and Viewbox 4.1. For Flexscan3D, two different conditions were tested, one 
with 124 unhollowed temporals and one with only 121 unhollowed temporals so as to 
increase the non-pair-matches (negatives) in the sample. For Viewbox 4.1, ten different 
conditions were tested, with sample sizes ranging from 120 to 124 temporals. 
Flexscan3D produced the best results overall, though the Viewbox results for one test 
condition — increased negatives, hollowed models saved with normals, run ‘Exact 
Normal’— produced almost identical results, both in terms of LCV and ROC analysis. 
In fact, the majority of the results were good regardless of Flexscan3D/Viewbox 4.1 and 
LCV/ROC results. The one glaring exception was the Viewbox test condition 5 (aligned, 
hollowed without normals, run Exact Normal), whose ROC results were not statistically 
significant and whose LCV results were also poor. This has interesting implications for 




Temporals’ asymmetry pattern is intriguing, in that certain aspects of the bone 
are highly asymmetrical while others are highly symmetrical. For instance, while the 
squama is generally highly symmetrical (a factor that makes sense given the overall 
structure of the skull), certain aspects like the jugular foramen are notoriously 
asymmetrical (Koesling et al., 2005, Tomura et al., 1995). In various studies, the jugular 
foramen is notable in that it is only symmetrical in approximately 20% of the population 
(Tomura et al., 1995, Koesling et al., 2005). This variation is also extreme, in that one 
side can be five millimetres across, while the opposite side can be up to 20mm across. 
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The temporal bone only accounts for part of the structure of the jugular foramen, 
however, with the adjoining occipital making up the other portion. Thus, though size 
differences of the jugular foramen can be extreme, it may not have a significant effect on 
pair-matching. Other aspects which can vary in terms of symmetry are the size and 
shape of the mastoid process, the presence of accessory ossicles (such as an epiteric 
bone, a parietal notch bone, an asterionic bone, and ossicles in the occipito-mastoid 
suture), the number of mastoid emissary foramina and the persistence of the 
petromastoid suture (sometimes known as a divided mastoid) (Paiva and Segre, 2003, 
Tos and Stangerup, 1985, Watson-Williams, 1937, Mann et al., 2016, Buikstra and 
Ubelaker, 1994, Murlimanju et al., 2014). 
 
Algorithm Interactions 
In general, temporal bones worked well with both versions of the ICP 
algorithms, regardless of Flexscan3D or Viewbox, though normals were essential. In 
part, both ICP algorithms worked well due to the overall shape of the temporal. While 
the squamosal portion of temporals can be very similar bone to bone and could provide 
confusion algorithmically, the petrous portion along with the mastoid process provide 
characteristic features which help the two models align properly. Though it is possible 
for the squamosal portions to misalign, a large bulk of data in terms of points/vertices 
are present in the petrous portion, which effectively weights alignment to the correct 
orientation.  
The nature of the temporal shape, slightly point-heavy medially and inferiorly, is 
what makes it a good bone to match algorithmically, unlike clavicles for example. In 
other words, temporals are shaped in a manner which takes advantage of local minima 
matching. A caveat to this, however, is that the bone must be matched using normals. 
This is because normals create a greater diversity of shape changes and therefore 
distinctive shape patterns on a temporal bone than just the bone model alone. This fact is 
clear when visualised. For example, Figure 28 is a picture of a normal temporal bone, 
visualised in a standard fashion to mimic the look of bone. Figure 29 of the same bone, 
however, visualises the normals of that model. In both Figure 29 and Figure 30 (a 
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close-up of this visualisation), it is clear that the normals information provided greater 
nuance and diversity in terms of shape than just the model itself, especially as the ‘Exact 
Normal’ setting is also taking into account the normals best matching each other, not just 
the overall points of the model.  
 
Figure 28. Basic visualisation of Temporal Left N1 (Crete) 
 
 






Figure 30. Temporal Left N1 (Crete) visualised with normals shown in purple (i.e. the small 
purple lines), close up 
 
Overall Pros and Cons (As compared to other known methods on this bone) 
 While the petrous portion of the temporal is routinely used for estimating 
minimum number of individuals (MNI), the inner ear can be used to estimate sex even in 
infants, and there are a wealth of studies on craniometrics in general, there are no studies 
regarding temporals and pair-matching, or any other individualisation technique 
(Fairgrieve, 2009, Osipov et al., 2013, Ross et al., 2002, Kranioti et al., 2008, Stull et al., 
2014, Tise et al., 2014, Mahakkanukrauh et al., 2015). Thus, there is no direct method 
for comparison of the two MVC methods. However, this means that should a situation 
arise which needs to pair-match temporals, and does not solely rely on DNA, both MVC 
methods are good options with highly accurate results, provided the models are built and 
saved with normals.  
 
Calcanei 
A total of 201 calcanei from Crete (Greece, modern), Cyprus (modern), and 
Scotland (archaeological) were compared using Flexscan3D and Viewbox 4.1. Three 
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different conditions were tested for Flexscan3D: 149 mixed hollowed, mixed fragmented 
models; 68 mixed hollowed, whole surface models, and 62 unhollowed models. Seven 
different conditions were tested in Viewbox 4.1, with sample sizes ranging from 62 to 
144. Though Flexscan3D generally outperformed Viewbox, the majority of both sets of 
results were very good regardless of LCV selection or ROC analysis, with high to 
perfect sensitivity and specificity rates. Negative and positive predictive value rates 
alternated between high and low, with LCV producing high PPV rates and middling 
NPV rates, while ROC analysis produced high NPV rates and low PPV rates. There 
were two main exceptions; Viewbox parameter 5 (unaligned, unhollowed, run Exact 
Slow) produced a low sensitivity rate using LCV and Viewbox parameter 7 (aligned, 
hollowed with normals, run Exact Normal, mixed fragmented and random selection) 
which produced both an almost perfect LCV NPV rate and a good ROC PPV rate. The 
different calcanei test parameters for both Flexscan3D and Viewbox 4.1 were unique as 
compared to the other bone sets, as they allowed for both a direct comparison of 
hollowed/unhollowed parameters, aligned/unaligned parameters, and run Exact 
Normal/Exact Slow. Furthermore, they were the only set that explored the possible 
effects of fragmentation or partial models on the pair-matching process. As with 
temporals, normals improved the matching process, as did pre-alignment/pre-registration 
and hollowing. Excitingly, fragmentation seemed to have a minimal effect on the pair-
matching process, which still performed quite well.  
 
Asymmetry effects 
Calcanei asymmetry studies have mostly focused on the patterns of the anterior 
and middle articular facets, in pursuit of surgical solutions for aspects such as flat-
footed-ness (Ragab et al., 2003, Finnegan, 1978). A study by Ragab et al. demonstrated 
a rate of 10% asymmetry in side to side variation of anterior and middle articular facets, 
which is significant as regards to the overall three-dimensional geometry of a pair of 
calcanei (Ragab et al., 2003). An additional asymmetrical aspect of calcanei shape due 
to normal variation is that of osteophyte formation on the posterior aspect of the calcanei 
(the calcaneal tuberosity), otherwise known as calcaneal spurs (Alatassi et al., 2018). 
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This is thought to increase due to age and genetic factors, and is generally bilateral, but 
can be asymmetrical in formation (Alatassi et al., 2018, Beytemür and Öncü, 2018). 
Furthermore, there are numerous normal variations in the shape of the calcanei, such as 
Sever’s disease, pseudofractures and variation in nutrient foramen locations, as seen in 
Kumar et al, but there is very little documented evidence of (a)symmetry of these 
features or of how they affect the three-dimensional geometry of the bone (Kumar et al., 
1991). Similarly, there several documented non-metric traits on the calcaneus, including 
the accessory bones of calcaneus secundarius and os subcalsis, plus features such as the 
difference size and types of the peroneal tubercle (Krapf et al., 2015, Milliken, 1937, 
Shibata et al., 2014, Bulut et al., 2014, Keles-Celik et al., 2017, Ceroni et al., 2006, 
Finnegan, 1978). Again, there is almost no information documenting the asymmetry 
rates of these features, though there is some information regarding the effects on the 
calcaneus’ three-dimensional shape (Shibata et al., 2014). 
   
Algorithm Interactions 
Algorithmically, the calcanei generally match well regardless of ICP variant in 
Flexscan3D and Viewbox. This is due in part to the sheer variation of calcanei shapes 
including size and arrangement of articular facets, but also due to the algorithms’ 
preference for ‘characteristic features’ (Chetverikov et al., 2005). Like the temporals, 
calcanei have a unique orientation of planes and features that orient the models to match 
correctly more consistently. Even when models were ‘fragmented,’ meaning the bone 
itself did not scan well and created only a partial surface model, these models matched 
well due, again, to their characteristic shape. For example, there is no shape similarity 
between the anterior multi-faceted aspect of the calcanei and the posterior, single curved 




Figure 31. Basic visualisation of calcanei (Cyprus, Left, 1). Notice the distinctive and 
characteristic differences between the left (posterior) and right (anterior) sides. 
 
Though the articular facets could be similar shape-wise, the orientation of all of the 
articular facets in connection does not rotate well to fit in any other configuration than 
the correct one. This is also aided by the fact that the ICP algorithms in this case only 
match the aspects of the model that are present. Thus, if a fragmented portion of a bone 
model is matched to a whole model, it will only calculate the similarity on the 
fragmented portion, not the entire whole model. This is, in fact, a central tenant of most 
ICP algorithms, that one of the sets being matched is assumed to be a subset of the other 
(Chetverikov et al., 2005, Chetverikov et al., 2002, Besl and McKay, 1992). While 
hollowing the models also improved the matching process, like temporals, the presence 
of normals was a more significant matching factor. This is because normals further 
highlight the differences between the characteristic aspects of the calcanei, as can be 




Figure 32. Left Cyprus 1 visualised with normals shown in purple (i.e. the small purple lines). 
Notice the distinctive shapes between the anterior and posterior sides are emphasized even more 







Figure 33. Anterior portion of Left Cyprus 1 visualised with normals shown in purple (i.e. the 




Figure 34. Close up of anterior portion and articular surfaces of Left Cyprus 1 visualised with 
normals shown in purple (i.e. the small purple lines). 
 
Overall Pros and Cons (As compared to other known methods on this bone) 
As calcanei provide limited information for the creation of a biological profile – 
usually limited to general ageing (adult/juvenile) and stature (though not a preferred 
method of choice) – there are only a limited number of methods for pair-matching. 
Unsurprisingly the only other pair-matching method for calcanei is the osteometric 
sorting technique which uses ‘M-statistic’ tables (again, defined as = |𝐿𝐿−𝑅𝑅|
�𝐿𝐿+𝑅𝑅2 �
 ) (Thomas et 
al., 2013). Only two measurements were assessed for the calcaneus, that of the length 
and middle breadth (Thomas et al., 2013).  There have been no previous studies done on 
visual pair-matching of the calcanei. The only other study related specifically to sorting 
commingled calcanei is by Anastopoulou et al, using osteometric measurements to 
associate calcanei and tali (Anastopoulou et al., 2018). Intriguingly, they did not have 
any issues with bilateral asymmetry, which is surprising given the 10% rate of articular 
facet variation reported by Ragab et al (Ragab et al., 2003). Still, this has interesting 
implications for pair-matching tali in the future, as well as potentially using algorithmic 
methods for articulation of the tali and calcanei. The studies by Anastopoulou et al and 
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Byrd and Adams regarding the high reliability of articulation of the tarsals, give further 
support to this possibility. Similarly, the tibia has a high reliability of association by 
articulation with the talus, suggesting that the entire ankle joint may be a good candidate 
for articulation using algorithmic methods (Adams and Byrd, 2006). Returning to 
calcanei specifically, both ICP variations in Flexscan3D and Viewbox 4.1 are highly 
accurate and reliable at associating calcanei and are therefore good options for pair-
matching.  
Real-World Example 
Given the large variation amongst the four sets of bones, two comparison 
programs and two analysis methods, some mock test cases of real-world scenarios will 
be explored.  As Ubelaker explained, there is no ‘cookbook’ approach to sorting 
commingled remains, only good preparation and best practice (Ubelaker, 2008). Thus, 
these will serve as a suggested guide on how to incorporate MVC methods as best 
practice in different types of commingled situations.  Note that these examples will not 
distinguish between ‘open’ and ‘closed’ situations, as it is assumed that this will affect 
the final ante- and postmortem positive identification process (i.e. reconciling Disaster 
Victim Identification forms), but not necessarily the pair-matching process. Similarly, it 
will focus specifically on pair-matching elements, not the full association of all skeletal 
elements, though this is, of course, the ultimate goal. It will also not discuss what the 
scanning options are, or could be, in different situations, as this will be discussed later in 
the chapter. 
 
Mock Test Case 1 – Small scale, bone type has been tested previously 
For a small-scale commingling situation of 15 individuals, which happened to 
only include humeri, clavicles, temporals and calcanei, and assuming reasonable access 
to some, but not complete, DNA analysis, the individualisation process might look like 
this: 
 Say there are 27 humeri, 25 clavicles, 27 temporals and 23 calcanei recovered 
from the scene. Given the small number of individuals and only reasonable access to 
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DNA, the prime comparison program would be Flexscan3D, across the board. For the 27 
humeri, this would mean that all the possible pairs and single bones would be identified 
correctly using the LCV analysis method, with a 100% confidence for both the positive 
identification and negative identification. DNA would then be used to test only a single 
side of each pair, or each negative, to link the bones to an individual. For all 25 
clavicles, given the low results using the LCV analysis method, it would be ideal if they 
could be identified solely using DNA. If this was not possible budget-wise, the second-
best option would be ROC analysis after Flexscan3D comparison. Though ROC analysis 
results can be prioritised and changed based on the requirements of the situation, such as 
using an exclusionary method as opposed to an inclusionary method, only one method 
will be explored here. For example, this would specifically mean that for clavicles and 
ROC analysis, an exclusionary approach could be taken using the fixed 97.5% 
sensitivity rate. For comparison values over the threshold of 1.04, they would be 
considered negatives, or non-matches. For values that fell below the threshold of 1.04, 
they would be tested using DNA to confirm the matches. The resulting successful 
positive and negative matches would therefore directly be linked to the mesh-to-mesh 
values of the models tested. For the 27 temporals, the best option would be ROC 
analysis, specifically using the ROC optimal results with a threshold value of 0.688. 
This would mean that at this threshold value 98.36% of all the positives would be 
correctly identified and 99.74% of the negatives would be correctly identified, with only 
85.93% confidence in those positive matches being correctly identified but 99.97% 
confidence in the negatives being correctly identified. Thus, the DNA testing would be 
focused just on the positive matches, and not confirming the negatives. For the 23 
calcanei, all the possible pairs and single bones could be correctly identified using the 
LCV analysis method, with a 100% confidence for both the positive identification and 
negative identification. All of these assessments, of course, could be improved using 
excavation/recovery information. For example, if there are different strata present, there 
is no need to attempt pair-matching for bones that could not be physically (strata) 




Mock Test Case 2 – Large scale, known bone type 
For a large-scale commingling situation of 100 individuals, which happened to 
only include humeri, clavicles, temporals and calcanei, and assuming reasonable access 
to some, but not complete, DNA analysis, the individualisation process might look like 
this:  
For all cases, though Flexscan3D produces more accurate results, the manual 
MVC method would not be feasible. Thus, Viewbox could be used for all comparisons. 
In certain cases, for example temporals, LCV analysis would produce better results. 
Because LCV is not as feasible time-wise as ROC analysis is at that scale, all bones 
would use ROC analysis. For humeri, temporals and calcanei, this would mean using 
aligned and hollowed with normals models. For clavicles, this would mean using aligned 
and hollowed without normals models. Again, in the same manner as the small-scale 
scenario, there are different possibilities for how to interpret or use the ROC analysis 
results, which could be adjusted to the necessary requirements. Additional information 
that would be helpful for interpreting ROC results, though there was not time in this 
study to explore it fully, would be likelihood ratios. Likelihood ratios can be either 





(Brown and Reeves, 2003, McGee, 2002, MedCalc, 2019a); they can be utilised in a 
similar fashion to Bayes’ Theorem to interval specific post-test odds ratios, where the 
post-test odds are equal to the pre-test odds multiplied by the likelihood ratio 
(𝑝𝑝𝑜𝑜𝑆𝑆𝑡𝑡𝑡𝑡𝑆𝑆𝑆𝑆𝑡𝑡 𝑜𝑜𝑑𝑑𝑑𝑑𝑆𝑆 = 𝑝𝑝𝑛𝑛𝑆𝑆𝑡𝑡𝑆𝑆𝑆𝑆𝑡𝑡 𝑜𝑜𝑑𝑑𝑑𝑑𝑆𝑆 × 𝑓𝑓𝑖𝑖𝑙𝑙𝑆𝑆𝑓𝑓𝑖𝑖ℎ𝑜𝑜𝑜𝑜𝑑𝑑 𝑛𝑛𝑓𝑓𝑡𝑡𝑖𝑖𝑜𝑜)  (MedCalc, 2019b, Sonis, 1999, 
McGee, 2002). In practice, this means that the specific mesh-to-mesh value intervals can 
be used to further distinguish true pair-matches and negative pair-matches. For an 
example, see the likelihood ratio chart generated from the Flexscan3D-compared 
unhollowed temporals (Flexscan3D parameter set 1), shown in Table 231. From the 
interval of mesh-to-mesh values 0.4-0.6, the positive likelihood ratio is ∞, which means 
that a mesh-to-mesh value that falls below 0.6 is infinitely more times likely to be a 
positive pair-match than a negative. This can be easily seen in that there were no 
negative pair-match values which fell within that interval. When the interval rises from 
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0.6 to 0.8, however, the likelihood ratio is only 3.46. So while it is still more likely that a 
mesh-to-mesh value between the interval of 0.6 and 0.8 is a positive, it does not have the 
same assurance. The intervals in Table 231 are set at 0.2 increments but can be adjusted 
as desired and set to the two fixed 97.5% sensitivity and specificity rates as well as the 
optimal, in order to gain a better decision-making tool for commingled situations.  
Table 231. 
Interval Positive Negative Likelihood ratio 95% CI 
0.4 - 0.6 42 0 ∞ 324.683 to ∞ 
0.6 - 0.8 16 287 3.460 2.248 to 5.327 
0.8 - 1.0 0 1960 0.000 0.000 to 0.250 
1.0 - 1.2 0 1150 0.000 0.000 to 0.427 
1.2 - 1.4 0 178 0.000 0.000 to 2.765 
1.4 - 1.6 0 25 0.000 0.000 to 20.158 
Total 58 3600     
 
Mock Test Case 3 – Unknown bone type 
The cases explored so far have only included bones which have already been 
tested using both MVC methods and analysis methods. Obviously, this does not come 
close to cataloguing all paired bones in the human body. What happens when there is an 
untested bone present? Can either of the MVC methods be effectively and reliably used? 
This depends on several factors. First, in a forensic context, it is not possible to 
solely use an untested method for positive identification, due to evidentiary standards in 
most jurisdictions (2014, Christensen and Crowder, 2009). Thus, it is unlikely that using 
MVC method on untested bones would be admissible. In an archaeological context, this 
would be more flexible. Aside from the context for the commingled situation, the bone 
itself would be the largest consideration, mostly in terms of three-dimensional shape. 
For example, it is likely that tali will match well, as they tightly articulate with the 
calcanei, which also match well. This similarly shaped surface (though the inverse), 
combined with the orienting aspect of the lateral process, make it a good candidate for 
successful algorithmic matching. Other bones may be harder or less likely. For example, 
while femurs are very distinctive proximally and distally, they might have similar 
problems to the humeri using Viewbox’s TrICP, in that the midshafts may preferentially 
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align over the correct ends. Still, the use of MVC without a known, tested sample has 
unknown sensitivity, specificity, PPV and NPV rates, making any comparison more or 
less conjecture. Beyond bone shape, another factor to consider is ROC analysis itself. 
Without a known sample, a threshold value for matching cannot be used. Threshold 
values change based on the overall size of the elements tested; for example, a positive 
match threshold for phalanges will be about 0.3, while a positive match threshold for 
humeri is around 0.8. In theory, bones can be excluded from matching using relative 
values (i.e. all the bones compared create a range of values from 0.5 to 3, with only a 
few values at 3, then the values around 3 are not likely to be matches). The LCV method 
could still be used, as it is only dependent on the relative relationships, not the actual 
numeric mesh-to-mesh values.  
 
Key Points to Consider 
After exploring some mock test cases, a few key points become clear. First, the 
scale of the commingled situation is the largest factor for determining the utility and 
type of MVC and analysis method used. Small-scale situations favour Flexscan3D as the 
comparison method of choice, and it is more feasible to use LCV analysis in addition to 
ROC analysis. For large-scale situations, it is unfeasible to use Flexscan3D as it is a 
manual comparison method. Thus, Viewbox is the program of choice. The large scale of 
the situation also makes LCV analysis more challenging. The optimal method, therefore, 
is ROC analysis, though it may be a slight trade-off in terms of accuracy. Still, the use of 
likelihood ratios could improve these results. Furthermore, it is essential to use MVC in 
consideration with all other information possible from the situation, such as 
excavation/recovery data and a thorough analysis of resources available (i.e. money for 
DNA).  
Limitations 
This study tested pair-matching four sets of different types of bones using both 
the manual and automatic Mesh-to-mesh Value Comparison methods, and as such was 
limited in its scope. Of all the potential paired skeletal elements, only four types were 
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tested; though the four sets were chosen to cover a wide range of shape and structural 
complexity, this cannot account for all potential variation in paired skeletal elements. 
The four sets of bones also varied in sample size, and some were stronger sets than 
others. For example, the humeri set fell below the 100-bone sample size target at only 61 
bones. The other sets, though they exceeded the initial target sample size easily (e.g. 203 
clavicle models), were not exhaustive in terms of sample size either; this factor was 
increased by the limitation of time as regards to the pair-matching process. There were 
only five different populations used, which also cannot count for all potential global and 
temporal variation. Additionally, all bones used were complete and in good taphonomic 
condition. The effects of fragmentation and taphonomic differences were thus not fully 
explored. Preliminary research suggests that fragmented remains can be pair-matched 
using MVC, and that taphonomy can affect the MVC method (McWhirter, 2018). The 
effects of taphonomy are generally seen in the scanning process, in that certain bones do 
not scan well which leads to poor or incomplete models. Modern bones, for instance, 
often still have fatty residue and are therefore shiny, and 3D structured/white light 
scanners cannot easily scan shiny surfaces without modification. As the ‘fragmented’ 
calcanei results show, however, this does not seem to have a deleterious effect on the 
pair-matching process, assuming a certain amount of shape complexity. Other 
taphonomic factors such as fire, however, could warp the shape of bone and cause 
problems for the MVC process. Beyond the effects of fragmentation and taphonomy, 
this study also did not examine the potential effects of pathology generally, nor was it 
able to account for unknown, underlying, potential pathology in the specimens used. 
 Beyond the sample itself, there were also limitations in terms of the software 
and algorithms used. As mentioned previously, the matching algorithm for Flexscan3D 
is known only generally, and not specifically in terms of precise calculations (Langstaff 
and Karell, 2014). This would likely exclude it for use in court situations, as there is 
generally a need for methods introduced as part of evidence to be easily reproducible 
and have calculable, known error rates, and the algorithm itself may not meet the 
necessary requirements (2014, Christensen and Crowder, 2009, Crown Office and 
Procurator Fiscal Service, n.d.). For Viewbox 4.1, the algorithms are known but are 
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limited and slightly different than the Flexscan3D algorithms in both function and 
accuracy. Furthermore, the full parameters of Viewbox 4.1 were not explored due to 
time. For example, the program has different settings for the estimation of overlap of the 
two models, as well as settings that allow for the user to define which parts of models 
get preferentially matched, both of which have the possibility of drastically improving 
results. Similarly, not all conditions of the different types of models (aligned, unaligned, 
hollowed with normals, hollowed without normals, and unhollowed) were able to be 
tested for every set of bone type, again due to time and computing power limitations. 
Iterative closest point (ICP) algorithms in general also have computational limits 
and rely on certain parameters being met regardless of the models being compared. As 
an example, the TrICP algorithm assumes ‘that the overlapping part of the two sets 
[models] is characteristic enough to allow for unambiguous matching’ (Chetverikov et 
al., 2002) and requires a 50% overlap between the two models (Chetverikov et al., 2005, 
Chetverikov et al., 2002). While this works well for whole models (and therefore whole 
bones), it could be a possible issue for fragmentation pair-matching or for bone shapes 
that are not characteristic enough. Additionally, there are numerous other ICP variations 
which could be tested but were not due to the limited scope of this study and the lack of 
necessary programming resources (Mohammadzade and Hatzinakos, 2013, Du et al., 
2010, Kapoutsis et al., 1999). For example, the Iterative Pseudo Point Matching 
algorithm does not rely on one set of points being a subset of another, so may be a better 
alternative for fragmented models (Zhang, 1994). Similarly, the Iterative Closest-
Normal Point algorithm has a method for three-dimensional face identification using 
machine learning, regardless of expression, using a variation on normals 
(Mohammadzade and Hatzinakos, 2013). This process could be modified for bones to 
take into account variation due to age for example, excluding random asymmetrical 
osteophyte formation. Additionally, other ICP variants use different methods for 
calculating the distance between points, with some utilising Root Mean Squared (RMS) 
values, some Least Squares (LS), some Least Median Squares (LMS) and some Least 
Trimmed Squares (LTS) (Chetverikov et al., 2005, Chetverikov et al., 2002, Zhang, 
1994). Though Trimmed ICP (and thus Viewbox) uses LTS, potentially other options 
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are equally or more valid (Chetverikov et al., 2005, Chetverikov et al., 2002). Likewise, 
there are different ways for different ICP variants to handle coordinate systems: some 
use quaternions, some Voronoi tessellation, and some other distance-based algorithms 
use Hausdorff distances (Besl and McKay, 1992, Kapoutsis et al., 1999, Zhao et al., 
2005). Though the current TrICP and main ICP use quaternions, the other options could 
potentially improve the pair-matching process (Besl and McKay, 1992, Chetverikov et 
al., 2005, Chetverikov et al., 2002). 
 Statistically speaking, there were also limitations with the two types of 
sensitivity and specificity analyses. The Lowest Common Value (LCV) method is 
dependent on the initial formatting of the values and has a greater possibility of being 
influenced by user error. ROC curve analysis, on the other hand, is less prone to user 
error, but is also insensitive to class distribution, which means that multiple sample 
populations, skewed or not, can produce similar ROC curves (Marzban, 2004). This 
means that ROC curves are very successful in distinguishing between good and bad 
models, but not necessarily good and better models (Marzban, 2004). Similarly, as the 
Area Under the Curve (AUC), the main way of assessing ROC curves, is calculated 
from the ROC curve directly, it also does not depend on the prevalence rate of a sample 
and while it is good at determining good/bad models, it is also not necessarily good at 
distinguishing between good/better models (Obuchowski, 2003, Marzban, 2004). 
 Time and processing power were the most significant limitations. Every stage of 
the MVC process takes time, and often a significant amount. This was compounded by 
the effect of computational power (or lack thereof), as well as some software bugs. As 
the MVC component in Viewbox was kindly programmed by a colleague who is an 
expert dentist and researcher but not free to program full-time, there were several small 
bugs in the software that caused significant time issues. For example, Viewbox can only 
be paused mid-comparison at certain points. If it is interrupted at any other point, all data 
from that run is lost. This was a significant problem when comparison runs would take 
weeks or even months, as interruptions due to shared working spaces or power cuts were 
surprisingly frequent. For this study, multiple runs lasting 3 weeks to over 5 weeks were 
lost, totalling several months of work at minimum. Moreover, the lack of an ability to 
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compare only left bones against only right bones added significant time as well. For 
example, if 50 lefts could be compared to only 50 rights, that would only be 2,500 
comparisons; with the current settings, this could only be achieved by individually 
running each of the 50 lefts against the 50 rights (2,500 comparisons but with extra set 
up time) or by running all 100 lefts and rights against each other for 9,990 comparisons.   
 Finally, the last limitation is related to data storage. Three-dimensional 
modelling often produces a huge amount of data. For example, one day of scanning 
Cretan calcanei created about 30 gigabytes of data for approximately 12 calcanei. In 
testing hundreds of bones, this adds up incredibly quickly, especially with different 
model conditions being created from the initial data.   
Advantages  
Three Dimensional Digital Models 
Methods for sorting commingled remains that use three-dimensional, digital 
models of bones as opposed to just dry bone have several advantages. First, there is a 
permanent record of the bone. Dry bone naturally degrades over time, especially with 
excessive handling. Using three-dimensional models instead not only helps prevent this 
degradation, but also provides a way to work with bone in its original condition, without 
compromising its integrity. Furthermore, should something happen to the real bone, 
either accidentally or with malicious intent (as in wilful destruction of evidence from 
mass graves, for example), three-dimensional models provide an accurate and usable 
record. Instead of disappearing completely, a three-dimensional model can be 3D printed 
as many times as necessary. Additionally, while photographs and other measurement 
methods are still important, especially in forensic contexts, three-dimensional scanning 
methods can often incorporate both accurate visualisation and dimensions. This means 
that, unlike photographs and other measurements, models are both more accurate and 
more complete representations of real bone dimensionally-speaking, and can be thus 
treated as effectively the same. Digital models also allow for measurements that are 
either not possible or not feasible in real bone, such as volumetric measurements and 
measurements of internal structure. Measurements produced digitally are furthermore 
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saveable and easily shown to other researchers for confirmation or correction. These 
saveable processes, including the model itself, are also helpful in that they are easy to 
transfer and store around the world. Specimens need not be analysed solely in the 
location they were found but can be easily transported for analysis around the world 
without the same need for biological permitting as real bone. Furthermore, specimens 
can be easily analysed in situ. Bone, for example, can be easily identified and 
subsequently analysed (together or individually) in heavily decomposed remains via CT 
without the need to alter the remains in any way.  
 
Mesh-to-mesh Value Comparison as a Method 
In addition to the advantages of using three-dimensional digital models, the 
mesh-to-mesh value comparison (MVC) method also has several advantages of its own. 
MVC is a method that can be easily and accurately reproduced, both in terms of model 
building and comparison for pair-matching. It does not rely on user expertise for 
accuracy or reliability, unlike visual pair-matching (Adams and Byrd, 2006, Adams and 
Konigsberg, 2004); this includes both model building accuracy and method of 
algorithmic model comparison. Both the model building process and algorithmic 
comparison process have known error rates and would meet the criteria for admissibility 
in court. Beyond admissibility, these known algorithms also allow other researchers to 
contribute to testing the comparison method, even if they don’t have access to either of 
the manual or automatic software. The known algorithms for comparison also eliminate 
issues connected to a user’s expertise, or lack thereof.  
Though it cannot yet match un-paired skeletal elements, the MVC method also 
has two distinct advantages over traditional osteometric comparison: the measurement of 
three-dimensional geometry and the ability to easily visualise variation. In its simplest 
form, the MVC method shows rough visual similarity by the superimposition of the left 
and right sides. As mentioned previously, in both Flexscan3D and Viewbox 4.0/4.1 there 
is also a feature called ‘deviation analysis,’ which will colour code every aspect of 
difference between the two models, on a sliding scale. This visualisation tool makes it 
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easy to see areas of bony difference due to differential muscle use, as well as any other 
potential anomalies, as seen in previous Figures.   
As compared to DNA, though MVC can be expensive, it can also be cost-
effective. With DNA, regents need to be purchased for every new sample, and generally 
tests are run in triplicate. At a price of £15-17 per sample, the initial cost is high, and 
more so when run in triplicate (Qiagen, 2019, ThermoFisher Scientific, 2019b, 
ThermoFisher Scientific, 2019c, Promega, 2019a, Promega, 2019b). With MVC, though 
the equipment and software can be expensive, the price is a one-off purchase and does 
not need to be repeated. Scanners for example range in price, and as long as the accuracy 
is good, the cheapest models can still be effective. Additionally, the cheapest models, 3D 
structured/white light scanners, require almost no maintenance; at most you are 
generally paying for a replacement bulb for the project part of the scanner. As the author 
has also personally travelled across various countries for this project carrying a portable 
3D structured/white light scanner, she can also vouch for its feasibility in both 
transportation and set up. It is also worth noting that the MVC process is non-
destructive, unlike DNA, which often requires the destruction of large portions of bone 
in order to secure enough genetic material. This destruction can limit or entirely erase 
other opportunities for analysis, a significant problem should the DNA extraction and 
analysis fail. Finally, MVC can also (and should, ideally) be used concurrently with 
other methods. While a handful of DNA samples are being run, or antemortem data is 
being collected, the MVC process can simultaneously be taking place, adding and 
confirming more information to the identification process. Similarly, if remains are 
partially articulated due to soft tissue, this factor can be taken into account for both the 
DNA and MVC analysis processes.  
Further Research, Improvements, and Other Considerations 
In any research, there always remains more to be tested. The mesh-to-mesh value 
comparison (MVC) method was no exception; in fact, the project produced more 
avenues of research with every new condition tested. To confirm the findings of the 
project and increase MVC’s flexibility for a greater range of commingled situations, 
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more paired skeletal elements must be tested. Though the method works well across 
several populations, more populations will also need to be tested. The effects of 
pathology need to be explored, in addition to the effects of taphonomy and 
fragmentation. All three have the possibility of drastically changing and improving the 
method. Another avenue of exploration should be a method of using MVC and iterative 
closest point algorithms for articulation, adding a hopefully reliable osteometric method 
for that technique to the currently used, only qualitative method (Adams and Byrd, 
2006).  
Algorithmically there are also numerous variations of ICP that could be tested, 
and which might improve the method overall (Mohammadzade and Hatzinakos, 2013, 
Du et al., 2010, Kapoutsis et al., 1999). Additionally, trialling different prioritisation 
algorithms in addition to the TrICP algorithm in Viewbox would be the best way to 
improve the automated MVC method, hopefully re-creating the accuracy of Flexscan3D, 
but with known factors that would be admissible in court settings.  
 The pair-matching programs could be improved, addressing the software bugs 
and matching issues, hopefully making it free or low-cost in the process. Instead of 
having to build models by hand, hollow and align by hand, compare the results by hand, 
statistically analyse in a different program, and every step in between, the improved and 
specialised program could do it all automatically. It could run different algorithms for 
different bones, should it be found that other algorithms work better for clavicles for 
example, and could even produce the requisite error rates and confidence intervals. One 
possible avenue to accomplish this automation could be the introduction of machine 
learning to the process, or some other form of artificial intelligence.  
 Technology is constantly improving, both hardware and software-wise. When the 
models for this study were being 3D white/structured light scanned, for example, the 
models had to be built by hand with the user aligning and stitching the partial models 
that the software program would then confirm. With more recent scanners, however, the 
partial scans are automatically stitched during the scanning process, so that the user has 
a complete and usable model as soon as the object is scanned. This would save a 
significant amount of time, whether models were built for MVC or other applications, 
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possibly cutting scanning/building time in half or even more. Additionally, with the 
advent of supercomputing, computing clusters, and virtual machines, the processing of 
comparison runs could be significantly sped up, and interruptions due to power cuts and 
shared working spaces could be minimised or prevented entirely. A virtual machine 
ensures that there is not a single machine (computer) that will be accidentally logged on 
to or turned off by another user, and the processing power of that virtual machine, or 
cluster, will be at least equal to, and generally greater than, a single user desktop 
situation. As a concrete example, though the University of Edinburgh’s virtual machine 
cluster, Eleanor, did not exist until the end of this project, its hardware calibration as 
compared to the other machines used for this study is only 19 seconds per iteration, 
based on the clavicle data set, which is a 25% reduction in computational time. 
However, Eleanor is still significantly less powerful as a virtual machine system than 
Eddie, the University of Edinburgh’s supercomputing cluster (Information Services, 
2018b, Information Services, 2018a). Currently, most supercomputing clusters only run 
Linux based operating systems, which would require a new software design for either 
the manual or automatic MVC methods. If applied to the automatic version with the 
other software and hardware tweaks mentioned previously, however, MVC could be 
drastically sped up.   
As a final note on technological considerations, there is also the issue of data 
storage. As mentioned previously, digital model data can be huge and requires proper 
storage space. With the improvement and cost reduction of storage, these issues will 
hopefully become minimal. Beyond hardware issues, however, remain the ethical 
considerations surrounding the storage of information regarding human remains or 
patient data. Patient data protection in the United Kingdom, and most other countries, is 
subject to rigorous standards and rightly so (National Health Services, 2019, Health and 
Human Services, 2009). Physical human remains, skeletal or otherwise, are also subject 
to strict regulation and protection under the Human Tissue Act 2004 (c. 30)and the 
Human Tissue (Scotland) Act 2006 (asp 4). However, three-dimensional, digital models 
of bone can end up somewhere in a grey area. Should there be specific patient 
information connected to the model, such as a name, this would undoubtedly fall under 
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normal patient confidentiality schemes (National Health Services, 2019). Once 
anonymized, this could also fall under normal pseudo-anonymization protection 
measures (National Health Services, 2019). What is more challenging is when a 
researcher has both sets of information available. The National Health Services, for 
example, have very strict regulations about how their un-anonymized data can be stored 
and used (Academic and Clinical Central Office for Research and Development, n.d.). 
Similarly, normal forensic anthropological research goes through institutional review 
boards for ethical considerations and has similar policies (School of History Classics and 
Archaeology, 2017). To the author’s knowledge, however, there is no specific 
institutional or legal considerations for storing 3D medical modelling data for research 
purposes beyond general suggestions (National Health Services, 2019, Academic and 
Clinical Central Office for Research and Development, n.d.). While that may be 
generally enough of a policy, it seems prudent to establish a specific policy on 3D 
modelling data, both forensically and archaeologically speaking, before it becomes an 
issue. This is especially important as many researchers are unfamiliar with certain 
aspects of digital data, such as metadata.  
 Beyond technological hardware/software improvements, a real-world test case 
for the MVC method would be an ideal next step. Two cases that are immediately 
possible would be Malaysian Airlines Flight 17 which was shot down over the Ukraine, 
and any of the recent Italian ship disasters (Langstaff and Karell, 2015, Piscitelli et al., 
2016). Both situations made use of on-the-scene or post-scene CT scanning, meaning the 
digital data already exists for testing (Langstaff and Karell, 2015, Olivieri et al., 2017). 
Furthermore, the Ukrainian situation would be ideal as it is a closed situation, meaning 
the passengers on board are part of a finite and known list, and that there have already 
been traditional methods of individualisation applied for comparison (Langstaff and 
Karell, 2015, College of Policing, 2018). The Italian ship disasters would be an 
interesting test case as well, even though it is an open situation (the people on the boat 
could be from anywhere), because although they have been DNA testing remains, the 
waterlogged conditions of the boat have significantly hampered the results (Olivieri et 
al., 2017, Bertoglio et al., 2017). The waterlogging has been producing results with only 
234 
 
a 1 in 106 probabilistic chance of a match, whereas in most forensic contexts one would 
need a 1 in 109 probabilistic chance of a match to be considered valid (Bertoglio et al., 
2017, Olivieri et al., 2017, Crown Prosecution Service, 2014).  
Final considerations about the MVC method and using ICP algorithms include 
that pair-matching is not the only possible use for ICP algorithms and, beyond the 
previous suggestion, it can be used to compare or match any two or more digital objects 
(think weapon and wound comparison, or surgically speaking for prothesis building). 
Additionally, MVC is by no means designed to be used as the only individualisation 
technique for a commingled situation. Ideally in commingled situations one uses as 
many reliable methods as is possible in combination to obtain the best, most accurate 
result, and return as many people as possible to their loved ones and communities. This 
includes utilising information such as stratigraphic information and orientation or 
remains, clothing/personal effects, taphonomy, articulation, osteometric data, DNA 





















Situations involving commingled human remains are generally marked by 
tragedy. In order to give a name to an individual and return their remains to their loved 
ones and community, commingled remains must first be sorted, or individualised. There 
are only limited methods, however, to aid in this individualisation process. This 
dissertation tested a new method for individualisation called mesh-to-mesh value 
comparison (MVC). MVC is a method for pair-matching, or associating homologous 
bony elements, which uses three-dimensional models of bones and compares their three-
dimensional shape digitally to assess similarity. This similarly was measured in 
millimetres. 
 Two different version of the MVC method, one manual and the other automatic, 
were tested. The manual method used the program Flexscan3D, while the automatic 
method used the program Viewbox 4.1. Both methods use Iterative Closest Point 
algorithms for their comparison process, though the specific details of the algorithms 
were slightly different program to program. Four different sets of bones were tested 
using both MVC methods: humeri, clavicles, temporals and calcanei. This resulted in 
384,075 unique comparison values. All of the comparison data were analysed using 
sensitivity, specificity, positive predictive value and negative predictive value rates. 
These rates were calculated using two different methods: Lowest Common Value (LCV) 
analysis and Receiver Operating Characteristic (ROC) curve analysis.  
Results varied between the different bone types and analysis methods but overall 
were high in terms of accuracy. The most accurate bone for pair-matching using the 
MVC method, regardless of the manual or automatic method, was temporals.  The 
lowest-performing bone set for both the automatic and manual MVC methods were the 
clavicles, which were the single exception to the high performance of the method 
overall. When comparing the MVC method to currently available individualisation 
techniques, the accuracy of the MVC method is generally higher and is advantageous in 
that it has known error rates.  
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There are still many avenues of MVC methods to explore. The method needs to 
be tested on different bone sets and could be used for comparing fragmented remains or 
assessing individualisation through articulation. Furthermore, there are numerous 
variants of the ICP algorithms that could improve aspects of the MVC method, such as 
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Promega PowerPlex® ESI 17 Pro 6255 400 15.6375 46.9125 
 
PowerPlex® ESX 17 
and ESI 17 Fast 
Systems 6879 400 17.1975 51.5925 





PCR Amplification Kit 17810 1000 17.81 53.43 




Amplification Kit 3050 200 15.25 45.75 
Qiagen 
Investigator ESSplex SE 
Plus Kit (400) 6475 400 16.1875 48.5625 























Daily Tube Calibration 
 
The calibration of the tube is designed to protect the life of the tube. It runs up the tube 
from cold, with small exposures, building up to larger patient type exposures. This 
prevents the tube from overloading with a large exposure from cold. 
 
At the end of the morning calibration, the scanner runs air calibrations on the most 
frequently used collimations and kV’s. These are set by the applications team when the 
system is initially built, and would vary depending on the sites workload and protocols. 
At the RIE yours will be 32x1mm, 64x0.5mm, 4x0.5mm collimations, and 120kV. 
These daily calibrations are designed to keep these commonly used settings within 
specification allowing for environmental fluctuations in terms of room temperature and 
humidity. 
 
Full Air Calibrations 
 
Full air calibrations are run, to calibrate all collimations and all kV’s to the 
environmental conditions. 
 
Multi pin Phantom (TOS Phantom) 
 
The multi pin phantom is performed to allow for checking of Hounsfield Units drift. 
 
The pins in the phantom are made from the following materials and under specific scan 
conditions should display a HU within the tolerances described 
 
·       Air (-1015 to -975HU) 
·       Delrin (330 to 350 HU) 
·       Acrylic (115 to 135 HU) 
·       Nylon (90 to 110 HU) 
·       Polypropylene (-115 to -95 HU) 
·       Water (-5 to 5 HU) 
 




The water Phantoms are sized to match the Scan Fields of View, these are scanned to 




In addition they are used to check for noise and uniformity of the x-ray beam. The noise 
levels recorded in multiple regions of interest will highlight any issues with uniformity 
of the x-ray beam. 
 













































Instructions for Lowest Common Value Match Selection 
1) Excel sheet must be formatted with the Lefts listed along the left-hand side 
(rows) and the Rights listed across the top (columns). 
 
 If the Excel sheet has been generated by Viewbox, it will start like this: 
 
 






And delete the Lefts from the top (columns): 
 
 





*Note – I also shortened the names of the files to make it easier to read by using the 
‘Find and Replace’ tool:
 
 











2) ‘Freeze the Panes’ of the top row and column in order to be able to read 
everything easily in future steps: 
 
*Note – for this selection to work you need to have ‘selected’ the first cell of data (i.e. 
not the names of the bones) 
 
 








4) Duplicate this final sheet to work on (so in case something goes wrong, you have 
a backup) 




In the Move or Copy box, tick the ‘Create a copy’ box and highlight the ‘(move to end)’ 

















5) Selection of lowest values – First, the three lowest values of the lefts are selected 




To do this quickly, Excel Macros are needed. Macros allow you to use key combinations 
[as an example - CRTL + ALT + DLT] to instantly complete a process of multiple steps 
at once. So, the first step is to ‘Record’ a macro for the selection of the three lowest 
values for the lefts (across, rows). 
 










*Note – You can double-check this has worked as when you click on the ‘Macro’ button 
again, as the colour behind the box on the relative references should now be grey: 
 
 
To record a Macro, click on the ‘Macro’ button and select ‘Record Macro’: 
 
 

















Next, go to the ‘Conditional Formatting’ button on the ‘Home’ tab, hover the mouse 



































Now, to use this macro, press the CTRL key and the ‘q’ key at the same time. This 




Keep pressing this combination (CTRL + q) until all the rows (lefts, across) have had 





Now, to select the three lowest values for the rights (down, columns). Click on the first 
cell in the first column and then start to record another macro by clicking the arrow 
























Next, go to the ‘Conditional Formatting’ button on the ‘Home’ tab, hover the mouse 






























































Now, to use this macro, press the CTRL key and the ‘w’ key at the same time. This 





Keep pressing this combination (CTRL + w) until all the columns (rights, down) have 





Now, duplicate this sheet in the same manner as before: 













In the Move or Copy box, tick the ‘Create a copy’ box and highlight the ‘(move to end)’ 
and then click ‘Okay’ 
 
 
6) Now the lowest agreed-upon values need to be identified and highlighted. 
 This will ultimately result in one value for each ‘pair’ or no value at all for a non-match, 
instead of multiple possibilities at the end of the process. 
 
So, take the previously duplicated sheet and rename it ‘Highlighted’ by Right-Clicking 











So, now all the ‘agreed-upon’ values should be formatted in the combination of the left 
(across/row) and the right (down/column) formatting. In other words, the agreed-upon 
values should have a light red background, black outline of the cell, and bold + italic text 

















To only have these values present, go through the entire sheet, select only the cells with 
the formatting above and Highlight them in Yellow*: 
 
 
*Nothing will appear to happen when you press the highlight button, but that is okay  
** I suggest going methodically through the Excel sheet column by column to make sure 
you select every cell correctly 
 
Now, duplicate this sheet in the same manner as before: 






In the Move or Copy box, tick the ‘Create a copy’ box and highlight the ‘(move to end)’ 





So, take the previously duplicated sheet and rename it ‘Deleted’ by Right-Clicking on 























This should reveal the yellow highlighted cells like so: 
 
 
*Note that there should be significantly fewer values highlighted in yellow than there 
were selected by the across/down macros. This is good.  
 
7) Now to select the single agreed-upon lowest value for each pair.  
This is very important, and must be done in exactly this way each time, or else the 
results won’t be the same/comparable.  
Thus, the first step is going across each row (left by left) and deleting all but the lowest 









There can only be one final value, so the lowest is kept by un-highlighting the higher 














The second step is going down each column (right by right) and deleting all but the 










There can only be one final value, so the lowest is kept by un-highlighting the higher 






















8) Now these values are then classed as true positive match, true negative, false 
positive, and false negative, again following the same pattern as before with across 




A true positive pair match is the left and rights both agree on the lowest value – 
formatting wise this means that the text of the cell should be RED and it should be 




A true negative should not have a match – formatting wise this means the entire 
row/column should have nothing in red text or highlighted in yellow. 
 
 
(Example, but it’s transposed – so you will never actually see lefts and rights in this 
exact position) 
 
A false positive is when either the bone is mismatched to the wrong pair, or when a 
negative is mismatched with a pair at all – formatting wise this will appear as black text 














A false negative is when a bone has a match, but it was not selected– formatting wise 





So, to determine this, follow the same procedure for going across first, row by row and 

























Next, follow the same procedure for going down, column by column and decide if each 















9) All of these results are combined in order to calculate sensitivity and specificity 



























































Go to the ‘Sensitivity and Specificity’ tab, select the cell at the end of the previous list  








10) Calculate Sensitivity and Specificity  
To calculate sensitivity and specificity, there needs to be a total number of true positives, 
true negatives, false positives and false negatives. 
































To calculate sensitivity, the formula is True Positive / (True Positives + False 
Negatives), so to do this in Excel, enter the formula below, selecting the appropriate 









To calculate specificity, the formula is True Negative / (True Negative + False 
Positives), so to do this in Excel, enter the formula below, selecting the appropriate 










































(Hours) Computer Location 
Link 
Speed Iterations Iterations/Time 
First 20 
Decimated 183:30:00 Elena's  D Drive  1560 0:07:03 
Second 20 - 
Decimated  183:33:00 Elena's  D Drive  1560 0:07:04 
5 First Right 1 0:33:00 Romulus  
Off 
Desktop  5 0:06:36 
5 First Right 2 0:57:00 Remus  
Off 
Desktop  5 0:11:24 
15 First Right 1 1:34:00 Romulus  
Off 
Desktop  15 0:06:16 
15 First Right 2 22:01:00 Remus  
Off 
Desktop  15 1:28:04 
100 First Right 1 10:30:00 Romulus  
Off 
Desktop  100 0:06:18 
100 First Right 2 63:12:00 Remus  
Off 
Desktop  100 0:37:55 
100 First Right 3 4:49:00 Romulus  
Off 
Desktop  100 0:02:53 
40 First Rights - 
1 18:21:00 Romulus  
Off 
Desktop  40 0:27:32 
40 Second 
Rights - 1 13:31:00 Elena's  D Drive 1 GB 40 0:20:17 
20 First Rights - 
1 0:56:00 Romulus  
Off 
Desktop  20 0:02:48 
80 First Rights - 
1 19:45:00 Romulus  
Off 
Desktop  80 0:14:49 
80 First Rights - 
2 112:09:00 Remus  
Off 
Desktop  80 1:24:07 
80 First Rights - 
3 4:46:00 Romulus  
Off 
Desktop  80 0:03:34 
80 First Rights - 
4 3:44:00 Romulus  
Off 
Desktop  80 0:02:48 
80 First Rights - 
5 8:12:00 Romulus  
Off 
Desktop  80 0:06:09 
80 First Rights - 
6 21:07:00 Romulus  
Off 
Desktop 1 GB 80 0:15:50 
80 First Rights - 
7 23:15:00 Romulus  
Off 
Desktop 1 GB 80 0:17:26 
80 First Rights - 
8 4:04:00 Romulus  
Off 
Desktop 1 GB 80 0:03:03 
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80 First Rights - 
9 3:31:00 Romulus  
Off 
Desktop 1 GB 80 0:02:38 
80 First Rights - 
10 30:03:00 Romulus  
Off 
Desktop 1 GB 80 0:22:32 
80 First Rights - 
11 28:52:00 Romulus  
Off 
Desktop 1 GB 80 0:21:39 
80 First Rights - 
12 4:18:00 Amarna  D Drive 1 GB 80 0:03:14 
80 First Rights - 
13 9:09:00 Amarna  D Drive 1 GB 80 0:06:52 
80 First Rights - 
14 40:28:00 Amarna  D Drive 1 GB 80 0:30:21 
80 First Rights - 
15 3:28:00 Amarna  D Drive 1 GB 80 0:02:36 
80 First Rights - 
16 16:01:00 Amarna  D Drive 1 GB 80 0:12:01 
80 First Rights - 
17 17:19:00 Amarna  D Drive 1 GB 80 0:12:59 
80 First Rights - 
18 4:45:00 Elena's  D Drive 1 GB 80 0:03:34 
80 First Rights - 
19 22:35:00 Amarna  D Drive 1 GB 80 0:16:56 
80 First Rights - 
20 1:55:00 Elena's  D Drive 1 GB 80 0:01:26 
40 Final Rights - 
1 2:58:00 Romulus  
Off 
Desktop  40 0:04:27 
       
Total  885:51:00    5200 0:10:13 
 
