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Science  is a complex  system.  Building  on Latour’s  actor  network  theory,  we model  published  science  as
a dynamic  hypergraph  and  explore  how  this fabric  provides  a substrate  for future  scientiﬁc  discovery.
Using  millions  of abstracts  from  MEDLINE,  we  show  that the network  distance  between  biomedical  things
(i.e.,  people,  methods,  diseases,  chemicals)  is  surprisingly  small.  We  then  show how  science  moves  fromcience studies
etaknowledge
questions  answered  in  one  year  to problems  investigated  in  the  next through  a  weighted  random  walk
model.  Our  analysis  reveals  intriguing  modal  dispositions  in the  way  biomedical  science  evolves:  methods
play a bridging  role  and  things  of  one  type  connect  through  things  of another.  This  has  the methodological
implication  that adding  more  node  types  to network  models  of  science  and  other  creative  domains  will
likely  lead  to  a superlinear  increase  in  prediction  and  understanding.
© 2015  The  Authors.  Published  by  Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY  license
(http://creativecommons.org/licenses/by/4.0/).. Introduction
Science can be viewed as a complex system (Foote, 2007; Evans
nd Foster, 2011). It is built up from strong interactions between
iverse, differentiated components and manifests emergent, often
nexpected collective behavior at all scales: periods of incremen-
al effort punctuated by bursts of controversy or transformation.
his recent characterization of science is strikingly similar to the
ne proposed by Bruno Latour, Michel Callon and others in work
oing back to the 1980s. In their conception, science is a complex,
ynamic network in which scientists, institutions, concepts, phys-
cal entities and forces “knit, weave and knot” together (Latour,
987, p. 94) into an overarching scientiﬁc fabric (Latour, 1987,
999; Latour and Woolgar, 1986; Callon, 1986). In Latour’s view,
omponents of the network can stabilize over time into social
r natural things1—nodes (or groups of nodes) that become more
∗ Corresponding author at: Sociology Department, University of Chicago, 1411 E.
4th Place, Chicago, IL 60637, USA. Tel.: +1 773 834 3612.
E-mail address: jevans@uchicago.edu (J.A. Evans).
1 In Making Things Public, Latour points out that the old word “Thing” originally
esignated a type of archaic assembly, as the Icelandic Althing: “Thus, long before
esignating an object thrown out of the political sphere and standing there objec-
ively and independently, the Ding or Thing has for many centuries meant the issue
hat brings people together because it divides them” (p13) (Weibel and Latour,
ttp://dx.doi.org/10.1016/j.socnet.2015.02.006
378-8733/© 2015 The Authors. Published by Elsevier B.V. This is an open access article u“fact-like” as they become more tightly coupled to other nodes at
the center of a techno-scientiﬁc network.
Latour’s work focuses on the politics of things and thing-
making, but in doing so clariﬁes the fundamentally multi-mode
character of scientiﬁc networks. After Latour, any single-mode
view, focused only on co-authorship networks between scien-
tists (Newman, 2001, 2004; Martin et al., 2013), or co-occurrence
networks between concepts (Foster et al., 2013), must be under-
stood as partial and provisional. In this paper, we argue and then
empirically demonstrate that the networks described by Latour do
more than trace the past politics of science; they act as a sub-
strate for future scientiﬁc discovery. This perspective immediately
enriches and extends a classic network-oriented perspective on
human problem solving. Newell and Simon (Newell and Simon,
1972) describe problems as situated in a “network of possible wan-
derings,” through which a problem solver may  seek a solution (p.
51). By wandering across conceptual links in the network, the solver
can collect, imagine, or assemble parts of a solution—or the ingre-
dients of a scientiﬁc hypothesis. Consider the many paths available
once the network of science is enriched along Latourian lines: A sci-
entist could conjecture that two proteins interact within a human
cell because she has seen them in the same or adjacent research
2005). Although Latour typically calls nodes in the network actors or “actants”
(nonhuman things), we  use the term “thing” to generically reference them all.
nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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rticles; because they have been studied by the same scientist;
ecause they react with the same small molecule; because they
re implicated in the same disease; or because they can be iso-
ated or analyzed with the same method. In this way, the complex
etwork of science provides a rich substrate on which scientists
think”.
Here we apply this perspective to the multi-mode network of
iomedicine. We  ﬁrst map  the complex web of scientists, chem-
cals, diseases, and methods, and provide a descriptive account
f the ways in which things combine in published biomedical
esearch. Then we ask how network structure determines how the
eld of biomedical science evolves. More concretely, we investi-
ate whether the linkages between biomedical “things” inscribed
y scientiﬁc articles can predict the formation of new ties in the net-
ork. This is no small task: there are many reasons for two  things
o be connected! To give one example, two scientists who have
ever coauthored a paper and who study disparate topics with dis-
oint methods may  nevertheless write a paper together because
ne joins the other’s institute. Links of this kind are hard to predict
ithout the relevant information; indeed, in this paper we exclude
nstitutions from our analysis. Moreover, as we show below, the
ajority of new links actually occur between things that are “near
eighbors” in the network of scientists, chemicals, diseases, and
ethods. This raises an important question: are there particular
aths in the network of possible wanderings—particular forms of
roximity—that make the formation of new ties more likely? In
ther words, are there dispositions that channel scientists’ explo-
ation of this complex network?
Before turning to our analysis, we note one further complication
ith immediate consequences for our representation strategy.
ames March, a colleague and coauthor of Herbert Simon, cham-
ioned a distinct theory of problem solving—the “garbage-can
odel” (Cohen et al., 1972)—in which problems and solutions
re mixed randomly (i.e., in the garbage can). Solutions that
appen to “stick to” nearby problems are deemed successful. The
arbage-can model suggests the need to go beyond the standard
etwork representation, in which things are connected dyadically
o other, related, things. According to this alternative view, science
s not just a network of dyadic ties; it is also collection of garbage
ans (i.e., research projects leading to research articles). Research
rticles draw together groups of things that have stuck—authors,
ethods, chemicals, diseases (and occasionally garbage). The
utcome of this assembly process cannot be accurately repre-
ented by projecting the group gathered by an article onto a
nipartite network of things, i.e., connecting two  things if they
ppear together in the same article. This representation loses
recious information about the context of their co-appearance, the
athering that brought them together. The trace of such a complex
ssembly process is better formalized as a hypergraph, in which
hings are combined in (possibly overlapping) sets. Our approach
ere follows this intuition and models science as a dynamic
ypergraph, in which articles are hyperedges and contain nodes
f several distinct types. Using the formalism of hypergraphs to
odel heterogeneous assemblies hews more closely to Latour’s
icture than a dyadic, unipartite network, as Latour consistently
dvocates greater concreteness in our descriptions of groups
nd the processes that bring them together (Latour, 2005).2 The
ypergraph framework developed by Taramasco et al. (2010) is
lose to ours in spirit; however, they focus on formal measures of
2 Hypergraphs are mathematically equivalent to bipartite graphs in which arti-
les  (hyperedges) are represented as a distinct type of node that connects other
hings together. We  detail this similarity below, but retain the hypergraph language
ecause hyperedges (or node sets) corresponds intuitively to the image of an article
ontaining scientiﬁc “things”.ks 43 (2015) 73–85
paper composition such as the fraction of repeated associations,
while we focus on the dynamics that drive new associations.
We proceed in the following steps. In Section 2, we deﬁne
our terms and the hypergraph representation. In Section 3, we
perform a detailed descriptive analysis of the evolving hypergraph
documented in MEDLINE. Here we ﬁnd that the distance between
things in the hypergraph of biomedical science is surprisingly
small, once things of many types (e.g., methods, diseases, chemi-
cals) are included; two steps is the modal shortest path between
disconnected things. This result implies that the hypergraph
is dominated by local structures. In Section 3, we  examine the
local structure of this network by considering the immediate
network neighborhoods of different kinds of nodes. We  then
introduce a local random walk model to approximate “possible
wanderings” through this network. In Section 4, we use the
transition probabilities from the random walk model to deﬁne
the proximity of different things, and use these proximities as
features to predict the local evolution of the network in a logistic
regression framework. This proximity-based classiﬁer has excel-
lent performance (AUC ≥0.9),3 which we verify in a 10-fold cross
validation (Fawcett, 2006). We  interpret our logistic regression
as a simple model of the practices that collectively weave the
network of science. The logistic weights reﬂect modal dispositions
of the scientiﬁc imagination; some forms of proximity make
a new connection more conceivable and likely to be followed
than others. We  ﬁnd that biomedical science tends to “link”
across rather than within types of things, which underlines the
importance of incorporating increased complexity—multiple
types of things—in any study of scientiﬁc reasoning or
discovery.
2. Hypergraph representations
We  begin by representing the scientiﬁc system as a bipartite
network with two kinds of elements: things and articles.  In our
case, scientiﬁc articles record the outcome of assembly processes
in which different types of thing (scientists, methods, and top-
ics) are combined. A bipartite graph between things and articles
is equivalent to a hypergraph over several node types: hyperedges
correspond to articles and nodes correspond to things (Faust, 1997;
Borgatti and Everett , 1997). One common approach to the analy-
sis of natively bipartite or hypergraph-like networks is to project
the whole network onto a certain node type. For example, in a
co-authorship network, two  scientists become linked when they
coauthor a paper together (Newman, 2001, 2004; Martin et al.,
2013). Other work has studied chemical networks, linking two
chemicals if they appear in the same article (Foster et al., 2013).
Such projections, however, leave out important information from
the original multi-mode hypergraph. They fail to distinguish the
simultaneous co-presence of several elements (authors, chemi-
cals, etc.) and the serial appearance of subsets of those elements.
They also omit any relational information connecting elements
of different types (e.g., authors and chemicals). To appropriately
describe the heterogeneity in types of things and the article-
thing structure, we propose the following multi-mode hypergraph
representation.Formally, let G = (V, E) be a hypergraph. V is the set of nodes
(things) and V =
⋃
˛∈IV(˛) where V(˛) corresponds to nodes of a
certain type, indexed by  ˛ ∈ I, which can be authors, objects of
3 Area Under the ROC Curve (AUC) is a popular scalar measure summarizing clas-
siﬁer performance. A random classiﬁer achieves an AUC of 0.5, and higher AUCs
correspond to better performance. If we choose, at random, a pair of disconnected
nodes that will be connected in the future and a pair that will not, a classiﬁer with
AUC = 0.9 will assign a higher score to the ﬁrst pair 90% of the time.
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Fig. 1. A random sample from the hypergraph of MEDLINE through 1982, featuring the common neighborhoods of two simple organic compounds, acetamides (including
thioacetamide) and aminoacetonitrile. Authors are not included; chemicals, diseases and methods, which are colored in blue, orange and pink, respectively, are enclosed by
hyperedges corresponding to actual papers in MEDLINE with PMIDs shown along the edges. The red dotted hyperedge, a hepatotoxicology article from Toxicology Letters,
links  the two  chemicals in a 1982 study of how aminoacetonitrile prevents liver injury induced by thioacetamide in rats. Other linking articles were published in the related
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scientiﬁc activity in the 1960s (Fig. 2(a)), which is revealed by a
rapid increase in the number of methods and chemicals. We  note
that the sudden increase of things is partially attributable to theubﬁelds of toxicology, cancer biology, pharmacology and synthetic bio- and organi
s  referred to the web version of this article.)
tudy, methods of investigation, etc. We  will use Greek letters
uch as  ˛ to denote node types and Roman letters such as u
r v to denote the nodes themselves. E is the set of hyperedges
nd E = {e : e ⊂ V, |e| ≥ 2}, a collection of subsets of nodes whose
ardinality is no less than 2. This is a reasonable constraint in
cientiﬁc publication because an article must contain a scientist
nd something—anything—studied. We  will use the term “link”
xclusively for edges of size 2, the usual meaning of a link in tradi-
ional graphs. To avoid any confusion, we deﬁne several hypergraph
tatistics that generalize comparable measures used in the study of
imple, unimodal, dyadic graphs.
ode Degree The degree d(u) of a node u is the number of hyper-
edges that contain u, i.e., d(u) = |{e ∈ E : u ∈ e}|.
dge Size The size d(e) of a hyperedge e is the number of nodes con-
tained in e, i.e., d(e) = |e|. The major distinction between
a hypergraph and a graph is that a hyperedge can com-
bine (or contain) more than 2 nodes. Note that d(e) is just
the degree of e in the bipartite representation (in which
hyperedges are distinct node types and each hyperedge e
is connected to all of the nodes u ∈ e).
eighborhood The neighborhood (u) of a node u is deﬁned
as (u) = {v ∈ V : ∃e, s.t.{u, v} ⊂ e}, that is, the set of all
nodes v such that there is at least one hyperedge contain-
ing both u and v. Nodes in (u) are “neighbors” of u. Note
that |(u)| is not necessarily equal to
∑
eud(e) unless one
allows (u) to be a multiset, because a pair of nodes u and v
can be linked by multiple hyperedges (cf. a simple graph).
raph Distance The graph distance (distance in short) between
nodes u and v is the number of hyperedges along the
shortest path that connects u and v. A path from u to v is
a sequence of nodes u1, u2, . . .,  un such that u1 = u, un = v,
and {ui, ui+1} ∈ e for some e ∈ E.
. MEDLINE as a hypergraphWe  apply this representational scheme to the National Library
f Medicine’s MEDLINE dataset (see Fig. 1 for an illustration). MED-
INE contains the metadata and abstracts of 19,916,562 articlesistry. (For interpretation of the references to color in this ﬁgure legend, the reader
in the biomedical literature from 1865 to 2010. We  analyze four
types of nodes central to the biomedical ﬁeld: authors, chemicals,
diseases, and methods (Leydesdorff et al., 2012). Disambiguated
author names for each paper are obtained from Smalheiser and
Torvik’s Author-ity tool (Torvik and Smalheiser, 2009). Each
paper is annotated with MeSH (Medical Subject Heading) terms,
from which we  extract the chemicals and/or diseases studied
in a paper, as well as the methods used. The papers indexed by
PMIDs4 provide the hyperedges; all things (authors, chemicals,
diseases, and methods) in a paper are combined together by that
hyperedge. In total, the dataset involves 9,300,182 authors, 9159
chemicals, 4390 diseases, and 2370 methods. Note that about
30 MeSH terms belong to multiple categories; each such term
is split into multiple nodes belonging to their corresponding
categories. These nodes have no measurable inﬂuence on our
ﬁndings. To make the correspondence concrete, consider the PMID
7457864, which identiﬁes a paper published in 1980. That paper
brings together 6 chemicals (elastin, tropoelastin, aminocaproates,
aminocaproic acids, amino acids, aminoacetonitrile); two  methods
(polyacrylamide gel electrophoresis, ion exchange chromatogra-
phy); one disease (lathyrism); and ﬁve authors (J.A. Foster, C.B.
Rich, M.D. DeSa, A.S. Jackson, and S. Fletcher) Foster et al. (1980),
see Fig. 1.
We  show some descriptive statistics for active things (those that
appeared in at least one paper) in each year from 1950 to 2008 in
Fig. 2. There are few records prior to 1950 and records in 2009
and afterwards are not complete. In the ﬁrst panel, we plot the
total number of each type of thing active in a given year. Then we
show the average degree of a thing of each type, i.e., the number of
articles in which an author, chemical, disease, or method typically
appears. Finally, in the third panel we  show the average number
of things of each type in an article. There is an apparent surge of4 A PMID (PubMed identiﬁer) is a unique number assigned to each paper in the
database.
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Fig. 2. (a) Numbers of active things (i.e., those that appear in at least one article)
each year, and number of papers produced each year. (b) Average degree of things
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majority of new links are formed between pairs of chemicals at dis-
tance two from one another. This pattern also holds for other links
formed between non-human things (Appendix B). The composition
of human-nonhuman links follows a slightly different pattern (seei.e., average number of papers attached to a thing) each year. (c) Average number
f  things in a paper, including all things taken together.
ntroduction of a revised MeSH system at that time. There is also
 notable increase in the number of papers in the 60s, however,
hich rules out the possibility that the jump in numbers of things
s purely an annotation artifact. Furthermore, we recalculated all
he descriptive network statistics using only articles with at least
ne chemical, disease or method annotation; we ﬁnd that changes
re negligible (Appendix A).
During the past three decades, the number of papers produced
er year is signiﬁcantly less than the number of active authors
compare blue and magenta lines from 1980 to the present). This
bservation seems at ﬁrst blush to conﬂict with Fig. 2(b) in which
he average degree of authors (i.e., the average of the number of
apers a person writes) is approximately two for the past two
ecades. This latter fact might suggest that the number of papers
hould be comparable to the number of authors. In hypergraphs,
owever, a hyperedge can be shared by more than two nodes;
hus the average degree of authors (number of papers per author)
an stay relatively ﬂat while the total number of authors outpaces
he total number of papers. Indeed, we ﬁnd that scientiﬁc col-
aborations have grown larger (Fig. 2(c)). Taken together, these
ndings suggest that as collaborations have grown larger and more
requent, productivity (number of papers divided by number of
uthors) has decreased (Martin et al., 2013).
We also note that ingredients of the “modal” paper have
emained relatively consistent since the early 1970s: one disease
tudied in combination with two chemicals by an increasing but
elatively small number of people (two to four). While the number
f diseases studied has remained stable, the number of methods in
 paper has increased since the early 1980s, and “multi-method”
apers are now standard, with two methods the average. This rise
racks the log-linear growth in the number of scientiﬁc authors per
aper, and suggests that researchers, as repositories of method-
logical skills, may  be partially responsible for the increase in the
umber of methods per paper, just as demand for more methods in
 paper may  be partially responsible for the increase in the number
f authors. The 5 most popular and least popular methods sinceks 43 (2015) 73–85
1980 and the number of papers annotated with those methods are
listed in the table below.5
Most popular methods Papers
Tomography, X-ray computed 184,429
Immunohistochemistry 183,453
Magnetic resonance imaging 177,659
Polymerase chain reaction 164,671
Cloning, molecular 140,043
Least popular methods Papers
Radiesthesia 4
Cell migration assays, macrophage 4
Nerve expansion 2
Speleotherapy 1
Interpleural analgesia 1
4. Dynamic structure of the MEDLINE hypergraph
4.1. Characterization of new links
The longitudinal nature of the data allows us to trace and char-
acterize the links formed between things. For a pair of things that
appears in an article, we  investigate the relative distance between
them in the previous ﬁve years. We  ﬁnd that most links are formed
between pairs of nodes two  steps away—friends of a friend. This
lays down the foundation for our link prediction model. Fig. 3 shows
the fraction of links formed each year that are repeated (distance
1), involve newcomer nodes, connect nodes two  steps away (dis-
tance 2), or link nodes at greater distances in the previous ﬁve years.
We compare these fractions with an estimate of the number of link
“opportunities” at each time, ascertained by calculating the frac-
tion of pairs of things at a given distance when pairs are selected at
random, i.e., regardless of whether they do or do not become linked
by an article.
Consider the links formed between author–author pairs in
Fig. 3(a1). From ∼20% (in 1950) to ∼40% (in 2008) of the
author–author links formed in a given year represent repeat col-
laborations, while ∼80% (in 1950) to ∼60% (in 2008) are new links,
unpublished in the previous ﬁve years. We  break these new links
into three distinct categories. The ﬁrst includes new links that
involve a debuting author. In 1950, approximately 60% of all links
were both new and contributed by authors making their MED-
LINE debut. This number decreased to about 20% in 2008. The
decrease is a necessary consequence of recent trends in collabo-
ration (Guimerà et al., 2005): as collaborations grow, the fraction
of links contributed by each author shrinks. From 20% (1950) to
40% (2008) of the links are new and formed between existing
authors. A large fraction of these new links are formed between
authors previously two  steps from one another, and this fraction
becomes larger in recent decades. This observation implies that
when people acquire new collaborators, they tend to select those
who share collaborators, methods, chemicals, or diseases—an intu-
ition we  conﬁrm later (Fig. 5). Chemical–chemical links shown
in Fig. 3(c1) are dominated by repeat links (Foster et al., 2013).
Few new chemicals are added to the annotation system each year
and their contributions are barely visible. As with authors, the5 The ﬁrst eight most popular methods are “general methods” such as Treatment
Outcome, Risk Factors, and Follow-Up Studies; therefore, we do not include them
in  the table below, though all methods are used in our analysis. Removing these
“general methods” does not change our pattern of results.
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tig. 3. Left column: Fraction of links formed each year that are repeated, involve n
revious ﬁve years, between (a1) authors and authors, (b1) authors and chemicals
andom  pairs of things that may  or may  not form links. Note that a large fraction of
ig. 3(b1) for author–chemical links and Appendix B for others).
etween 20 and 30% of these links are repeated each year, with new
nes dominated by pairs formerly of distance 2. Taken together,
hese ﬁndings suggest that when a scientist chooses a new topic to
tudy or adopts a new method for her investigation, she is highly
ikely to choose something directly related to her current exper-
ise (or something used by a collaborator). In all cases, statistics ofer nodes, connect nodes two steps away, or link those at greater distances in the
chemicals and chemicals. Right column: Distribution of relative distance between
are only two  steps away.
observed links (those that actually appear in the hypergraph) sig-
niﬁcantly differ from what would be expected if pairs of nodes were
chosen at random; nevertheless, we note that the fraction of things
that are more than 2 steps away from one another is still very small
(except for pairs involving authors), i.e., the vast majority of exist-
ing nodes that have not yet been connected are at distance two. This
last point highlights the topological distinction between a complex
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nig. 4. Average number of common neighbors between each of the four types in ea
ommon author neighbors in the ﬁrst panel is less than 0.01 over the entire period
ype  in between, e.g., there are almost twice as many chemicals as other things bet
ypergraph of science and a simple network composed of single-
ype nodes (e.g., chemicals). Because two things can be connected
long a path going through anything else—authors, chemicals, dis-
ases and methods—and because diseases, chemicals, and methods
specially have high average degree (appear in a large number of
apers), the hypergraph is dominated by local structure.
While a large proportion of the links formed each year are
epeated or contributed by newcomers, we are interested in sci-
ntiﬁc discovery and transformation that builds on the current
ubstrate by weaving new connections; in other words, the for-
ation and establishment of new links between existing things.
iven the large size of the system (about 20 million papers and
 million authors) and the relatively small number of opportu-
ities for long range connection (Fig. 3), we focus our study on
he local structure of the network—on pairs of things at distance
wo. We  call such a pair “end nodes;” we will show later that their
ynamics—whether they link or not—are largely determined by the
ocal network neighborhood.
.2. Common neighborhoods
To probe the local structure of the network, we ﬁrst follow the
pproach of Newman and collaborators (Martin et al., 2013) and
ount the number of common neighbors between end nodes of
arious types. We  split our data (1950–2008) into ﬁve-year chunks.
or the hypergraph aggregated over every time window [t − 5, t],
he average number of common neighbors between two  nodes at
istance two is shown in Fig. 4. Each panel in the ﬁgure evaluates
he common neighbors for a particular combination of end node
ypes. For example, the ﬁrst panel shows the average number of
ommon neighbors between two authors at distance two. Common
eighbors are likewise divided into common author neighbors (cir-
les), common chemical neighbors (pentagons), common disease
eighbors (triangles), and common method neighbors (squares).ar. Types of the two  end nodes are given by row and column labels. The number of
ence not shown in the plot. Most things at distance two have more things of same
chemicals and chemicals (ﬁrst panel in the second row); note the semi-log scale.
Note how the composition of the common neighborhood
changes with end node types. Most of the time things at distance
two have more things of same type in between, e.g., there are almost
twice as many chemicals as other things between chemicals and
chemicals (ﬁrst panel in the second row in Fig. 4). The structure
of common neighborhoods inﬂuences the formation of new links.
In Burt’s calculus of structural constraint, authors at distance two
within the social network are structurally identical relative to com-
mon  neighbors (Burt, 1992). More generally, nodes with one or
more common neighbors are more likely to connect because of
triadic closure (Rapoport, 1953). Martin et al. found that triadic
closure operates in collaboration networks: the more common col-
laborators two scientists share, the more likely they will form a
collaboration in the future (2013); see Kossinets and Watts (2006),
Backstrom et al. (2006), and Crandall et al. (2008) for similar studies
of closure in online contexts. We observe the same phenomenon
here (Fig. 5). The triadic closure phenomenon also obtains for all
other types of end nodes—methods, diseases and chemicals. Nev-
ertheless, we  describe another metric of proximity, assessed via
random walks, that is much more predictive of new ties in the
hypergraph of science.
4.3. Local random walks
To obtain a dynamic view of the local structure, we  deﬁne a ran-
dom walk on the hypergraph as in (Cooper et al., 2011). On a simple
graph, the random walk is a stochastic process X(t) whose state
space is the set of nodes. In one step, the random walker moves
from node u to any of u’s neighbors with a transition probability
1/d(u) (where d(u) is the degree of u). In the hypergraph setting, a
hyperedge usually combines multiple nodes. There are thus mul-
tiple destinations available through that hyperedge. Accordingly,
each step of a random walk on a hypergraph has two  stages: at a
given node, it ﬁrst picks at random a hyperedge attached to the
F. Shi et al. / Social Networ
Fig. 5. Conditional probability of forming a link in 2000 between authors given the
number of common author neighbors, common chemical neighbors, common dis-
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we ﬁrst split time into 5-year windows: [1950,1955], [1955,1960],
. . .,  [2000,2005]. During each window [t − 5, t], t = 1955, 1960, . . .,ase neighbors and common method neighbors, respectively, during (1995, 2000).
he conditional probability is calculated as the fraction of author–author pairs linked
n  2000 among all author–author pairs with a given number of common neighbors.
ode; then it moves to a random node within that hyperedge. We
hen deﬁne the transition probability P(˛)(u, v) between u and v
hrough a given type  ˛ to be the probability that a random walker,
eparting randomly from u or v, will arrive at the other in two  steps
hrough a node of type /alpha. The formal deﬁnition of the random
alk transition probabilities is given in Appendix C.
Roughly speaking, this transition probability can be thought of
s an Adamic/Adar similarity score, extended to hypergraphs. The
riginal Adamic/Adar score was designed to measure the similarity
etween two nodes through their common features, putting more
eight on rarer features (Adamic and Adar, 2003). It was applied
y Liben-Nowell et al. with common neighbors as features in the
orm
∑
w∈(u)∩(v)1/ log d(w), and works surprisingly well for pre-
icting links in many social networks (Liben-Nowell and Kleinberg,
007). Our random walk measure weights common neighbors by
heir degrees, but also weights hyperedges by their sizes to account
or the fact that ties within larger collaborations will likely be pro-
ortionately weaker Newman (2001). In addition, the transition
robability deﬁned here takes into account the number of 2-step
aths between two things through a given node type, as well as the
egree of the node along each path. As a result, we argue that tran-
ition probabilities provide a much more sensitive description of
he network structure between nodes at distance two than just the
aw number of common neighbors—and a more sensitive assess-
ent of their “proximity.” We calculate the transition probability
hrough each of the four types and present the average transition
robabilities across all pairs in Fig. 6 to compare with the average
umber of common neighbors. Details of the calculations and the
istribution of transition probabilities are given in Appendix C.
. Weaving the fabric
The random walk model not only serves as a reﬁned assessment
f structural connectivity; it also provides a simpliﬁed but plau-
ible model for the generative scientiﬁc practices through which
iomedical science evolves. Scientists do not wander randomly
hrough articles, of course. Each has her own preferences and
trategies, and each is subject to unmeasured external forces that
hape how she selects a topic for study or ﬁnds someone with whom
o collaborate. Here we aim only to investigate the extent to which
ew discoveries can be explained by a local random walk; speciﬁ-
ally, the extent to which the formation of new links between things
s constrained by the local structure of the scientiﬁc network. We
ote that there is a rich literature on link prediction of complex
etworks (Liben-Nowell and Kleinberg, 2007; Menon and Elkan,ks 43 (2015) 73–85 79
2011; Hasan and Zaki, 2011). Most of the work in that ﬁeld employs
either the idea of homophily or of triadic closure, i.e., nodes “simi-
lar” or “close by” are more likely to form links. As shown above, a
large number of common neighbors between two authors suggests
that the two are similar (e.g., they study the same chemicals, or
work with the same people) and hence are more likely to form a
new link. Here we  do not aim to compete with the state of the art
in link prediction (although our model performs well in predicting
new links), and the size of our network makes many of the most
recent exponential random graph models impractical (Snijders,
2002; Snijders et al., 2006; Robins et al., 2007; Goodreau, 2007).
Rather, we focus on quantifying the underlying dynamics that sys-
tematically shape the formation of new links between things in
science.
5.1. The random walk model
We propose the following socio-cognitive model for exploring
the dynamics of link formation. For a pair of things at distance two,
assume that the probability of forming a link between them is a
function of random walk transition probabilities and corresponding
weights. Transition probabilities reﬂect the proximity between two
things under mental wandering; those with high proximity may  be
perceived as “similar” or “relevant” to one another as a result. The
estimated weights reﬂect modal dispositions favoring proximity
through different intermediate types of things. For a given time
window [t − t,  t), during which end nodes u and v are two steps
away from each other, let Yuv be an indicator such that Yuv = 1 if u
and v form a link (appear in the same paper) at year t and 0 oth-
erwise. The probability of Yuv = 1 conditioned on the random walk
proximities between u and v is deﬁned as
P(Yuv = 1|c, p(u, v)) = f (c0 +
∑
˛∈I
c˛p
(˛)(u, v)). (1)
where c = (c˛),  ˛ ∈ I = {author, chemical, disease, method}, and c0
corresponds to a “background” similarity independent of prox-
imity (equivalently, similarity) under mental wandering. p(u, v) =
(p(˛)(u, v)),  ˛ ∈ I, is calculated as in equation C.4 on the hypergraph
aggregated over [t − t, t). The ideal window length t  is not obvi-
ous. We use t  = 5 in our analysis, but our results are robust to the
choice of window size as long as it is large enough to cover normal
cycles of production (see Appendix D for a detailed discussion on
the effect of window size). To retain a consistent network and avoid
noise introduced by newcomers, we  restrict our analysis to things
that are active (i.e., that appear in at least one article) in both the
[t − t, t) period and year t.
Note that c˛ could, in principle, vary across individual scientists,
representing idiosyncratic dispositions, but here we focus on the
average disposition across the system, and hence we treat c˛ as
constant over all pairs in a given time-slice. As such, the coefﬁcient
c˛ measures the weight given to each type of proximity under our
random walk model.
To ﬁt this model to the data, we adopt the logistic function
for f. Fitting the model is thus equivalent to a logistic regres-
sion, although alternative formulations with probit or identity link
functions yield similar results. To allow for the possibility that
coefﬁcients change in relative importance over slow timescales,2005, for each possible combination of end node types (e.g., authors
and methods, chemicals and diseases, etc.) we predict the proba-
bility that two  end nodes will appear in published combinations
as a function of their random walk proximities using the logistic
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Fig. 6. Average transition probability via each of the four types at each year between two nodes of types corresponding to row and column labels. See Appendix C for the
distribution of transition probabilities across the population and detailed discussions.
Table 1
Estimated coefﬁcients of the logistic model (Eq. (1)) for chemical–chemical pairs at each time slice during 1950–2005.
cauthor cchemical cdisease cmethod
1950–1955 366 ± 61 2771 ± 347 2567 ± 519 3432 ± 784
1955–1960  427 ± 52 1884 ± 228 2313 ± 484 782 ± 450
1960–1965  528 ± 56 4319 ± 79 5728 ± 414 6959 ± 309
1965–1970 289 ± 47 3572 ± 66 7454 ± 389 4500 ± 218
1970–1975  520 ± 30 2652 ± 36 6288 ± 254 4897 ± 150
1975–1980  672 ± 35 3369 ± 42 8341 ± 309 9481 ± 230
1980–1985  1249 ± 48 3665 ± 43 14557 ± 356 13831 ± 259
1985–1990  1400 ± 48 4175 ± 47 15505 ± 405 10443 ± 240
1990–1995  1399 ± 49 5084 ± 50 19282 ± 394 8140 ± 201
1995–2000  1442 ± 54 5894 ± 54 20186 ± 428 8931 ± 230
 ± 67
p
m
d
s
i
D
a
m
s
o
c
b
a
l
s2000–2005  1516 ± 69 6557
-values for all coefﬁcients are less than.001.
odel (Eq. (1)).6 In total 110 logistic models are ﬁtted (11 time win-
ows and 10 possible combinations of types). Fitting diagnostics
how that the c˛’s are signiﬁcant (Table 1), conﬁrming that prox-
mities under local random walk are associated with link formation.
ue to space limitations, only results for chemical–chemical pairs
re included in Table 1; regression results for all the 110 logistic
odels are included in Appendix F, as well as a sensitivity analy-
is that tests alternative time windows. We  evaluate and interpret
ur random-walk model in the following section. There we  also
ompare that model to one using number of common neigh-
ors of various types as predictors. The model with random walk
6 In ﬁtting each logistic model, all possible pairs of things of the desired types
re  used except for author–author pairs because of the large number of authors (at
east  1010 author–author pairs for each window). Hence for each window a random
ample of 3 × 107 author–author pairs is used. 20439 ± 453 11799 ± 245
proximity has much greater predictive power, exhibiting high lev-
els of discrimination, while the model with common neighbors is
little better than chance.
5.2. Model evaluation
The simple logistic model based on random walk proximity has
excellent predictive power. The area under the ROC curve (AUC)
obtained from a 10-fold cross validation for each model is shown in
Fig. 7. As a comparison, the AUC’s for a logistic model with random
walk proximities replaced as predictors by the number of com-
mon  neighbors are shown in the ﬁgure as well. With the random
walk proximities as predictors, the model achieves a much higher
AUC (and hence predictive power) than it does with the number
of common neighbors as predictors. The model with random walk
proximities supports an AUC of greater than 90% (generally consid-
ered excellent) while common neighbors have an AUC of roughly
F. Shi et al. / Social Networks 43 (2015) 73–85 81
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odels  using the random walk proximities as predictors and triangles to models us
0% (equivalent to chance) (Fawcett, 2006). We  further test the
obustness of our results by carrying out an event history analysis
ith the transition probabilities as predictors as in (Kossinets and
atts, 2006). The event history analysis yields the same pattern of
esults as the logistic models. The relative sizes of coefﬁcients for
he transition probabilities are the same in both models, conﬁrming
he robustness of the conclusions we describe below (Appendix E).
This logistic model admits an interpretation consistent with
ur claim that the structure of the network, coupled with scien-
iﬁc dispositions, largely determines how science evolves. Logistic
egression is equivalent to a single-layer perceptron, a neural net-
ork model (Hinton, 1992; Bishop, 1995; Ripley, 2007). In essence,
he perceptron takes as input the random walk proximity p(˛)(u, v)
f the nodes in question, under different intermediate node types
; weights the input from each random walk proximity according
o c˛; sums up the weighted input; and “ﬁres” with a probability
iven by the logistic function:
(fire|c, p(u, v)) = 1
1 + e(c0+
∑
˛∈I c˛p
(˛)(u,v))
. (2)
here “ﬁring” corresponds to making a connection between u and
. While simple neural networks like this one have well-known
echnical limitations (Hinton, 1992; Bishop, 1995; Ripley, 2007),
he predictive power of our model suggests that the random walk
ransition probability does a much better job of capturing the cogni-
ive proximity between two things—or, even better, the perceived
iability of their combination—than number of shared neighbors.
t also suggests that we might fruitfully interpret the actual values
f the perceptron weights as something quite close to a disposition
o respond differentially to changes in different forms of proxim-
ty (Bourdieu, 2004). The dispositions (coefﬁcients) of all logistic
odels are shown in Appendix F.h model, measuring the predictive power of logistic models. Circles correspond to
e number of common neighbors as predictors.
5.3. Patterned dispositions
We now take a closer look at the weights as dispositions. To
compare dispositions over all time periods and types of end nodes
(i.e., u and v in Eq. (2)), we ﬁrst rank the dispositions (coefﬁcients)
of each logistic model. We  assign these ranks to three bins: (1)
dispositions to establish new links through non-human interme-
diaries (chemicals, methods, diseases) that are of the same type as
either end node; (2) dispositions to establish new links through
non-human intermediaries of different type than the end nodes;
and (3) the disposition to combine through authors. The average
rank of dispositions in each bin when forming links between non-
human end nodes of the same type (i.e., chemicals and chemicals,
diseases and diseases, methods and methods) is exhibited in the top
row in Fig. 8, along with the fraction of the time that dispositions in
each bin receive the corresponding rank. Similarly, the average rank
of dispositions when forming links between distinct non-human
end nodes (i.e., chemicals and diseases, chemicals and methods,
diseases and methods) is shown in the second row in Fig. 8; the
average rank of dispositions when forming links between authors
and any other node type, excluding authors, is shown in the bot-
tom row in Fig. 8. Despite folk theories of free association, which
would suggest that scientists reason analogically within type (in
which case they would be most sensitive to changes in proxim-
ity induced by nodes of the same type), we ﬁnd that most of the
time scientists are more sensitive to (i.e., disposed toward) prox-
imity through intermediaries that are of different type than the end
nodes.
This surprising ﬁnding has two  interpretations and a strong
methodological implication. The ﬁrst interpretation emphasizes
the practical task of assembling the ingredients for a publishable
research project. Because the typical paper in this space will involve
at least one chemical, one method, and one disease—and because
82 F. Shi et al. / Social Networks 43 (2015) 73–85
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ere  we consider (a) non-human end nodes of same type, (b) non-human end node
f  cases in which disposition toward a certain intermediate type receives the corre
he intermediate nodes suggesting the plausibility of a new link
re themselves reasonable candidates for inclusion in the paper—it
akes sense that scientists would be especially sensitive to prox-
mity induced by nodes of a different type. This search procedure
ould lead more quickly to a paper with the necessary building
locks.
There is a more intriguing interpretation, based on a detailed
onsideration of the cognitive underpinnings of the creative task.
e note this cognitive interpretation as a possible contributing fac-
or to the patterned dispositions we estimate. The scientist needs
o call to mind a focal entity. She then starts to wander out from
hat entity across the collectively woven fabric of science, search-
ng for plausible new connections. The very task of calling an entity
f a particular type to mind, however, makes it more difﬁcult to
etrieve other entities of the same type, due to a well-attested
henomenon called “retrieval-induced forgetting” (Anderson et al.,
000).7 When trying to recall an entity of a particular type (say, a
7 While this process could occur in some scientists some of the time, we do not
rgue that this necessarily scales to the macro-behavioral phenomena observed
cross MEDLINE in this study. Here we consider its suggestive alignment with our
bserved phenomena.e as end node types, that are different from end nodes types, and that are authors.
fferent types, and (c) authors and other non-human things. Right Column: Fraction
ing rank.
disease), initial activation of the larger category in the retrieval task
necessarily summons other members of the category. In order to
retrieve a particular member of the category, the others must be,
in effect, inhibited. When retrieval of a particular entity is repeated
and becomes practiced, inhibition can last for a non-trivial period
of time (in experiments, up to 20 min) (Norman et al., 2007).8 In
this context, it is natural that associations through things of dis-
tinct type should be preferred. Once a scientist is thinking about
the focal disease, for example, neighboring diseases may  be effec-
tively suppressed from memory as perceived proximity through
diseases attenuates. Note also that this cognitive interpretation of
the pattern of dispositions does not discount the essentially social
context in which dispositions are deployed: an individual scientist
is thinking over the fabric of science she and her colleagues have
collectively woven, a fabric (following Latour) that contains other
scientists, chemicals, methods, diseases, etc.
The methodological implication of this ﬁnding is striking. Much
research on networks considers particular types of things (e.g.,
8 Indeed, neural network models suggest that memory representations of entities
other than the one repeatedly retrieved are actually weakened, making these other
entities harder to retrieve (Norman et al., 2007).
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ontribution from a certain intermediate type receives the corresponding rank over
uthors, creators, chemicals) in isolation (Foster et al., 2013; Uzzi
nd Spiro, 2005; Newman, 2004; Martin et al., 2013). If things tend
o connect disproportionately through different types of things,
owever, adding more types of nodes will capture disproportion-
tely more of the search and discovery process, and will perform
isproportionately better in predicting new links. Our hypergraph
ramework suggests a reﬁnement of the classic formulation of
atour’s non-human agency, in which many different types of
hings combine, but in patterned and predictable ways sensitive
o the types of thing in question.
.4. Heuristic test of predicted search paths
We  have so far studied the local connectivity between things
nd the modal disposition toward certain kinds of proximity. Ran-
om walk proximity, appropriately weighted, yields an excellent
redictive model of new link formation. But what evidence do we
ave that scientists actually follow the paths suggested by their
ispositions, and not others? To probe this question, we treat the
erm c˛p(˛)(u, v) in the logistic model as a proxy for the inﬂuence
f type-  ˛ things on the formation of new links. It effectively repre-
ents how much proximity induced by nodes of type  ˛ contributes
o the decision to form a link. (More precisely but less evocatively,
ach c˛p(˛) contributes linearly to the log odds of link formation.) It
s hard to assess whether this proxy truly characterizes the cogni-
ive paths followed without tracing the precise, historical exposure
hat biomedical researchers had to each scientiﬁc thing (e.g., dis-
ases, chemicals, methods), as well as their efforts to weave these
xposures and mental wanderings into hypotheses and publishable
xperiments. Nevertheless, a trace of the cognitive path followed
ay  remain in the published article. For example, things along an
important” path may  appear in the resulting article that asserts
he new link. Furthermore, if things of a certain type are associ-
ted with the most consequential path between two things u and
, then we would expect more things of that type to accumulate in
he article that connects u and v.
To make the discussion more concrete, consider a pair of meth-
ds, “perfusion” and “molecular cloning,” which were connected for
he ﬁrst time in 1990 in Bullock et al. (1990) (PMID 1690810). Their
eighted random walk proximities suggest that chemicals pro-
ided the most consequential path—the one that most increased the
og odds of their ultimate connection. These methods were linked in
rior articles to several of the same chemicals, and when the meth-
ds co-appear for the ﬁrst time, the article includes three of those
hared chemicals (Ion Channels, Immune Sera, and Lipid Bilayers)
ut of only four chemicals annotated in the paper. The presence of
hese shared chemicals in the article provides an empirical trace
f tie formation, strongly suggesting that the methods connected
through” these chemicals, as predicted by the weighted proxim-
ties derived from the logistic model. We  formalize this intuition
s a “path accumulation trace” and assess its consistency with oured between all pairs of things over all time periods. Right: Fraction of time the
ks and all time periods.
estimated path inﬂuence. We  note that this “path accumulation
trace” is an intuitive and heuristic test for our claim that scien-
tists and scientiﬁc institutions tend to search along paths ranked
by the product of random walk proximities and estimated disposi-
tions. It cannot conﬁrm that science searches out new possibilities
in the way we describe. As we show below, however, the high cor-
relation between path accumulation traces and predicted search
paths is suggestive and points to a common collective pattern in
the evolution of science.
For a pair of nodes, u and v, which appear together in article e at
year t and were at distance two  in the interval [t − 5, t), we  deﬁne
the path accumulation trace for things of type-˛  to be the fraction
of type-  ˛ things in the paper e that were common neighbors of u
and v during [t − 5, t). Formally, letting (u) be the neighborhood
of u during [t − 5, t), the path accumulation trace for type-˛ things
is computed as
|{w : w ∈ e, w ∈ V (˛), w ∈ (u) ∩ (v)}|
|{w : w ∈ e, w ∈ V (˛)}| .  (3)
For each pair of nodes linked in a given year, we compute
the path accumulation trace for the four types of things as in (3)
and compare the rank of these traces with the rank of {c˛p(˛)}˛∈I
obtained from the logistic model as in (1). The median of the Spear-
man  correlation between the two ranks is 0.8 (see Appendix G for
details), indicating that the two ranks are highly correlated for at
least half of the pairs. We  do not expect results from the logistic
model to align perfectly with the empirical path traces, because
they are two  different assessments. In fact, for certain pairs, the
two ranks are negatively correlated, which results in a population
mean of the Spearman correlations at 0.6. Most of those negatively
correlated pairs have low odds of linking under the logistic model,
and hence the underlying process of accumulation may  not be well-
captured by the random walk model. The high overall correlation
between the two  measurements, however, suggests that scientists
and scientiﬁc things often connect via the paths that we  estimate
as most consequential in the logistic model.
Following this argument, we  turn back to the logistic model and
use the term c˛p(˛)(u, v) as a measure of the contribution from type-
 ˛ things to the link formed between u and v. Noting that the AUC’s
of the logistic models (Fig. 7) are relatively stable across all mod-
els since 1970, we  restrict the analysis to slices since 1970 (i.e.,
[1970, 1975], . . .,  [2000, 2005]). For each time window [t − 5, t], we
rank the four terms c˛p(˛),  ˛ ∈ {author, chemical, disease,  method}
for each link formed at t. In this way, contributions are comparable
across all links and all years. The ranks of the contributions from
the four types of things, averaged over all links and time windows
since 1970, are shown in Fig. 9(a). Methods and chemicals dominate
as the ﬁrst and second most important paths through which links
are formed. A close look at the distribution of ranks over all links
and all time windows (Fig. 9(b)) reveals that methods are most
frequently ranked second in their contribution to link formation.
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hemicals are often ranked highest, but sometimes third or last,
hich results in the average rank of methods being slightly higher
han that of chemicals. How can we interpret these results? In the
esearch articles of MEDLINE, diseases are the primary research
topics”, with an average of one-per-paper. Chemicals can be a sort
f “little topic” in some cases (e.g., an examination of the genetic
tiology of disease), but are more often “little methods” through
hich a disease or other biological phenomena is probed, diag-
osed or treated. In this way, explicit and implicit methods, which
epresent the actions involved in a research project—analogous to
he verbs in a sentence—dominate the pathways through which
ndividual scientists think and science as a whole evolves. There are
ewer methods than chemicals, with a higher average degree in the
ypergraph of MEDLINE, but taken together chemicals and meth-
ds form the major shuttle through which things weave together
nd form the fabric of science.
. Conclusion
In this paper, we built on the work of Latour, who argued for
he diverse network of scientiﬁc things involved in the scientiﬁc
rocess, and the work of Newell and Simon, who proposed that
roblem solving and discovery occur by wandering over complex
onceptual networks. We  then developed a multi-mode hyper-
raph model of science that takes into account the higher-order
omplexity and heterogeneity of science as a system. This frame-
ork enables novel insight into several aspects of the evolving
tructure of science. We  ﬁnd that the majority of new links formed
very year draw on things that are already neighbors or are of dis-
ance two. We  also ﬁnd that the hypergraph picture provides a
ifferent perspective on the local structure than a one-mode pro-
ection of the hypergraph. Even though the full complement of
ossible paths through which scientiﬁc things could recombine is
roader than the paths through which they become combined in
ublished research, the hypergraph is hyper-small, with the sub-
tantial majority of disconnected pairs connectable through one of
any two-step paths.
Our model of science posits that scientiﬁc things (authors, chem-
cals, diseases, methods) combine within projects, formalized as
ets, through a random walk process. By wandering across a men-
al map  (or mesh) of science, new associations are woven between
hings, subsequently inﬂuencing what can be conceived, inves-
igated, and published in the future. Our analysis of millions of
cientiﬁc articles in MEDLINE shows that this model has consider-
ble predictive power regarding what scientists and indeed science
s a whole can imagine, discover and publish over time. Moreover,
he paths we estimated as most inﬂuential are disproportionately
ikely to leave a trace in the resulting papers. As such, the local struc-
ure of this complex hypergraph appears to be a primary substrate
n which science as a system evolves.
Logistic regression also reveals patterned dispositions or pre-
erences through which scientists and science as whole deviate
rom the random walk model—preferring some paths and avoid-
ng others. Most strikingly, scientists connect things through things
f a different type. They tend to connect methods through non-
ethods, diseases through non-diseases and chemicals through
on-chemicals. Scientists begin to study new methods, diseases
nd chemicals by thinking through other types of things. This may
eﬂect the structure of scientiﬁc papers: by passing through paths
f a different type, a scientist might minimize the time required to
ssemble all of the components required for a publishable study.
his may  also partially reﬂect a cognitive phenomenon called
retrieval-induced forgetting.” Once a scientist is thinking about
he focal scientiﬁc thing associated with an experiment, neigh-
oring things of the same type are effectively suppressed and theks 43 (2015) 73–85
likelihood for her to think along paths inscribed by other types of
things is enhanced. This ﬁnding has striking implication for the
study of human discovery in complex networks. Adding new types
of thing to an evaluation of network discovery will likely offer
not diminishing marginal returns or even linear improvement in
understanding and predictive power. Rather, in science and likely
many other spheres (e.g., technological invention, artistic produc-
tion, new venture creation), the addition of new types of nodes will
result in a superlinear increase in understanding, because creative
actors connect things through other types of things.
We foresee several extensions of this study. First, by extracting
further data from publications we  can extend our understanding to
more dimensions. For example, if we  overlay the hypergraph of sci-
ence with scientiﬁc disciplines, our model may  reveal differences in
scientiﬁc practices across disciplines. With information on author
institutions and funding sources, our model can be generalized to
identify how institutional forces shape the evolution of science (e.g.,
connecting to new diseases or methods through funding sources).
Furthermore, the importance of certain people, institutions and
topics in the network may  disproportionately inﬂuence the things
on which scientists and science lavish attention. Second, com-
petition in science is fundamentally oriented toward innovation.
Variation in the probability that a given scientiﬁc or technological
discovery is made (i.e., how “innovative” it is) may  relate to success
of that discovery (e.g., how highly cited, theoretically integrated,
patented, licensed, built and bought it is) (Foster et al. , 2013). Last,
these hypergraph and random walk models can be used to analyze
search processes and dynamics in other systems like technolog-
ical invention and human group or team formation that have a
native hypergraph structure (Lindelauf et al., 2012; Zhu et al., 2013;
Aitkin et al., 2014). In short, our hypergraph investigation of how
science evolves could cast light on the evolution of many social and
technical systems.
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