




摘要:评估指标体系的选取是企业信用评估的首要问题 , 它是一个特征选择问题。 文章提出了一种
针对 SVM组合技术的拆分特征选择方法 ,其主要思想是对 SVM 组合中的各个分类器分别进行特征选
择 ,再采用不同的特征子集作为各子分类器的输入 , 进行组合建模与预测。文章从 filter和 wrapper 相
结合的思想出发 ,进行了子分类器的特征选择;之后 ,针对企业信用评估问题的特点 ,采用了二叉树结
构作为SVM的组合策略。实验表明 , 拆分特征选择方法能选出规模较小 、具有一定差异的关键指标
集 ,提高了模型的分类性能 , 并且具有计算简单 , 运行快速的优点。
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Abstract:The selection of the evaluating index system is the key to enterprise credit assessment , which
is essentially a feature selection problem.A separating feature selection approach concerning the combi-
nation of SVMs(support vector machine)is proposed , whose basic idea is to execute feature selection on
each SVM in the combination and use the different selected feature subsets as the inputs.The composite
feature selection based on filter and wrapper is used in the selection process of each SVM.The SVMs are
then combined using binary tree structure adapted to the characteristic of enterprise credit assessment.
Experiment shows that separating feature selection can select feature subsets with small scale and diversity
and improve the classification ability of the model and reduce the computing time and complexity.
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法都是作用于整个 SVM 组合的 ,同一个选出特
征子集应用于组合中的所有 SVM ,忽略了各个分


































和阈值。设给定的训练集为{(xk , yk)}, k =1 , …,
m ,其中样本 xk ∈ R
n
,它所属于的类别 yk ∈ {-
1 ,1}, 则 SVM 分类算法可归结为下列二次规划
问题:
min












xk +b)≥1-ξk , (1)
ξk ≥0 , k =1 , … , m.
其中:ξk ≥0为松弛项 , 表示错分样本的惩罚程
度;C 为常数 ,用于控制对错分样本惩罚的程度 ,
实现在错分样本数与模型复杂性之间的折衷。在










有 filter方法的高效率和 wrapper 方法的高性能 ,
我们提出一种基于 filter和 wrapper的组合特征选
























SVM 5-fold CV平均准确率 ,记为 acc1 。
2)去掉 Relief排序中权重最小的 2个特征 。
3)用剩余的特征对训练集再进行 Relief 评
估 ,对其权重降序排列;同时计算该特征集的
SVM 5-fold CV平均准确率 ,记为 accj 。
4)重复步骤 2)～ 3)直到剩余 2个特征为止。
5)在1)～ 4)得到的一列SVM 5-fold CV平均
准确率中找到它的最大值 ,记为maxacc;为折衷考
虑特征集的维数及其分类性能 ,寻找 SVM 5-fold









类器构造 ,以 3类问题为例(分别记为 A类 、B类 、
C类),其结构图如图 1所示。
图 1　基于 SVM 的二叉树多分类法结构图
Fig.1　Structure of the multi-classifying
binary tree based on SVM
其中 ,SVM1 采用整个训练样本集进行训练 ,
将A作为一类 ,B 、C作为另一类 。这样用于测试
时 ,SVM1 可以先将 A类的样本从总体中区分出
来 ,剩下的 B类与C 类样本采用 SVM2进行区分。










2003年度的客户资料 ,其中共有 2 890家企业的
财务数据 ,每条数据包含定量财务指标及银行给
予的信用等级(共有 5个等级:AAA级 、AA 级 、A





Tab.1　ID of the financial ratio indexes
编号 指标名称 编号 指标名称 编号 指标名称
1 资产负债率 9 净资产收益率 17 速动比率
2 流动比率 10 净资产增长率 18 固定资产 总资产
3 流动资产周转次数 11 或有负债率 19 息税前收益 总负债
4 销售利润率 12 产品销售率 20 息税前收益 营运资本
5 总资产报酬率 13 销售收入归行份额与贷款份额比 21 销售收入 总资产
6 利息保障倍数 14 存贷比 22 流动负债 净资产
7 营运资本比率 15 利息偿还率 23 存货 销售收入
8 经营性现金比率 16 到期信用偿还率 24 净现金流量 总负债
　　企业数据中 ,B级与 C级的数据特别少 ,够不
成SVM 学习的有效模式 ,将其与 A 级合成一类
(下文记为 ABC 级)作为 SVM 的输入 。这样信用
评估变为一个 3 类问题 ,在二叉树结构中仅需建






练样本以选择指标 ,剩下的 25%作为测试样本 ,
验证选取指标的预测效果 。抽样后数据的分布情
况为:①轻工业:全体训练 测试数据数为 857 
286 ,其中AAA级训练 测试数为 437 138 、AA 级训
练 测试数为 347 124 、ABC 级训练 测试数为 73 
24;②商业:全体训练 测试数据数为 511 172 ,其
中AAA级训练 测试数为 249 83 、AA 级训练 测
试数为 225 76 、ABC级训练 测试数为37 13。
4.2　实验及结果分析
将采用 AAA 级 、AA 级-ABC 级训练样本建
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表 2　选出特征子集及其与原始特征集的 5-fold CV 平均准确率对比
Tab.2　Comparison of the performances between the selected feature subsets and the original set
选出特征的编号 CVAcc-SS % CVAcc-OS %
轻工业
SVM1 　　2 , 5 , 6 , 8 , 9 , 10 , 12 , 13 , 14 , 18 , 19 , 23(12 个) 81.533 1 80.487 8
SVM2 　　1 , 2 , 3 , 4 , 5 , 6 , 8 , 10 , 12 , 13 , 18 , 23 (12 个) 89.510 5 89.510 5
商业
SVM1 　　4 , 7 , 8 , 9 , 10 , 11 , 12 , 13 , 14 , 21 , 22 , 23(12 个) 76.744 2 73.385 5
SVM2 　　3 , 4 , 5 , 7 , 11 , 15 , 16 , 18 , 21 , 22 (10 个) 85.893 3 86.098 8
表 3　特征选择之前与特征选择之后的 SVM-BT测试准确率对比
Tab.3　Comparison of the performances of SVM-BT before and after feature selection
轻工业测试准确率 % 商业测试准确率 %
特征选择前 75.26 68.66
特征选择后 77.00 73.84
























入 ,进行建模与预测。基于 filter 和 wrapper 相结
合的思想 ,我们采用 Relief评估(filter)对特征进行




作为 SVM 的组合策略。实验表明 ,拆分特征选择
方法能选出规模较小 、具有一定差异的关键指标
集 ,提高了模型的分类性能 ,并且具有计算简单 、
运行快速的优点。
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