In 2000, Elowitz and Leibler introduced the repressilator -a synthetic gene circuit with three genes that cyclically repress transcription of the next -as well as a corresponding mathematical model. Experimental data and model simulations exhibited oscillations in the protein concentrations across generations. In 2006, Müller et al. generalized the model to an arbitrary number of genes and analyzed the resulting dynamics. Their new model arose from five key assumptions, two of which are restrictive given current biological knowledge. Accordingly, we propose a new repressilator model that is more faithful to the biology. We prove that, with an odd number of genes, the new model has a unique steady state and the system converges to this steady state or to a periodic orbit. We also give a necessary and sufficient condition for stability of steady states when the number of genes is even and conjecture a condition for stability for an odd number. Finally, we derive new rates functions describing transcription rates which arise under more reasonable biological assumptions than the widely used single-step binding assumptions. Taken together, our results provide a better understanding of genetic regulation by repression.
Introduction
The repressilator is an experimental preparation used in synthetic biology to better understand genetic regulation by repression. Introduced in 2001 by Elowitz and Liebler, the repressilator is a feedback loop consisting of three genes that each cyclically represses transcription of the next gene ( Figure 1 ). The network was synthesized in E.coli cells and exhibited sustained limit-cycle oscillations in single cells and across generations [1] .
Elowitz and Liebler also introduced a mathematical model to describe the dynamics of the repressilator which was subsequently generalized by Müller et al. in 2006 [2] . Specifically, Müller et al. analyzed two systems of ordinary differential equations that describe the dynamics of a repressilator with an arbitrary number of genes. One system assumed that, in saturated amounts of repressors, transcription occurs at a very low rate. Muller et al. called this system RepLeaky and proved results about the number of steady states, the stability of those steady states, and limiting dynamics [2] . Here, the RepLeaky system is the starting point for our generalized repressilator model.
The RepLeaky system of Müller et al. arose from five key assumptions [2] :
(a) Genes are present in constant amounts. m1 P1 m2 P2 m3 P3 Figure 1 : The repressilator network with three genes and their respective products [1] . The m's denote mRNA while the P 's denote proteins. The product of gene 1 represses transcription of gene 2, the product of gene 2 represses transcription of gene 3, and the product of gene 3 represses transcription of gene 1.
(b) When a protein binds to a regulatory element of a gene, it either enhances or inhibits transcription. Also, binding reactions are in equilibrium.
(c) Transcription and translation operate under saturated conditions.
(d) Both mRNAs and free proteins are degraded by first-order reactions.
(e) Transcription, translation, and degradation rates are the same among genes, mRNAs, and proteins, respectively.
Some of these assumptions, however, are too biologically restrictive. Consider, for example, the translation process. In eukaryotic cells, mRNAs must be spliced correctly before they can exit the nucleus and then be translated [3] . Similarly, since transcription depends on the uncoiling of DNA due to different locations of genes on histones [4] , transcription rates should be allowed to vary across genes. Finally, ubiquitization, which facilitates degradation, also differs extensively among proteins [5] . Thus, to be more faithful to the biology, we remove assumption (e). Next, we consider assumption (d). Recently, Page and Perez-Carrasco have analyzed the repressilator after allowing for differing degradation rates among the proteins [6] . Here, we argue for even more of a generalization. In the context of the degradation pathway of a core clock component of the Neurospora circadian clock, phosphorylation of the FREQUENCY (FRQ) protein initiates its own degradation. This process occurs through the ubiquitin-proteasome pathway, which is a Michaelis-Menten pathway [7] . Modeling the rate of FRQ degradation as proportional to its concentration is therefore not appropriate. Thus, for our repressilator model, we remove assumption (d) to allow for more general functions than first-order terms. In Section 2, we give conditions that these new terms must satisfy to reflect the biology of degradation. We then prove results on how, if at all, these new terms change the dynamics of the model.
Finally, as discussed in [8] , we advocate for changing how we model repression and in particular allow for a wider range of transcription-rate functions that satisfy a few biological assumptions.
The standard modeling technique arises from the following "single-step assumption" [9] :
1. On the promoter, either no repressor proteins are bound and transcription occurs, or proteins are bound to all binding sites on the promoter and no transcription occurs.
2. The repressor protein binds rapidly to the promoter.
These assumptions are too restrictive and biologically unreasonable. For example, it is of questionable biological fidelity to suppose, as in assumption 1, that the binding sites on a promoter are either completely free or are all bound to proteins. A more reasonable set of assumptions, similar to those given in [9] , is:
1. There are m binding sites on a promoter.
2. Transcription cannot occur if m proteins are bound to the promoter. Transcription can occur in all other cases.
3. The repressor protein binds rapidly to the promoter.
4.
Repressor proteins bind to the m binding sites at varying rates.
We label these assumptions the successive binding assumptions and use them to derive a new transcription-rate function in Section 3.
We prove that many of the results of Müller et al. extend to our generalized model of the repressilator. First, with an odd number of genes, the system has a unique steady state, called the central steady state, and the system converges to that steady state or produces limit-cycle oscillations. Next, we prove a necessary and sufficient condition for stability of any steady state in the case of an even number of genes. We also discuss what the condition means biologically. In Section 3, we derive a new transcription-rate function from the successive binding assumptions, and show that it satisfies the assumptions presented in Section 2. In Section 4, we show that there are inherent difficulties to fitting repressilator models with data. Finally, we end with a discussion in Section 5.
General Repressilator System
In this section, we introduce the new repressilator system and prove results about its steady states, stability, and asymptotic behavior. First, we recall Müller et al.'s RepLeaky model, which arises from a generalization of Figure 1 to n genes, and is given by the following system of 2n ODEs where n denotes the number of genes:
for i = 1, ..., n. Here, p i denotes the concentration of protein-i, where i is viewed mod n, and r i denotes the mRNA concentration. The parameter β is the ratio of protein degradation to mRNA degradation, and the parameter α is the transcription rate. The function f (x) models the inhibition of mRNA-i transcription resulting from protein-(i − 1) binding to the promoter (See Figure 1) :
where the parameter δ is the ratio of repressed to unrepressed transcription. Synthesis of protein-i occurs by translation of mRNA-i and is proportional to the mRNA-i concentration. Degradation of each species is modeled by a first-order term proportional to its own concentration. As mentioned in the introduction, our aim is to generalize the repressilator by allowing for general degradation and transcription-rate functions as well as differing rate constants. Our generalized n-gene repressilator system, which generalizes (1), is given by the following system of ODEs:
Here, for the i-th gene, r i is the concentration of mRNA-i, and p i is the concentration of the protein.
Each equation in the system has a synthesis term and a degradation term. One synthesis term is the function a i (p i−1 ), called the transcription-rate function of gene-i in terms of protein-(i−1). The degradation term for mRNA-i is the degradation function d R i (r i ), which is a function in terms of its own concentration. The k L i r i > 0 term is a first-order term describing the synthesis of protein-i in terms of mRNA-i with translational rate k L i . Finally, the degradation function d P i (p i ) models the degradation of protein-i as a function of its own concentration.
The 3-gene version of system (2) reflects Figure 1 . The m1 node describes mRNA-1 which translates, at rate k L 1 r 1 , to protein-1, P1. This protein then represses the synthesis of the second mRNA, which is described by the transcription-rate function a 2 (p 1 ).
Next, we give conditions on the transcription rate and degradation functions that we will assume for the results below. These assumptions are rooted in the biology of the specific process they model. For the transcription-rate functions, we begin with the biological assumptions.
(B1) Transcription rates vary smoothly in the amount of repressor present.
(B2) Transcription rates are always nonnegative.
(B3) Transcription rates decrease with increased repressor present.
(B4) Transcription rates are positive when no repressor is present.
These biological assumptions translate into the following mathematical assumptions on the transcriptionrate function a i (x):
The canonical transcription-rate function is a i (p) = k S i 1+p h for some Hill coefficient h [2] . This function is derived from the single-step binding assumption mentioned above, and it is easily seen that this function satisfies (A1)-(A4). In Section 3, we derive another transcription-rate function using the successive binding assumptions listed previously and show that this function also satisfies the above assumptions.
Next, we provide biological assumptions for degradation functions.
(B1) Degradation varies smoothly in the protein or mRNA concentration.
(B2) Degradation occurs only when the protein or mRNA is present.
(B3) Degradation increases as protein or mRNA concentration increases.
These assumptions give rise to the following mathematical assumptions on the degradation functions
Notice immediately that degradation functions satisfying (D1)-(D3) are invertible on their ranges. This will be important in the following section.
For the remainder of the paper, when considering our repressilator system (2), we assume that the functions a i (p i−1 ) satisfy (A1)-(A4), and the functions d P i (p i ) and d R i (r i ) satisfy (D1)-(D3).
Steady States
For system (1), Müller et al. proved the existence of a unique steady state, labeled E C for central steady state, in the odd-n case and also showed that E C exists in the even-n case [2] . When we allow general transcription-rate and degradation functions in system (2), however, we are not always guaranteed a steady state. Consider the following example.
Example 2.1. Consider the following 2-gene version of the repressilator system (2):
It is straightforward to check that the assumptions (A1)-(A4) and (D1)-(D3) hold for the corresponding functions a i = 2π − arctan(p i−1 ), d R i = r i , and d p i = arctan(p i ). We set the equations in (3) to zero to solve for the steady states, giving (4) 2π − arctan(p 2 ) = arctan(p 1 ) (5) 2π − arctan(p 1 ) = arctan(p 2 ).
However, Eqns. (4) and (5) have no positive, real solution. Therefore, system (3) has no steady state. The same is true if we augment system (3) to three genes using the same functions for the mRNA and protein, respectively.
What went wrong in this example? The degradation function d p i and the transcription-rate function a i each had a horizontal asymptote that prevented intersection of their respective graphs in R 2 + . This lack of intersection precluded the existence of a steady state. So, to prove when steady states exist, we must introduce more assumptions.
Notice that assumptions (A2) and (A3) imply:
This parameter α i corresponds to the leakiness of the promoter of gene-i. If α i > 0, then even in saturated amounts of repressor, gene-i will still be transcribed at a positive rate, whereas α i = 0 implies that in saturated amounts of repressor, gene-i will not be transcribed. We introduce a new assumption on the transcription-rate function a i (p).
(A5) α i = 0 for all i = 1, ..., n.
Even if this leakiness is nonzero, we can avoid the problem highlighted by Example 2.1 by introducing an assumption on the relationship between the leakiness and the degradation functions. Let us define
We allow for δ R i and δ P i to be infinite. The δ P i 's and δ R i 's correspond to the maximum possible rate of degradation for protein-i and mRNA-i, respectively. To avoid the problem in Example 2.1, we introduce a relationship among δ R i , δ P i , and α i .
Note that (A6) is a reasonable biological assumption because if the α i 's are nonzero, they will be very small since they correspond to the leakiness of the promoter. Thus, we expect that the maximum possible degradation rates δ P i and δ R i should be much larger than the α i 's. Below, by using combinations of the above assumptions and others, we prove cases when E C exists, first with an odd number of genes, and then with an even number.
Odd-n Case
For system (1), Müller et al. showed that the system has a unique steady state [2] . We prove that this property extends to system (2). Proposition 2.2. For n odd, if system (2) satisfies (A5) or (A6), then system (2) has a unique steady state in R 2n + .
Proof. First, we set the equations in system (2) to zero:
From Eqns. (6) and (7), finding steady states reduces to finding solutions to the system
or since the d i 's are invertible,
If assumption (A5) or (A6) holds, then the composition f i is well-defined.
We can compose the f i 's to obtain a fixed-point problem:
Since the f i 's are monotonically decreasing by (A3) and (D3) and we are composing an odd number of functions, the composition in (8) is monotonically decreasing. It is also positive at 0 by (A3), (A4), (D2), and (D3). Therefore, for i = 1, . . . , n, there is exactly one solution to Eqn. (8) in R + , so there is a unique steady state of system (2) in R 2n + .
We follow the notation in [2] and label this unique steady state as follows:
where, for i = 1, ..., n, p * i solves Eqn. (8) .
Remark 2.4. A solution to Eqn. (8) is a steady state regardless of whether n is even or odd because it solves a fixed-point problem derived from setting the equations of system (2) to zero.
Even-n Case
Below, we give various conditions for when the fixed-point problem in Eqn. (8) has a solution and consequently, guarantees when E C is a steady state. First, however, we must introduce another assumption on the degradation functions.
Proposition 2.5. For system (2) with n even, if the transcription-rate functions satisfy (A5) and the degradation functions satisfy (D4), then E C exists and is a steady state.
Proof. We follow the notation used in Proposition 2.2 and show that there exists a solution to the fixed-point problem from (8):
Here, we are composing an even number of strictly decreasing functions, so the composition is strictly increasing. We also know that the composition is positive at zero by (A2), (A3), (D2), and (D3). We will show that
This, along with the composition being positive at zero, will imply that E C exists. We compute:
First, we show that lim x→∞ f i+1 (x) = 0. The following calculations are straightforward and follow from (A5), (D2), and (D4):
It is easy to check that Eqns. (9)-(11) imply:
Now we show that for k = i, ..., 1, n, ..., i + 2:
Since i was arbitrary, each p i has a solution, and E C exists and by Remark 2.4 is a steady state.
Proposition 2.6. Consider system (2) with n even. If α i > 0 for all i = 1, ..., n and (A6) holds, then E C exists and is a steady state.
Proof. The proof is similar to the proof of Proposition 2.5. By assuming that
We present one final sufficient condition for when E C is a steady state in the even-n case. The condition is motivated by the following example. Example 2.7. Consider the following generalized 2-gene repressilator model:
This model fails the assumptions of Proposition 2.5, namely (D4), because the derivatives of the degradation functions d P i = p 2 i at zero are zero, and it fails those of Proposition 2.6 because α 1 = α 2 = 0. However, E C nevertheless exists and is a steady state because E C is the solution to the following system:
Finding the fixed point is equivalent to solving:
The left-hand side of Eqn. (14) is zero at zero and increases to ∞ while the right-hand side is greater than zero at zero and decreasing, so E C exists. This phenomenon leads to our final result about E C in the even-n case. Proof. Under the assumptions of the proposition, it is easy to check that computing E C reduces to solving
) by assumptions (A4) and (D2). Therefore, there is a solution p ∈ R + to Eqn. (15) , so E C exists.
Stability Analysis
For their model, Müller et al. proved general results about the stability of the central steady state by harnessing the fact that the matrix J − λI, where J is the Jacobian of system (2) at E C , is a circulant matrix. This matrix representation allowed the eigenvalues to be represented in terms of roots of unity, which in turn allowed for the identification of general inequalities in the parameters that characterize stability. For the generalized repressilator model, however, the matrix J − λI does not reduce to a circulant matrix. Thus, we use different methods to characterize stability. We begin with a few definitions.
Definition 2.9. Consider the generalized repressilator system (2) . Let x * ∈ R 2n + .
1. The i-th degradation product at x * is
2. The i-th synthesis product at x * is
3. The total degradation product at x * is
4. The total synthesis product at x * is
where K i is the i-th synthesis product at x * .
Notice that when n is even, the total synthesis product is positive, because the even number of repression elements in the cycle results in what Mallet-Paret and Smith call a positive feedback system [10] . In the odd-n case, the total synthesis product is negative, because the system is a negative feedback system. These differences play an important role in determining the stability of E C in the two cases.
For the remainder of the paper, for a given steady state x * , we write
Recall that ∂ R i and ∂ P i are always positive by assumption (D3). Throughout the section, we will refer to the Routh-Hurwitz criterion, so we review it briefly. Consider a univariate polynomial: (16) p(x) = a n + a n−1 x + a n−2 x 2 + ... + a 0 x n .
Definition 2.10. For k = 1, ...n, the k th Hurwitz matrix of p as in (16) is the k × k matrix For example, the fourth Hurwitz matrix of p(x) = a 4 + a 3 x + a 2 x 2 + a 1 x 3 + a 0 x 4 is:
Following the notation in [11] , we write D i = det(H i ).
Theorem 2.11 (Routh-Hurwitz Criterion [12] ). Consider a polynomial p as in (16) . Every root of p has negative real part if and only if the determinants of all Hurwitz matrices (Definition 2.10) are positive, i.e., D i > 0, i = 1, 2, ..., n.
Recall that the stability of a steady state is characterized by negative real parts of the roots of the characteristic polynomial of the Jacobian. Thus, we can apply Theorem 2.11 to this characteristic polynomial to obtain a necessary and suffiicent condition for the stability of a steady state (see Theorems 2.12 and 2.14).
Even-n Case
For system (1) with n even, Müller et al. found a condition on the derivative of the transcriptionrate function that characterizes when the central steady state is stable. Here, we generalize that criterion to system (2) using D and K. Proof. It is easily checked that the characteristic polynomial of the Jacobian matrix of system (2) at x * is
It follows that the constant term of p is D − K.
( =⇒ )We use the Routh-Hurwitz criterion. Assume that system is stable at x * . Then det(H n−1 ) > 0 and det(H n ) > 0. However, det(H n ) = det(H n−1 )·(D −K) implying that D −K > 0, i.e., D > K.
( ⇐= ) We use Rouché's Theorem [13] . Write p 1 (z) = n i=1 (z + ∂ R i )(z + ∂ P i ) and p 2 (z) = K. We will show that the number of zeros of p(λ) in the right-hand half plane is equal to the number of zeros of p 1 in the right-hand half plane. Since all ∂ i 's are positive, there are no zeros of p 1 (z) in the right-hand half plane, so there are no zeros of p(λ).
Consider the contour described by the semicircle of radius R in the right-hand half plane along with the line segment connecting −Ri and Ri on the imaginary axis. Call the contour Γ ( Figure  2 ). We separate Γ into the semicircle, γ 1 , and the line, γ 2 . This is a closed contour in the complex plane. First, we show that |p 1 (z)| > |p 2 (z)| on γ 1 . We can write z = Re iθ on γ 1 . Then
by the reverse triangle inequality. Call d the maximum of the degradation constants. Then
Therefore, for contours Γ with a sufficiently large radius, by assumption (17), the following inequalities hold on γ 1 :
Now all that is left to show is that |p 1 (z)| > |p 2 (z)| on γ 2 . On γ 2 , we can write z = iy for −R < y < R. Then
Therefore, again by assumption (17), the following holds on γ 2 :
The number of zeros of p 1 (z) + p 2 (z) in Γ is the same as the number of zeros of p 1 (z) in Γ for all R ≥ R . Since ∂ R i , ∂ P i > 0 for all i, we know that there are no zeros of p(λ) inside Γ for all R ≥ R . Therefore, there are no eigenvalues of the Jacobian with positive or zero real part, so the system is stable. Theorem 2.12 has the following biological interpretation. Inequality (17) says that, in the long term, degradation is a more powerful process than synthesis. Thus, system (2) converges locally if and only if degradation is stronger than the combined synthesis of mRNA and protein.
Odd-n Case
Recall that, in Proposition 2.2, we proved E C always exists and is unique when n is odd. Below, we prove results towards finding a necessary and sufficient condition for stability of E C in the odd-n case like we have in the even case from Theorem 2.12. We use Hurwitz matrices because the inherent structure of the system when n is odd allows us to simplify the Routh-Hurwitz criterion. Towards the end of the section, we present a conjecture of a necessary and sufficient condition for stability of E C and give evidence for it.
First, we discuss why the proof of Theorem 2.12 does not generalize to the odd-n case. Recall that, in this case, system (2) is a negative feedback loop and K < 0, while in the even case, K > 0. Thus, in the odd case, D > K always holds, not only when the system is stable. Also, even though D > 0 > K, we are not guaranteed that
which is what we used in the proof of Theorem 2.12. If inequality (14) does hold, however, we can conclude that the system is stable at E C .
Proposition 2.13. Consider system (2) with n odd. If inequality (14) holds, then E C is locally asymptotically stable.
Proof. The proof is the same as in the backwards direction of Theorem 2.12.
We continue to solve the question of stability at E C by using the structure of the system to reduce the number of Hurwitz matrices needed in the Routh-Hurwitz criterion. The idea is that the characteristic polynomial of the system is close to a polynomial that is known to have all negative real roots and so we will need to check fewer Hurwitz determinants. Theorem 2.14. Consider system (2) with n odd, and let D i denote the determinant of the i-th Hurwitz matrix of the Jacobian at E C . Then E C is locally stable if and only if D i > 0 for all i = n + 2, . . . , 2n − 1.
Proof. We first show that, when n is odd, the first n + 1 Hurwitz matrics calculated from the characteristic polynomial of the Jacobian at E C always have positive determinant.
Recall from the proof of Theorem 2.12 that the characteristic polynomial of the Jacobian matrix at
where K is the total synthesis product from Definition 2.9. Since n is odd and so K < 0, we can rewrite this as p
. In what follows, any quantity with a superscript p is constructed using p(λ), and similarly for q(λ). Notice that p(λ) and q(λ) both have degree 2n, so there are 2n Hurwitz matrices H p i for p(λ) and H q i for q(λ). Also, all coefficients of p(λ) and q(λ) match except for the constant term. Therefore, every Hurwitz matrix constructed using only coefficients of p(λ) that are not the constant term is equivalent to the corresponding Hurwitz matrix of q(λ). We will use this fact below.
We now split the proof into two cases.
1. Case 1: i = 1, ..., n.
From Definition 2.10, the coefficients of the polynomial that appear in H i are indexed by 1, ..., 2i − 1. Therefore, H p i = H q i for i = 1, ..., n, so D p i > 0 for i = 1, ..., n because all roots of q(λ) have negative real part.
2. Case 2: i = n + 1.
For this case, we examine the effect of the constant term of p on the determinant of H p n+1 . Below, we use A [a,b] to denote the matrix A without row-a and column-b. The (n + 1)st Hurwitz matrix of p is the following (n + 1) × (n + 1) matrix:
and H q n+1 matches H p n+1 at all entries except for entry (n + 1, 2), where it is the constant term a q 2n rather than that of p. We compute D p n+1 = det(H p n+1 ) and D q n+1 = det(H q n+1 ) by expanding along the last row:
).
As the constant term is present only in the last row of H n+1 , the submatrices of H p n+1 and H q n+1 that exclude that row are equal. Combining this fact with Eqns. (15) and (16) gives ).
To compuate the determinant of the following matrix: 
Therefore, D p n+1 > 0 and so the first n + 1 determinants of the Hurwitz matrices constructed from p(λ) are positive.
Since D 2n = (D − K)D 2n−1 and D − K > 0 (as explained above Proposition 2.13), we conclude from Theorem 2.11 that E C is locally stable if and only if D i > 0 for all i = n + 2, . . . , 2n − 1. 
In system (2), it is easy to see that S c equals −K i at E C . Therefore, we rewrite Eqn. (18) as:
For n = 3, it is straightforward to check that inequality (20) is equivalent to:
For system (1) with n = 3, by Corollary 2.15, the condition D 5 > 0 characterizes the same stability region in parameter space as inequality (21) . This is surprising because D 5 under system (1) and n = 3 is a more complicated expression than the left-hand side in (21):
Next, we prove directly that these two inequalities define the same stability region when β ∈ R >0 and K i ∈ R. Note that, by definition, K i is always negative, but we show that even for K i ∈ R the two inequalities are equivalent. Theorem 2.16 (Equivalence of the n = 3 stability conditions). For n = 3 of system (1), inequality (21) holds for β ∈ R >0 and K i ∈ R if and only if D 5 > 0, where D 5 is the determinant of the Hurwitz matrix H 5 of the characteristic polynomial of the Jacobian matrix of (1) evaluated at E C .
Proof. Let f (β, K i ) = (4 + 2K i )(1 + β) 2 − 3βK 2 i denote the polynomial on the left-hand side of (21). We rename D 5 , as in (22), the polynomial g(β, K i ). We must show that f (β, K i ) and g(β, K i ) are the same sign for all β ∈ R >0 and K i ∈ R <0 .
It is straightforward to check, e.g. using Maple, that g(β,
Because g = f h, any root of f is also a root of g. We will use this fact below.
Fixβ > 0. Let gβ(K i ) := g(β, K i ) and fβ(K i ) := f (β, K i ). We rewrite gβ:
where C is the sum of all the pure β terms in (22). It is easy to check that C > 0 whenβ > 0. Thus, we see from (23) that the polynomial gβ has one sign change. Therefore, by Descartes' rule of signs, gβ has at most one positive real root and at most one negative real root.
From (21) , fβ(K i ) is a quadratic polynomial in K i that is downward facing and has a positive y-intercept namely, (4(1 +β) 2 ). Therefore, fβ has exactly two real roots, and thus, gβ has exactly two real roots as well because g = f h and, as noted above, gβ has at most two real roots. We label these two real roots r 1 and r 2 with r 1 < r 2 . Since gβ has even degree in K i with a negative leading coefficient and a positive y-intercept, we know that gβ > 0 if and only if K i is in the interval (r 1 , r 2 ). It is straightforward to check that fβ(K i ) also is positive if and only if K i is in the interval (r 1 , r 2 ). Therefore, fβ > 0 if and only if gβ > 0. Our choice ofβ > 0 was arbitrary. Therefore, the two inequalities D 5 > 0 and (20) are equivalent. Corollary 2.15 and the fact that Müller et al.'s criterion for system (1) is given by a single inequality lead us to conjecture that, when n is odd, stability of E C depends only on the penultimate Hurwitz determinant. Evidence for Conjecture 2.17 can be seen in the types of bifurcations of E C that are possible in the odd case. We reorder the species as r 1 , p 1 , r 2 , p 2 , ... to see that system (2) is a monotone system -a system that satisfiesẋ i = f (x i , x i−1 ) for all i. In [10] , Mallet-Paret and Smith showed that all omega-limit sets of monotone systems can be embedded in R 2 . Therefore, the possible bifurcations are stationary bifurcations or simple Hopf bifurcations. However, there cannot be stationary bifurcations because zero is never a root of the characteristic polynomial. Therefore, all bifurcations are simple Hopf bifurcations. Furthermore, from [11] , at simple Hopf bifurcations, the following conditions hold: D 1 , ..., D 2n−2 > 0, and D 2n−1 = D 2n = 0. This reasoning is not sufficient to prove the conjecture, however, because there could be a point in parameter space where E C is unstable but nevertheless D 2n−1 > 0.
Finally, we prove a result about the global dynamics of system (2) , which is similar to Theorem 2 in [2] , by using the result on monotone systems given in [10] .
Theorem 2.18. For n odd, system (2) has the following properties: (i) Every orbit converges to E C or to a periodic orbit. (ii) If E C is unstable, then there exists a periodic-orbit attractor.
Proof. It is straightforward to check that the proof is the same as that of Theorem 2 in [2] , which uses [10] . We note that we can rule out the third option of the Main Theorem in [10] because E C is unique, so there can be no heteroclinic or homoclinic orbits. Theorem 2.18 is significant biologically because it shows the species concentrations of the repressilator constructed with an odd number of genes will either stabilize to the steady state value or to a limit-cycle.
Transcription-rate Functions from Successive Binding
In [2] , Müller et al. used a function arising from the single-step binding assumption, discussed above in Section 1, to model the binding of the previous gene product to the next gene's promoter. Here, we derive a new function to model binding of the gene product and promoter based on the successive binding reaction mechanism and use it to define a new transcription-rate function.
First, we recall the function modeling the binding of the gene product and the promoter, c and
whereḡ is the total gene concentration; δ is the ratio of repressed to unrepressed transcription; K is a dissociation constant; and
Successive Binding Function
First, we recall the assumptions for successive binding introduced in Section 1.
1. There are m binding sites on each promoter. These assumptions are adapted from [9, Chapter 2] where Forger presents three models of repression. The model we are interested in is Model "a": A Model for Transcription Regulation with Independent Binding Sites. We adjust them slightly to fit our system. Here, we present the reaction mechanism and follow the notation in [2] . Let G i be gene-i; P i−1 is the product of the preceding gene. We write the gene-repressor complex as C (m) i . The successive binding reaction mechanism is
Assumption 1 presumes that the promoter has m binding sites, so the mechanism has m possible gene-repressor complexes C 1 i , ..., C m i . We will derive the binding function c (m) i because we want to know the relative concentration of complex C m i as a function of the total gene concentration and concentration of the repressor present. We proceed with this derivation below.
Assumption 3 allows us to use the quasi steady state assumption on the concentrations of the gene-repressor complexes to derive the binding function. The binding function for C
where K 1 is a dissociation constant. Here, dissociation constants for each gene are distinct because of Assumption 4. We use the function (26) to write the binding function for C (2) i :
where K 2 is another dissociation constant. We continue this process to get a general formula for the binding function of the j-th complex:
where K 1 , . . . , K j are all dissociation constants. Conservation of mass for genes is given by We desire a binding function that depends only on the protein product concentration and the total gene concentration. To obtain such a function, we must first solve for c 
.
Similarly, we obtain c
We simplify notation by letting B i (p i−1 ) = m j=0 (( >j K )p j i−1 ) and A (j) i (p i−1 ) = ( m >j K )p j i−1 , so that:
Therefore, we can rewrite Eqn. (29), the successive binding function, as
Transcription-rate Function Obtained from Successive Binding Function
We assume as in [2] that the transcription-rate a i depends linearly on the free gene concentration g i given by the two cases g i =ḡ =⇒ a i =ḡ, and g i = 0 =⇒ a i = δḡ.
Here, following Müller et al., δ denotes the ratio of repressed to unrepressed transcription. The transcription-rate a i is given by
We use Eqns. (28) and (31) to rewrite a i :
Using Eqn. (30), we can rewrite Eqn. (32) as
To simplify notation, let us write
Then, from Eqns. (32) and (32), the derived transcription-rate function is:
It is straightforward to check that Eqn. (33) satisfies assumptions (A1)-(A4), and hence is a valid transcription-rate function.
Proposition 3.1. The transcription-rate function arising from the successive binding mechanism is given by Eqn. (33) and satisfies assumptions (A1)-(A4).
Propositions 2.2 and 3.1 immediately yield the following corollary.
Corollary 3.2. Consider system (2) with n odd and transcription-rate functions a i (p i−1 ) given by Eqn. (33). Then the central steady state E C exists and is the unique, positive steady state.
One advantage to using the transcription-rate function (24) from the single-step binding assumption is that it generalizes naturally with any positive, real Hill coefficient. Remark 3.3. Forger, in his book [9] , generalizes Eqn. (32) by assuming the dissociation constant, K, is the same across each reaction in the successive binding mechanism (25) and so his version of Eqn. (32) is:
Parameter Estimation for the Repressilator System
Parameter estimation of the repressilator, as with other biological oscillators, is challenging due to the non-linearity present in the system. Previous studies regarding parameter estimation of the repressilator model have focused on finding parameter regions that yield various asymptotic dynamics of the system [14, 15] . None, to our knowledge, have addressed the issue of determining parameter values given experimental data of the repressilator. In this section, we highlight two complications to estimating parameters of the repressilator: the presence of many local optima in the objective-function landscape, called multimodality in [16] , and the lack of initial values for mRNA concentrations. These complications are shown using simulated data; parameter estimation and validation using actual data are beyond the scope of this study and will be addressed in future work. 
Simulated Repressilator Data
We simulated data from the following 3-gene version of system (1):
where i = 1, 2, and 3. Figure 3 contains plots of the protein concentration data we generated for system (35). The initial conditions, given in the caption of Figure 3 , were randomly generated integers between 1 and 10. Notice from Figure 3 that we wait until time t = 90 before extracting the data so that the system is close to the limit cycle.
Multimodality of the Objective Function
Given protein-concentration time-courses p(t) = (p 1 (t), p 2 (t), p 3 (t)) and p(t) = ( p 1 (t), p 2 (t), p 3 (t)), where p(t) is viewed as the "true" data, we consider the following relative error: the 2 norm of the sum, over the three genes i, of the difference p i (t)− p i (t) from time t = 90 to t = 140, normalized by (c) Relative error as a function of the transcription rate.
(d) Relative error as a function of one initial mRNA value. Figure 4 : Objective plots of simulated data for each parameter value based on system (35). The relative error was calculated as the 2 norm of the difference between the data plotted in Figure 3 and the simulation for each protein concentration. The error was normalized by the 2 norm of the data. the 2 norm of p(t). Using this relative error as our objective function, we investigated the resulting objective-function landscape. Specifically, the input to the objective function is an alternate set of parameters for system (35), and the output is the relative error between the data p(t) from Figure 3 and the simulated data p(t) arising from the alternate parameters.
Slices of this landscape, displayed in Figure 4 (a)-(c), show the objective function as a function of only one parameter (all other parameters are fixed). Notice that this landscape contains many local optima, making optimization difficult: gradient-descent methods will get stuck at one of many local optima.
Indeed, when we estimated parameters using standard MATLAB optimization commands such as fminsearch, fmincon, and fminbnd [17] , we observed that if an initial guess deviated by more than ten percent of the actual parameter value, then the estimated parameter value differed significantly from the true value. Although in some cases one may be able to guess, for instance, the transcription rate within ten percent (indeed, this rate is closely linked to the maximum protein concentration value), in general having to know the true value within ten percent is a severe limitation. Indeed, one is unlikely to know the Hill coefficient or degradation ratio within such a strict bound. Figure 5 : Plot of two simulations of the protein concentration p 3 (t) with the parameters as in system (35) but with differing initial mRNA values. The protein concentrations were initialized to be 0 for both simulations. The initial mRNA values for the blue curve were 4, 7, and 3 while the black curve is a simulation with initial mRNA values of 1, 0, and 10.
Lack of Initial mRNA Values
Traditionally, experimental repressilator data have been generated using fluorescent tags on the three proteins of the system. Thus, data representing protein concentrations are collected, but not data for mRNA values. In the context of estimating parameters, not knowing initial mRNA values effectively adds a new parameter for each gene.
As we did for three parameters earlier, we investigated the objective-function landscape with respect to a new parameter, the initial mRNA value. Displayed in Figure 4(d) is a the relative error as a function of a single initial mRNA value (fixing all other parameter values). As we saw for the other parameters, this landscape has many local minima, making the optimization problem challenging.
Discussion
This work advances the theoretical study of cyclic gene repression by generalizing the current repressilator models. First, we permit more transcription-rate functions than just the traditional single-step binding function. We require only that these functions satisfy a few properties that agree with current biological knowledge. We also broaden the possible degradation terms beyond first-order degradation. Again, we require only that these functions satisfy certain biological assumptions. Finally, we assume first-order translation rates but allow them to vary among mRNAs.
The new system retains many properties of the previous repressilator after these generalizations. We proved, for instance, that the system with an odd number of genes has a unique steady state, called the central steady state. We also showed that the system with an odd number of genes converges to the central steady state or to a periodic orbit. We worked towards a necessary and sufficient condition for when the central steady state is stable and offered a related conjecture.
For the even case, we characterized when the central steady state exists. We also give a biological criterion for when a steady state is stable. However, at the level of generality we propose, we cannot prove the same results as Müller et al. regarding the possible number of steady states. For specific choices of degradation and transcription-rate functions, one can, however, analyze the limiting dynamics of system (2) with n even by using the Poincaré-Bendixson Theorem for monotone systems given in [10] .
Finally, we derived new transcription-rate functions from the successive binding binding assumption. Recall that the successive binding function was derived from biological assumptions that are more reasonable than those of the commonly used single-step binding assumption.
Going forward, we aim to determine how well the generalizations presented in this work generate more accurate representations of the repressilator. Specifically, we aim to recover parameters for both system (1) and the generalized repressilator system (2). The recovered parameters will shed light on certain biological information. For example, the Hill coefficients in the transcription-rate functions correspond to the number of binding sites on a promoter region. Next, these fits can shed light on the effectiveness of various transcription-rate and degradation functions. Finally, we can compare fits to determine whether incorporation of the successive binding transcription-rate function, instead of the canonical single-step binding transcriptional function, yields more accurate results.
In summary, we now better understand stability and limiting dynamics of the repressilator system for a wide range of biologically relevant degradation and transcription-rate functions. We hope that our results will encourage theoretical and experimental biologists to broaden the possible degradation and transcription-rate functions used to model the repressilator and other gene regulatory networks. Finally, we expect that allowing differing functions for these terms will generate more accurate and predictive models of not only the repressilator but genetic repression in general.
