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Introduction
L’intégration des systèmes de conversion statique dans de nombreux domaines
d’application de l’électronique de puissance est un enjeu majeur. Pour ne citer que les
exemples les plus importants, la forte expansion au cours de ces dernières années de
l’électronique embarquée dans les transports, ou encore la part des dispositifs de con-
version statique de l’énergie toujours plus grande dans la gestion ou la distribution de
l’énergie électrique peuvent en témoigner. Un axe important de recherche du LAPLACE,
dans le cadre du projet 3DPHI [3DPHI], porte sur l’étude de convertisseurs entière-
ment intégrés mêlant des technologies permettant de faire cohabiter le silicium et divers
matériaux nécessaires à la constitution des composants passifs ainsi que des éléments de
dissipation. Les dispositifs passifs hybrides intégrés au convertisseur doivent posséder
un design spécifique et imposent la mise en œuvre conjointe de matériaux diélectriques,
conducteurs, magnétiques pour réaliser les fonctions anciennement assurées par des com-
posants discrets volumineux.
L’étude et la conception de ces nouveaux dispositifs (pour des applications de
filtrage et/ou de stockage d’énergie par exemple) ne peut nécessairement se faire sans
une modélisation adaptée de la structure à réaliser. La modélisation des différents
phénomènes, répartis ou non, avec souvent des caractéristiques non-linéaires, de satura-
tion ou encore hystérétiques, au sens de la connaissance locale des grandeurs dans le dis-
positif à étudier va impliquer de mettre en œuvre des moyens lourds (calcul aux éléments
finis, volumes finis) afin de déterminer précisément les grandeurs internes. L’approche
comportementale entrée-sortie peut être une alternative aux modèles à paramètres répar-
tis lorsqu’on ne s’intéresse pas forcément au comportement interne du dispositif d’étude.
Il est en effet nécessaire d’avoir des outils de modélisation précis permettant de prédire
au plus juste le comportement du composant dans son environnement système, tout en
étant le moins possible pénalisant en terme de temps de simulation et de moyens de cal-
cul. Les modèles ainsi développés doivent permettre une avancée significative dans l’aide
à la conception ou le prototypage virtuel des systèmes.
Le travail présenté dans ce manuscrit décrit une méthode et des applications qui vont
dans ce sens. Nous utilisons la représentation diffusive, outil qui permet de traiter des
objets à comportements dynamiques à mémoire, de type convolutions, non rationnels, et
qui peuvent en outre comporter des non linéarités. La possibilité d’obtenir des modèles
précis et compacts en fait un outil de choix pour la modélisation de tels objets.
Nous présenterons dans une première partie des cas de phénomènes répartis dans
les matériaux du génie électrique et les modèles électriques entrée-sortie associés qui en
découlent. Il apparaît alors naturellement dans les modèles des opérateurs de convolution
pésentant, dans une certaine bande fréquentielle, des comportements de type dérivateur
et intégrateur d’ordre non entier. Nous expliciterons les difficultés inhérentes à la manip-
ulation de tels opérateurs et nous présenterons des méthodes existantes pour modéliser
ainsi que pour simuler les comportements temporels de tels systèmes. Nous détaillerons
alors les concepts de base de la représentation diffusive ainsi que les différentes possibilités
qu’offre cet outil, notamment en termes de compacité de modèles obtenus ou encore pour
la connaissance des bilans énergétiques dans les systèmes.
Dans une deuxième partie, nous traiterons de la résolution des problèmes d’identifi-
cation qui apparaissent dans la mise en œuvre de la représentation diffusive, notamment
par l’utilisation de méthodes inverses. Nous présenterons différentes techniques allant de
méthodes directes du type moindres carrés aux méthodes itératives du gradient ou encore
en passant par l’implémentation du filtre de Kalman-Bucy. Nous montrerons comment
la représentation diffusive permet d’obtenir des modèles compacts des transferts consid-
érés et exportables dans des logiciels de simulation commerciaux. Nous effectuerons tout
d’abord l’identification fréquentielle des systèmes que nous comparerons à des mesures
effectuées sur ces derniers et nous présenterons ensuite des résultats d’identifications tem-
porelles, validés aussi par la mesure.
Dans une troisième partie, nous aborderons à travers quelques applications la
modélisation sous représentation diffusive de systèmes linéaires non standards, à travers
l’étude de la modélisation de phénomènes électrothermiques dans un convertisseur sta-
tique d’énergie électrique, le cas d’une bobine à comportement "fractionnaire", la modé-
lisation de composants destinés au stockage d’énergie électrique comme les superconden-
sateurs et des matériaux céramiques à forte permittivité. Un dernier paragraphe portera
sur l’étude de lignes de transmission avec pertes.
Dans une dernière partie, nous aborderons des objets du génie électrique dont la modé-
lisation doit tenir compte tout autant de phénomènes répartis que d’aspects fortement
non linéaires. Au moyen de deux applications, nous développerons deux méthodes dis-
tinctes permettant d’illustrer notre approche : nous décrirons dans un premier temps
la modélisation de matériaux capacitifs présentant une conductance non linéaire puis
nous présenterons le cas d’une bobine saturable. Ils sont représentatifs de cas que nous
rencontrons dans la conception ou la modélisation de dispositifs passifs hybrides. Nous
concluerons cette partie par des extensions envisagées et des nouvelles voies de modélisa-
tion utilisant la représentation diffusive.
Chapitre 1
Modélisation dynamique de
phénomènes diffusifs en génie
électrique
1.1 Phénomènes diffusifs dans les matériaux du génie
électrique
Dans de nombreux domaines de la Physique (thermique, mécanique des fluides, élec-
trochimie, électromagnétisme...), des phénomènes sont modélisés par une équation de
diffusion. En électromagnétisme, notamment dans le cadre de la propagation des on-
des dans un milieu ou un matériau, à partir des équations de Maxwell, les équations
de diffusion régissent les phénomènes d’effet de peau. Que ce soit dans le cas des con-
ducteurs en prenant en compte la répartition de la densité de courant dans la section
du matériau ou bien dans le cas des matériaux magnétiques sur la répartition du champ
d’induction dans la section d’un noyau, la diffusion traduit une repartition non homogène
de la grandeur étudiée ainsi que des pertes dans le milieu. Nous allons décrire dans deux
approches académiques, qui sont respectivement la détermination de l’impédance dans
un barreau cylindrique et dans un conducteur rectangulaire, comment apparaissent, dans
l’expression globale de l’impédance, des transferts non standard (au sens non rationnels).
Nous aborderons d’autres matériaux du génie électrique dans lesquels des phénomènes de
diffusion interviennent comme les matériaux magnétiques (pour lesquels les phénomènes
sont comparables à l’effet de peau dans les conducteurs) et les diélectriques dans lesquels
la distribution des temps de relaxation conduit à des expressions fractionnaires des trans-
ferts [Rey04]. Dans un deuxième temps, nous présenterons les techniques utilisées clas-
siquement pour simuler en temps le comportement électrique que nous appliquerons à ces
deux exemples. Dans ce même cadre, nous traiterons la simulation de ces objets avec la
représentation diffusive appliquée à ces mêmes exemples.
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1.1.1 L’effet de peau dans un matériau conducteur
Description de l’effet de peau sur un essai
Nous décrivons ici une mesure d’impédance effectuée sur un fil de cuivre cylindrique dont
la géométrie est présentée à la figure 1.1.
Figure 1.1: Géométrie de l’échantillon (diamètre d = 0, 635.10−3m, longueur lcuivre=3m,
5 aller-retours espacés de a=5 cm)
Le fil de cuivre est déroulé comme un serpentin sur un plan, cette configuration perme-
ttant d’obtenir un compromis entre les aspects capacitifs et inductifs, afin de minimiser
les capacités et inductances parasites. Les formules de la capacité et de l’inductance
linéiques équivalentes de deux fils conducteurs parallèles donnent respectivement d’après
[Agu87] :
C0 =
piε0
ln(2a
d
)
= 5, 46pF/m, (1.1)
L0 =
µ0
pi
ln(
2a
d
) = 2, 02µH/m. (1.2)
La recherche de la valeur d’inductance nous permet, en la retranchant à l’impédance
obtenue par mesure sur un pont d’impédance HP4194A, de visualiser des phénomènes se-
condaires mais non négligeables au delà d’une certaine précision. Cette valeur d’inductance
est de 1,1 µH/m qui est obtenue d’après la cassure sur le diagramme de Bode à ωo = RL .
On observe sur la figure 1.2 que s’ajoutent, en plus de l’inductance propre liée à
la géométrie, des effets de peau et de proximité qui présentent un comportement non
rationnel dont le modèle empirique est donné par (1.3) . La résistance statique mesurée
donne Ro, la nouvelle pulsation de cassure ωo, la pente α de la partie inductive lue sur le
diagramme de Bode :
Zpeau (p) = Ro(1 +
p
ωo
)α, (1.3)
avec Ro = 0, 07Ω, ωo = 3.10−6rd/s, α = 0, 55. (1.4)
CHAPITRE 1. Modélisation dynamique de phénomènes diffusifs en génie électrique 11
Figure 1.2: Mesure de l’impédance de la configuration, visualisation de l’impédance liée
aux effets de peau et de proximité.
Ce transfert présente en effet au niveau du gain une pente inférieure (+10dB/dec)
à celle d’un premier ordre (+20dB/dec) ainsi que pour la phase un verrouillage, ici se
situant autour de 50◦, soit à un niveau intermédiaire dans l’intervalle [0, 90◦], ce qui est
caractéristique d’un transfert fractionnaire. Ce comportement intermédiaire entre une
résistance et une inductance pure traduit des pertes dans le matériau associées à un effet
spatial, comme nous le verrons par la suite. Cela conduit à une dépendance fréquentielle
à la fois de la partie réelle et de la partie imaginaire de cette impédance, ce qui sort du
cadre général des dipôles passifs linéaires, constitués de l’association série ou parallèle
d’une résistance pure et d’une réactance pure X (Lω ou 1
Cω
).
Démonstration pour un conducteur à section cylindrique
On présente dans cette partie l’expression théorique de l’impédance d’un conducteur
cylindrique. Les équations de Maxwell dans la matière s’écrivent :
Maxwell-Ampère :
−→
rot
−→
H =
−→
J +
∂
−→
D
∂t
, (1.5)
Maxwell-Faraday :
−→
rot
−→
E = −∂
−→
B
∂t
, (1.6)
Maxwell-Gauss : div D = ρ, (1.7)
Maxwell-Thomson : div B = 0. (1.8)
La densité de courant s’exprime dans un matériau conducteur idéal de conductivité
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σ constante par : −→
J = σ
−→
E , (1.9)
et on peut écrire dans un matériau magnétique idéal de perméabilité µ :
−→
B = µ
−→
H (1.10)
On se place dans le cadre  (Approximation en Régime Quasi-Permanent) pour
lequel on peut supposer que
∣∣∣∂ D∂t ∣∣∣ ∣∣∣−→J ∣∣∣, c’est à dire que les effets capacitifs sont négligés.
L’équation de Maxwell-Ampère s’écrit alors
−→
rot H =
−→
J qui devient :
−→
rot
−→
B = µ
−→
J .
En appliquant l’opérateur rotationnel sur les deux membres de l’équation de Maxwell-
Faraday (1.5) :
−→
rot
−→
rot
−→
E =
−→
rot
(
−∂
−→
B
∂t
)
, (1.11)
qui devient :
−−→
grad div
−→
E −∆−→E = ∂
∂t
(−→
rot
−→
B
)
. (1.12)
Avec div
−→
E=0 dans un conducteur en considérant le matériau isotrope, on obtient l’équation
de diffusion sur
−→
E que l’on peut écrire :
∆
−→
E = µ
∂
−→
J
∂t
= µσ
∂
−→
E
∂t
. (1.13)
Remarque 1 Il vient de (1.13) et de (1.9) :
∆
−→
J − µσ∂
−→
J
∂t
= 0. (1.14)
On considère le fil cylindrique de la figure 1.3 de section droite circulaire, de rayon a,
de longueur   a, parcouru par un courant i(t) et alimenté à ses deux extrémités par
une tension v(t).
Figure 1.3: Fil conducteur cylindrique orienté suivant Oz, de diamètre 2a et de longueur

Nous associons à l’axe Oz du fil un système de coordonnées cylindriques (r, θ, z) de
base locale (−→ur ,−→uθ ,−→uz). On suppose le champ −→E et la densité de courant −→J dirigés suivant
l’axe z :
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−−−→
J(r, t) = J(r, t)−→uz ;−→E (r, t) = E(r, t)−→uz . (1.15)
L’équation (1.13) s’écrit en coordonnées polaires :
∂2E(r, t)
∂r2
+
1
r
∂E(r, t)
∂r
− µσ∂E(r, t)
∂t
= 0. (1.16)
La solution de cette équation bornée en 0 s’écrit :
E(r, t) = λJ0(kr) (1.17)
où J0(kr) est la fonction de Bessel de 1ère espèce d’ordre 0 et λ une constante complexe.
I =
∫ ∫ −→
J dS = σ
∫ ∫ −→
EdS =
2piσaλ
k
J1(ka)
La résolution de cette équation différentielle présentée dans [Kro98] aboutit à l’expres-
sion suivante de l’impédance V (p)
I(p)
= Z(p) :
Z(p) =
lj
√
µσpJ0(j
√
µσpa)
2piσaJ1(j
√
µσpa)
, (1.18)
où J0 et J1 sont les fonctions de Bessel de première espèce d’ordre 0 et 1.
En considérant la pulsation réduite ω0 = 1a2σµ , on obtient alors :
Z(p) =
√
µlj
√
p
ω0
J0(j
√
p
ω0
)
2piJ1(j
√
p
ω0
)
. (1.19)
La décomposition en série des fonctions de Bessel de première espèce d’ordre 0 et 1
est donnée en (1.20) :
Jν(x) =
∞∑
m=0
(−1)m (x)
2m
m!Γ(ν +m+ 1)
. (1.20)
Cette expression reportée dans (1.18) nous permet de visualiser le comportement de
l’impédance du barreau en fonction de la pulsation. Cependant, le quotient de polynômes
obtenu reste lourd à manipuler et son sens physique peu évident. A ce stade, l’expression
de Z(p) n’est pas manipulable simplement.
La densité de courant suivant le diamètre du conducteur cylindrique s’écrit :
Jr(r, ω)
J0(ω)
=
λσJ0(kr)
2σ
akJ1(ka)
=
ka
2
J0(kr)
J1(ka)
, (1.21)
avec k=1+j
δ
où δ =
√
2
σµω
est l’épaisseur de peau et λ = kI
2piσaJ1(ka)
.
Sur la figure 1.4 est représenté le rapport de la densité de courant par la densité de
courant moyenne Jr(r,ω)
J0(ω)
dans le cylindre suivant le diamètre a :
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Figure 1.4: Répartition spatiale de la densité de courant suivant le diamètre a de
l’échantillon, pour des pulsations variant entre 2pi.102 et 2pi.106rd.s−1.
Démonstration pour un conducteur plat
Soit une plaque métallique dont la géométrie est présentée figure 1.5, dans un repère
cartésien (
−→
Ox,
−→
Oy,
−→
Oz).
Figure 1.5: plaque de cuivre de section rectangulaire a.b et de longueur l
Nous cherchons à obtenir le transfert équivalent de la plaque de cuivre supposée
homogène et isotrope de longueur l, de conductivité σ, de perméabilité µ et de section
a.b avec a b.
En négligeant les effets de bord sur les côtés de la plaque suivant la largeur a (a b)
et les phénomènes de propagation
(
∂
−→
D
∂t
 −→J
)
, on peut supposer la densité de courant
uniforme suivant x et z, et orientée suivant z :
−→
J = J(t, y)−→z . (1.22)
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Selon l’axe y, (1.14) devient :
∂2J(y, t)
∂y2
− µσ∂J(y, t)
∂t
= 0. (1.23)
En utilisant la transformation de Laplace en temps, on obtient l’équation homogène
linéaire du deuxième ordre :
∂2J(y, p)
∂y2
− µσpJ(y, p) = 0, (1.24)
dont la solution générale est :
J(y, p) = α(p)e−y
√
σµp + β(p)ey
√
σµp. (1.25)
On pose les conditions aux limites de Dirichlet telles que J(p, b
2
) = J(p,− b
2
) = J0(p)
qui impliquent avec (1.25) que :
α(p) = β(p) =
Jo(p)
e
b
2
√
σµp + e−
b
2
√
σµp
. (1.26)
On en tire, avec
J(y, p) = α(p)
[
e−y
√
σµp + ey
√
σµp
]
, (1.27)
que
J(y, p) = Jo(p)
e−y
√
σµp + ey
√
σµp
e
b
2
√
σµp + e−
b
2
√
σµp
= Jo(p)
cosh y
√
σµp
cosh b
2
√
σµp
. (1.28)
Le courant total à travers la section de la plaque est donné par :
I(p) = a
∫ b
2
− b
2
J(y, p)dy, (1.29)
I(p) =
aJo(p)
cosh b
2
√
σµp
∫ b
2
− b
2
cosh z
√
σµpdy, (1.30)
I(p) =
aJo(p)
cosh b
2
√
σµp
[
sinh y
√
σµp√
σµp
] b
2
− b
2
. (1.31)
Finalement,
I(p) =
2aJo(p)√
σµp
tanh
b
2
√
σµp. (1.32)
Sur la figure 1.6, la distribution de la densité de courant est représentée pour dif-
férentes pulsations. Quelle que soit la fréquence considérée, la densité de courant diminue
lorsqu’on s’enfonce dans la plaque (suivant y). Le module de la densité de courant est
minimum (et son déphasage maximum) au centre de la plaque (y = 0). L’effet de peau re-
pousse bien les lignes de courant sur les bords. Ce phénomène est d’autant plus accentué
que l’on augmente la fréquence.
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Figure 1.6: Répartition de la densité de courant normalisée dans l’épaisseur b de la plaque,
module et phase pour des pulsations variant de 2pi.102à 2pi.106rd.s−1
La tension V(p) s’écrit :
V (p) =
∫ l
0
E(
b
2
, p)dz = E(
b
2
, p)l =
J0(p)
σ
l, (1.33)
d’où avec (1.32) l’impédance associée :
Z(p) =
V (p)
I(p)
=
l
√
σµp
2aσ tanh b
2
√
σµp
, (1.34)
soit, si on pose ω0 = 4b2σµ ,
Z(
p
ω0
) =
l
√
p
ω0
abσ tanh
√
p
ω0
= Ro
√
p
ωo
tanh
√
p
ω0
, (1.35)
où Ro = 1σ
l
ab
est la résistance du méplat en continu.
L’obtention d’une forme analytique exacte de Z(p) ne permet cependant pas une
manipulation facile de l’opérateur impédance. On représente à la figure 1.7 le tracé dans
le plan de Bode de l’impédance en fonction de la pulsation.
Remarque 2 Une approximation de Z( p
ω0
) pour des valeurs de ω  ω0 conduit à
l’expression Z( p
ω0
) =
l
√
p
ω0
abσ
= Ro
√
p
ωo
c’est-à-dire que Z( p
ω0
) est un dérivateur d’ordre
1
2
.
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Figure 1.7: Tracé dans le plan de Bode de l’impédance Z(p)
Remarque 3 Une approximation fractionnaire de Z(p) est :
Z(p) = Ro
(
1 +
p
ωo
) 1
2
, (1.36)
que l’on peut rapprocher de l’expression (1.3) obtenue à partir des mesures du §1.1.1.
1.1.2 Courants de Foucault dans un matériau magnétique
Position du problème
Par analogie avec l’effet de peau électrique lié à la non uniformité de la densité de courant
dans la section du barreau conducteur, on retrouve un phénomène analogue dans les
matériaux magnétiques conducteurs. La même équation de diffusion régit la répartition
de l’induction
−→
B dans la section d’un matériau magnétique.
La plupart des matériaux magnétiques utilisés en génie électrique dans des applica-
tions basse fréquence sont des métaux (fer, cobalt, etc.) et donc de bons conducteurs élec-
triques. Lors de l’application d’une induction variable, ils deviennent le siège de courants
induits appelés Courants de Foucault. Ces courants vont s’opposer au flux d’induction
magnétique qui leur a donné naissance (Loi de Lenz), c’est à dire à la pénétration du
flux dans le matériau, repoussant les lignes de champs de l’induction magnétique sur les
bords du noyau magnétique. Les pertes par effet Joule produites par ces courants induits
sont une autre conséquence.
On reprend ici les résultats présentés dans [Bid02], dans laquelle la détermination
de l’impédance d’une plaque mince d’un matériau ferromagnétique conducteur (figure
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1.8) dans le cas de variations de faible amplitude du champ magnétique pour pouvoir
considérer que la perméabilité µ est constante.
Figure 1.8: Bobine à noyau de fer
Quelle que soit la fréquence considérée, l’induction diminue lorsqu’on s’enfonce dans la
plaque (suivant z). Le module de l’induction est minimum (et son déphasage maximum)
au centre de la plaque (z = 0). Les courants de Foucault qui, en obéissant à (1.5),
s’enroulent autour de l’induction et repoussent bien cette dernière sur les bords. Le flux
total induit φT n’est pas uniquement dû au courant i dans le bobinage, mais inclut aussi
les courants de Foucault. On retrouve ici une répartition analogue au cas de l’effet de
peau électrique pour la densité de courant en fonction de l’épaisseur présentée à la figure
1.6.
La détermination de l’admittance à partir du flux total est fondée sur l’équation de
Maxwell-Faraday sous sa forme intégrale en convention récepteur :
v(p) = pφT (p), (1.37)
= L0ω0 tanh(
√
p
ω0
)
√
p
ω0
i(p), (1.38)
avec Lo = µabl n
2 , l’inductance pour ω → 0.
En introduisant la résistance r du bobinage, on peut représenter le modèle entrée-
sortie de la bobine qui prend en compte les courants de Foucault 1.9.
Figure 1.9: Modèle d’une bobine avec courants de Foucault
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Remarque 4 On pourra prendre en compte de la même façon l’effet de peau dans le
bobinage dans le retour introduit par la résistance r, en remplaçant r par Zbob(p) =
Ro.(1 +
p
ωo
)α, α ∈ [0, 1] . (cf §1.1.1) .
Mesures
Observons les réponses de deux bobines alimentées par un générateur basse fréquence
(figures 1.10 et 1.11).
Figure 1.10: Circuit électrique pour l’alimentation de la bobine en essai indiciel
Figure 1.11: A gauche, évolution de la tension aux bornes d’une bobine à noyau de fer et
d’un bobine à noyau ferrite, comparaison des réponses indicielles. A droite, agrandisse-
ment de la zone correspondant aux temps longs.
La première est une bobine à noyau de fer plat, dont la représentation et les ca-
ractéristiques sont fournies sur la figure et correspondent à l’étude faite précédemment.
La seconde est une bobine à noyau de ferrite, dont l’inductance à une valeur de 700µH qui
correspond à l’inductance aux basses fréquences L0 de la première bobine. On rappelle que
la ferrite possède une forte resistivité, les courants de Foucault peuvent plus difficilement
s’y développer.
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On observe sur la figure 1.11 l’effet “mémoire longue” induit par les courants de
Foucault au sein de la plaque : lors de l’application de l’échelon de tension, ces derniers
vont s’opposer (loi de Lenz) au flux créé par la variation de tension et plaquer le champ
magnétique sur l’extérieur du noyau. L’inductance “apparente” aux bornes de la bobine
est alors plus faible que dans le cas de la ferrite où, en l’absence de courant de Foucault,
l’induction se répartit uniformément dans la section. La conséquence est une réponse
rapide à l’échelon au début. Ensuite, lorsque les phénomènes dynamiques ralentissent,
la disparition progressive des courants de Foucault permet à l’induction de “diffuser”
lentement dans toute la section et un phénomène dit à “mémoire longue” apparaît, pour
lequel la tension aux bornes de la bobine est faible mais l’inductance apparente est de
plus en plus grande. Le courant dans celle-ci, qui n’est pas représenté, va donc varier
lentement pendant longtemps (t τ).
1.1.3 Modèles non standards de matériaux diélectriques
Dans ce paragraphe, on s’inspire de l’approche comportementale de la modélisation de
matériaux diélectriques sous la forme d’une impédance, d’un point de vue macroscopique,
utilisée dans [Lau03] .
La polarisation diélectrique
−→
P (t) est introduite d’un point de vue macroscopique par
l’équation liant le champ électrique
−→
E (t) au déplacement électrique
−→
D(t). Le déplacement
électrique et la polarisation se définissent classiquement par :
−→
P (t) = ε0χ
−→
E (t), (1.39)
−→
D(t) = ε0
−→
E (t) +
−→
P (t), (1.40)
−→
D(t) = ε0(1 + χ)
−→
E (t) = ε0εr
−→
E (t), (1.41)
où χ est la susceptibilité électrique intrinsèque du matériau et εr la permittivité rela-
tive qui en découle. La densité de courant s’obtient par la relation
−→
J = ∂
−→
D
∂t
.
La caractérisation dynamique du diélectrique est gouvernée microscopiquement es-
sentiellement par l’orientation dipolaire : on rappelle ci-dessous les différentes formes de
polarisation [Coe93].
• Les polarisations (relaxations) proches du domaine optique (10−12 s), instantanées à
l’échelle des phénomènes couramment considérés en génie électrique (la polarisation
électronique, autour de 1015 Hz et la polarisation atomique, vers 1012 Hz.
• La polarisation dipolaire correspondant à l’orientation des moments dipolaires. Il
s’agit de la polarisation d’orientation (ou de Debye) si le matériau est polaire,
qui joue un rôle important dans les diélectriques. Elle confère au matériau ses
propriétés diélectriques, telles que la permittivité et l’angle de perte dans la gamme
de fréquences des applications du génie électrique [Hip61] [Jon83].
• La polarisation interfaciale peut intervenir dans certaines applications. Elle corres-
pond à des dynamiques très lentes (effet Maxwell-Wagner-Sillars) et provient de
l’accumulation de charges aux interfaces entre différentes phases (électrode
/ diélectrique) ou matériaux de permittivités et de conductivités différentes [Mac87].
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On va étudier la dynamique d’un diélectrique d’un point de vue macroscopique dans
le cas où ce dernier serait composé d’une seule famille de dipôles indépendants soumis à
un champ homogène. Pour cela, on considère une géométrie de condensateur plan/plan
(figure 1.12). Le matériau diélectrique sera dans la suite supposé, au point de vue macros-
copique, linéaire, homogène et isotrope. Le champ appliqué E(t) sera supposé uniforme
et ses lignes de champ perpendiculaires aux électrodes dans tout le volume (les effets de
bords sont négligés).
Figure 1.12: Condensateur plan
La polarisation notée P∞ correspond aux relaxations (polarisations électroniques et
atomiques) proches du domaine de l’optique. Elle est rapide par rapport aux dynamiques
des autres phénomènes de polarisation et peut être considérée comme instantanée, ε∞ est
la permittivité du matériau dans ces gammes de fréquence élevées et χ∞ la susceptibilité
électrique associée. Soit un échelon de champ E d’amplitude Eo appliqué à t=0, on peut
écrire :
P∞ = P (t = 0
+) = ε0(ε∞ − 1)Eo = ε0χ∞Eo. (1.42)
Remarque 5 Pour le vide, ε∞ = 1.
La polarisation statique notée Ps s’assimile à la polarisation en régime statique. Elle
correspond à la polarisation pour laquelle tous les dipôles sont orientés, au bout d’un
temps d’application très long d’un champ constant Eo. La permittivité et la susceptibilité
électrique statique sont notées respectivement εs et χs, elles sont caractéristiques du
matériau en régime permanent :
Ps = lim
t→+∞
P (t) = ε0(εs − 1)Eo = ε0χsEo. (1.43)
Lors de l’application d’un champ électrique constant, en supposant le cas d’une seule
famille de dipôles indépendants les uns par rapport aux autres, la polarisation suit la
dynamique de la figure 1.13 .
On retrouve bien deux étapes : la polarisation instantanée P∞ puis la polarisation
dipolaire qui, dans le cas considéré, suit la dynamique d’un système du premier ordre :
P (t) = [P∞ + (Ps − P∞)(1− e−t/τ)]Eo. (1.44)
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Figure 1.13: Evolution de la polarisation lors d’un échelon de champ électrique
Dans ces conditions, le déplacement électrique résultant s’écrit :
D(t) = ε0Eo + P (t) = ε0Eo + [P∞ + (Ps − P∞)(1− e−t/τ )]Eo, (1.45)
= ε0Eo + ε0χ∞Eo + ε0(χs − χ∞)(1− e−t/τ)Eo, (1.46)
= ε0 ε∞Eo + ε0(εs − ε∞)(1− e−t/τ)Eo. (1.47)
Il est donc la somme d’un déplacement électrique instantanné D∞=ε0ε∞Eo et de la
relaxation dipolaire monoespèce D∗(t) = ε0
[
(εs − ε∞)(1− e−t/τ )
]
Eo qui correspond à
une dynamique du premier ordre. Par transformation de Laplace, D(p) s’écrit :
D(p) = ε0 ε∞
Eo
p
+
ε0(εs − ε∞)Eo
p (τp+ 1)
, (1.48)
où Eo
p
est la transformée de Laplace de l’échelon de champ E appliqué.
En généralisant à tout champ appliqué E(t), on obtient : D(p)=ε0 ε∞E(p)+
ε0(εs−ε∞)
1+τp
E(p),
qui correspond au modèle de Debye [Deb29] et qui concerne les diélectriques de faible den-
sité lorsqu’il n’y a aucune interaction entre les différents dipôles (c’est le cas des gaz par
exemple).
Le diagramme fonctionnel à la figure 1.14 permet de modéliser le comportement d’un
matériau diélectrique dans le cadre d’un condensateur plan-plan (figure 1.12), dont la
susceptibilité électrique χ(p) caractérise la polarisation totale. On présentera au chapitre
3 un schéma analogue pour un matériau magnétique. On notera également le retour σ
dans le schéma 1.14 qui prend en compte la conduction dans le matériau. La densité de
courant est introduite à partir du déplacement électrique par :
J(p) = pD(p). (1.49)
L’admittance du condensateur est alors déterminée à partir de (1.48) :
Y (p) =
I(p)
V (p)
=
J(p)
E(p)
S
e
= ε0(ε∞p+ pε
∗(p))
S
e
, (1.50)
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où la permittivité complexe ε∗(p) s’écrit :
ε∗(p) =
εs − ε∞
1 + τp
. (1.51)
Figure 1.14: Diagramme fonctionnel du transfert dans un matériau diélectrique, avec Vg
et Rg les caractéristiques du générateur connecté à ses bornes.
On trouve dans la littérature de nombreux modèles de diélectriques solides qui font
apparaître dans leur forme symbolique des puissances non entières de la variable symbo-
lique. A titre d’exemple nous présentons dans le tableau 1 quelques modèles :
Modèles Formulations de ε∗(p)
Debye (1930) (εs−ε∞)
1+τp
Cole-Cole (1941) (εs−ε∞)
1+(τp)α
Cole-Davidson (1951) (εs−ε∞)
(1+τp)β
Havriliak-Negami (1966) (εs−ε∞)
(1+(τp)α)β
Jonscher (1975) 1
( ω
ω1
)−m+( ω
ω2
)1−n
Dissado-Hill1(1979) (1 + τp)n−1 2F1(1− n, 1−m; 2− n; 11+τp)
Tableau 1
1.1.4 Comment accéder au domaine temporel ?
Nous avons présenté dans des cas académiques comment l’utilisation de certains matéri-
aux du génie électrique (conducteurs, matériaux magnétiques et diélectriques) pouvait
conduire au niveau macroscopique à des transferts non rationnels. Une fois établies
des expressions analytiques de ces transferts dans le domaine symbolique de Laplace (ou
sachant que les mesures traduisent ces phénomènes), comment peut-on revenir à des simu-
lations temporelles ? Quels sont les moyens à disposition, alternatifs aux méthodes des
éléments finis, volumes finis, très lourdes et coûteuses en temps de calcul et en mémoire,
1
2F1 est une fonction hypergéomètrique : 2F1(a, b, c, x) = 1 + ab1!cx+
a(a+1)b(b+1)
2!c(c+1) x
2.
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surtout quand on ne cherche pas à connaître les grandeurs internes du système ? Dans une
approche comportementale, typiquement entrée-sortie, quels moyens a-t-on pour revenir
dans le temps à partir de ces transferts non rationnels dans le domaine symbolique ?
1.2 Représentations des comportements dynamiques
linéaires temps-invariants
1.2.1 Convolution, transformées de Laplace et de Fourier
Convolution
Nous présentons ici différents outils de l’analyse des systèmes linéaires entrée u sortie y
(figure 1.15) permettant des transformations temps/fréquence. Il s’agit d’une description
externe, on ne s’intéresse pas au comportement interne du système, on parle de "boite
noire".
Figure 1.15: système avec entrée u(t) et sortie y(t)
On appelle système causal linéaire et invariant dans le temps un système satisfaisant
aux propriétés suivantes:
Propriété 1 Causalité : les effets ne précèdent pas les causes dans le temps. Ainsi,
la sortie à l’instant présent ne peut dépendre que de l’évolution de l’entrée présente et
passée mais non future. En particulier, si h(t) est la réponse du système à une impulsion
appliquée à l’entrée à l’instant t0 sur le système au repos, h(t)=0 sur ]−∞, 0[ .
Propriété 2 Invariance dans le temps : si la réponse du système à l’entrée u1(t) est
la sortie y1(t), alors quel que soit le décalage temporel τ , la réponse du système à l’entrée
u2(t)=u1(t-τ ) est y2(t) = y1(t − τ ). Cette dernière propriété signifie que les paramètres
caractéristiques du système sont stationnaires au cours du temps.
Propriété 3 Linéarité : si la réponse du système à l’entrée u1(t) (resp u2(t))est la
sortie y1(t) (resp y2(t)), alors la réponse du système à l’entrée λu1(t)+µu2(t) est la sortie
λy1(t) + µy2(t). En d’autres termes, cette propriété signifie la possibilité d’appliquer au
système le théorème de superposition.
On peut montrer que ces trois propriétés sont équivalentes à dire que la relation
entrée-sortie du système s’écrit sous la forme d’une relation de convolution [Kro98], qui
s’écrit avec h la réponse impulsionnelle du système :
y (t) = (h ∗ u) (t) =
∫ t
0
h (t− τ) u (τ) dτ. (1.52)
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Remarque 6
Causalité =⇒ bornes de l’intégrale
Invariance =⇒ h(t, τ) = h(t− τ)
Linéarité =⇒ linéarité de l’opérateur intégral
Transformée de Laplace
La fonction de transfert est la transformée de Laplace de la réponse impulsionnelle :
H(p) = L{h(t)} =
∫ +∞
0
h(t)e−ptdt, (1.53)
Y (p) = L{y(t)} = L{(h ∗ u)(t)} = H(p)U(p), (1.54)
la transformée de Laplace transforme le produit de convolution en produit ordinaire.
Transformée de Fourier
Lorsque l’on s’intéresse à la réponse harmonique d’un système, la transformée de Fourier
de h pourra s’écrire, si elle existe, de la manière suivante :
ĥ(ω) = F {h(t)} =
∫ +∞
−∞
h(t)e−jωtdt. (1.55)
L’amplitude et la phase de hˆ(ω) permettront de la caractériser entièrement de la même
façon que pour la transformée de Laplace, et on obtient :
ŷ(ω) = F {y(t)} = F {(h ∗ u)(t)} = ĥ(ω)û(ω). (1.56)
Remarque 7 Sur ω ∈ [0,+∞[ , ĥ(ω) = H(jω) qui correspond à la réponse fréquentielle
du système.
Lien unissant les transformées de Laplace et Fourier à la réponse impulsion-
nelle d’un transfert
Pour traiter des signaux temporels connaissant la réponse impulsionnelle et/ou fréquen-
tielle d’un système, c’est-à-dire construire y(t) à partir de u(t), deux voies sont possibles.
• Par la convolution, (voie A de la figure 1.16) :
y(t) = (h ∗ u)(t). (1.57)
• Par l’analyse harmonique de Fourier, (voie B de la figure 1.16) :
y(t) = F−1 {ŷ (ω)} = F−1 {H(jω)û(ω)} = F−1 {H(jω)F {u(t)}} . (1.58)
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Figure 1.16: Diagramme des transformations de Laplace et Fourier à partir de la réponse
impulsionnelle h(t) d’un système linéaire temps invariant pour des signaux d’entrée u(t)
et de sortie y(t)
Cependant, l’utilisation de ces méthodes pour traiter (simuler) la réponse temporelle
d’un système est lourde car ce sont des approches intégrales "à plat". Pour déterminer y
à l’instant t :
• la convolution nécessite la connaissance de u et de h sur l’intervalle [0, t] .
• Fourier nécessite la connaissance de la réponse fréquentielle et de u sur [0,+∞[ .
Par ailleurs, si le calcul par la convolution reste causal et donc utilisable pour un
système dans un environnement quelconque (linéaire ou non), Fourier est limité au cas
linéaire et pour un système non couplé à d’autres systèmes. Ce sont pour ces raisons
que ces méthodes sont rarement employées pour la simulation temporelle et qu’on leur
préfère une approche différentielle par représentation d’état.
1.2.2 Représentations d’état d’un système linéaire temps in-
variant de dimension finie et à fonction de transfert ra-
tionnelle
Les représentations d’état temporelles sont très employées pour modéliser les systèmes.
De plus, la multiplicité des représentations d’état pour un même système en fait une
méthode de représentation très efficace, en particulier dans le domaine du génie électrique
où elles sont utilisées avec succès pour la description de systèmes matriciels complexes.
Dans le cadre de la simulation, son principal intérêt est de ne nécessiter que l’instant
présent pour calculer l’instant d’après, l’histoire du système étant résumée à tout instant
dans le vecteur d’état.
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Nous rappelons ci-après les points-clefs de la représentation d’état, traitée dans de
nombreux ouvrages dont [Riv96].
D’une manière générale, à tout système linéaire causal et continu peuvent être asso-
ciées les équations suivantes (représentation d’état) :{
dx
dt
= A(t)x(t) +B(t)u(t) , avec x(t0) les conditions initiales,
y(t) = C(t)x(t) +D(t)u(t).
(1.59)
La première rassemble les équations d’état et la seconde constitue l’équation de sortie.
u, y, x, A, B, C et D sont appelés respectivement vecteur d’entrée, vecteur de sortie,
vecteur d’état, matrice de dynamique, matrice d’entrée, matrice de sortie et matrice de
transfert direct du système.
Dans le cas d’un système stationnaire, les matrices A, B, C et D sont indépendantes
du temps.
Ces représentations d’état sont des systèmes d’équations différentielles ordinaires que
l’on peut simuler par diverses méthodes d’intégration numérique (Euler, Runge Kutta,
...) dont le lecteur pourra trouver une présentation dans [Riv96]. La méthode que nous
avons choisie dans Matlab/Simulink est basée sur un algorithme développé par Dormand
et Prince dont le lecteur pourra trouver les sources dans [Dor80].
Examinons de plus près le lien entre les matrices A, B, C, D et la fonction de transfert
du système H(p).
On considère le système stationnaire :{
dx
dt
= Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t).
(1.60)
Exprimons la fonction de transfert H(p) = Y (p)
U(p)
du système en fonction des matrices
A, B, C et D.
En prenant les transformées de Laplace des équations d’état et de sortie à conditions
initiales nulles, on obtient : {
pX(p) = AX(p) +BU(p)
Y (p) = CX(p) +DU(p),
(1.61)
qui donne :
H(p) = C(pI − A)−1B +D, (1.62)
donc H(p) est nécessairement un transfert rationnel, c’est à dire un rapport de polynômes
en p à coefficients constants.
1.2.3 Cas de systèmes non rationnels
Une difficulté majeure pour la manipulation des objets non rationnels (fractionnaires en
particulier) est que leur comportement est souvent à mémoire longue, c’est à dire que
la décroissance de la réponse impulsionnelle du système sera beaucoup plus lente que
pour un système rationnel "comparable". Le caractère héréditaire de ces transferts, lié à
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leur nature diffusive, est à l’origine de ce comportement. A titre d’exemple, comparons
les réponses impulsionnelles des transferts H1(p) = 1p+a et H2(p) =
1
pα+a
, α ∈ ]0, 1[ de
réponses impulsionnelles respectives :
h1(t) = e
−at, (1.63)
h2(t) = εα(−a, t) =
∞∑
k=0
(−a)kt(1+k)α−1
Γ(αk + α)
. (1.64)
Pour a = 1 rd.s−1 et α = 0.5, nous présentons les réponses impulsionnelles de ces
deux transferts à la figure 1.17.
Figure 1.17: Réponse impulsionnelle de h1(t) et h2(t), à gauche la réponse en échelles
linéaires du temps et de l’ordonnée, au centre en echelle linéaire du temps et logarithmique
de l’ordonnée, à droite en échelles logarithmiques du temps et de l’ordonnée.
On observe bien la décroissance lente du processus fractionnaire en regard de celle du
premier ordre.
Lorsque l’on connait la fonction de transfert d’un système linéaire (même non ra-
tionnel), et si l’on veut revenir dans le domaine temporel, une approche envisageable est
de réaliser la convolution de la réponse impulsionnelle avec le signal d’entrée. On montre
alors qu’il peut être très préjudiciable en terme de mémoire et de temps de calcul pour ces
transferts d’obtenir la sortie du système par une telle méthode à cause de leur comporte-
ment à mémoire longue. Il faudra être très vigilant dans l’utilisation des méthodes de
convolution par troncature de la réponse impulsionnelle, méthodes couramment utilisées
pour diminuer l’espace mémoire requis, qui dans ce cas occulteront dans les simulations
temporelles les dynamiques lentes liées à ces opérateurs.
Les transformées de Fourier sont toujours intéressantes pour traiter ces transferts mais
dans les cas où ce dernier se trouve dans un environnement non linéaire, la mise à plat
réalisée par la transformée de Fourier n’est plus opérable. La linéarité de l’ensemble du
système est une condition très restrictive pour l’application de la transformée de Fourier
à des objets réels. En effet, on peut retrouver des éléments non-linéaires intervenant
dans le schéma fonctionnel du système, notamment dans des systèmes complexes avec
des couplages ou des contre-réactions non linéaires (saturations, hystéresis...). On peut,
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malgré tout, toujours l’utiliser pour les éléments linéaires pris séparément mais l’intérêt
lié à son approche globale est perdu.
La représentation d’état semblerait être une voie à suivre mais la nécessité d’avoir un
système fini d’équations dans le système différentiel ne permet pas à priori de l’utiliser
dans le cadre des transferts non rationnels. En effet, une fonction de transfert analytique
mais non rationelle en p ne peut provenir que d’une équation différentielle à coefficients
constants mais d’ordre infini [Gum58]. Une nouvelle approche est donc nécessaire pour
aborder la représentation d’état de transferts non rationnels. La représentation diffu-
sive, formalisée par G. Montseny en 1998 [Mon98][Mon05], est un outil qui permet de
traiter de tels cas, tant sur le plan théorique que de l’approximation et de la simulation.
Nous présentons dans le paragraphe suivant cet outil, ses principales propriétés et son
utilisation.
1.3 Présentation de la représentation diffusive
1.3.1 Problème unidimensionnel de diffusion de la chaleur dans
un barreau conducteur infini
Considérons le barreau infini conducteur de la chaleur de la figure 1.18, supposé homogène.
Figure 1.18: Diffusion de la chaleur dans un barreau infini
Nous allons caractériser le transfert dynamique entre le flux de chaleur u(t) envoyé en
x = 0 et la température y(t) = Φ(t, 0) en ce même point.
L’équation de la chaleur entrée-sortie s’écrit :
∂
∂t
Φ(t, x) = ∂
2
∂x2
Φ(t, x)
∂
∂x
Φ(t, x)
∣∣
x=0
= u(t)
y(t) = Φ(t, 0)
, (1.65)
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ou de manière équivalente :{
∂Φ(t,x)
∂t
= ∂
2Φ(t,x)
∂x2
+ 2δ(x)u(t), x ∈ R,Φ(0, x) = 0
y(t) = Φ(t, 0)
, (1.66)
avec δ(x) la masse de Dirac en 0.
En effectuant la transformée de Laplace en temps à conditions initiales nulles de
(1.66) , on obtient : {
pΦ(p, x) =
∂2Φ(t, x)
∂x2
+ 2δ(x)u(p), x ∈ R , (1.67)
dont la solution est de la forme :
Φ(p, x) = α(p)(ex
√
p + e−x
√
p). (1.68)
Il vient de (1.68) :
∂
∂x
Φ(p, x)
∣∣∣∣
x=0
= U(p) =
√
pΦ(p, 0) =
√
pY (p).
Le transfert entrée/sortie U(p)
Y (p)
obtenu est donc un intégrateur d’ordre 1
2
. Ce trans-
fert peut donc s’écrire sous forme symbolique dans le domaine de Laplace. Cependant,
comment simuler ce transfert dans le domaine temporel sans passer par la résolution de
l’équation aux dérivées partielles (1.66) ?
Pour cela, effectuons la transformée de Fourier de (1.66) suivant la variable d’espace
x : {
∂Φ̂(t,ζ)
∂t
= −4pi2ζ2DΦ̂(t, ζ) + 2u(t)
y(t) =
∫ +∞
−∞ Φ̂(t, ζ)dζ
. (1.69)
En posant ξ = 4pi2ζ2 et Ψ(ξ) = 1
2
Φ̂(t, ζ), on obtient (1.70) :{
∂Ψ(t,ξ)
∂t
= −ξΨ(t, ξ) + u(t)
y(t) =
∫ +∞
0
1
pi
√
ξ
Ψ(t, ξ)dξ
. (1.70)
Remarque 8 Dans la sémantique de la représentation diffusive, le terme η(ξ) = 1
pi
√
ξ
sera appelé le symbole diffusif.
Dans ces conditions,
Ψ(t, ξ) =
∫ t
0
e−ξ(t−s)u(s)ds, (1.71)
et la sortie s’exprime :
y(t) =
∫ t
0
(∫ +∞
0
η (ξ) e−ξ(t−s)dξ
)
u(s)ds,
y(t) = Lξ ∗ u(t) = 1√
pit
∗ u (t) , (1.72)
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ce qui est bien le produit de convolution entre l’entrée u(t) et la fonction 1√
pit
.
D’autre part, h(t) étant la réponse impulsionnelle du système associée à la fonction de
transfert H(p) = L{h(t)} qui sera notée Lth, on peut également écrire le symbole diffusif
η(ξ) comme étant la transformée de Laplace inverse de h(t) en regard de la variable ξ,
ces trois représentations du système étant liées par la relation (1.73) :
H(p)
L−1t→ h(t) L
−1
ξ→ η (ξ)
1√
p
L−1t→ 1√
pi
√
t
L−1ξ→ 1√
piξ
1
2
. (1.73)
On peut donc se rendre compte à travers cet exemple d’introduction que l’équation
de la chaleur (∂tΦ(t, x) = ∂2xΦ(t, x)) conduit naturellement à l’obtention de transferts
entrée/sortie non rationnels.
1.3.2 Représentation diffusive
En observant la nature convolutive de l’intégration fractionnaire, on va chercher à réaliser
un système dynamique linéaire entrée-sortie de type diffusif permettant de représenter ce
transfert.
Dans le cas du barreau infini, lorsque l’on s’intéresse aux températures pondérées
suivant une fonction m(x) obtenues en différents points du barreau (voir figure 1.19), en
écrivant :
y(t) =
∫ +∞
−∞
m(x)Φ(t, x)dx, (1.74)
Figure 1.19: Barre infinie avec flux de chaleur u(t) en x=0. Les températures en différents
points du barreau sont prises en compte via pondération avec une fonction m(x).
(1.66) devient :{
∂Φ(t,x)
∂t
= ∂
2Φ(t,x)
∂x2
+ 2δ(x)u(t), x ∈ R,Φ(0, x) = 0
y(t) =
∫ +∞
−∞ m(x)Φ(t, x)dx.
(1.75)
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La fonction m(x) doit posséder certaines propriétés (en particulier de décroissance à
l’infini) pour garantir l’existence de (1.75). Par transformée de Fourier, (1.75) devient :
∂ψ(t, ξ)
∂t
= −ξ ψ(t, ξ) + u(t), ψ(0, ξ) = 0, ξ > 0
y(t) =
∫ +∞
0
η(ξ)ψ(t, ξ) dξ,
(1.76)
qui s’appelle une réalisation diffusive de l’opérateur entrée (u)-sortie (y). La quantité
η (ξ), qui est dans le cas général une distribution, est le symbole diffusif de l’opérateur :
u → y.
D’après (1.73), la réponse impulsionnelle du système est :
h(t) =
∫ ∞
0
η (ξ) e−ξtdξ, (1.77)
et sa fonction de transfert est définie par :
H(p) =
Y (p)
U(p)
=
∫ +∞
0
η(ξ)
p + ξ
dξ. (1.78)
Il s’agit ici de la représentation diffusive dite simple. On se reportera à [Mon05] pour
le cas général.
On peut réaliser tout transfert (1.78) à condition que l’intégrale converge en un sens
suffisant (cf. théorie des distributions [sch51]). On voit que l’un des intérêts de la représen-
tation diffusive est de transformer des problèmes de nature héréditaire (transferts non
rationnels) en des problèmes différentiels, qui permettent notamment une approximation
numérique standard et efficace (voir [Cas09c]) ; d’un autre côté, lorsque la représentation
diffusive est positive, la réalisation proposée possède la propriété importante de dissipa-
tivité de l’opérateur pseudodifférentiel (nous utiliserons cette propriété aux chapitres 2 et
3), ce qui entraîne des conséquences importantes, notamment dans l’étude de la stabilité
des systèmes.
1.3.3 Obtention de réalisations diffusives exactes associées aux
modèles standards
Calcul du symbole η par les tables d’inversion de la transformée de Laplace
Ce calcul est uniquement applicable dans le cas (1.76). La détermination du symbole η
est très facile en utilisant la relation qui lie le symbole à la réponse impulsionnelle. Il
suffit de se reporter aux tables de transformations de Laplace présentées par exemple dans
[Mon05], la réalisation diffusive d’un opérateur se traduit donc comme la transformée de
Laplace inverse de la réponse impulsionnelle en regard de la variable ξ, comme présenté
en (1.73) . Cependant, certains symboles ne sont pas disponibles directement à l’aide des
tables de transformées, il est alors nécessaire de les calculer. En particulier, on dispose de
la règle suivante. En posant H(p) la transformée de Laplace de h(t) et η(ξ) sont symbole
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diffusif :
H(p) =
∫ +∞
0
e−pth(t)dt = Lth et h(t) =
∫ ∞
0
e−ξtη (ξ) dξ = Lξη. (1.79)
D’après les tables de transformées :
d
dp
H(p) L−1t−−→ tf(t), (1.80)
d’où dans le cadre de la représentation diffusive :
d
dt
h(t) L−1ξ−−→
ξη(ξ). (1.81)
Calcul direct du symbole η par inversion de la transformée de Laplace à partir
du contour de Bromwich-Wagner
Pour un opérateur H( ∂
∂t
) où H(p) est la fonction de transfert de cet opérateur, définie
sur C \ R−, le symbole diffusif associé est donné par la limite au sens des distributions
[sch51] :
η(ξ) = lim
ε→0+
1
2jpi
[H(−ξ − jε)−H(−ξ + jε)], ξ > 0. (1.82)
Exemple de calcul du symbole
Prenons le cas d’un intégrateur fractionnaire tel que :
H(p) =
1
pα
, avec 0 < α < 1 (1.83)
η(ξ) = lim
ε→0+
1
2jpi
[
1
(−ξ − jε)α −
1
(−ξ + jε)α ] (1.84)
η(ξ) = lim
θ→0+
1
2jpi
[ξ − αejα(−pi−θ) − ξ − αejα(pi−θ)] (1.85)
η(ξ) = lim
θ→0+
sin(αpi + αθ) = ξ−α
sin(αpi)
pi
. (1.86)
On pourra retrouver le détail des calculs de quelques symboles diffusifs présentés dans le
tableau 2 dans [Mon98][Mon05] et [Lau03] (τ0 = 1/ξ0, 0 < α < 1, 0 < β < 1).
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Conditions symbole symbole diffusif réponse impulsionnelle
(p = ∂t) (pulsation ξ) (temps t)
Lη localet intégrable H = Lh η = L−1h h
L(ξη)localet intégrable pH(p) −ξη d
dt
h
0 < Re(α) < 1 p−α µα(ξ) :=
sin(piα)
pi
1
ξα
1
Γ(α)
tα−1
0 < Re(α) < 1
n ∈ N
}
p−(α+n) − sin(piα)
pi
pf 1
ξα+n
1
Γ(α+n)
tα+n−1
0 < Re(α) < 1 p−αH(p) µαFη I
αh
a > 0 H(p+ a) η(ξ − a) e−ath(t)
− p−1 δ 1
− p−1H(p) δFη ∫ t
0
h(τ)dτ
a, b ≥ 0 (p + a)−1 (p+ b)−1 1
b−aδa +
1
a−bδb e
−at ∗ e−bt
a ≥ 0, n ∈ N (p+ a)−(n+1) δ#(n+1)a = δ(n)a
tn
n!
e−at
0 < Re(α) < 1,
a > 0
k =
∫
vpµα dξ
a−ξ
 p−α(p+ a)−1 µα(ξ) vp 1(a−ξ) + k δa tα−1Γ(α) ∗ e−at
0 < Re(α) < 1
a > 0,
}
p1−α(p + a)−1 −µα(ξ) vp ξ(a−ξ) − ka δa ddt
(
tα−1
Γ(α)
∗ e−at
)
−p−1 (γ + ln(p)) −pf 1
ξ
ln(t)
0 < (α) < 1
a > 0,
}
(pα + a)−1 sin(piα)ξ
α/pi
ξ2α+2a cos(αpi)ξα+a2
a > 0 eap Ei(ap) e−aξ 1
t+a
a > 0
e−a
√
p
√
p
cos(a
√
ξ)
pi
√
ξ
e−a
2/4t√
pit
0 < (β) < 1
τ 0 > 0, ξ0 =
1
τ0
}
(τ 0p+ 1)
−β sin(βpi)ξβ0
pi(ξ−ξ0)β
Tableau 2 : Exemples de symboles diffusifs η (ξ) associés aux transferts symboliques H(p)
et à leur réponse impulsionnelle h(t)
Remarque 9
vp, pf désignent respectivement la valeur principale et la partie finie, ce sont les
distributions (et non des fonctions) associées à des fonctions non localement
intégrables ;
Γ(α) =
∫ +∞
0
uα−1e−udu, α > 0 (fonction Gamma d’Euler),
Ei(u) =
∫ +∞
t
e−u
u
du (exponentielle intégrale).
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Produit diffusif, noté F ; Tout comme le produit de convolution est transformé, via
la transformation de Laplace, en produit ordinaire, le produit diffusif, noté F,
est tel que : L(ηFν) = Lη ∗ Lν (voir [Mon05]).
1.3.4 RD étendue par dérivation
Cette extension présentée dans [Mon98] permet de traiter sous forme d’un transfert les
opérateurs de type ∂αt , avec 0 < e(α) < 1, c’est à dire des dérivateurs d’ordre inférieur
à 1.
La réalisation étendue est définie par (1.87) :
∂tΨ(t, ξ) = −ξΨ(t, ξ) + u (t) (1.87)
y (t) =
∫ +∞
−∞
η (ξ) ∂tΨ(t, ξ) dξ
=
∫ +∞
−∞
η (ξ) (−ξΨ(t, ξ) + u(t)) dξ.
Elle fait apparaître une transmission directe entre l’entrée et la sortie. Il est alors
possible de manipuler ces opérateurs dont le gain est asymptotiquement constant aux
hautes fréquences, de même ceux croissant moins vite que l’opérateur de dérivation pure,
par exemple pα, α ∈ [0, 1[.
Dans le cas où le gain est au plus constant à haute fréquence, la sortie peut s’exprimer
de façon séparée :
y (t) =
∫ +∞
−∞
−ξη (ξ)Ψ (t, ξ) dξ + ku(t), (1.88)
avec k =
∫ +∞
−∞
η (ξ) dξ. Si y(t) =
∫ +∞
0
η (ξ) (Ψ(ξ, t)) dξ réalise la fonction de transfert
H(p), alors z(t) :=
∫ +∞
0
η (ξ) [−ξΨ(ξ, t) + u] dξ réalise pH(p).
Dans l’exemple introductif de §1.1.1, l’opérateur impédance ne peut être traité directe-
ment par représentation diffusive, l’ordre de Zpeau(p) étant supérieur à 0. On pouvait
cependant traiter son opérateur dual de type admittance par Representation Diffusive
canonique, la réalisation diffusive associée à Ypeau(p) étant présentée en (1.89) :
∂ψ(t, ξ)
∂t
= −ξ ψ(t, ξ) + V (t)
I(t) =
∫ +∞
0
η(ξ)ψ(t, ξ) dξ.
(1.89)
L’utilisation de la représentation diffusive étendue par dérivation permet dorénavant
de traiter Zpeau(p), son ordre étant supérieur à 0 mais inférieur à 1, la réalisation étendue
de Zpeau(p) se mettant sous la forme (1.90) :{
∂tΨ(t, ξ) = −ξΨ(t, ξ) + I (t)
V (t) =
∫ +∞
−∞ −ξη (ξ)Ψ (t, ξ) dξ + I(t)
∫ +∞
−∞ η (ξ) dξ.
(1.90)
On utilisera à profit cette propriété dans le chapitre 3 pour traiter des opérateurs
d’ordre positif mais strictement inférieurs à 1 dans l’étude des lignes de transmission.
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1.4 Approximations de la représentation diffusive
On donne quelques élements concernant l’approximation numérique présentés dans [Lau03],
c’est-à-dire la réalisation d’état approchée en dimension finie de l’opérateur non rationnel
H( ∂
∂t
), davantage de détails pourront être trouvés dans [Mon05][Cas09c]. Soit {ξk}k=1:K
une discrétisation de ξ. La plage couverte est fixée par les valeurs extrèmes ξ1 et ξK .
Cette plage dépendra de la dynamique de l’opérateur que l’on souhaite approcher par
une réalisation d’état de dimension K. On choisira souvent ξk en progression géométrique
ξk+1 = rξk, de façon à couvrir une plage étendue avec peu de points, ce choix perme-
ttant d’affecter le même poids à chaque décade couverte. On choisira ici la fonction
d’interpolation linéaire, représentée à la figure 1.20 et définie par :
Λk(ξ) =

0 si ξk  ξk−1 ou ξk  ξk+1
ξ−ξk−1
ξk−ξk−1 si ξk−1 < ξ < ξk+1
ξk+1−ξ
ξk+1−ξk si ξk < ξ < ξk+1.
(1.91)
Figure 1.20: A gauche: La fonction d’interpolation Λk(ξ). A droite: l’exemple d’une
interpolation linéaire par la fonction Λ.
Les réalisations diffusives approchées s’expriment alors :{
∂tΨk = −ξkΨk + u (t) ,Ψk(0) = 0, k = 1 : K
y˜ (t) =
∑K
k=1 ηkΨk(t),
(1.92)
avec, si le symbole diffusif η est une fonction continue :
ηk = η(ξk)
∫ +∞
0
Λk(ξ) dξ, (1.93)
ou, dans le cas général :
ηk =
∫ +∞
0
η(ξ)Λk(ξ) dξ, (1.94)
expression qui nécessite en général un calcul préalable par voie numérique.
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Le cas de (1.93) conduit après calculs élémentaires, à l’expression explicite :
ηk = η(ξk)
ξk+1 − ξk−1
2
. (1.95)
Remarque 10 La sortie de (1.92) se met dans tous les cas sous la forme :
y˜(t) =
∫ +∞
0
K∑
k=1
ηk δ(ξ − ξk)ψ(t, ξ) dξ;
le vecteur (ηk) apparaît ainsi comme une approximation du symbole η(ξ), au sens :
η(ξ) 
∑
k
ηk δ(ξ − ξk), (1.96)
Remarque 11 Des formes aux extrémités de Λ1,ΛK adaptées au problème permettent
éventuellement de mieux prendre en compte certains effets de bord.
Les réalisations de dimension finie ainsi définies sont de mise en œuvre aisée. On
pourra trouver des approfondissements concernant l’approximation dans [Mon05] ainsi
que dans [Lau03].
1.5 Exemple de simulation d’un transfert fraction-
naire
Nous présentons un exemple de traitement par convolution et représentation diffusive de
la réponse à une entrée u(t) d’un transfert ε∗ (p) suivant un processus de relaxation de
type Cole-Davidson comme rappelé en (1.97) :
ε∗(p) =
(εs − ε∞)
(1 + τ 0p)
β
, (1.97)
avec τ0 = 10−4s et β = 0.8. Le diagramme de Bode associé est représenté sur la figure
1.21.
On observe bien le comportement fractionnaire : la pente est inférieure à celle donnée
par un circuit du premier ordre (à savoir -20dB/décade) et le verrouillage de phase se situe
à -75◦, soit un niveau intermédiaire entre 0 et -90◦. Nous nous intéressons à l’influence
du pas de temps de calcul ∆t sur le temps global de simulation de la sortie temporelle
du système, à une excitation u (t) de type échelon.
1.5.1 Réalisation diffusive du transfert ε∗ (p)
On obtient le symbole diffusif correspondant au transfert (1.97) calculé dans le tableau
1 pour un vecteur de 20 ξk suivant une suite géométrique de raison r = 1, 128 et de
valeur initiale ξ1 = 1, 01.10
−4rd.s−1. Le symbole diffusif obtenu à la figure 1.21 caractérise
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Figure 1.21: A gauche : Comparaison entre le transfert exact et son modèle identifié par
RD dans le plan de Bode ; A droite : Symbole diffusif obtenu pour le transfert ε∗(p)
Figure 1.22: A gauche, les réponses temporelles des deux approches testées, respective-
ment en bleu et vert la convolution et la Représentation Diffusive, à droite l’erreur absolue
entre la sortie obtenue par RD et celle par convolution.
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entièrement le transfert (1.97). On va pouvoir ensuite utiliser la représentation d’état
associée au symbole diffusif afin de simuler la réponse temporelle de ce filtre à une entrée
quelconque.
On présente les réponses obtenues par les deux méthodes, l’erreur absolue commise
est également présentée figure 1.22.
1.5.2 Comparaison des temps de simulation
Dans ce cas, le temps de simulation avec un pas de temps ∆t = 0, 1s est de 18s, ap-
proximation du transfert compris, et ce en utilisant la résolution du type ODE15s de
Matlab/Simulink, basée sur une méthode de résolution d’équations différentielles du type
Runge Kutta.
Exemples de temps de calcul sur un Pentium IV 2.4GHz 1Go de Ram, en fonction du
∆t (en s) :
∆t Convolution RD ODE45
1s 5min 43s 2s
10−1s 30min 60s
ODE15
2s
64s (1.98)
Les logiciels commerciaux de simulation système offrent des possibilités très limitées
dans le traitement des opérateurs fractionnaires. A titre d’exemple, Pspice dans les
modèles de lignes de transmission avec pertes peut traiter les opérateurs du type
√
p par
convolution, Simulink ne les prend pas en compte dans ses fonctions ni même dans ses
boîtes à outils, ATP-EMTP pour les lignes de transmission autorise la prise en compte
des opérateurs du type a+
√
p par convolution recursive [Roy91].
1.6 Conclusion
La représentation diffusive permet d’obtenir des représentations d’état (réalisations diffu-
sives) pour décrire le comportement entrée-sortie de systèmes comportant des phénomènes
internes de diffusion, classiquement associés à des fonctions de transfert non rationnelles.
Ces transferts sont alors totalement caractérisés par leur symbole diffusif. La simulation
numérique de tels transferts est alors immédiate après une approximation en dimension
finie. Dans le chapitre suivant, nous allons étudier l’identification du symbole diffusif à
partir de mesures.
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Chapitre 2
Identification du symbole diffusif :
résolution de problèmes inverses
L’objectif de ce chapitre est de présenter différentes méthodes pour identifier le symbole
diffusif η d’un système entrée/sortie à partir de mesures afin d’obtenir un modèle tel
que donné à la figure 2.1. Il s’agit d’un problème classique d’identification paramétrique.
Nous verrons aussi que, suivant le critère d’optimisation choisi, la dimension du symbole
discret identifié peut être réduite.
Figure 2.1: Schéma de principe d’une modélisation connaissant les entrée u(t) et sortie
y(t) d’un système
2.1 Critères quadratiques (moindres carrés)
Nous traitons dans ce paragraphe des critères quadratiques et de l’optimisation par pro-
jection orthogonale.
Une fois choisie la structure du modèle et donc l’ensemble des paramètres η à ajuster,
il est nécessaire de choisir un critère J à minimiser pour déterminer les paramètres.
Les critères les plus utilisés sont les critères quadratiques, correspondant aux méthodes
connues sous le vocable de “moindres carrés”. Dans le domaine temporel, on recherche
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le jeu de paramètres du modèle permettant de minimiser par rapport à η :
J =
∫ T
0
(y(t)− ŷ(t, η))2 dt = ‖y − ŷ‖2 . (2.1)
L’optimisation associée revient alors à minimiser la distance euclidienne entre y(t) et
ŷ(t), c’est-à-dire à faire une projection orthogonale comme représentée sur la figure 2.2.
Figure 2.2: Projection orthogonale minimisant la distance euclidienne entre ŷ estimé et
la mesure y.
Dans la problématique de l’identification paramétrique, la puissance de la méthode
des moindres carrés apparait lorsque les paramètres interviennent linéairement dans le
modèle, c’est à dire que l’on recherche une solution d’un système d’équations linéaires.
Dans le cas contraire, des difficultés peuvent apparaître (non-unicité du minimum, défaut
de convergence des algorithmes, etc). Les critères quadratiques sont néanmoins privi-
légiés, notamment pour le sens physique qu’ils sous-tendent et leur lien avec l’énergie du
système [Lau04] [Mon05]. Ce type de critère peut aussi concerner d’autres mesures que
la sortie dans le domaine temporel, par exemple la réponse fréquentielle du système :
J =
∫ ω2
ω1
(H(jω)− Ĥ(jω))2dω =
∥∥∥H − Ĥ∥∥∥2 . (2.2)
2.1.1 Identification du symbole diffusif dans le domaine fréquen-
tiel
Principe
L’objectif est ici de déterminer le symbole diffusif au moyen de la mesure de la réponse
fréquentielle du système.
On note A l’opérateur linéaire :
η → Aη, (Aη)(ω) =
∫ +∞
0
η(ξ)
jω + ξ
dξ = H (jω) . (2.3)
En considérant la réponse fréquentielle mesurée H(jω)1 telle que :
H(jω) = H(jω) + e(jω), (2.4)
1 x̂, x¯,x, correspondent respectivement à une estimée, une mesure, un vecteur ou une matrice.
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avec e(jω) l’erreur de mesure, le problème d’identification à considérer est de déterminer
le symbole diffusif η connaissant H(jω) tel que :
H = Aη. (2.5)
Une solution ηˆ de (2.5) est obtenue en résolvant le problème suivant (approche par
moindres carrés) :
min
η
∥∥Aη −H∥∥2 , (2.6)
qui donne :
η̂ = (A5A)−1A5H = A†H, (2.7)
où A5 correspond à la matrice duale2 de A et A† est alors le pseudo-inverse de A [Lju99].
Formulation en dimension finie
En pratique, seule une série finie de données est accessible, par exemple pour un mail-
lage fréquentiel {ωm}m=1:M . D’un autre côté, les solutions numériques imposent une
discrétisation de l’axe des ξ, permettant d’approcher le symbole diffusif comme suit :
η˜(ξ) =
K∑
k=1
ηkδ(ξ − ξk), (2.8)
où δ (ξ) désigne la distribution de Dirac au point 0. Dans ce cas, avec le vecteur de
{ξk}k=1:K , on obtient :
H˜(jω) =
K∑
k=1
ηk
jω + ξk
. (2.9)
Avec :
Hm = H(jωm), Am,k =
1
jωm + ξk
, (2.10)
et en notant le vecteur η := [ηk]k=1:K et la matrice A := [Am,k] . Le problème (2.6) est
alors transformé en dimension finie :
min
η∈RK
M∑
m=1
∣∣(Aη)m −Hm∣∣2 . (2.11)
La solution ηˆ de (2.11) est donnée par :
η̂ = [Re(A∗A )]−1Re(A∗H), (2.12)
avec le vecteur H :=
[
Hm
]
m=1:M
.
La fonction de transfert identifiée Ĥ est alors donnée par :
Hˆ(jω) =
K∑
k=1
ηˆk
jω + ξk
. (2.13)
2
A
∗ est la matrice transposée conjuguée de A
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A partir des propriétés satisfaites par le maillage {ξk}, on peut montrer que, quand
K tend vers l’infini :
K∑
k=1
ηk δ(ξ − ξk)→ η(ξ), (2.14)
Finalement, la réalisation d’état optimale approchée de dimension K de l’opérateur
inconnu H( d
dt
) obtenue à partir du vecteur de mesures fréquentielles H est :
dψk
dt
= −ξk ψk + u, ψk(0) = 0, k = 1 : K,
y(t) =
K∑
k=1
ηk ψk(t).
(2.15)
2.1.2 Problème mal posé et régularisation par méthode de Tikhonov
La résolution de (2.11) permet de trouver une pseudo-solution à l’équation Aη = H,
l’utilisation d’un critère quadratique permettant d’obtenir une pseudo-inverse
(
A†
)
par
projection orthogonale.
Cependant, la solution obtenue est en général sensible aux bruits de mesure lorsque
la matrice A est mal conditionnée, en particulier dans le cas où ξ1  ξK lorsqu’on veut
couvrir plusieurs décades.
Tikhonov [Tik77] a proposé d’utiliser un terme de pénalisation au moyen d’un petit
paramètre ε > 0. Le problème d’optimisation (2.6) devient :
min
η
{∥∥Aη −H∥∥2 + ε ‖η‖2} , (2.16)
qui s’écrit en dimension finie :
min
η
{
M∑
m=1
[∣∣(Aη)m −Hm∣∣2 + ε ‖η‖2]
}
, (2.17)
et dont la solution est :
ηˆ = [e (A∗A) + ε ‖I‖]−1e (A∗H) . (2.18)
En pratique, de petits ε (0 < ε  1) sont suffisants pour stabiliser le problème et donc
la solution identifiée. La réponse fréquentielle identifiée Hˆε est très proche du transfert
idéal H et est robuste vis—à-vis des erreurs numériques durant la pseudo inversion de A.
2.1.3 Effets de bord
Nous donnons à la figure 2.3 un exemple d’identification fréquentielle d’un intégrateur
fractionnaire d’ordre 1
2
ainsi que l’erreur relative de l’identification pour un vecteur de
pulsations ω = [101, 108] en rd/s de 500 éléments avec une répartition géométrique. On
utilise un vecteur de ξ de 30 éléments avec répartition géométrique, de premier élément
ξ1 = 33 rd/s et de raison r = 1, 7. On utilise pour l’inversion ε = 10
−7.
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Figure 2.3: A gauche, le tracé dans le plan de Bode d’un transfert intégrateur d’ordre
1
2
(rouge) et de son approximé (bleu). A droite, le symbole diffusif identifié et l’erreur
relative ε =
∣∣∣H−Hˆ
H
∣∣∣ entre l’identification et le transfert idéal, en %.
On observe sur la figure 2.3 une erreur qui augmente aux limites du domaine des ξk
choisis, il s’agit d’un problème lié à la discrétisation des ξ sur la plage [ω1, ωM ]. Pour
limiter les effets de bord sur la solution identifiée, on doit choisir des ξk sur un intervalle
[ξ1, ξK] inclus dans [ω1, ωM ] [Mon05].
2.1.4 Synthèse des étapes de l’identification
Pour réaliser l’identification fréquentielle de H, on doit préalablement choisir un vecteur
de [ωm]m=1:M pour lequel on obtient les mesures fréquentielles H(jωm).
On va choisir ensuite un vecteur de ξk, construire la matrice Am,k et effectuer le
calcul d’inversion avec pénalisation présenté en (2.18). La solution η est alors le vecteur
minimisant l’erreur entre les mesures fréquentielles et le modèle construit à partir de ξk.
2.1.5 Identification du symbole diffusif dans le domaine tem-
porel
Principe
L’objectif est ici de déterminer le symbole diffusif au moyen de mesures de réponses
temporelles du système. Etant donné un intervalle de temps t ∈ [0, T ] sur lequel l’entrée
u(t) du système est connue et la sortie mesurée est bruitée,
y(t) = y(t) + e(t). (2.19)
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Considérons l’opérateur linéaire
η → Aη, (Aη)(t) =
∫ +∞
0
η(ξ)Ψ(t, ξ) dξ, (2.20)
avec Ψ solution de l’équation dynamique en dimension infinie :
∂Ψ(t, ξ)
∂t
= −ξΨ(t, ξ) + u(t), Ψ(0, ξ) = 0, ξ > 0, (2.21)
soit :
Ψ(t, ξ) =
∫ t
0
e−ξ(t−s)u(s)ds. (2.22)
La solution de y = Aη, obtenue à partir de
min
η
‖Aη − y‖2 , (2.23)
est de la même structure que celle obtenue à partir de la réponse fréquentielle :
ηˆ=(A∗A)−1 (A∗y) . (2.24)
Formulation en dimension finie
Par discrétisation de ξ telle que (2.8) et de t sur [0, T ] suivant le vecteur [tm]m=1:M , on
note :
ym = y(tm), Am,k = Ψ(tm, ξk) =
∫ tm
0
e−ξk(tm−τ)u(τ )dτ. (2.25)
En considérant le vecteur η = [ηk]k=1:K∈RK et la matrice A = [Am,k] , le problème
(2.23) est transformé en dimension finie :
min
η∈RK
M∑
m=1
|(Aη)m − ym|2 . (2.26)
La solution s’écrit :
ηˆ =
(
ATA
)−1
(Ay) , (2.27)
avec y le vecteur [ym]m=1:M . Comme en (2.18), la régularisation par la méthode de
Tikhonov donne :
ηˆ =
(
ATA+εI
)−1
(Ay) . (2.28)
Remarque 12 En temporel, il faudra s’assurer d’avoir une richesse dynamique des si-
gnaux d’entrée suffisante afin de pouvoir identifier correctement le système. Il sera alors
laissé à l’utilisateur le choix des [ξk]k=1:K permettant de couvrir au mieux la dynamique
du système dans la plage de mesure.
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Synthèse des étapes d’identification
Dans un cadre analogue à celui de l’identification fréquentielle, on va à partir des mesures
temporelles u(tm)m=1:M et y(tm)m=1:M déterminer un vecteur temps tm et choisir un
vecteur des ξk correspondant à la dynamique des signaux temporels utilisés ainsi qu’au
système à identifier.
On construit ensuite la matrice des Ψ(tm, ξk) puis on réalise l’inversion du système en
fixant le terme de pénalisation ε afin d’améliorer la recherche du pseudo-inverse par la
méthode des moindres carrés.
2.1.6 Exemple d’identification
Nous présentons ici des simulations de réponses temporelles de systèmes fractionnaires
avec Matlab/Simulink. L’approche adoptée est présentée ci-après. Nous calculons tout
d’abord à partir du transfert H(p) le symbole diffusif η (ξ) correspondant au transfert
fractionnaire étudié que nous approximons en dimension finie. Nous importons son mo-
dèle d’état identifié dans Simulink et nous simulons la réponse de ce système à une entrée
arbitraire. Au moyen des signaux obtenus, l’identification temporelle est alors réalisée.
Le transfert considéré est H(p) = 1
(1+10−3p)0.6 . Son symbole diffusif est (cf tableau 2
§1.3.3) :
η (ξ) =
sin (0.6pi) (103)
0.6
pi (ξ − 103)0.6
≈
19.1
(ξ − 1000)0.6 . (2.29)
Figure 2.4: (a) Entrée du système u(t) ; (b) Sortie du système et son identification
diffusive par méthode directe des moindres carrés
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La sortie y(t) du système approximé H˜(p) est alors simulée avec Matlab/Simulink
pour une entrée u(t) décrite à la figure 2.4(a). On définit un vecteur de ξk=1:K avec
K = 6, ξ1 =2.10
3 et de raison r = 2.15 pour construire la base des Ψt=0:T,k=1:K qui
servira pour l’inversion comme présenté en (2.28).
Le résultat de l’identification temporelle du système est présenté à la figure 2.5. Les
signaux temporels y(t) et de l’identification sont présentés à la figure 2.4(b).
Figure 2.5: (a) Symbole diffusif correspondant au transfert identifié ; (b) Diagramme de
Bode du transfert original, de son identification fréquentielle RD par moindres carrés et
de l’identification temporelle réalisée à partir de la sortie y(t), connaissant u(t).
2.1.7 Conclusion
Le choix des ξk est une étape importante dans la procédure d’identification : il faudra
prendre le vecteur des ξk inclus dans l’intervalle des [ωm]m=1:M pour limiter les effets de
bords. De plus, le maillages des ξk suivant une progression géométrique permet de donner
un poids équivalent à chaque décade avec un faible nombre de ξk pour couvrir une grande
plage de pulsations. Un faible nombre de ξk (20 à 30 ξk) est généralement suffisant pour
approximer de façon précise les transferts fractionnaires. Enfin, le paramètre ε influera
sur le résultat de l’inversion réalisé par la méthode de Tikhonov : si ε est trop petit,
le conditionnement de la matrice à inverser sera mauvais, d’un autre côté, si ε est trop
grand, la précision sur l’inversion ne sera pas bonne. Dans la pratique, ε a été choisi petit
devant les ordres de grandeur des objets manipulés (de l’ordre de ε =10−9) pour obtenir
un bon conditionnement de l’inversion.
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2.2 Méthodes itératives
On peut également rechercher le symbole diffusif par des méthodes itératives, que ce soit
dans le domaine temporel ou fréquentiel. Dans le cas de l’identification dans le domaine
temporel, nous présenterons tout particulièrement le filtrage de Kalman-Bucy, pour ses
propriétés de réjection de bruit et parce qu’il se prête à la détermination de symbole
diffusif évoluant dans le temps.
2.2.1 Identification récursive par filtre de Kalman
Présentation générale du filtre de Kalman
La détermination de paramètres en séparant au mieux le bruit entachant la mesure du si-
gnal utile s’apparente à un problème de filtrage. L’approche optimale statistique dévelop-
pée par Wiener (1941) permet la synthèse de filtres linéaires dans le domaine fréquentiel
en utilisant l’outil probabiliste. Au moyen de la représentation d’état, le filtre de Kalman-
Bucy généralise aux systèmes non stationnaires le filtrage optimal (au sens du minimum
de variance de l’erreur) pour la reconstruction d’état en ligne.
L’utilisation d’un filtre de Kalman-Bucy en identification peut sembler a priori hors de
propos car le symbole apparaît comme un paramètre et non comme un état. Cependant
dans (1.76), la seule inconnue permettant d’adapter le modèle aux mesures est le symbole
diffusif η, autorisant par sa linéarité une utilisation originale du filtre de Kalman-Bucy,
l’état à estimer étant, précisément, la distribution η.
On introduit pour cela une équation d’état sur η :
∂η(t, ξ)
dt
= 0
y(t) =
∫ +∞
0
η(t, ξ)ψ(t, ξ) dξ + v(t) = A(t)η(t, ξ) + v(t).
(2.30)
Une version plus souple, permettant en particulier la poursuite de modèle via celle du
symbole diffusif, est obtenue en ajoutant un bruit dans la dynamique de η, qui, dans cette
représentation, devient une fonction du temps (donc symbole diffusif d’un opérateur non
invariant dans le temps) :
∂η(t, ξ)
dt
= w(t, ξ)
y(t) =
∫ +∞
0
η(t, ξ)ψ(t, ξ) dξ + v(t) = A(t)η(t, .) + v(t).
(2.31)
Dans l’équation de sortie, v est un bruit blanc. Les équations (2.30) ou (2.31) cons-
tituent une représentation d’état linéaire, mais non stationnaire à cause du “paramètre”
ψ(t, ξ) variant dans le temps. Cependant ψ(t, ξ) est déterminé (en ligne) par intégration
de l’équation d’état (1.76) dès qu’est connue l’entrée u(t). Il est alors possible de construi-
re le filtre de Kalman-Bucy associé à (2.30) ou (2.31): il permet l’identification récursive
ou la poursuite optimales de η, et, par voie de conséquence, du modèle du processus
lui-même.
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Remarque 13 La condition d’observabilité de “l’état” η(t, ξ) est directement liée au com-
portement dynamique de ψ(t, ξ), qui dépend lui-même de celui de l’entrée u(t). Cette
observabilité est obtenue pour une excitation u suffisamment riche en variations, point
bien connu en identification.
Concrètement, les modèles dynamiques précédents sont remplacés par leur équivalent
approché en dimension finie :
dηk(t)
dt
= wk(t), k = 1 : K
y(t) =
K∑
k=1
ψk(t) ηk(t) + v(t) = A(t)η(t) + v(t).
(2.32)
On ne considère dans la suite que les modèles de dimension finie (2.32), dont la validité
a été testé expérimentalement.
Pour une écriture matricielle standard adaptée à l’écriture des équations du filtre
de Kalman-Bucy, on définit les vecteurs colonnes η(t)={ηk(t)}k=1:K , w(t)={wk(t)}k=1:K
supposés unitaires et décorrélés, Ψ(t) = {ψk(t)}k=1:K , enfin G est une matrice choisie
selon les dynamiques envisageables pour ηk (éventuellement nulle). Le modèle (2.32) se
réécrit alors : {
dη
dt
= Gw(t)
y(t) = ΨT (t)η(t) + v(t),
(2.33)
modèle dont la version à temps discret pour une période d’échantillonnage Te s’exprime :{
ηm+1 = ηm + TeG wm
ym = Ψ
T
m ηm + vm.
(2.34)
L’identification et la poursuite optimales du symbole diffusif par filtre de Kalman-
Bucy (Kalman en version temps-discret) est résumée dans le schéma de la figure 2.6.
Figure 2.6: Schéma de principe de l’identification/poursuite optimales du symbole diffusif
par filtre de Kalman.
Le lecteur pourra trouver des précisions supplémentaires sur le filtre de Kalman dans
[Lau03] ainsi que dans [Ber05] pour son implémentation numérique.
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Identification récursive par filtre de Kalman
Nous allons dans ce paragraphe comparer l’identification réalisée par une méthode directe
basée sur les moindres carrés et l’approche par filtre de Kalman.
Nous comparons ici les identifications temporelles réalisées à la figure 2.7, les sym-
boles diffusifs identifiés pour chacune des méthodes ainsi que les spectres d’impédance
reconstruits par ces différentes méthodes à la figure 2.8.
Figure 2.7: Sortie temporelle (tension) mesurée et identifiée par filtre de Kalman
Figure 2.8: A gauche : le symbole diffusif identifié par filtre de Kalman ; A droite : le
tracé dans le plan de Bode de l’impédance simulée, reconstruite après identification par
Moindres Carrés et par filtre de Kalman. Les courbes sont confondues.
L’identification en ligne d’essais temporels par filtre de Kalman montre qu’il est rela-
tivement difficile de reconstruire un système lorsque le signal utile présente une faible
largeur spectrale ou qu’il n’est pas suffisamment répétitif, le filtrage adaptatif ainsi réa-
lisé dépendant étroitement de la richesse harmonique du signal d’entrée. Le filtrage de
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Kalman, dans des applications d’estimation de système ou de prédiction d’état, dans un
cadre hors-ligne, se révèle très efficace. En revanche, les calculs importants que nécessitent
cette méthode pour l’identification de systèmes la rendent peu intéressante en termes de
coût numérique pour des applications temps réel qui pourraient nécessiter des pas de
temps très courts.
Conclusion sur la mise en oeuvre du filtre de Kalman
C’est une méthode qui peut se révéler intéressante pour faire du monitoring de grandeurs
qui évoluent avec le temps dans un système non stationnaire. Un exemple d’utilisation
du filtre de Kalman associé à une poursuite de symbole diffusif évoluant avec le temps
pourra être trouvé dans [Lau03]. Cette méthode se révèle très efficace dans le cas de
signaux non stationnaires et peut être utilisée également pour des systèmes non linéaires.
La mise en oeuvre pratique des filtres de Kalman pour le contrôle en ligne peut se révèler
délicate du fait de la puissance de calcul que peut nécessiter cette méthode : en effet,
on doit acquérir le signal et le traiter dans un temps très court afin de surveiller une
grandeur ou suivre le système.
2.3 Symbole diffusif, énergie et réduction d’ordre
2.3.1 Passivité
Nous traitons dans ce paragraphe du lien qui existe entre le symbole diffusif caractérisant
un transfert et l’energie stockée et/ou dissipée dans le système correspondant. Par analo-
gie, nous présentons les approches impédance et admittance permettant de modéliser
électriquement ces aspects energétiques.
Figure 2.9: dipôle traversé par un courant i(t) et de tension à ses bornes v(t), en conven-
tion recepteur
Dans le cas d’une impédance (entrée i(t) et sortie v(t)), la réalisation diffusive cano-
nique s’écrit : 
∂ψ(t, ξ)
∂t
= −ξ ψ(t, ξ) + i(t), ψ(0, ξ) = 0, ξ ∈ R+
v(t) =
∫ +∞
0
η(ξ)ψ(t, ξ) dξ.
(2.35)
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Etant donné que ξ > 0, cette réalisation d’état est asymptotiquement stable. En revanche,
à quelle condition représente-t-elle un système passif ? En termes électriques, cela revient
à dire que le dipôle ne peut échanger de l’énergie que par ses bornes et ne peut en restituer
plus que ce qu’il n’en a absorbé. Il a été montré dans [Lau03] qu’une condition suffisante
est que le symbole diffusif soit positif.
Dans ces conditions, l’énergie totale Eψ échangée avec l’extérieur (en convention ré-
cepteur) de l’instant initial t = 0 à l’instant final t = T avec condition initiale nulle
(ψ(ξ, 0) = 0) est donnée par :
EΨ(T ) =
∫ T
0
V (t)I(t) dt =
∫ T
0
∫ +∞
0
η(ξ)ψ(t, ξ) I(t) dt
=
∫ T
0
∫ +∞
0
η(ξ)ψ(t, ξ)dξ [∂tψ(t, ξ) + ξ ψ(t, ξ)] dt
=
∫ T
0
∫ +∞
0
η(ξ)∂tψ(t, ξ)ψ(t, ξ)dξdt +
∫ T
0
∫ +∞
0
ξη(ξ)ψ(t, ξ)ψ(t, ξ)dξdt
=
1
2
∫ +∞
0
η(ξ)ψ2(T, ξ) dξ︸ ︷︷ ︸ +
Energie libre ou stockée
∫ T
0
∫ ∞
0
ξ η(ξ)ψ2(t, ξ) dξ dt︸ ︷︷ ︸
Energie dissipée
.
(2.36)
D’après l’approximation en dimension finie de (2.35) :{
d
dt
Ψk (t) = −ξkΨk (t) + i(t)
v(t) =
∑K
k=1 ηk(ξk)Ψ(t, ξk),
(2.37)
l’énergie Eψ s’écrit :
E˜Ψ(T ) =
∫ T
0
V˜ (t)I(t) dt = 1
2
K∑
k=1
ηk ψ
2
k(T ) dξ +
∫ T
0
K∑
k=1
ξk ηk ψ
2
k(t) dt . (2.38)
2.3.2 Circuit équivalent en dimension finie de réalisations dif-
fusives passives
Forme impédance
En posant :
vk = ηkΨk, Ck =
1
ηk
et Gk = Ckξk, (2.39)
la réalisation (2.37) devient :
dvk(t)
dt
= −Gk
Ck
vk(t) +
1
Ck
i(t) , vk(0) = 0, k = 1 : K
v˜(t) =
K∑
k=1
vk(t).
(2.40)
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Le circuit électrique équivalent est constitué d’un ensemble de cellules parallèles (conden-
sateurs Ck et conductances Gk) disposées en série (figure 2.10). L’expression de l’énergie
EΨ(T ) s’écrit alors explicitement :
E˜Ψ(T ) =
K∑
k=1
1
2
Ck v
2
k(T ) dξ︸ ︷︷ ︸ +
∫ T
0
K∑
k=1
v2k(t)
Gk
dt︸ ︷︷ ︸ ,
Energie libre ou stockée Energie dissipée
(2.41)
qui conduit à l’interprétation de l’énergie libre comme étant stockée dans les condensa-
teurs Ck, l’énergie dissipée l’étant par effet Joule dans les conductances Gk.
Figure 2.10: Cellule élémentaire du schéma électrique équivalent de l’approximation en
dimension finie de la réalisation diffusive d’une impédance.
Dans le domaine symbolique, cette impédance s’écrit V (p)
I(p)
=
∑K
k=1
Gk
Ck
Gk
p+1
.
Forme admittance
Dans le cas d’une admittance (entrée v(t), sortie i(t)), la réalisation diffusive en dimension
finie s’écrit : 
dik(t)
dt
= −Rk
Lk
ik(t) +
1
Lk
v(t) , ik(0) = 0, k = 1 : K
i˜(t) =
K∑
k=1
ik(t).
(2.42)
En posant :
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ik = ηkΨk, Lk =
1
ηk
et Rk = Lkξk, (2.43)
le circuit électrique équivalent est constitué d’un ensemble de cellules séries (résis-
tances Rk et inductances Lk) disposées en parallèle (figure 2.10). L’expression de l’énergie
EΨ(T ) s’écrit alors explicitement :
E˜Ψ(T ) =
K∑
k=1
1
2
Lk i
2
k(T ) dξ︸ ︷︷ ︸ +
∫ T
0
K∑
k=1
Rki
2
k(t) dt︸ ︷︷ ︸ ,
Energie libre ou stockée Energie dissipée
(2.44)
qui conduit à l’interprétation de l’énergie libre comme étant stockée dans les inductances
Lk, l’énergie dissipée l’étant par effet Joule dans les résistances Rk, un circuit analogue à
la figure 2.10 est présenté ici en figure 2.11:
Figure 2.11: Cellule élémentaire du schéma électrique équivalent de l’approximation en
dimension finie de la réalisation diffusive d’une admittance.
Dans le domaine symbolique cette admittance s’écrit :
I(p)
V (p)
=
K∑
k=1
Rk
Lk
Lk
p+ 1
. (2.45)
La passivité du symbole η conduit donc à des réalisations diffusives passives qui, en
dimension finie, sont représentées par des schémas électriques équivalents passifs, c’est-
à-dire constitués uniquement de résistances, condensateurs et inductances.
Symbole diffusif non positif et circuit actif
Que se passe-t-il si le symbole diffusif n’est pas positif ? Considérons pour cela le transfert
de type impédance suivant :
ξ en rd.s-1 : 20 100
η (ξ) en Ω.s-1 : 4 −30, (2.46)
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qui s’écrit dans le domaine de Laplace :
V (p)
I(p)
=
4
p+ 20
− 30
p+ 100
=
0.2
0.1p+ 1
− 0.03
0.01p+ 1
. (2.47)
Dans l’esprit de (2.39) , posons 0.1 = C1
G1
p, 0.01 = C2
G2
p, G1 = 0.2Ω
−1, G2 = 0.03Ω−1
qui donne C1 = 0.02F et C2 = 0.0003F.
(2.47) peut se réécrire V (p) = G1C1
G1
p+1
I(p)− G2C2
G2
p+1
I(p) = V1(p)− V2(p).
Avec v′ = v1+v2, on obtient v = 2v1−v′ qui peut se traduire par le schéma équivalent
2.12 :
Figure 2.12: Représentation électrique d’un système à deux symboles, un positif et un
négatif
Le circuit équivalent, qui est asymptotiquement stable, n’est plus passif. En effet, si
la partie A est passive, la partie B, du fait de la présence d’un amplificateur opérationnel,
ne l’est pas. On peut constater que de l’énergie n’est plus seulement échangée avec la
partie A passive mais aussi avec la partie B à travers les alimentations de l’amplificateur
opérationnel. Il s’agit globalement d’un circuit équivalent actif.
Cependant, la non-positivité n’implique pas nécessairement la non-passivité. Considé-
rons pour cela le transfert de type impédance suivant :
ξ en rd.s-1 : 20 100
η (ξ) en Ω.s-1 : −4 +30. (2.48)
Une démarche analogue à l’exemple précédent conduirait à un schéma équivalent sem-
blable à celui de la figure 2.12, donc actif dans cette optique.
Pourtant, si nous réécrivons l’impédance :
V (p)
I(p)
=
30
p+ 100
− 4
p+ 20
= 0.1
0.13p+ 1
0.0005p2 + 0.06p+ 1
. (2.49)
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Le schéma 2.13, avec

LC2 = 5.10
−4s2
R2C2 = 0.13s
(R1 +R2)C2 = 60ms,
constitue une autre solution, cette fois passive.
Figure 2.13: Circuit électrique équivalent associé au transfert (2.49), constitué unique-
ment de dipôles passifs
La positivité du symbole est donc une condition suffisante de passivité mais pas néces-
saire.
2.3.3 Positivité du symbole et réduction d’ordre de la réalisa-
tion diffusive en dimension finie
Nous présentons ici un autre intérêt du traitement par positivité des systèmes sous
représentation diffusive, notamment pour la stabilité des simulations et la réduction
d’ordre des modèles. Nous illustrerons cela à travers 2 exemples, celui de l’intégrateur
d’ordre 1
2
, 1√
p
, et un cas rationnel, 1
10−3p+1 . Pour cela, le réseau de [ξk]k=1:K choisi est une
progression géométrique de 20 éléments sur 8 décades qui ne comprend pas le terme 103
rd/s. Cette remarque est importante pour le traitement du 2e`me exemple.
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Méthode directe des moindres carrés
L’identification fréquentielle par la méthode des moindres carrés du §2.1.1 est présentée
figure 2.14(a).
Figure 2.14: En haut, (a) Tracé dans le plan de Bode de l’identification fréquentielle de
l’intégrateur fractionnaire par méthode directe des moindres carrés ; (b) Symbole diffusif
ηk pondéré par ξk associé à l’intégrateur fractionnaire, 20 ξk ; (c) Erreur relative de
l’identification par méthode directe de moindres carrés, en %. En bas, (d) Tracé dans
le plan de Bode de l’identification fréquentielle du filtre 1er ordre rationnel par méthode
directe des moindres carrés; (e) Symbole diffusif ηk pondéré par ξk associé au 1er ordre;
(f) Erreur relative de l’identification par méthode directe de moindres carrés, en %.
Méthode des moindres carrés avec critère de positivité et sur le même réseau
de ξk
Dans le cas où l’on utilise pour ce même transfert une méthode des moindres carrés avec
critère de positivité, on obtient l’identification présentée en figure 2.15(a) avec une erreur
relative du même ordre de grandeur que celle réalisée avec la méthode standard, mais
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avec une réduction du nombre d’éléments passant de 20 à 8 pour l’intégrateur d’ordre 1
2
en supprimant ceux qui sont nuls. Dans le même sens, il ne reste plus que 2 ξk, pour le
filtre du premier ordre, il s’agit en fait des ξk du maillage les plus proches de la pulsation
de coupure du filtre. L’algorithme utilisé est lsqnonneg sous Matlab (voir [Law74] pour
la description détaillée). La réduction d’ordre est obtenue par le fait qu’à chaque fois que
l’algorithme bute sur la contrainte (i.e. ηk =0), on peut éliminer ce terme.
Figure 2.15: En haut : (a) Tracé dans le plan de Bode de l’identification fréquentielle du
transfert intégrateur d’ordre 1
2
, le transfert original en pointillés ; (b) Symbole diffusif ηk
podéré par ξk associé au transfert ; (c) Erreur relative de l’aproche par moindres carrés
pénalisés. En bas : (d) Tracé dans le plan de Bode de l’identification fréquentielle du
filtre du 1er ordre, le transfert original en pointillés ; (e) Symbole diffusif ηk pondéré par
ξk associé au transfert ; (f) Erreur relative de l’aproche par moindres carrés pénalisés.
Lorsque l’on connait la passivité d’un système, il peut être intéressant d’obtenir un
symbole diffusif positif, ce qui permet d’avoir en plus de la compacité du modèle une
stabilité numérique accrue dans la simulation. Ce type d’algorithmes, bien que moins
précis que les algorithmes directs d’optimisation sans contrainte du type moindres carrés,
offrent l’avantage de réduire la dimension du vecteur η̂ solution, au risque d’avoir une
erreur plus importante en regard de la sortie y(t).
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2.4 Limitations de l’approche fréquentielle
2.4.1 Rappel sur l’analyse fréquentielle
Nous présentons ici différentes techniques permettant de caractériser un système éléc-
trique, à savoir les mesures par spetroscopie d’impédance et des mesures temporelles
directes. Nous présentons les caractéristiques de chacune afin de choisir la plus appro-
priée pour les mesures que nous allons effectuer par la suite.
De nombreux analyseurs fréquentiels d’impédance fonctionnent sur le principe d’une
corrélation de la réponse s(t) d’un échantillon avec deux signaux de référence synchrones,
un étant en phase avec le signal issu de l’échantillon, l’autre étant déphasé de 90◦. Un
exemple d’analyseur fréquentiel est présenté à la figure 2.16. Les performances de rejection
du bruit d’un analyseur fréquentiel d’impédance augmentent considérablement avec le
nombre de périodes sur lesquelles l’intégration est réalisée [Mac87]. En d’autres termes,
il faudra, pour minimiser le bruit de mesure, augmenter la durée d’acquisition du signal,
au risque de sortir du cadre temps invariant pour les signaux mesurés. Il faudra s’assurer
de plus que les conditions de la mesure (la température de l’échantillon entre autres)
restent constantes pendant toute la durée d’acquisition. Les erreurs relatives typiques
commises par un analyseur d’impédance sont présentées figure 2.17.
Figure 2.16: Principe de mesure de l’analyseur d’impédance, d’après [Nov05]
Un tel instrument permettant de mesurer le spectre d’impédance d’un échantillon
inconnu est constitué d’un oscillateur dont la fréquence est déplacée par pas successifs sur
une certaine plage de fréquences, la tension alternative et le courant étant généralement
mesurés à l’aide de méthodes 4 fils. Le rapport de ces deux informations est considéré
comme une fonction du point de fréquence.
Même des mesures effectuées avec soin sur un analyseur fréquentiel peuvent être su-
jettes à des erreurs systématiques : le système à étudier peut être intrinsèquement non
linéaire, sujet à des oscillations périodiques, à des dérives de sa réponse avec le temps, ou
encore dans le cas où le régime initial peut ne pas correspondre à un régime permanent,
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Figure 2.17: Précision du pont d’impédance Novocontrol Alpha A, d’après [Nov05]
soit à dire que des conditions initiales non éteintes peuvent affecter la réponse du sys-
tème [Mac87]. Les manifestations de tels comportements ne sont pas toujours évidentes
à déterminer.
Pour ce qui est des conditions initiales, il faut donc pouvoir identifier à partir des
mesures la contribution des conditions initiales et celle correspondant uniquement au si-
gnal d’entrée. Cette étude ne peut s’effectuer qu’en temporel exclusivement, l’approche
fréquentielle considérant exclusivement le système en régime stationnaire (à conditions
initiales nulles ou éteintes). La condition d’invariance par rapport au temps des signaux
est très pénalisante sur des mesures en très basse fréquence, pour lesquelles on doit atten-
dre de nombreuses périodes de signal pour s’assurer de la condition de régime stationnaire
et minimiser également le bruit asynchrone aléatoire.
L’identification à partir de mesures temporelles reste donc incontournable dans de
nombreux cas.
2.5 Identification de η sous conditions initiales Ψ0
non nulles
2.5.1 Méthode de base
Nous rappelons ici la méthode introduite dans [Lau03].
Une réalisation diffusive peut présenter une condition initiale non nulle, correspondant
à une évolution passée ainsi “résumée” dans la variable ψ0 = ψ(0, .): le système considéré
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n’est alors pas au repos à l’instant initial. Bien évidemment, ψ0 est en général inconnue.
L’identification sous représentation diffusive permet de prendre en compte cette réalité
physique, comme montré dans la suite.
La réalisation diffusive s’écrit :
∂ψ(t, ξ)
∂t
= −ξ ψ(ξ, t) + u(t), ψ(ξ, 0) = ψ0(ξ), ξ ∈ R+
y(t) =
+∞∫
0
η(ξ)ψ(ξ, t) dξ,
(2.50)
dont la solution est donnée par :
ψ(ξ, t) = ψ
0
(ξ)e−ξt +
∫ t
0
e−ξ(t−s) u(s)ds. (2.51)
Posons ψδ(ξ, t) = e
−ξt et ψu(ξ, t) =
∫ t
0
e−ξ(t−s)u(s)ds; alors:
ψu(ξ, t) est solution de ∂tψu(ξ, t) = −ξ ψu(ξ, t) + u(t), ψu(ξ, 0) = 0 (2.52)
ψδ(ξ, t) est solution de ∂tψδ(ξ, t) = −ξ ψδ(ξ, t) + δ(t), ψδ(ξ, 0−) = 0. (2.53)
Les équations (2.52) et (2.53) correspondent respectivement au régime forcé avec condi-
tion initiale nulle et au régime libre avec condition initiale unitaire.
La fonction ψ(ξ, t) s’écrit donc :
ψ(ξ, t) = ψ
0
(ξ)ψδ(ξ, t) + ψu(ξ, t), (2.54)
et l’équation de sortie de (2.50) devient alors :
y(t) =
∫ +∞
0
η(ξ)ψ0(ξ) ψδ(ξ, t)dξ +
∫ +∞
0
η(ξ)ψu(ξ, t)dξ (2.55)
= yδ(t) + yu(t). (2.56)
On pose par ailleurs :
ηδ(ξ) := η(ξ)ψ0(ξ). (2.57)
Le schéma fonctionnel d’un modèle adapté pour l’identification avec “condition initiale”
ηδ est représenté sur la figure 2.18
La construction de l’estimé (η̂, η̂δ) du couple (η, ηδ) au sens des moindres carrés ou du
filtre de Kalman est alors immédiate.
Remarque 14 Sous réserve de non nullité de η̂(ξ), une estimation (non optimale) de la
condition initiale ψ0 peut être obtenue par:
ψ̂0(ξ) :=
η̂δ(ξ)
η̂(ξ)
. (2.58)
Une telle estimation est toutefois sans intérêt lorsque l’identification du symbole diffusif
η (qui caractérise entièrement la dynamique propre au système) est seule recherchée : de
ce point de vue, η̂δ apparaît comme un intermédiaire permettant d’améliorer considérable-
ment l’identification de η lorsque le système à identifier n’est pas nécessairement au repos
à l’instant initial.
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Figure 2.18: Modélisation pour identification avec des conditions initiales non nulles.
Afin d’illustrer cette méthode et surtout ses limites, nous prendrons l’exemple d’une
bobine alimentée par un générateur basse fréquence. Le symbole est recherché par la
méthode des moindres carrés de base. Paradoxalement, la condition initiale de courant
dans la bobine est nulle. La figure 2.19 donne la réponse fréquentielle identifiée à partir
des mesures temporelles données à la figure 2.21 et le symbole diffusif obtenus qui sont
nettement non satisfaisants. En effet, une condition initiale est proposée alors qu’elle
était nulle sur les mesures !
Figure 2.19: A gauche, symbole diffusif pondéré η
ξ
correspondant à ηu (système à identi-
fier) et à ηδ (conditions initiales) ; à droite, diagramme de Bode du transfert original et
du transfert reconstruit à partir de ηu.
Pour comprendre ce paradoxe, explicitons l’optimisation effectuée. Pour un vecteur
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de mesures y (t) 3 de M valeurs et un vecteur de ξk de taille K, on aura deux matrices
Ψu et Ψδ chacune de dimension M × K qui sont les réponses temporelles de systèmes
identiques du 1er ordre, respectivement à l’entrée u (t) et δ (t) utilisées pour déterminer le
vecteur ηuδ =
[
η
ηδ
]
. Une identification par moindres carrés ou une autre méthode conduit
à résoudre le problème suivant :
[ΨuΨδ] ·
[
η
ηδ
]
= y (t) . (2.59)
Par la méthode des moindres carrés, on résout :
min
ηuδ
‖(Ψu · η +Ψδ · ηδ)− y (t)‖ . (2.60)
Le nombre de degrés de liberté pour l’identification de η et ηδ est trop grand : On a
donc peu de chances pour que la solution déterminée au sens des moindres carrés "fasse
un tri" correct ; il s’agit d’une erreur structurelle de l’identification.
2.5.2 Améliorations
Utilisation du critère de positivité
Si on peut supposer que le symbole η est positif, le modèle d’identification peut être
restructuré pour employer un critère de positivité. Cependant, comme les conditions ini-
tiales peuvent être positives ou négatives dans le cas général, ηδ n’est pas nécessairement
positif.
En écrivant "artificiellement" :
yδ (p) =
∫ +∞
0
η+δ (ξ)− η−δ (ξ)
p + ξ
dξ, (2.61)
soit :
yδ (p) =
∫ +∞
0
η+δ (ξ)
p+ ξ
dξ −
∫ +∞
0
η−δ (ξ)
p+ ξ
dξ, (2.62)
on est conduit au nouveau schéma de la figure 2.20 à partir duquel on peut rechercher
ηuδ =
 ηη+δ
η−δ
 positif.
Remarque 15 Dans certains cas, notamment pour des problèmes de thermique dans
l’étude de transferts de chaleur dans un convertisseur de puissance, si l’on travaille
en température absolue et donc à conditions initiales nécessairement positives (il faudra
cependant rajouter le terme de température ambiante dans le modèle), on pourra directe-
ment utiliser un algorithme avec contrainte de positivité sur le vecteur ηuδ =
[
η
η+δ
]
à
identifier.
3 x̂, x¯,x, correspondent respectivement à une estimée, une mesure, un vecteur ou une matrice.
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Figure 2.20: Schéma de principe de modélisation pour une identification avec conditions
initiales non nulles séparées, positives et/ou négatives
2.5.3 Forcer l’extinction des conditions initiales sur un inter-
valle de temps donné
Lorsque l’on cherche à identifier un système et des conditions initiales connaissant un
vecteur de mesures y = [ym]m=1:M de M valeurs dans le temps et un vecteur [ξk]k=1:K
(pour les pulsations de coupure du système que l’on veut identifier), on aura toujours deux
matricesΨu etΨδ chacune de dimension M × K. Un cas d’identification non satisfaisante
par cette technique est présenté à la figure 2.21, où l’on obtient deux réponses divergentes
yu et yδ mais qui se compensent sur l’horizon de temps fini.
Pour remédier à ce problème, on va introduire un terme de pénalisation consistant
à modifier à partir d’un temps te la matrice Ψδ, te correspondant à la quasi extinction
supposée des conditions initiales. Le vecteur de mesure est lui aussi modifié : il est
constitué d’un vecteur Z identique à y jusqu’au temps te et nul après. On introduit par
conséquent un biais dans le système, qui a pour effet de faire rechercher un vecteur solution
ηδ en privilégiant les dynamiques plus élevées en regard des faibles dynamiques. On
précise que pour un système asymptotiquement stable, les conditions initiales s’éteignent.
Le nouveau système s’écrit :
[
[Ψu]
[
Ψδ1:te−1 Ote:M
]] · [ηηδ] = Z, où Z = [y1:te−1 Ote:M ] . (2.63)
Le vecteur η =
[
η
ηδ
]
sera alors une solution de :
min
ηuδ
∥∥(Ψu · η + [Ψδ1:te−1 Ote:M] · ηδ)− Z∥∥ . (2.64)
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Figure 2.21: Tension et courant simulés pour une inductance (L=0,5 mH et R=0.4Ω)
alimentée par un générateur de tension de résistance interne Rg = 50Ω. On superpose les
réponses de l’identification non satisfaisante qui en a été faite.
2.6 Comparaison de l’identification temporelle et fré-
quentielle
Dans la mesure où le système à identifier sous représentation diffusive est linéaire, in-
variant et ne comporte pas de phénomènes dynamiques très lents (supérieur à quelques
heures) à prendre en compte, l’identification du symbole diffusif dans le domaine fréquen-
tiel est plus performante. En effet, la richesse dynamique du système est totalement
conservée par la mesure dans la plage fréquentielle explorée. Chaque point mesuré ap-
porte une information supplémentaire et le bruit est rejeté de manière optimale. Pour
obtenir une qualité comparable dans le domaine temporel, il faut multiplier les essais avec
différents types d’entrées et/ou effectuer un essai long avec une entrée dynamiquement
riche.
L’approche temporelle est cependant incontournable lorsque l’état de départ n’est
pas à l’équilibre (conditions initiales non nulles) et/ou les dynamiques à restituer par
le modèle sont très lentes. Dans ce dernier cas, les mesures fréquentielles nécessitent
des durées très longues (chaque point devant être stationnaire) pendant lesquelles il faut
garantir aucune dérive du système (vis-à-vis de la température par exemple).
Enfin, l’approche temporelle est la seule possible dans le cas non invariant et plus
globalement dans le cas de systèmes non linéaires.
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2.7 Conclusion
On vient de montrer comment élaborer des modèles comportementaux d’état de sys-
tèmes entrée-sortie linéaires mais non rationnels au moyen de la représentation diffusive.
L’identification des paramètres caractéristiques de ces modèles, rassemblés dans le sym-
bole diffusif, a été aussi présentée dans le domaine fréquentiel et temporel. On va dans
le chapitre suivant détailler des résultats de modèles et comparaisons avec l’expérience,
pour des objets du génie électrique, qui présentent des comportements non rationnels.
Dans le chapitre 3, les applications considérées sont linéaires alors que dans le chapitre
4, nous aborderons le cas non linéaire.
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Chapitre 3
Applications en régime linéaire
3.1 Modélisation comportementale d’une impédance
thermique
3.1.1 Présentation du dispositif d’étude
Dans le prolongement de l’étude théorique, nous proposons une application de la représen-
tation diffusive à un système électrothermique en électronique de puissance. Nous étu-
dions ici l’effet des interfaces sur le comportement thermique d’un convertisseur de puis-
sance, apparaissant avec l’empilement de différents matériaux constitutifs d’un tel sys-
tème. La complexité croissante des convertisseurs, la diminution de l’encombrement,
la réduction de volume et de poids imposent d’obtenir des modèles très précis afin de
déterminer le comportement électrique du système, dans le cadre du prototypage virtuel.
Une première contribution sur ce sujet [Mra08] a montré l’intérêt de l’approche diffu-
sive comme étant une méthodologie rapide, flexible et efficace pour la modélisation élec-
trothermique et ceci indépendamment de la complexité géométrique du système. Cette
étude était basée sur une mesure thermique appliquée à une puce IGBT d’un module
bras d’onduleur couplée à une simulation éléments finis. A travers les applications is-
sues de [Mra08], la représentation diffusive a été mise en oeuvre pour générer un modèle
thermique compact du type une entrée-une sortie, c’est-à-dire un système à une source
de chaleur à l’entrée/une réponse thermique transitoire à la sortie du modèle. Or, lors
d’un cycle de fonctionnement d’un module de puissance au sein d’un onduleur ou d’un
hacheur, toutes les puces brasées sur le module dissipent de la chaleur et subissent des
interactions thermiques. La prédiction et l’analyse du comportement thermique lors des
cycles de fonctionnement de ces systèmes sont importants pour mettre en oeuvre les
solutions adéquates qui assurent leur meilleur rendement quelle que soit la sévérité de
l’environnement.
Les simulateurs du type éléments finis et différences finies (Sentaurus, Flotherm, An-
sys,Femlab..) se présentent comme une bonne alternative pour la simulation électrother-
mique des modules de puissance. Cependant la dépendance à la géométrie du problème
est un inconvénient qui rend ces outils lourds et lents surtout quand il s’agit d’un sys-
tème intégré multi-couches et multi-puces. La modélisation analytique peut résoudre ce
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problème. Il s’agit d’un axe d’étude récent qui intéresse beaucoup de laboratoires de
recherche (CPES, LAAS, CNM, University of Nottingham..) et beaucoup d’industries
en électronique de puissance (Alstom, Siemens [Mar04], Semikron, Toyota , Rockwell
Automation).
L’objectif du travail présenté dans [Mra08] était de diminuer le coût et le temps de
simulation en développant une approche comportementale. Le développement des modè-
les thermiques analytiques des modules de puissance permet des simulations rapides
par rapport aux simulations de type éléments finis, d’où la possibilité d’un "monito-
ring" des températures de jonction et des points de stress de la structure quelque soit
sa complexité et à n’importe quel instant, sur plusieurs cycles de fonctionnement, ce qui
permet d’analyser facilement les limites électrothermiques et l’évolution de l’impédance
thermique Zth au cours du temps ainsi qu’un meilleur dimensionnement du système de
refroidissement. [Mra08] présente une technique basée sur la représentation diffusive
pour la modélisation électrothermique compacte de modules de puissance multipuces
(plusieurs sources de chaleurs). La méthodologie est appliquée à un module à 2 puces.
L’identification est effectuée à partir d’une modélisation et simulation purement ther-
mique EF 3D sous Sentaurus.
Dans la suite, nous présentons l’étude d’un banc de mesures thermiques développé
au CNM de Barcelone, sur lequel on peut reproduire le comportement thermique du
convertisseur lié aux pertes des composants semiconducteurs de puissance.
Ces mesures, grâcieusement fournies par Xavier Jordá du Centro National de Micro-
electronica (CNMB) de Barcelone, ont permis de démontrer l’intérêt de la représentation
diffusive pour la modélisation et la simulation thermique de systèmes multipuces com-
plexes (article à paraître [Jor09]).
Un modèle compact est validé par rapport aux mesures. Des comparaisons entre le
modèle compact diffusif et les mesures ont été effectuées, un modèle thermique multi-
entrées/multi-sorties du système considéré étant réalisé. Un modèle thermique tenant
compte de l’interaction thermique par conduction entre puces a été développé.
3.1.2 Etat de l’art des méthodes de modélisation comportemen-
tale de systèmes thermiques
On peut relever dans la littérature un nombre important d’approches différentes pour la
modélisation électro-thermique. Pour ce qui est de la modélisation des semiconducteurs
de puissance, on vise essentiellement à incorporer l’impact de la température maximale
de puce sur le système et on s’attache principalement à ne considérer que la température
de jonction. Les modèles electro-thermiques évaluent les pertes pour des zones spécifiques
d’injection de chaleur dans le système thermique. La modélisation des flux thermiques est
un autre axe important de la modélisation électro-thermique. Les voies à explorer dans ce
domaine restent nombreuses, on pourra notamment citer les paramètres de matériaux, les
conditions aux limites, le niveau d’abstraction des modèles, le compromis coût/précision
ou encore la réduction de modèle.
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Paramètres de matériaux
Les élements qui composent un convertisseur de puissance incluent de nombreux matéri-
aux aux comportements thermiques très différents et pour certains non linéaires. Cepen-
dant, il a été montré [Ren04] qu’en considérant des paramètres de matériaux linéaires on
introduit seulement 3% d’erreur comparé à des paramètres non-linéaires si l’augmentation
de température est plus faible que 80◦C, limitation liée à l’utilisation du silicium pour les
éléments semiconducteurs actifs (matériau limitant jusqu’à présent dans un convertisseur
de puissance). La linéarité des paramètres de matériaux est donc une hypothèse de travail
acceptable.
Niveaux d’abstraction et conditions aux limites
Dans le domaine de la microélectronique, les approches thermiques ont tout d’abord cou-
vert la modélisation du comportement thermique de circuits standards où seulement une
température de jonction interne était considérée [Chr98][Sch03]. Plus récemment, la mod-
élisation a été étendue à un nombre illimité de "points chauds", notamment pour le layout
des circuits integrés [Ren01] ou pour prendre en compte la non-homogénéité du système
[Wac92]. En électronique de puissance, de nombreuses approches ont permis de couvrir la
modélisation thermique pour la simulation couplée des parties électriques et thermiques.
La modélisation diffère si seulement un nombre limité de températures sont contrôlées ou
si une cartographie de la température est nécessaire. Dans [Koj07], les auteurs traitent du
suivi de la température du composant semiconducteur dans le convertisseur d’un véhicule
hybride, suivant un trajet prédéfini pour ce dernier. Au final, on obtient une impédance
thermique Zth représentative du système, entre la température à observer et les pertes
du composant de puissance, définie comme une somme d’exponentielles. Le modèle ther-
mique compact rend accessible les simulations à l’échelle de la seconde jusqu’à la minute
du comportement thermique avec une précision acceptable.
Dans [Ren05][Ren07], les auteurs ont développé de telles structures pour générer un
réseau de Cauer du chemin emprunté par le flux thermique.
Le modèle de Cauer se présente sous forme d’un réseau parallèle comme décrit en
figure 3.1. Ce modèle physique inclut la description des phénomènes de diffusion du flux
de chaleur à travers l’assemblage. Cependant, la manipulation mathématique du réseau
est rendu difficile par l’imbrication des cellules.
Figure 3.1: Modèle de Cauer
Le modèle de Cauer peut être transformé en un modèle de Foster qui est quant à lui
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un réseau série. Il y a cependant une perte d’information sur la constitution physique de
l’assemblage.
Figure 3.2: Modèle de Foster
Ceci offre une meilleure compréhension du comportement du chemin de flux thermique
mais il n’apporte pas d’amélioration significative par rapport aux précédentes approches.
Des extensions comme présenté en [Ren07] explorent une nouvelle forme de construction
de modèles de chemin du flux thermique à partir de la géométrie du système. Chaque
couche du système est découpée en de simples élements géométriques constituant des sché-
mas équivalents. Le modèle final est obtenu par la concaténation des différents éléments.
La procédure détaillée dans [Vu04] suggère de rapprocher les représentations 3D-FEM et
1D pour la cosimulation de modèles électriques et thermiques.
Ces méthodes offrent de nombreux avantages mais nécessitent beaucoup d’experience
de la part de l’utilisateur. C’est une limitation vis-à-vis de l’optimisation du design où le
modèle thermique a besoin d’être reconstruit ou identifié pour chaque étape. Les travaux
sus-mentionnés considèrent tous des conditions aux limites fixes et indépendantes de la
température du système. Cette hypothèse est acceptable seulement dans le cas de stimuli
ayant une durée dans le temps limitée et pour un environnement du système donné.
Un convertisseur de puissance est constitué de modules de puissance et de composants
passifs disposés sur un substrat. Les pertes thermiques sont générées par les composants
semiconducteurs de puissance ou les éléments passifs du système. Le chemin suivi par le
flux thermique fait que le silicium ou la partie interne des composants passifs chauffe en
premier et refroidit ; le flux thermique va dès lors circuler à travers tout le système. Ainsi,
le système thermique n’est pas sollicité partout de la même façon et au même moment.
En fonction de la fenêtre de temps que l’on choisit d’utiliser pour identifier un système,
un modèle thermique spécifique est requis.
Il se pose également le problème des conditions aux limites du système thermique
qui devraient alors être dépendantes du temps. Dans [Ger06], les conditions aux limites
sont représentées par des sources de chaleur de surface, un nombre arbitraire de contacts
thermiques, ainsi que par des coefficients de transfert non-uniformes comme détaillé dans
[Iwa06]. L’idée de dénombrer les possibles conditions aux limites d’un système ont été
explorées dans [Las03] mais les auteurs n’offrent pas une réponse pertinente aux prob-
lèmes rencontrés pour les systèmes de puissance intégrés où les conditions aux limites
changent rapidement en type et en valeur. Une représentation en fonctions de Green
est également proposée dans [Ger01] à la place de représentations sous forme de sommes
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d’exponentielles. La température en n’importe quel point du système peut alors être
extrapolée avec une précision suffisante. Les auteurs utilisent alors une approximation de
la mesure par méthode des moindres carrés pour identifier les paramètres des fonctions
de Green.
Réduction de modèle
Quelle que soit la forme canonique du modèle thermique, il est important de réduire
la plage de validité du modèle en temps et en espace pour correspondre au plus juste
au problème posé. La réduction de modèle constitue une thématique très étudiée, la
littérature est vaste concernant ce sujet : les approximations de Padé [Pil90], la dé-
composition orthogonale en valeurs propres [Lia02], la réduction de modèle de Fourier
[Wil03], les valeurs propres bornées [Ger05] ou encore les méthodes des sous-espaces de
Krylov [Tan07]. Quelle que soit la méthode, l’objectif est d’enlever un maximum de ter-
mes ou fonctions tout en préservant une précision acceptable du modèle, c’est-à-dire en
conservant la représentation des modes impliqués dans l’analyse. Des méthodes récentes
ont proposé l’utilisation de la méthode des sous-espaces de Krylov. Basiquement, la mé-
thode considère la représentation pôles/résidus et l’utilisation de paires conjuguées pour
respecter des critères de stabilité des modèles. Une représentation d’état est alors réa-
lisée et la réduction est effectuée. Dans [Ger06], les auteurs appliquent leur méthode à
un convertisseur DC/DC où l’ordre du modèle thermique est initiallement de 20, et est
ensuite réduit arbitrairement à 11 pour répondre aux critères de convergence du simula-
teur PSpice. Dans [Ren05], le nombre de sommes d’exponentielles est augmenté afin de
tenir compte des chemins de conduction parasites. La réduction de modèle n’est alors
plus possible, ce qui met en lumière la tâche délicate du dosage de l’effort de réduction
avec toujours en vue la contrainte de précision attendue du modèle thermique. Enlever
les plus petites valeurs propres dans le modèle associé à l’impédance introduit des erreurs
dans l’estimation de température en différents lieux du système. Cela est généralement
acceptable mais cela montre que les petites et grandes valeurs propres sont mélangées
quelle que soit la plage de temps des stimuli d’entrée au système à simuler.
3.1.3 Présentation et modélisation du système thermique
A la figure 3.3, on présente le dispositif ainsi que l’élément chauffant du système dont
une description détaillée pourra être trouvée dans [Jor08].
La puce intégrant le système chauffant et le capteur sur Silicium font 6 mm×6mm×0.525
mm. Elle reproduit le comportement thermique de nombreux composants verticaux de
puissance, c’est à dire une génération de puissance sur la partie suprérieure de la puce
et un flux de chaleur se propageant par conduction à travers les différentes interfaces du
système. La résistance chauffante est composée de 130 segments en polysilicium de 20
µm de largeur et espacés de 17,2 µm. Cette dernière est connectée par fils de bonding à
de long pads d’Aluminium placés de part et d’autre de la puce. Sa résistance équivalente
est d’environ 60 Ω. Cette structure autorise une description et une modélisation aisée des
phénomènes thermiques dans la puce. Le principal avantage de ce composant comparé
avec les composants verticaux de puissance habituels (VDMOS, IGBT, diodes, etc.) uti-
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Figure 3.3: (a) Présentation du système thermique complet ; (b) détail de la puce ther-
mique, on visualise les resistances chauffantes et la resistance de mesure au centre avec
connectique 4 fils.
lisés dans des essais de stress thermique est que la température de la puce et la mesure de
dissipation thermique sont découplées et peuvent être obtenues simultanément avec une
instrumentation classique. Ceci est rendu possible par l’intégration d’un capteur résistif
en platine centré sur la partie supérieure de la puce. Sa résistance fait approximativement
600 Ω, avec une surface totale de 700 µm×700 µm. Cette résistance a été calibrée en
température et peut donner une information fidèle de l’évolution en température de la
puce.
3.1.4 Traitement des résultats et identification du système
Nous donnons ici les résultats de l’identification des impédances thermiques sur un con-
vertisseur instrumenté dont la description est donné dans [Jor09]. Les mesures ont été
réalisées au CNM à Barcelone par X. Jorda. Nous présentons ici des données thermiques
traités par représentation diffusive.
Le principal intérêt de la représentation diffusive réside ici dans l’obtention de modè-
les à ordre réduit, facilement implantables dans des simulateurs, qu’ils soient électriques
ou thermiques.
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Figure 3.4: (a) Symboles diffusifs obtenus ; (b) Evolution de la température de la puce
lors de l’application d’un échelon de puissance. En bleu la mesure , en rouge le modèle
diffusif identifié, en noir un modèle RC à une cellule qui ne colle pas à la mesure.
Figure 3.5: (a) Symboles diffusifs obtenus ; (b) Evolution de la température de la puce
lors de l’application d’un échelon de puissance. En bleu la mesure , en rouge le modèle
diffusif identifié, en noir un modèle RC à une cellule qui ne colle pas à la mesure.
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Figure 3.6: (a) Symboles diffusifs obtenus ; (b) Evolution de la température de la puce
lors de l’application d’un échelon de puissance. En bleu la mesure , en rouge le modèle
diffusif identifié, en noir un modèle RC à une cellule qui ne colle visiblement pas à la
mesure.
3.2 Bobine en régime linéaire : identification tem-
porelle avec une bobine à noyau de fer
3.2.1 Description de l’objet d’étude
Nous proposons de présenter à travers l’exemple d’une bobine à noyau de fer plat comment
enrichir les mesures pour effectuer une identification satisfaisante du symbole diffusif dans
le domaine temporel. La bobine étudiée correspond à celle présentée par [Lau03] et est
représentée sur la figure 3.7.
La réponse fréquentielle de cette bobine a été mesurée et la figure 3.8 donne l’admittance
correspondante. Sur la même figure est reportée l’admittance théorique obtenue dans le
chapitre 1 :
Z(p) = R0 + L0ω0
√
p
ω0
tanh(
√
p
ω0
), (3.1)
avec R0=70mΩ, L0= 700µH, ω0 = 102rd/s.
Figure 3.7: Description de la bobine à noyau de fer plat utilisée
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Figure 3.8: Diagramme de Bode de l’admittance de l’inductance de test et en pointillés
la valeur théorique
3.2.2 Mesures réalisées
On présente ici une approche offrant la posssibilité pour l’utilisateur de réaliser l’identifica-
tion à partir de plusieurs essais temporels effectués sur un même système au moyen d’un
oscilloscope numérique. L’intérêt de cette méthode est qu’elle autorise de solliciter le sys-
tème dans des gammes de dynamiques et/ou d’amplitude de signaux d’entrée différentes,
avec des conditions initiales qui peuvent changer entre chaque essai. Cela permet de
compenser les faiblesses liées à l’instrumentation, comme par exemple la limitation liée à
la sensibilité verticale (le codage est généralement réalisé sur 8 à 9 bits), l’échantillonnage
maximal en temps (fixe par rapport au nombre d’échantillons acquis mais dépendant de la
gamme de temps spécifiée, pouvant aller de quelques nanosecondes à quelques secondes),
la taille du tampon mémoire pour l’acquisition temporelle (quelques milliers de points
généralement). On pourra également solliciter le système par des signaux autres que des
sollicitations harmoniques, à la différence des systèmes de mesure spectroscopique.
Cette technique est tout particulièrement utile pour des réponses temporelles de sys-
tèmes diffusifs pour lesquels plusieurs dynamiques sont à prendre en compte et en parti-
culier l’aspect mémoire longue, qui se traduit concrètement par des réponses sur des temps
plus longs que les systèmes rationnels. On doit donc acquérir les signaux sur des bases de
temps plus longues mais conserver des fréquences d’échantillonnage suffisamment élevées
pour visualiser les dynamiques rapides du système.
Au niveau dynamique, l’échantillonnage variable ainsi opéré sur les vecteurs permet
d’obtenir une sensibilité élevée pour les plus grandes dynamiques et d’obtenir moins
d’information lorsque la dynamique est plus faible. En augmentant ainsi le nombre de
fichiers de mesures, on obtient les informations sur le système que l’on aurait acquises
avec une période d’échantillonnage constante et la plus petite possible sur toute la durée
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de la mesure, mais impossible à réaliser dans les faits à cause de la taille mémoire limitée.
En définitive, N mesures ont été effectuées chacune sur une base de temps différente
et la sensibilité verticale étant chaque fois adaptée pour bénéficier de la pleine échelle
et ainsi minimiser le bruit d’échantillonnage vertical. Les N fichiers ont bien entendu le
même nombre de points, lié à la taille mémoire de l’oscilloscope.
Dans la suite, ces N fichiers vont être concaténés en un seul pour être traités en bloc
dans la phase d’identification.
On devra tout de même par cette technique prendre en compte le fait que les conditions
initiales peuvent différer pour chacun des vecteurs. Cependant, les schémas de simulation
pour la prise en compte des conditions initiales dans l’identification ont déjà été vus au
chapitre 2 et pourront être judicieusement utilisés ici.
3.2.3 Description de la méthode d’identification
On recherche donc une méthode pour identifier à la fois le système et les conditions
initiales, à partir de N fichiers (vecteurs) temporels (N ∈ N) , y(1), y(2), y(3),..., y(N)
qui auront des temps d’échantillonnage Tek différents mais une même longueur (même
dimension).
Pour l’identification du symbole diffusif, chacun des fichiers sera formulé suivant le
schéma de la figure 3.9 issu de celui de la figure 2.18 §2.5.1.
Figure 3.9: Schéma pour l’identification de système avec conditions initiales non nulles
qui donne :
yˆ(n) = Ψu
(n)
η(n) +Ψδ
(n)
ηδ
(n)
, (3.2)
yˆ(n) est le vecteur
[
yˆ
(n)
m
]
m=1:M
où M est le nombre d’échantillons par mesure. η(n) est le
vecteur
[
η
(u)
k
]
k=1:K
où k correspond à ξk avec [ξk]k=1:K le réseau de ξk choisi.
[
η
(u)
k
]
k=1:K
est le même pour tout n. ηδ
(n)
est le vecteur
[
ηδ
(n)
k
]
k=1:K
.
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Ψu
(n)
est la matrice
[
Ψu
(n)
m,k
]
et Ψδ
(n)
la matrice
[
Ψδ
(n)
m,k
]
.
L’équation à résoudre s’écrit alors :

Ψu
(1)
Ψδ
(1)
O O · · · O
Ψu
(2)
O Ψδ
(2)
O · · · O
Ψu
(3)
O O Ψδ
(3) · · · O
...
...
...
...
. . .
...
Ψu
(K)
O O O · · · Ψδ(K)
 ·

η
(u)
k
ηδ
(1)
ηδ
(2)
ηδ
(3)
...
ηδ
(K)

=

y(1)
y(2)
y(3)
...
y(K)
 (3.3)
O correspond à une matrice de zéros de même taille que Ψδ
(1)
,Ψδ
(2)
,Ψδ
(3)
, ...,Ψδ
(K)
.
(3.3) est donc l’équation linéaire formelle à résoudre :
min
ηu,δ
∥∥Ψu,δ.ηu,δ − y∥∥2 , (3.4)
dont ηu,δ constitue l’inconnue.
3.2.4 Validation sur des mesures temporelles
On présente la comparaison des mesures et des simulations effectuées sur les trois vecteurs
de mesures concaténés, l’association de ces trois vecteurs permettant d’avoir un signal
d’entrée riche sollicitant la bobine sur des échelles de temps variées.
On présente ci-après les résultats de mesure de tension à la figure 3.10 et les résultats
d’identification du courant dans la bobine à noyau de fer à la figure 3.11.
Figure 3.10: A gauche : tension aux bornes du dipôle bobine en série avec une résistance
de 1Ω pour les 3 vecteurs de mesures en échelle linéaire du temps ; A droite : échelle des
temps logarithmique.
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Figure 3.11: A gauche : mesures et simulations pour 3 vecteurs de mesures du courant
dans la bobine à noyau de fer en échelle linéaire ; A droite : échelle de temps logarith-
mique.
Figure 3.12: (a) : Symbole diffusif de l’admittance du dipôle L+R ; (b) : Représentation
dans le plan de Bode de l’impédance associée au dipôle R+L
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Le symbole diffusif obtenu après identification à partir des mesures temporelles en
figure 3.12(a) permet d’avoir directement une représentation d’état du système, sa fonc-
tion de transfert en découlant naturellement. On la compare à celle obtenue par mesure
spectroscopique sur pont d’impédance en figure 3.12(b).
Le choix des ξ, comme vu en figure 3.12, suit une répartition géométrique sur l’intervalle[
103rd.s−1; 108rd.s−1
]
.Une erreur sur la valeur d’inductance a été commise lors de l’identifi-
cation. De plus, on obtient une erreur assez sensible sur la reconstruction du diagramme
spectroscopique, notamment aux hautes fréquences, et ce à partir de quelques MHz. On
atteint à partir de là une limitation en ce qui concerne la période d’échantillonnage (10000
points avec vecteur temps minimal de 1ms, soit fe = 107Hz), ce qui limite la validité de
notre étude jusqu’à des pulsations de l’ordre de 3 107rd.s−1. Il se peut également que
les fronts d’onde d’excitation ne soient pas suffisamment riches (en termes de contenu
spectral) pour permettre d’obtenir une réponse correcte de l’échantillon dans les hautes
fréquences. Enfin, le processus d’identification du système et des conditions initiales
peut introduire lui aussi quelques incertitudes sur la solution trouvée : la validation peut
s’obtenir en simulant la réponse du système pour d’autres signaux d’excitation.
3.3 Dispositifs de stockage d’énergie : superconden-
sateurs et matériaux diélectriques du type CCT
en régime linéaire
3.3.1 Les supercondensateurs
Généralités sur les supercondensateurs
Les supercondensateurs possèdent des performances, en termes de puissance et d’énergie,
intermédiaires entre les condensateurs diélectriques et les batteries. Le positionnement
Figure 3.13: Diagramme de Ragone pour différentes technologie de stockage d’énergie.
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des différents systèmes de stockage d’énergie sur le diagramme de Ragone figure 3.13
permet de visualiser leur énergie disponible pour une décharge à puissance constante
[Alb06].
On peut observer sur ce diagramme que les supercondensateurs permettent de stocker
une quantité d’énergie (Wh/kg) plus importante que les condensateurs diélectriques mais
inférieure à celle des batteries alors que les schémas sont inversés pour ce qui est de la
puissance délivrable (en W/kg). Ceci est imputable à la faible tension disponible, liée à la
présence d’électrolyte. On observe également des temps de réponse plus élevés (τ autour
de 1 à 10s) que pour des condensateurs à diélectriques, qui ont des temps de réponse
compris plutôt entre la milliseconde et la microseconde.
On trouve de nombreux exemples d’applications de supercondensateurs, en tant que
sources d’energie principale ou secondaire dans des systèmes de l’électronique de puis-
sance, notamment dans les transports. Dans [Bar02], on trouvera tout particulièrement
une application pour un système de transport collectif électrique alimenté par caténaire.
Nous allons nous attacher dans la partie qui suit à la modélisation dynamique comporte-
mentale des supercondensateurs ainsi qu’à la description des différents éléments qui le
constituent.
Modélisation des supercondensateurs
Un condensateur classique est souvent modélisé par le schéma équivalent de la figure 3.14.
Figure 3.14: Modèle électrique de supercondensateur
C est la capacité du condensateur, Rf la résistance représentant les fuites aux temps
longs, rs et ls l’impédance série aux temps courts. L’impédance s’écrit :
Z(p) =
I(p)
V (p)
= rs + lsp+
Rf
1 +RfCp
. (3.5)
Son allure est représentée sur la figure 3.15.
Ce n’est donc que dans la plage ω ∈
[
1
RfC
, 1
rsC
]
que le condensateur a effectivement
un comportement capacitif.
Si le modèle de la figure 3.15 est tout à fait satisfaisant pour représenter le com-
portement de condensateurs films ou céramiques commerciaux, et satisfaisant pour les
condensateurs électrolytiques (aluminium ou tantale), il est insuffisant pour les supercon-
densateurs. Dans ces derniers, les fortes capacités volumiques sont obtenues en combinant
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Figure 3.15: Diagramme de Bode d’un condensateur de capacité C, avec sa résistance de
fuite Rf , sa résistance série rs et son inductance ls.
une faible épaisseur de diélectrique et une grande surface spécifique des électrodes, d’après
la formule :
C = ε0εr
S
e
. (3.6)
Pour cela, ils associent la voie électrolytique (e faible) et des électrodes à base de
charbon actif [Bel01] dont la porosité contribue à augmenter S, comme illustré sur la
figure 3.16.
Figure 3.16: Vue schématisée de la double couche électrolytique dans un supercondensa-
teur.
La contrepartie est que l’accès à la capacité C en dynamique est freinée, à la fois par la
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mobilité des ions et le passage à travers les pores. La nature répartie des interactions qui
en découlent conduit à des phénomènes de diffusion dont il est difficile de rendre compte
par des modèles physiques [Bel01] [Laj04]. Des modèles comportementaux ont alors été
proposés à base de cellules de Cauer (figure 3.17) ou de Foster (figure 3.18), ou encore en
échelle (figure 3.19).
Figure 3.17: Modèle de Cauer
Figure 3.18: Modèle de Foster
Figure 3.19: Modèle en échelle
Nous nous proposons de développer un modèle comportemental de supercondensateurs
au moyen de la représentation diffusive.
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Résultats de mesures sur des supercondensateurs commerciaux, retour dans
le plan de Bode
Cette partie concerne l’étude de supercondensateurs Panasonic Gold Cap 0,1F 5,5V. Nous
allons proposer une étude dans le domaine fréquentiel du système et une reconstruction
par identification temporelle de diagrammes d’impédance spectroscopique. Nous com-
parerons les deux approches et discuterons des sensibilités et possibilités d’exploration de
chaque méthode.
Une première étude fréquentielle est menée sur ces supercondensateurs dans les gammes
de pulsations allant de 10−3 à 107rd.s−1. On a utilisé deux bancs d’acquisition complé-
mentaires, à savoir un pont d’impédance HP4194A dans la gamme 100Hz-3MHz et un
analyseur fréquentiel Schlumberger permettant de mesurer les paramètres du composant
de 10−5 à 105Hz. Pour ne pas dégrader la sensibilité de l’instrument, on a utilisé des
résistances de valeurs différentes pour chaque décade mesurée, toujours au plus proche
de la valeur d’impédance donnée par le supercondensateur dans ces mêmes gammes.
Sur les figures 3.20 et 3.21, on représente les 5 mesures temporelles effectuées ainsi que
l’identification en bloc qui en a été faite (cf §3.2.3) à la figure 3.22.
Figure 3.20: Mesures temporelles du courant de Zc, 5 vecteurs de mesures variées sont
superposés en utilisant une échelle logarithmique du temps.
Le diagramme de Bode reconstitué à partir du sysmbole diffusif identifié η du système
est présenté figure 3.23 sur la plage de pulsations 10−3-102rd/s. On superpose à ce dernier
le diagramme de Bode mesuré du supercondensateur sur des plages contigües réalisés à
partir d’analyseurs fréquentiels Schlumberger Solartron 1170 et HP4284.
Les réponses fréquentielles obtenues avec les deux pont d’impédance utilisés, ainsi que
celle obtenue à partir des mesures temporelles montrent un bon accord concernant les
zones de recouvrement des données.
Une identification fréquentielle avec positivité conduit à un modèle de dimension K =
4, l’approximation est présentée figure 3.24, le symbole diffusif identifié avec positivité est
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Figure 3.21: Mesures temporelles de la tension de Zc, les 5 vecteurs de mesures sont
superposés avec une échelle logarithmique du temps ; l’identification de la tension est
superposée aux mesures.
Figure 3.22: Symbole diffusif identifié de l’impédance Zc.
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Figure 3.23: Diagramme de Bode reconstitué à partir des mesures temporelles et mesuré
sur analyseurs fréquentiels HP4284 et Schlumberger Solartron 1170
Figure 3.24: Diagramme de Bode de l’identification temporelle et de son approximation
fréquentielle par Représentation Diffusive
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présenté figure 3.25 ainsi que l’erreur relative commise sur le transfert dans le diagramme
de Bode issu de l’identification temporelle à la figure 3.26.
Figure 3.25: Symbole diffusif du transfert Zc approximé par Représentation diffusive avec
positivité
Figure 3.26:
On présente à la figure 3.27 la réponse temporelle mesurée du supercondensateur ainsi
que la simulation par représentation diffusive qui en a été faite à partir du symbole diffusif
identifié sur les 5 vecteurs précédents de la figure 3.25).
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Figure 3.27: Comparaison de la réponse à un échelon du modèle approximé par positivité
et de la mesure. A gauche : mesures et simulation du courant et de la tension prises
sur un horizon de temps très long ; A droite : zoom sur le début de chacun des graphes,
courant et tension.
3.3.2 Identification de processus de polarisation/dépolarisation
sous faible champ : Exemple d’un condensateur CCT
Synthèse du matériau
La synthèse des échantillons de CaCu3Ti4O12 (CCT) a été effectuée au Laboratoire CIRI-
MAT de Toulouse dans le cadre des travaux de thèse de L. Marchin [Mar07a] et B.
Barbier [Bar09b]. La coprécipitation des précurseurs oxalate est utilisée pour préparer
les poudres de CCT. Les matériaux de départ sont : TiCl3, CaCl2 et CuCl2:2H2O. Ils
sont dissous dans de l’eau dans différentes proportions et la coprécipitation est réalisée
en ajoutant une solution d’acide oxalique dissoute dans de l’éthanol. Cette méthode
favorisant la nucléation des particules plutôt que leur croissance, de plus petites parti-
cules, homogènes en taille et composition, sont obtenues. La solution est laissée au repos
pendant quelques heures et le précipité obtenu est centrifugé. Les précurseurs sont alors
pyrolisés dans l’air à 900 ◦C pendant 10 heures pour obtenir des oxydes. Ces poudres
sont alors mixées dans un mortier organique, et pressées uniaxiallement en disques (dia-
mètre : 6mm et épaisseur : 1mm) avec une pression de 250 MPa. Les pastilles sont
alors recuites dans l’air à 1050 ◦C pendant 24 h et métallisées avec de la laque d’argent.
L’influence des différentes phases dans le CCT est étudiée. Pour ce faire, des poudres
présentant différentes concentrations de Cu, Ca, Ti, influençant les quantités finales de
CaCu3Ti4O12 (CCT), CaTiO3, CuO, ainsi que la taille des grains et des joints de grains
sont recuites [Mar07].
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Propriétés électriques
L’intérêt pour ce matériau est essentiellement associé à sa permittivité colossale (εr
∼1,4.105 et de faibles valeurs de facteur de perte tanδ ∼0.15 à 1kHz et température
ambiante)[Ada02] [Sin02] [Wes04] même si les mécanismes à l’origine de ces propriétés
sont encore étudiés [Gui06] [Bar07] [Bar09]. Des mesures en température réalisées de
-150◦C à 50◦C ont montré que les valeurs de constante diélectrique restaient très élevées.
De nombreuses études ont suggéré que leur permittivité colossale était dûe à une non-
homogénéité dans leur microstructure électrique (des grains semiconducteurs et un joint
de grain isolant). Le phénomène identifié, appelé IBLC (“Internal Barrier Layer Ca-
pacitance”), est influencé par la taille des grains et l’épaisseur de joint de grain [Zan05]
[Mar08]. De ce fait, des phénomènes de relaxations diélectriques dipolaires couplées au
sein du matériau peuvent être pris en compte macroscopiquement sous la forme d’une
impédance non rationnelle, de type fractionnaire telle que présentée dans le chapitre 4.
De plus, le CCT présente une dépendance non linéaire de sa conductivité avec la tension
appliquée [Chu04], nous traiterons ces phénomènes non linéaires dans le même temps.
Mesures effectuées et identification temporelle
Nous allons tout d’abord étudier dans cette partie les caractéristiques du matériau sous
faible champ dans le cadre de mesures de polarisation/dépolarisation, dans un domaine
où sa réponse est globalement linéaire.
Une mesure de polarisation/dépolarisation est effectuée sur un échantillon de CCT
monophasique sous forme de pastille.
Pour une entrée en tension, on va alors identifier le transfert liant la tension appliquée
v(t) et la quantité de charge Q(t), le retour au courant pouvant s’effectuer connaissant la
relation entre la quantité de charge échangée par le matériau et le courant le traversant :
Q(t) =
∫ t
0
I(τ )dτ . (3.7)
On caractérise alors le transfert C∗, qui est la capacité complexe de la pastille,
s’exprimant par :
C∗ = ε0ε
∗
r
S
e
, (3.8)
où ε∗r est la permittivité complexe du matériau définie au §1.1.3.
En effet, pour que le transfert puisse être traité par représentation diffusive, il doit
être d’un ordre inférieur à 0. Le symbole identifié correspondant au transfert (3.8) est
présenté figure 3.29.
Pour assurer la validité de la démarche, on doit dépolariser le matériau et évacuer les
charges pendant un temps suffisamment long. Ces premières mesures sont donc effectuées
avec des conditions initiales nulles. Cependant, nous avons vu que l’identification tem-
porelle de réponses dynamiques de systèmes est possible même lorsque le système n’est
pas à conditions initiales nulles [Bid04].
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Figure 3.28: Comparaison entre les mesures et le courant identifié à partir du symbole
diffusif.
Figure 3.29: Symbole diffusif identifié
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On pourrait développer, dans le cadre des études de polarisation des matériaux diélec-
triques, l’identification des caractéristiques du système en incluant la recherche des con-
ditions initiales. En effet, pourraient être mises en œuvre les techniques d’analyse des
phénomènes internes des matériaux tels que la caractérisation de la dynamique des proces-
sus de relaxation dans le matériau diélectrique en ne connaissant pas le passé électrique de
ce dernier. La difficulté résidera cependant dans la séparation des contributions dans les
conditions initiales des polarisations interfaciales, des charges stockées dans le matériau,
et de son histoire électrique plus généralement.
3.4 Les lignes de transmission
3.4.1 Introduction
Les lignes de transmission sont des outils de modélisation très couramment utilisés dans
les domaines des circuits et des systèmes, dans les télécommunications, on peut citer
par exemple les lignes microrubans [Liu03], les lignes bifilaires avec l’ADSL, les inter-
connexions en microélectronique [Gri04] et plus récemment en électronique de puissance,
notamment pour la modélisation des nouveaux filtres utilisés dans les étages d’entrée ou
de sortie d’alimentations de puissance [Wyk04] [Wyk08]. Dans ces filtres en effet, les
phénomènes inductifs et capacitifs sont intimement couplés, de façon à ce que des ef-
fets propagatifs soient alors responsables des phénomènes de résonance ou d’atténuation
recherchés. Le traitement de cas de ligne de transmission par la représentation diffusive
permet d’appréhender plus aisément ces objets.
3.4.2 Problématique de la modélisation et de la simulation tem-
porelle des lignes de transmission
Pour simuler une ligne de transmission réelle, une première approche peut consister à ef-
fectuer une modélisation par éléments finis, généralement lourde et coûteuse en mémoire
et en temps de calcul, du fait de la géométrie, souvent complexe, de l’objet que l’on doit
introduire ainsi que les caractéristiques des matériaux utilisés. Les simulations dans le
domaine temporel sont généralement très longues, en particulier lorsque l’on cherche à
étudier des systèmes complexes interconnectés. Dans le cas de lignes uniformes consti-
tuées par des matériaux linéaires et invariants, une méthode judicieuse de modélisation
est l’approche par segmentation. Considérons le schéma fonctionnel classique (exprimé
dans le domaine symbolique de Laplace) pour une ligne de transmission de longueur l
présentée à la figure 3.30, ou l’impédance Z(p) et l’admittance Y (p) sont des caractéris-
tiques intrinsèques de la ligne.
Après avoir déterminé l’impédance Z(p) ou l’admittance Y (p) au moyen d’une modé-
lisation et/ou de mesures, cette approche permet de résoudre les équations des lignes
dans le domaine fréquentiel, en utilisant les équations (3.9) et (3.10) :{
Vi(p)= cosh(lγ(p))Vo(p)+Zc(p) sinh(lγ(p))Io(p)
Ii(p)= 1Zc(p) sinh(lγ(p))Vo(p)+ cosh(lγ(p))Io(p),
(3.9)
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Figure 3.30: Cellule infinitésimale distribuée d’une ligne de transmission
avec Zc(p) l’impédance caractéristique et γ(p) le terme de propagation :
Zc(p) =
√
Z(p)
Y (p)
; γ(p) =
√
Z(p)Y (p). (3.10)
Dans le cas où l’environnement de la ligne est linéaire, la transformée inverse de Fourier
peut être utilisée, mais dans le cas réel où l’on est confronté à un environnement non-
linéaire, d’autres techniques doivent être utilisées. De plus, les impédances des lignes de
transmission sont non rationnelles et souvent des opérateurs à mémoire longue intervien-
nent, ce qui rend plus délicat le retour dans le domaine temporel. De nombreux travaux
ont déjà proposé des alternatives, en particulier une approche intéressante utilisant les
opérateurs de convolution [Roy91] ainsi que l’implémentation d’une méthode des carac-
téristiques [Gri04], dans laquelle une méthode d’approximation appelée Vector Fitting
[Gus98] [Gus09] est employée pour obtenir des représentations d’état de transferts non
rationnels. Nous proposons ici d’aborder la modélisation et la simulation temporelle de
lignes de transmission au moyen de la représentation diffusive [Bid06a] [Bid06b].
3.4.3 Modèle temporel de lignes de transmission avec pertes
utilisant la technique de segmentation
Principe
Pour une ligne uniforme constituée de matériaux considérés linéaires et invariants, l’appro-
che par segmentation est pertinente. Après avoir tronçonné la ligne en un nombre fini
de petites sections (ici possédant la même longueur lc), le schéma 3.30 peut être rem-
placé par son équivalent approximé décrit à la figure 3.31, qui est mieux adapté pour des
formulations de type représentation d’état.
En effet, dans le cas le plus simple d’une ligne de transmission avec pertes, on peut
écrire Z(p) et Y (p) sous la forme :
Z(p) = Lp+R, Y (p) = Cp+G, (3.11)
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Figure 3.31: Diagramme fonctionnel de la cellule i localisée de longueur lc.
on en déduit ainsi la représentation d’état équivalente :

dψ(i)
dt
= −R
L
ψ(i) + (V (i) − V (i+1))
I(i) = 1
lcL
ψ(i),
dϕ(i+1)
dt
= −G
C
ϕ(i+1) + (I(i) − I(i+1))
V (i+1) = 1
lcC
ϕ(i+1).
(3.12)
Dans des situations plus délicates rencontrées dans la pratique, par exemple quand
on veut décrire les pertes dans une ligne (effet de peau dans un conducteur [Kim96] ou
encore les relaxations dans un diélectrique [Sve01] avec des modèles de type Cole-Cole ou
Cole-Davidson par exemple), les fonctions Z(p) et/ou Y (p) peuvent être non rationnelles
et le retour dans le domaine temporel n’est pas trivial. D’un point de vue plus général,
cela peut être effectué par l’utilisation d’intégrales de convolution [Roy91] basées sur les
transformées de Laplace inverse de 1/Z(p) et 1/Y (p).
Cependant, Si l’on peut considérer que les transferts 1/Z(p) et 1/Y (p) admettent
un symbole diffusif, alors en les notant respectivement η et ν, il s’ensuit d’après les
résultats du chapitre 1 que les formulations suivantes des modèles d’état, exacte (3.13)
et approximée (3.14) pour chaque cellule, s’écrivent pour la simulation temporelle :

∂ψ(i)(t, ξ)
∂t
= −ξ ψ(i)(t, ξ) + (V (i)(t)− V (i+1)(t))
ψ(i)(0, ξ) = 0, ξ > 0,
I(i)(t) =
∫ +∞
0
η(i)(ξ)ψ(i)(t, ξ) dξ,
∂ϕ(i)(t, ξ)
∂t
= −ζ ϕ(i)(t, ζ) + (I(i)(t)− I(i+1)(t))
ϕ(i)(0, ζ) = 0, ζ > 0,
V (i+1)(t) =
∫ +∞
0
ν(i)(ζ)ϕ(i)(t, ζ) dζ ;
(3.13)
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
dψ(i)k (t)
dt
= −ξk ψ(i)k (t) + (V (i)(t)− V (i+1)(t)),
ψ
(i)
k (0) = 0, k = 1 : K,
I(i)(t) =
K∑
k=1
η
(i)
k ψ
(i)
k (t),
dϕ
(i)
m (t)
dt
= −ζm ϕ(i)m (t) + (I(i)(t)− I(i+1)(t)),
ϕ
(i)
m (0) = 0, m = 1 : M,
V (i+1)(t) =
M∑
m=1
ν
(i)
m ϕ
(i)
m (t).
(3.14)
Dans le paragraphe suivant, nous présentons quelques résultats obtenus sur un exem-
ple concret à partir de cette approche.
Exemple : bobinages d’une machine à induction
On trouvera dans [Bid01] [Nea02] [Ben09] plus de détail concernant l’approche présen-
tée ci-dessous. Cette dernière a été utilisée pour modéliser la propagation d’un front
de tension dans les bobinages statoriques d’une machine à induction alimentée par des
signaux de type MLI. Dans un cadre idéal, l’analyse mathématique a montré que la prise
en compte des courants de Foucault dans la carcasse métallique de la machine conduit à
considérer l’impédance Z(p) comme un transfert non rationnel de telle façon que 1/Z(p)
admette un symbole diffusif.
Expérimentalement, les fonctions 1/Z(p) et 1/Y (p) ont été identifiées à partir de
mesures fréquentielles avec la condition que Y (p) était une capacité constante en parallèle
avec une résistance. Le symbole diffusif approximé de l’admittance 1/Z(p) a été identifiée
en utilisant seulement 25 ξk (i.e. K = 25).
Les simulations temporelles des réponses à un échelon ont été réalisées en utilisant 6
cellules élémentaires pour chaque bobinage (voir figure 3.32). Les résultats sont donnés à
la figure 3.33. On observe une bonne concordance entre les réponses simulées et mesurées,
ce qui traduit l’efficacité de cette méthode.
Figure 3.32: Configuration de test pour la mesure de réponses à un échelon.
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Figure 3.33: Comparaison entre les simulations et les mesures.
3.4.4 Approche de type quadripôle : Principe
Dans le cas où seule la réponse entrée/sortie est souhaitée, l’approche par un circuit
équivalent de type quadripôle est possible et remplace avantageusement la technique de
segmentation de la ligne. A partir de (3.9)(3.10), on obtient :{
vo(p) = e
−lγ(p) [vi(p) + Zc(p)ii(p)]− Zc(p)io(p)
ii(p) =
1
Zc(p)
vi(p) + e
−lγ(p)
[
io(p)− 1Zc(p)vo(p)
] , (3.15)
où les opérateurs e−lγ(p), Zc(p) et 1/Zc(p) sont causaux et propres (leur comportement
asymptotique à haute fréquence est d’ordre n < 1, n ∈ R, voir [Mon05] pp.123-126). Le
diagramme fonctionnel correspondant est donné à la figure 3.34. Les différentes fonctions
de transfert sont de type non rationnel (excepté dans le cas d’une ligne sans pertes). La
représentation diffusive permet d’obtenir des réalisations d’état des différents opérateurs
en vue de simulations temporelles.
Tout d’abord, du fait des propriétés de Z(p) et Y (p), les deux transferts Zc(p)
p
et 1
pZc(p)
admettent en général un symbole diffusif. D’un autre côté, du fait de ses caractéristiques
propagatives, le transfert e−lγ(p) ne peut être directement réalisé par représentation d’état
: il doit être séparé en deux parties, à savoir un transfert de retard pur e−Tp et un autre
transfert D(p) incluant spécifiquement l’atténuation et la dispersion, sous la forme :
e−l.γ(p) = e−TpD(p), (3.16)
où le transfert D(p)
p
admet en général un symbole diffusif.
Preuve. Preuve de l’existence du symbole diffusif de D(p)/p
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Figure 3.34: Diagramme fonctionnel de l’approche quadripolaire
Dans le cas d’une ligne de transmission avec pertes constituée des éléments R, L, C,
G (voir eq. (3.11)), on obtient :
e−lγ(p) = e−l
√
(R+Lp)(G+Cp) = D(p)e−lγ(p),
avec D(p) = e−l
√
(R+Lp)(G+Cp)+l
√
LCp. (3.17)
Il est simple de prouver que :
lim
|p| → +∞D(p) = e
−lRC+LG
2
√
LC , (3.18)
qui est une constante finie.
De plus,D(p) est analytique dansC\R_ et 1
p
D(p)→ 0 quand |p| → +∞ uniformément
en regard de arg p : Cela implique que l’opérateur D(p) est un transfert causal. De plus,
par l’utilisation du théorème 1.1 p.35 de [Mon05], l’existence du symbole diffusif associé
à 1
p
D(p) est garantie. D(p) admet donc un symbole diffusif par la formulation étendue
(voir §1.3.4).
Alors, avec η, µ, υ les symboles diffusifs respectifs de Zc(p)
p
, 1
p.Zc(p)
, 1
p
D(p), on obtient
une représentation d’état des transferts de la ligne de transmission. On détermine alors les
symboles approximés (ηk) , (µk) , (υk) à partir des expressions théoriques ou des mesures,
au moyen de méthodes du type moindres carrés afin de pouvoir écrire les représentations
d’état approximées en dimension finie de ces opérateurs.
3.4.5 Un exemple d’approche quadripolaire
Première méthode utilisant les modèles identifiés au préalable de Z(p) et Y(p)
Pour illustrer la méthode, nous traitons dans cette partie un câble coaxial de 100m de
long du type RG58, pour lequel les réponses expérimentales et les simulations temporelles
obtenues avec les modèles identifiés vont être comparées.
Cette première méthode nécessite la détermination préalable d’une forme fractionnaire
de l’impédance Z(p) [Bid06a]. Pour prendre en charge la dépendance fréquentielle de
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l’atténuation, l’effet de peau dans les conducteurs est classiquement modélisé en écrivant
Z(p) sous la forme :
Z(p) = Lp+Ro(1 + τ op)
α, α ∈ [0, 1] . (3.19)
De plus, les relaxations diélectriques et les pertes associées sont négligées :
Y (p) = Cp. (3.20)
Figure 3.35: Module et angle de phase de Zin en configuration court-circuit (Zincc) et en
circuit ouvert (Zin∞)
Les paramètres sont déterminés par la mesure des réponses fréquentielles du câble coa-
xial, dans les configurations circuit ouvert et court-circuit, cette approche est présentée
dans [Bid01] [Bid06a]. La figure 3.35 présente les résultats de mesure.
Zc(jω) =
√
Zin∞(jω)Zincc(jω)
e−lγ(jω) = exp
(
− tanh−1
√
Zincc(jω)
Zin∞(jω)
)
.
(3.21)
Les mesures ont été effectuées avec un pont d’impédance HP4194A dans une gamme de
fréquences allant de 100Hz à 40MHz et avec un analyseur vectoriel de réseau HP8753C
de 40MHz à 200MHz. Dans un premier temps, C et Ro sont extraits des réponses à
basse fréquence. L’identification de Z(p) et Y (p) permet de revenir aux transferts non
rationnels obtenus pour Zc, 1/Zc et e−l.γ(p), 0 < α < 1 :
Zc(p) =
(
Lp+R0(1 + τ 0p)
α
Cp
)0.5
, (3.22)
e−lγ(p) = exp(−l
√
(R0(1 + τ 0p)α + Lp)Cp). (3.23)
Z(p) peut se déduire de (3.21). La figure 3.36 représente les diagrammes de Bode pour
les données de mesure et celles identifiées (méthode simplexe).
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Figure 3.36: Diagramme de Bode de l’effet de peau mesuré et identifié
Z(jω)− Ljω = Ro(1 + τ ojω)α. (3.24)
Les paramètres obtenus sont :
L = 230 nH/m ; τ o = 2.2 µs ; α = 0.6. (3.25)
Deuxième méthode : identification directe des symboles diffusifs de Zc(p)
p
, 1
pZc(p)
,
1
p
D(p) à partir des mesures
En fait, il apparaît clairement que dans la figure 3.34, seuls les transferts Zc(p), 1Zc(p) ,
D(p) interviennent dans le modèle quadripolaire de la ligne de transmission. Il peut alors
être envisagé d’identifier directement les symboles associés à ces transferts, en utilisant
la relation (3.15).
Le diagramme fonctionnel de la figure 3.34 ne nécessite que de connaître les transferts
Zc(p) , 1/Zc(p) et e−lγ(p). On peut directement déterminer les réponses fréquentielles de
ces transferts en utilisant les relations (3.21) à partir des mesures fréquentielles [Bid06b].
Les symboles diffusifs peuvent dès lors être identifiés comme présenté au paragraphe 3.4.5.
Les résultats obtenus sont proches de ceux présentés dans ce même paragraphe.
Remarque 16 Dans le cas où l’on extrait directement e−lγ(p) des mesures [Bid06b], il
n’est pas aisé de retrouver D(p), c’est-à-dire ne connaissant pas à priori L et C. On
a approximé le retard l
√
LC sous-tendu par D(p) par une méthode itérative. Une solu-
tion était de mettre au point un algorithme itératif pour déterminer la valeur du retard
connaissant la tendance aux hautes fréquences de l’angle de phase de la constante de
propagation e−lγ(p).
A partir d’une valeur arbitraire (tant qu’elle reste petite mais positive) de la valeur
initiale de ce retard τ 0, les termes Dn (jω) sont représentés (voir en figure 3.37) :
Dn (jω) = e
−lγ(jω)eτnωj
= e−lγ(jω)+τnωj ; n ∈ N ; τn > τn+1. (3.26)
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Figure 3.37: Constante de propagation e−lγ(p) et D(p) avec une bonne compensation du
retard. (1) : e−lγ(p) ; (2),(3),(4),(5),(6) : D(p) pour différentes valeurs de compensation
pour le retard.
Dans la fenêtre des mesures en fréquence, le critère d’arrêt de l’algorithme est que l’angle
de phase du terme Dn (jω) reste négatif où nul. Un angle de phase positif de Dn (jω)
correspondrait en fait à un retard négatif, qui n’est pas causal. Le retard est estimé avec
une bonne précision, l’erreur relative commise étant inférieure à 5%.
Identification des symboles diffusifs
Le maillage {ξk} est choisi de façon à coller au mieux à la dynamique du système (c’est-à-
dire le contenu spectral utile des mesures expérimentales). Le symbole identifié discrétisé
{ηk} peut ne pas être positif, du fait de la nature de la convergence [Mon05]. Si le système
est passif, des contraintes de positivité peuvent être appliquées au symbole diffusif η dans
le schéma d’identification. A ce moment-là, le modèle approximé obtenu gagne en stabilité,
ce qui pour la simulation peut présenter un réel avantage.
Les symboles diffusifs sont identifiés. Nous considérerons deux cas. Premièrement,
du fait de l’ordre nul des transferts Zc(p) et 1/Zc(p), ces derniers admettent un symbole
diffusif, en utilisant les réalisations diffusives étendues par dérivation [Mon05] [Lau03],
définies en (1.90).
Les figures.3.38 jusqu’à 3.40 permettent de comparer les réponses fréquentielles obtenues
par mesure et celles obtenues par les réalisations diffusives.
Les figures 3.41(a), (b) et (c) présentent les symboles diffusifs correspondants, sans
contrainte de positivité.
Nous avons implanté les diagrammes fonctionnels présentés à la figure 3.34 dans Mat-
lab Simulink, chaque transfert étant homogène à une admittance ou une impédance,
excepté dans le cas de D(p) (qui est sans dimension).
Les figures 3.42, 3.43 et 3.44(A) et (B) présentent des exemples de réponses tem-
porelles, obtenues avec Matlab-Simulink. Rg représente la résistance interne du généra-
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Figure 3.38: Comparaison des diagrammes fréquentiels entre la mesure (- - -) et la réali-
sation diffusive (–) de l’impédance caractéristique Zc(p) du câble RG58
Figure 3.39: Comparaison des diagrammes fréquentiels entre la mesure (- - -) et la réali-
sation diffusive (–) de l’impédance caractéristique de l’admittance 1/Zc(p) du câble RG58
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Figure 3.40: Comparaison des diagrammes fréquentiels entre la mesure (- - -) et réalisation
diffusive (–) de l’opérateur dispersif D(p) du câble RG58
Figure 3.41: (a) Symbole diffusif de Zc(p)
p
; (b) Symbole diffusif de 1
p.Zc(p)
; (c) Symbole
Diffusif de D(p)
p
.
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Figure 3.42: Tensions d’entrée (Vi) et de sortie (Vo) d’un câble coaxial RG58 de 100m pour
Rg = 0Ω et RL = +∞ ou RL = 50Ω. Comparaison entre les mesures et les simulations.
teur de tension en entrée du système et RL la résistance de charge connectée en fin de
ligne.
Figure 3.43: (A) Courants d’entrée (Ii) et de sortie (Io) d’un câble coaxial RG58 de 100m
de long pour Rg = 0Ω and RL = +∞ or RL = 50Ω; (B) Courants d’entrée (Ii) et de
sortie (Io) câble coaxial RG58 de 100m pour Rg = 0Ω et RL = +∞ ou RL = 50Ω.
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Figure 3.44: (A) Tensions d’entrée (Vi) et de sortie (Vo) d’un câble coaxial RG58 de 100m
de long pour Rg = 0Ω and RL = +∞ or RL = 50Ω; (B) Tensions d’entrée (Vi) et de
sortie (Vo)d’un câble coaxial RG58 de 100m pour Rg = 0Ω et RL = +∞ ou RL = 50Ω.
Identification des transferts sous contrainte de positivité.
On présente à la figure 3.46 les nouveaux transferts identifiés D(p)Z (p), Z (p), Y (p)
p
et
D (p) Y (p)
p
. Le schéma-bloc est modifié de façon à intégrer les retards dans les impédances
et admittances. Tous les transferts sont homogènes soit à une impédance soit à une
admittance.
Figure 3.45: Diagramme fonctionnel de la ligne de transmission
Un avantage de la contrainte de positivité est qu’elle permet de diminuer le nombre
de symboles pour représenter un transfert : en effet, un symbole identifié buttant sur la
contrainte (passage en négatif) est mis à zéro, ceci permettant d’avoir une approximation
du transfert plus économique et toujours d’une bonne précision même si les algorithmes
permettant d’obtenir les symboles positifs sont généralement moins performants en termes
d’erreur vis-à-vis du vecteur initial que les méthodes par moindres carrés directes ou
itératives.
Les transferts étendus D Y (p)
p
et Y (p)
p
sont homogènes à des S.s−1.
Les symboles diffusifs associés sont présentés aux figures 3.47(a), (b) et (c) :
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Figure 3.46: (a) Diagramme de Bode de Z(p). (–) : Mesure ; (- -) : ident.RD ; (b)
Diagramme de Bode de Y (p)/p. (–) : Mesure ; (- -) : ident.RD ; (c) Diagramme
de Bode de D(p)Z(p). (–) : Mesure ; (- -) : ident.RD ; (d) Diagramme de Bode de
D(p)Y (p)/p. (–) : Mesure ; (- -) : ident.RD
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Figure 3.47: (a) Symbole diffusif η de l’impédance Z(p) avec gain statique K = 48.2619 ;
(b) Symbole diffusif η de Z(p)D(p) avec gain statique K = 34.0245 ; (c) Symbole diffusif
η de l’admittance Y (p)
p
avec gain statique K = 0.
On y associe les symboles diffusifs réduits η
ξ
de la figure 3.48.
L’absence de contrainte de positivité et un mauvais choix des ξ peut avoir comme
conséquence l’obtention de symboles qui se compensent de part et d’autre du zéro, ceci
traduisant l’approximation faite pour une masse de Dirac à une pulsation proche. Cet
aspect est écarté par cette technique et il permet de minimiser le nombre de ξ nécessaires
à l’identification du transfert.
De nombreux travaux récents montrent l’intérêt de cette technique, notamment par
l’utilisation de la méthode Vector Fitting [Gus98][Gus08][Gus09][Sem08][Gri06][Isy08].
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Figure 3.48: (a) Symbole diffusif η pondéré par ξ de l’impédance Z(p) ; (b) Symbole
diffusif pondéré par ξ du transfert D(p)Z(p) ; (c) Symbole diffusif η pondéré par ξ de
l’admittance Y (p)
p
; (d) Symbole diffusif η pondéré par ξ du transfert D(p)Y (p)
p
.
3.4.6 Application à une ligne thermique
L’exemple présenté ci-dessous montre qu’un raisonnement analogue peut être utilisé pour
traiter le cas d’une ligne conductrice de la chaleur, de longueur l, représentée par le circuit
quadripôle de la figure 3.30 où Rth (résistance thermique par unité de longueur) et Cth.p
(Cth capacité thermique par unité de longueur) correspondent respectivement à Z(p) et
Y (p). Par analogie avec le champ électrique, le flux de chaleur Q(x, t) correspond au
courant électrique et la température U(x, t) à la tension. Un schéma équivalent d’une
ligne thermique conductrice infinitésimale est donné à la figure 3.49, avec les équations
correspondantes (3.27).
{
∂Q(x,t)
∂x
= Cth
∂U(x,t)
∂t
∂U(x,t)
∂x
= RthQ(x, t)
(3.27)
Les conditions aux limites pour une ligne de longueur l sont :
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Figure 3.49: Elément infinitésimal d’une ligne conductrice thermique
Qin(t) = Q(0, t),
Qout(t) = Q(l, t),
Uin(t) = U(0, t),
Uout(t) = U(l, t).
(3.28)
L’impédance caractéristique et la constante de propagation sont déterminés comme suit:
Zc(p) =
√
Rth
Cthp
; e−lγ(p) = e−l
√
RthCthp. (3.29)
A partir de(3.27), l’équation de la chaleur est donné par (3.30).
∂U(x, t)
∂t
= k
∂2U(x, t)
∂x2
, ou` k =
1
RthCth
. (3.30)
k étant le coefficient de diffusion exprimé en m/s. Pour une ligne thermique uniforme et
homogène, une approche de type quadripôle connaissant Zc(p) et e−lγ(p) nous permet de
revenir aux informations qui nous intéressent. Pour donner un exemple, une ligne con-
ductrice thermique chargée avec son impédance caractéristique Zc (ce qui est équivalent
à une ligne semi-infinie) nous donne son impédance d’entrée :
Zin(p) =
Uin(p)
Qin(p)
= Zc(p) =
√
Rth
Cth
1
p
1
2
, (3.31)
ce qui correspond à un intégrateur d’ordre 1
2
. Une ligne non uniforme peut donc être
tronquée en des cellules élémentaires uniformes (figure 3.50, en utilisant pour chaque
cellule l’approche proposée dans § 3.4.4 (figure 3.34)).
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Figure 3.50: Ligne thermique non uniforme discretisée en cellules uniformes
3.4.7 Conclusion
Grâce aux faibles dimensions des modèles numériques obtenus à partir des réalisations
d’état, on peut désormais utiliser cette méthode pour la simulation en temps de systèmes
interconnectés complexes intégrant des lignes de transmission avec pertes. Le noyau de
cette approche est le symbole diffusif d’opérateurs de convolution, son identification pou-
vant être effectuée à partir de mesures en utilisant des méthodes classiques de moindres
carrés. Il est à noter cependant que cette méthode peut toujours être appliquée, et ce
même en l’absence de prototype, à partir de réponses issues de simulations numériques
de composants et systèmes, par exemple provenant de simulations aux éléments finis.
110 CHAPITRE 3. Applications en régime linéaire
Chapitre 4
Applications en régime non-linéaire
Nous présentons ici des résultats de travaux réalisés en considérant des non linéarités
de comportement des matériaux. Deux exemples seront développés. On s’intéressera
tout d’abord au cas d’un matériau diélectrique à forte permittivité mais présentant un
comportement non linéaire en conduction, où la conductance G du matériau est une
fonction de la tension. Une deuxième partie traitera du cas d’une bobine à noyau ferrite
avec un entrefer comblé par une pastille de fer, où des phénomènes de saturation du flux
sont considérés. Dans une dernière partie nous traiterons des éléments à envisager pour
poursuivre l’étude de systèmes non linéaires avec une prise en compte globale dans le
symbole diffusif de la non linéarité et des aspects diffusifs.
4.1 Modélisation comportementale d’unmatériau cé-
ramique à base de CaCu3Ti4O12 (CCT) pour des
applications de type condensateur
Unmodèle comportemental électrique du condensateur réalisé avec ce matériau est présenté.
Ce modèle est particulièrement bien adapté aux simulations temporelles [Rum06]. Le
modèle électrique non linéaire proposé inclut trois composants : une résistance fixe, en
série avec un condensateur présentant des pertes par relaxation de type Cole-Davidson,
lui-même en parallèle avec une résistance non linéaire (décrivant la dépendance non
linéaire du courant de conduction lorsque le courant croît).
4.1.1 Modèle d’un condensateur CCT avec non linéarité et pertes
fractionnaires découplées
On a réalisé deux types de mesure sur les échantillons. Des mesures de courant de
conduction ont été effectuées avec un électromètre Agilent 6517 pour des tensions allant
de -25V jusqu’à 25V. La figure 4.1 présente l’évolution fortement non linéaire du courant
en fonction de la tension appliquée. La conductance augmente avec la valeur absolue
du niveau de polarisation. Les mesures de spectroscopie d’impédance sont menées à
l’aide d’un pont HP4194A dans la gamme 100 Hz-40 MHz avec un signal sinusoïdal de
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500mV et une polarisation statique variant entre -20V to +20V. Toutes les mesures ont
été effectuées à température ambiante.
Figure 4.1: Mesures de courant de conduction (Echantillon CCT56-P2).
Figure 4.2: Diagramme de Bode de l’impédance pour différents niveaux de polarisation.
La phase à basse fréquence augmente lorsque la polarisation croît.
La figure 4.2 donne un aperçu des résultats obtenus, montrant que la polarisation
influence la réponse fréquentielle vers les basses fréquences. De (1) à (5), la polarisation
varie de 0 à 20V par pas de 5V. La réponse fréquentielle a été mesurée pour plusieurs
niveaux de polarisation.
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Modèle comportemental proposé
D’un point de vue circuit, la structure du modèle fort signal est présentée à la figure 4.3.
Figure 4.3: Structure du modèle basique des échantillons. (a), le modèle fort signal; (b)
le modèle petit signal .
Pour chaque variable, on définit la grandeur totale comme la somme d’une composante
statique x0 et d’une contribution en petit signal (faibles variations autout de la valeur de
polarisation) suivant (4.1) :
x(t) = x0 + x˜(t). (4.1)
Trois différents éléments composent ce modèle : une résistance r en série, une conduc-
tance non linéaire G dépendant de l’amplitude de la tension et une impédance linéaire de
type capacitif Zc. On fait l’hypothèse que la conductance non linéaire G et l’impédance
Zc sont indépendantes, c’est-à-dire que la non-linéarité est séparable.
Détermination des paramètres du modèle
Pour exploiter la réponse fréquentielle, le modèle petit signal de la figure 4.3(b) est utilisé.
Dans le domaine de Laplace, l’impédance de l’échantillon est définie comme suit :
Z(p) =
v˜(p)
ı˜(p)
(4.2)
Résistance série r La résistance série r correspond à l’ESR (Equivalent Serial Re-
sistor), utilisée généralement dans les modèles de condensateurs. Sur le diagramme de
Bode de la figure 4.2, cette résistance intervient aux hautes fréquences . La figure 4.4
représente l’impédance Z(p)− r. Une résistance constante et indépendante de la tension
de polarisation est obtenue pour chaque échantillon.
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Figure 4.4: Diagramme de Bode de l’impédance à laquelle on a soustrait l’ESR (Echan-
tillon CCT56-P2) pour différentes tensions de polarisation.
Conductance en petit signal G0 Pour chaque échantillon, la conductance petit signal
G0 est ajustée pour chaque niveau de polarisation v0 afin d’obtenir l’impédance :
Zc(p) =
(
1
z(p)− r −G0
)−1
, (4.3)
indépendante de la polarisation. La figure 4.6 donne un exemple de résultat obtenu sur
un échantillon.
Remarque 17 La conductance petit signal G0 peut aussi être extraite de la courbe de
polarisation statique de la figure 4.1, suivant :
G0 =
diG
dvc
∣∣∣∣
v0
. (4.4)
La figure 4.5 donne la comparaison entre les 2 méthodes d’obtention.
Remarque 18 L’écart de conductance entre les deux courbes est imputable au fait que
la mesure spectroscopique est effectuée à basse fréquence dans une plage de pulsations
où le comportement de la pastille n’est pas uniquement dû à la résistance parallèle mais
inclut également un début de réponse de la capacité (voir la figure 4.3), faisant chuter
légèrement l’impédance de l’ensemble, et donc présentant sur la figure 4.5 un niveau de
conductance plus élevé que celui de la courbe obtenue en polarisation statique.
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Figure 4.5: Comparaison entre la conductance en petit signal G0 et celle évaluée à partir
de la mesure des courants de conduction (échantillon CCT56-P2).
Figure 4.6: Diagramme de Bode de l’impédance Zc (échantillon CCT56-P2) pour dif-
férentes tensions de polarisation. (–) mesures; (- -) modèle fractionnnaire.
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Impédance Zc Finalement, pour chaque échantillon, une impédance capacitive pos-
sédant des relaxations dielectriques de type Cole-Davidson Zc =
(1+τp)α
Cp
, α ∈ [0, 1] , est
suggérée.
Le tableau de la figure 4.7 donne les paramètres du modèle pour différents échantillons
(colonnes 3 à 7). De plus, la permittivité relative εr et l’angle de perte tan δ définis par :
εr =
C.S
ε0.l
, tan δ =
Re(Z(jω))
|Im(Z(jw))| , (4.5)
sont donnés avec S la surface des électrodes, S = 19.6mm2, et e l’épaisseur de diélec-
trique, e = 1mm.
L’impédance obtenue pour la partie capacitive seule, d’après (4.3), est présentée à la
figure 4.6.
Figure 4.7: Paramètres électriques du modèle obtenus pour différents échantillons.
4.1.2 Réalisation diffusive de Zc
Cette approche est appliquée à l’impédance. La figure 4.8 montre les symboles diffusifs
obtenus pourK = 28, ξk suivant une progression géométrique sur la plage [10
3, 3 107]rd/s.
La figure 4.9 donne une comparaison entre le diagramme de Bode expérimental de Zc et
celui reconstruit à partir de la réalisation diffusive.
Remarque 19 Une identification de l’impédance Zc avec critère de positivité aurait per-
mis d’obtenir un modèle avec un symbole diffusif de dimension réduite.
4.1.3 Simulation temporelle, comparaison aux mesures, discus-
sions
A partir de la structure proposée à la figure 4.3 et en utilisant le modèle identifié, le
diagramme fonctionnel entrée/sortie correspondant est présenté à la figure 4.10. Pour
les simulations temporelles, ce modèle à été implanté dans Matlab-Simulink à partir de
la représentation d’état précédemment obtenue. Un exemple de réponse temporelle est
donné à la figure 4.11, où l’échantillon est alimenté par un générateur de résistance interne
Rg = 50Ω.
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Figure 4.8: Symbole diffusif d’échantillons de CCT56-P2 à température ambiante.
Figure 4.9: Diagramme de Bode de l’impédance Zc identifiée (modèle de Cole-Davidson
ajusté) et de l’approximation de la réalisation diffusive.
118 CHAPITRE 4. Applications en régime non-linéaire
Figure 4.10: Diagramme fonctionnel de l’échantillon CCT56p2, associé au modèle élec-
trique de la figure 4.3.
Figure 4.11: (a) mesure et simulation de la tension et du courant pour une impulsion
de 18V d’amplitude, (en rouge le modèle, en bleu la mesure) ; (b) agrandissement de la
deuxième impulsion.
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4.1.4 Conclusion
Les valeurs élevées de permittivité des échantillons de CCT peuvent être modélisées sui-
vant un circuit électrique relativement simple. Le modèle proposé présente une bonne
adéquation avec les mesures fréquentielles. Une comparaison entre les mesures tem-
porelles et la simulation est décrite également. Cependant, d’un point de vue physique,
les mécanismes mis en jeu ne sont toujours pas bien compris [Leb05] [Lun04] [Lun06]. De
plus, il a été montré dans [Rum07] que l’on pouvait suivre, sur une plage de tempéra-
tures allant de −200◦C a` +150◦C, les variations des paramètres électriques du modèles
du CCT, à l’aide de la représentation diffusive.
4.2 Bobine saturable
4.2.1 Introduction
On s’intéresse à la modélisation dans le domaine temporel d’une bobine à inductance
saturable présentant des pertes par courants de Foucault. On va traiter ici des impédances
non rationnelles, dûes principalement à l’effet de peau dans les matériaux magnétiques.
La modélisation de composants magnétiques utilisés en génie électrique nécessite
généralement de pouvoir prendre en compte la saturation, l’hystérésis et les courants
de Foucault [Rum08]. Les courants de Foucault traduisent des pertes de nature répar-
tie dépendant de la fréquence, mais que l’on peut représenter par des modèles linéaires
[Mar95] [Lio00]. La saturation et l’hystérésis correspondent quant à eux à des phénomènes
non linéaires, dépendant de l’amplitude de l’excitation, de la fréquence [Nak05][Ker07],
et sont classiquement observés dans les transformateurs de tension et courant industriels
[Bir06], les actionneurs électromécaniques [Mal06] ainsi que dans les inductances utilisées
en électronique de puissance [Dal05]. La modélisation conjointe de ces phénomènes en
régime non stationnaire, en particulier transitoire, n’est pas triviale.
Nous présentons ici une autre application au cas non linéaire à travers une inductance
à noyau saturable de ferrite, présentant des pertes par courants de Foucault localisées
dans un entrefer constitué d’une pastille de fer. L’objet d’étude est présenté sur la figure
4.12.
La modélisation doit donc prendre en compte les phénomènes de saturation du flux
dans le circuit magnétique en même temps que les pertes par courants de Foucault dans
l’entrefer constitué par la pastille de fer. Cet objet d’étude a été construit afin d’obtenir
un découplage relatif entre la saturation et les courants de Foucault, tout en négligeant
l’hystérésis.
En effet :
• comme le champ d’induction de stauration est beaucoup plus faible dans la
ferrite (<450mT) que dans le fer (>1T), on pourra supposer la perméabilité quasi-
constante dans l’entrefer et ne considérer la saturation que dans la ferrite,
• les phénomènes d’hystérésis sont négligeables dans la ferrite et réduits dans le
fer par la limitation de l’induction décrite ci-dessus.
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Figure 4.12: Inductance à noyau ETD39 en ferrite B50 et pastille de fer de 3mm dans
la jambe centrale du noyau, NSpiresCu=35 tours. A droite, la structure à simuler dans
Maxwell 3D
Enfin, le bobinage a été divisé en deux parties éloignées de l’entrefer, que les lignes
de champ auront tendance à fuir à haute fréquence à cause de l’effet de peau, afin de
minimiser les interactions entre le flux de fuite et le cuivre du bobinage où pourraient se
développer des courants de Foucault.
L’étude sera effectuée en deux temps :
• tout d’abord, comme pour le CCT, une hypothèse de non linéarité séparable
sera explorée en découplant la saturation (plutôt dans la ferrite) de l’effet de peau
(plutôt dans le fer),
• Cette hypothèse étant trop forte, nous proposerons dans un deuxième temps
des pistes pour traiter globalement le problème sous représentation diffusive.
4.2.2 Découplage des phénomènes linéaires et non linéaires, ap-
proche parallèle
Caractéristique H(B) du matériau ferrite
Dans cette étude, nous considèrerons qu’il y a conservation du flux dans le noyau ma-
gnétique (absence de fuites). En ce qui concerne la non linéarité étudiée, nous négligerons
les aspects hystérétiques, faibles dans les ferrites N30 et B50. Nous ferons également
l’hypothèse que la saturation pour les niveaux d’induction atteints reste confinée dans la
partie ferrite du noyau magnétique alors que la pastille de fer (non saturée) concentrera
les pertes par diffusion liées aux courants de Foucault qui s’y développent.
La caractéristique anhystérétique H(B) dans le matériau ferrite est déterminée à partir
d’essais en régime alternatif fort signal, pour un circuit magnétique homogène (sans entre-
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fer), au moyen d’un amplificateur opérationnel LM12 de chez National Semiconductors.
Le schéma du banc de mesures réalisé est donné figure 4.13.
Figure 4.13: Schéma de principe de la mesure à fort champ.
On présente à la figure 4.14 la caractéristique H(B) obtenue sur la bobine à noyau
ferrite sans entrefer.
Figure 4.14: Courbe anhystérétique H(B) de la ferrite.
L’effet des courants de Foucault sur le comportement dynamique d’une bobine à
noyau de fer conduit à une fonction de transfert non rationnelle de nature diffusive. La
structure du modèle proposé est alors représentée sur la figure 4.15, sous la forme d’un
schéma fonctionnel avec les variables et paramètres suivants :
Ae : section effective du circuit magnétique
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Figure 4.15: Diagrame fonctionnel de l’inductance avec noyau ferrite et entrefer fer
le : longueur moyenne effective de la ligne de champ
e : épaisseur de l’entrefer
B : induction moyenne dans la section Ae
HN : excitation magnétique effective dans la ferrite
He : excitation magnétique effective dans l’entrefer
N : nombre de spires du bobinage.
La non linéarité de saturation de la ferrite est bien en parallèle sur les effets de peau
dans la pastille de fer. A faible signal, par la même démarche que pour le condensateur
CCT, le modèle aux petites variations peut être représenté par le schéma fonctionnel de
la figure 4.16
Figure 4.16: Diagrame fonctionnel de l’inductance linéarisée sous faible champ avec noyau
ferrite (µferrite = µi ferrite(jω)) et entrefer fer (µfer = µi fer(jω))
Détermination de la susceptibilité magnétique de la pastille de fer par mesures
spectroscopiques
Le matériau étant linéaire et non saturé, l’induction magnétique B en fonction du champ
He peut s’écrire dans le domaine de Laplace :
B (p) = µ0
(
1 + χfer (p)
)
He (p) , (4.6)
où χfer (jω) est la susceptibilité complexe du fer.
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Les susceptibilités du matériau sont extraites de mesures d’impédance réalisées sur
pont HP4194A pour différentes configurations de la bobine.
On détermine dans un premier temps la susceptibilité de la ferrite à partir des mesures
d’impédance (figure 4.17) sur la bobine à noyau ferrite sans entrefer puis la susceptibilité
effective de la pastille de fer est extraite à partir des mesures sur la bobine avec entrefer
fer 3mm. Dans une première approche, nous nous sommes limités à la plage de fréquences
de 100 Hz à 2 MHz, c’est-à-dire en deçà de la résonance propre de la bobine.
Figure 4.17: Impédances mesurées pour différentes configurations de la bobine, respec-
tivement : noyau ferrite sans entrefer (noir pointillé), noyau ferrite avec entrefer fer 3mm
(bleu pointillé) et noyau ferrite avec entrefer air 3mm (noir).
On en déduit la susceptibilité qui est présentée à la figure 4.18(a).
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Représentation diffusive de la susceptibilité de la pastille de fer
Figure 4.18: (a) la susceptibilité relative du fer dans le plan de Bode et son approximation
par RD ; (–) : le modèle , (- -) : la mesure ; (b) le symbole diffusif associé à la
susceptibilité du fer.
La perméabilité initiale du fer est extraite des mesures spectroscopiques, que nous
présentons ainsi qu’un modèle sous RD identifié à la figure 4.18.
Résultats et discussions
La figure 4.19 montre la comparaison entre la simulation avec Matlab-Simulink, qui utilise
le schéma fonctionnel de la figure 4.15, et la mesure pour une excitation sinusoïdale à
f=200Hz et pour un courant crête I=1.5A.
Des exemples de réponses temporelles (indicielles) mesurées et simulées sont com-
parés et discutés dans cette section. A titre de repère, la réponse d’une bobine idéale
dont l’inductance correspond à la valeur très basse fréquence de la bobine d’étude est
superposée pour les figures 4.21(1) et 4.21(2). On observe bien sur la figure 4.20 le
comportement fractionnaire après quelques constantes de temps du système.
Les essais à faible signal (figure 4.21(1)) montrent une bonne corrélation des mesures et
du modèle à faible signal. A fort signal en revanche, (figure 4.21(2)), un écart est visible.
Afin d’éclaircir ce point, une simulation par éléments finis a permis de constater que les
courants de Foucault dans la pastille de fer induisent une modification de la distribution
des lignes de champ B dans le matériau ferrite à proximité de l’interface ferrite/fer, en
particulier en périphérie du circuit magnétique. Dans le modèle comportemental, on
fait l’hypothèse d’un champ d’induction moyen identique dans toute la ferrite du noyau
magnétique. Ainsi, la ferrite peut saturer plus vite dans ces zones et donc diminuer
l’induction magnétique moyenne dans le noyau (bien que cette induction moyenne n’ait
pas encore atteint la valeur de saturation). Le modèle présenté en figure 4.15 ne prenant
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Figure 4.19: Détermination du cycle d’hystérésis pour ferrite+entrefer fer 3mm à f=200Hz
et Icrête=1.5A.
Figure 4.20: Simulation en rouge et mesure en bleu de la réponse en courant et tension
de la bobine à fort courant
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pas en compte ce phénomène, il surestime l’effet de peau dans le fer et sa contribution
au niveau des pertes.
Figure 4.21: (1) Réponse à un échelon pour Icrête=120mA ; (2) Réponse à un échelon
pour Icrête=1A. (–) : mesure ; (....) : modèle diffusif ; (- -) : modèle linéaire).
4.2.3 Mise en évidence des limitations du modèle par la simu-
lation éléments finis avec Maxwell3D
Le modèle d’aimantation avec prise en compte des pertes par courants de Foucault montre
une bonne corrélation avec les mesures effectuées à faible signal.
Figure 4.22: Mise en évidence de la saturation de l’induction magnétique dans la ferrite
à l’interface de la pastille de fer par la simulation avec Maxwell 3D.
A fort signal, le modèle surestime les pertes dans le circuit, à cause de la non prise en
compte d’inhomogénéités locales du champ d’induction dans la ferrite à proximité de la
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pastille de fer, qui tendent à diminuer le champ B moyen dans la ferrite. Cette tendance
à l’interface entre la ferrite et le fer est clairement mise en évidence à la figure 4.22.
On visualise sur cette figure le module de l’induction (le matériau est considéré comme
linéaire dans le module "Eddy current" du logiciel, ce qui explique les valeurs très élevées
d’induction magnétique au niveau de la pastille de fer, cf. figure 4.22) dans la ferrite à
proximité de la pastille de fer, on peut observer une forte saturation du matériau près de
l’interface. Le champ B ne peut plus être considéré comme uniforme dans toute la ferrite.
En se rapprochant de l’entrefer, l’effet de peau à haute fréquence dans la pastille de fer
plaque les lignes de champ sur les bords de la ferrite, augmentant localement l’induction
et pouvant conduire à la saturation. On touche là aux limites de la modélisation com-
portementale (qui tend à s’affranchir des effets de la géométrie). Nous avons tenté de
prendre en compte ce phénomène en ajoutant un bloc de transfert d’interaction entre
la ferrite et la pastille de fer, mais nous n’avons pas obtenu pour l’instant des résultats
probants.
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4.3 Problématique de l’extension au cas non linéaire
sous représentation diffusive
Dans la partie précédente, nous avons montré qu’à partir de la connaissance de la non-
linéarité (par des relevés appropriés ou une connaissance physique du phénomène) et
du comportement à faibles niveaux (pour des petites variations dynamiques ne mettant
pas en jeu le caractère non linéaire), il était dans certains cas possible de déterminer
le modèle dynamique à « fort signal ». Nous avons cependant perçu les limitations de
cette approche, lorsque l’hypothèse de séparabilité des phénomènes non-linéaires est trop
contraignante pour prendre correctement en compte les phénomènes physiques mis en
jeu. En particulier, dans de nombreux cas en Génie Electrique, cette non-linéarité ne
s’exprime pas de manière uniforme dans l’espace.
Figure 4.23: (a) Bobine à noyau torique entouré d’un bobinage de N spires parcourues
par un courant i. (b) Vue en coupe du noyau avec visualisation des nappes discrétisées
de courant de section Sk (parcourues par les courants de Foucault ik), et du contour Ck.
Pour illustrer ce point, nous présentons ici un exemple académique de bobine à noyau
torique de section circulaire constitué d’un matériau homogène, ferromagnétique et con-
ducteur comme présenté figure 4.23 (a). La résistance du bobinage et les fuites magné-
tiques seront négligées.
Remarque 20 Cas du noyau isolant sans pertes : le flux est uniforme le long de la ligne
de champ moyenne et dans toute la section du noyau, le schéma fonctionnel global se
déduit de celui du §4.2.2 (figure 4.15) et est donné figure 4.24.
Comme le noyau est conducteur, il va être le siège de courants de Foucault induits.
On considère le flux uniforme le long du tore et à symétrie circulaire dans toute la section.
CHAPITRE 4. Applications en régime non-linéaire 129
Figure 4.24: Schéma fonctionnel entrée/sortie de type admittance de la bobine
Le tore peut alors être discrétisé suivant K nappes cylindriques concentriques d’épaisseur
identique e (figure 4.23, (b)).
D’après le théorème d’Ampère, on peut écrire sur chaque contour Ck :
Hk.lk = Ni−
K∑
m=1
im, (4.7)
qui donne :
Hk+1.lk = Hklk − ik+1. (4.8)
D’après la loi de Faraday, la fem qui donne naissance au courant ik dans la nappe
d’indice k s’écrit :
ek =
K∑
m=k
d
dt
Φm (4.9)
=
dΦk
dt
+ ek+1 (4.10)
= Sk
dBk
dt
+ ek+1. (4.11)
Enfin, l’effet Joule sur la nappe de courant s’écrit :
ek = rkik. (4.12)
4.3.1 Cas linéaire invariant
Dans ce cas, Bk
Hk
= µ = constante et ek devient :
ek = µSk
dHk
dt
+ ek+1 = µ
Sk
lk
d(Hklk)
dt
+ ek+1. (4.13)
En posant lk = µSke , homogène à une inductance et jk = Hklk homogène à un courant,
on aboutit au système :
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 ek = lk
djk
dt
+ ek+1
jk = jk−1 − ik
ek = rkik.
(4.14)
Vis-à-vis de la bobine, la loi de Lenz s’écrit :
v = N
K∑
m=1
d
dt
Φm = Ne1. (4.15)
(4.14) et (4.15) donnent le circuit équivalent de la figure 4.25 (avec transformateur
idéal de rapport 1
N
).
Figure 4.25: Schéma électrique équivalent d’une bobine modélisée par nappes de courant.
Pour transférer les éléments du secondaire au primaire du transformateur, notons :
e′k =
ek
N
; l′k =
lk
N2
;
j′k = Njk; r
′
k =
rk
N2
;
i′k = Nik.
(4.16)
On obtient alors le nouveau schéma à la figure 4.26.
Remarque 21 Si r’k → ∞, L=
∑K
k=1 l
′
k correspond à l’inductance totale de la bobine à
noyau.
Un schéma fonctionnel dérivant du cas général des lignes de transmission présenté au
paragraphe §3.4.3 est donné à la figure 4.27.
Le schéma 4.26 constitue un modèle de Cauer dont il est possible d’obtenir un équiva-
lent en réseau échelle tel que celui de la figure 4.28, qui correspond en fait à une réalisation
diffusive discrétisée.
Remarque 22 Cet exemple aurait pu être traité directement au moyen de l’équation de
diffusion tel que réalisé au chapitre 1 pour d’autres exemples. Une discrétisation de cette
équation aurait conduit au système (4.14) et à la représentation éléments finis de la figure
4.26.
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Figure 4.26: Schéma équivalent de la bobine modélisée par nappes de courant avec le
secondaire du transformateur ramené au primaire
Figure 4.27: Diagramme fonctionnel d’une cellule de la figure 4.26.
Figure 4.28: Schéma électrique équivalent de la réalisation diffusive « diagonale »
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4.3.2 Cas non-linéaire
Dans le cas non-linéaire, Bk
Hk
= µk = µk+1.Chaque transfert 1lkp de la figure 4.27 doit être
remplacé par un schéma du type de celui de la figure 4.24 et qui conduit à la figure 4.29.
Figure 4.29: Diagramme fonctionnel d’une cellule de la figure 4.26 dans le cas non-linéaire.
De la même façon que dans le cas linéaire, on obtient un schéma équivalent, mais à
bobine saturée, représenté sur la figure 4.30.
Figure 4.30: Schéma électrique des Nappes de courant en régime non-linéaire.
Mais dans ce cas, il n’est plus possible de transformer ce schéma en celui de la figure
4.28, car on ne peut remplacer les inductances saturées l′k par des inductances saturées
Ln.
En effet, le lien entre non-linéarité et espace est perdu dans ce réseau échelle et donc
dans la réalisation diffusive associée.
4.3.3 Problématique
Afin de conserver une représentation de type diffusif pour laquelle le symbole à identifier
apparaît linéairement dans l’équation de sortie facilitant l’identification, tout en prenant
en compte les non linéarités, une première voie peut être résumée dans l’équation :{
∂ψ(ξ,t)
∂t
= −ξ ψ(ξ, t) + u(t), ψ(ξ, 0) = ψ0(ξ), ξ ∈ R+
y =
∫∞
0
η (ξ, t)F (Ψ (ξ, t))dξ,
(4.17)
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où F est une fonction intégrant les non-linéarités1.
Figure 4.31: Exemple de diagramme fonctionnel d’une réalisation diffusive non linéaire.
Le schéma 4.31 illustre ce modèle en version discrétisée. La difficulté dans cette
approche est la détermination de F et sa justification physique.
Dans [Cas09a][Cas09b][Cas09c], d’autres pistes pour traiter les problèmes non linéaires
sont présentées, notamment pour un problème de combustion (un modèle de flamme)
dans lequel les auteurs cherchent à identifier un transfert non rationnel et une non-
linéarité. La principale difficulté dans le modèle proposé réside dans le couplage entre
l’opérateur dynamique et la fonction (statique dans cet exemple) sous-tendant la non-
linéarité, rendant délicate l’identification. Ce domaine d’étude reste encore largement
ouvert.
1Plus généralement :
y =
N∑
n=1
∫
ηnFn (Ψ) dξ =
∫
ηF (Ψ) dξ, (4.18)
avec {Fn} base d’un espace de Hilbert.
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Conclusion
Nous avons vu au premier chapitre comment pouvaient se manifester dans les disposi-
tifs du génie électrique des phénomènes de diffusion et quels étaient les outils classiques
permettant de représenter les transferts non rationnels qui en découlent. Notre principal
objectif étant de développer des modèles comportementaux dans le domaine temporel,
nous avons ensuite présenté la représentation diffusive qui est très bien adaptée pour
traiter ainsi ces transferts. Dans le deuxième chapitre, nous avons détaillé l’identification
du symbole diffusif suivant différentes méthodes. Dans le troisième chapitre, nous avons
traité diverses applications dans le cas de systèmes linéaires. Enfin, le quatrième chapitre
propose des pistes dans le cas non linéaire. Les résultats importants ont été l’amélioration
de la prise en compte des conditions initiales pour l’identification du symbole diffusif
dans le domaine temporel et la recherche d’algorithmes permettant l’obtention de sym-
boles positifs, particulièrement intéressants pour la stabilité des simulations des systèmes
identifiés et la réduction des modèles obtenus.
Ce travail a permis de montrer que la représentation diffusive est très intéressante pour
la modélisation de nombreux systèmes du génie électrique pour lesquels des phénomè-nes
de diffusion, couplés ou non à d’autres effets, peuvent être pris en compte et pour la réal-
isation de simulations temporelles de ces objets. Cette approche permet d’obtenir des
modèles simples et d’ordre réduit sous forme de représentations d’état, rendant la simu-
lation simple et économique en termes de temps de calcul. Elle permet aussi d’aborder
la modélisation comportementale de phénomènes répartis couplés à des non linéarités :
nous avons proposé une première approche prometteuse.
Les voies de recherche envisageables dans un futur proche sont nombreuses. En terme
de caractérisation, il paraît envisageable de traiter les matériaux dans leur cadre réel
d’utilisation et de dépasser ainsi les méthodes classiques par spectroscopie d’impédance
ou polarisation statique qui, du fait de leurs restrictions, n’ont pas toujours un domaine
de validité adapté.
Un autre développement possible est l’aide à la conception, voie entrouverte dans la
modélisation thermique d’un convertisseur au chapitre 3, qui permettrait d’aider au pro-
totypage 3D des systèmes. On pourrait ainsi tenter de lier le symbole diffusif à certaines
données géométriques en vue d’une optimisation.
Pour tout cela, le développement d’une boîte à outil de simulation (par exemple
sous Matlab), ébauché au cours de cette thèse, permettra aux utilisateurs de manipuler
aisément ces notions afin de simuler efficacement dans le temps les systèmes étudiés.
Enfin, les développements effectués au cours de cette thèse doivent maintenant être
appliqués aux nouvelles architectures de convertisseurs hybrides qui, dans le contexte
d’une intégration des systèmes et une mutualisation des fonctions, ont besoin autant
des outils de simulation éléments finis que de ces nouveaux outils de modélisation et de
simulation comportementaux prenant en compte macroscopiquement et conjointement
la géométrie et la réaction des matériaux. L’étape suivante sera alors la modélisation
d’ensemble, où composants actifs et passifs seront associés dans une description globale du
système, pouvant être non plus seulement électrique mais électrothermique voire électro-
thermo-mécanique. Dans ce cadre là, la version généralisée de la représentation diffusive
(le symbole diffusif η (ξ) défini sur R− devenant un γ-symbole pris sur un contour dans
le demi plan des complexes à partie réelle négative [Mon05][Cas09c]) pourra permettre
la prise en compte de comportements dynamiques faisant intervenir des modes oscillants
amortis.
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Chapitre 5
Quelques exemples de programmes
réalisés avec Matlab
Identification fréquentielle d’un transfert non rationnel
wr= logspace(0 ,5,500);
H s=1./((1+1e-3*w r*sqrt(-1)).^0.6);
%
%
% Réalisation diffusive d ’un operateur
%
% Hs : op erateur à réaliser H sa : idem pour affi chage Hsd : op erateur identifi é
%
t=cputim e;
test1=0; % 1 corresp ond à un xsi en 0 ; 0 s inon
test2=0; % 0 : rea lisation sans positiv ité (MC simple) 1: MC avec positiv ité
test3=1; % 0 corresp ond au critère simple, 1 app lique la p onderation
moderateur=0.6; % lorsque l’on active la p ondération , Ex: 0 .6 in itial
% perm et d ’a juster pour les hautes ou les basses fréquences
% 0<moderateur=<1ou p lus
% si >ou=1 p onderation par w , on collera m ieux a haute frequence,
% si <1 ponderation par w à la pu issance moderateur, on co llera m ieux a basse frequence p lus on tendra vers 0
M=1000; %nombre d ’echantillons m esurés
N=30; %nombre de xsi constru its
A=15; %Si A>N/2,nombre de points p lus grand pour les faibles xsi (xn), inversem ent si A<N/2
%Elo ignement des b ords du domaine
dwm1=0.1 ;%pour wm
dwm2=0.1 ;
dxn1=0.3;%p our xn
dxn2=0.3;
E rr=1e-7; % term e d ’optim isation :comprom is entre precision et ondu lations de la solution eta m inim ale
% en terme de moindres carrés ;1e-9 normal
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% utilisé s i test2==0
alpha=2;%1.2%1.2 por r=6.8 ohm s % si intervalle inferieur plus p etit, on priv ileg ie la precis ion sur les BF
%alpha=2 si intervalles identiques ;alpha doit etre sup erieur a 1
wc= sqrt(m in(wr))*sqrt(m ax(w r)); % moyenne géom étrique des w de m esure
%wn=wr/wc; % pulsation rédu ite (centrage sur les m esures), sym etrisation par rapp ort à 1
xn_ in f= (log10(m in(wr))+dxn1);
xn_max=(log10(max(wr))-dxn2);
xn_ interva l= ((log10(m in(wr))+dxn1)+ (log10(max(wr))-dxn2))/alpha; %param etre fixant la va leur interm ed ia ire de l’ensemble des xn
%xn_interval=2.0 %valeur a justée de la separation des 2 intervalles
xn1=LOGSPACE(log10(m in(wr))+dxn1,xn_ interval,A ); % xsi 1er interva lle de xn
xn2=LOGSPACE(xn_ interval,log10(max(wr))-dxn2,N+1-A ); % xsi 2nd interva lle de xn
%xn=LOGSPACE(log10(m in(wn))+dxn1,log10(max(wn))-dxn2,N); % xsi origina l
xn(1)=0;
xn(N )=0;
for var=1:N ,
xn(var)=0;
end
% length(xn)= length(xn1)+ length(xn2);
for var=1:A ,%concatenation des 2 vecteurs xn1 et xn2
xn(var)=xn1(var);
end
for var=1:N -A,
xn(A+var)=xn2(var+1); %pour ne pas avo ir 2X le m eme point pour positions A et A+1
end
xn=xn/wc;
wn=wr/wc; % pulsation rédu ite (centrage sur les m esures), sym etrisation par rapport à 1
wm=LOGSPACE(log10(m in(wn))+dwm1,log10(max(wn))-dwm2,M ); % mesures
if test1==1
xn(1)=0;
end
wne=LOGSPACE(log10(m in(wn)),log10(max(wn)),M ); % affi chage
%
Hsc= sqrt(m in(H s)*max(H s));
H sa=INTERP1(log10(wn),H s,log10(wne));
H sm=INTERP1(log10(wn),H s,log10(wm ),’sp line’);
H sm=Hsm .’;
Base= zeros(M ,N );
for m=1:M ,
for n=1:N ,
if test3==0
Base(m ,n)= (1./(sqrt(-1)*wm (m )+xn(n)))/H sc;
%Base(m ,n)=1./(sqrt(-1)*wm (m )+xn(n))/1000/Hsm (m );
end
end
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end
for m=1:M -1,
for n=1:N ,
if test3==1
Base(m ,n)= (1./(sqrt(-1)*wm (m )+xn(n)))*(wm(m+1)-wm (m ))^moderateur;
%Base(m ,n)= (1./(sqrt(-1)*wm (m )+xn(n)))/H sc;
end
end
end
eyexn=zeros(N ,N);
for n=1:N ,
eyexn(n,n)=1;
end
if test3==0 %ponderation de hsm
for m=1:M ,
Hsm (m )=Hsm (m )/Hsc;
end
e lse
if test3==1
for m=1:M -1,
H sm (m )=Hsm (m )*(wm (m+1)-wm (m ))^moderateur;
end
end
end
if test2==0
% inversion et déterm ination de Eta sans p ositiv ité
Mes=real(Base’*Base+Err*eyexn)\rea l(Base’*Hsm);
end
if test2==1
%déterm ination de Eta avec positiv ité
BaseR I= [real(Base);im ag(Base)];
H smRI= [rea l(H sm );im ag(Hsm)];
OPTIONS=optim set(’To lX ’,1e -9);
VAL = OPTIMGET(OPTIONS,’TolX ’,1e-9)
X0= [];
M es= lsqnonneg(BaseR I,HsmRI,X0,OPTIONS);
% création d ’un nouveau vecteur de Mes(xn) compact sans les élém ents nu ls
increm ent=1;
increm ent2=1;
for i=1:m ax(size(xn))
if (M es(i)~=0)
Mes2(increm ent)=M es(i);
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Xn_bis(increm ent)=xn(i);
increment= increm ent+1;
else
xnrej(increment2)=xn(i);
M esrej(increm ent2)=Mes(i);
increment2= increm ent2+1;
end
end
end
a=diag(-xn);
b= zeros(N ,1)+1;
c=Mes’;
d=0;
[GainHsd ,PhaseHsd]=BODE(a,b,c,d,1,wne);
% Réponse fréquentie lles dans Bode
w f=wne*wc;
figure(7);
hold off ;
subp lot(2,1 ,1),log log(w f,abs(Hsa),’r:’);
hold on;
subp lot(2,1 ,1),log log(w f,GainHsd,’b -’);
grid ;
x lab el(’pu lsation (rd/s)’);
y lab el(”);
% erreur sur le complexe
erreur=abs(H sa-GainHsd ’.*(cos(PhaseH sd ’/180*pi)+sqrt(-1)*sin(PhaseH sd ’/180*p i)))./abs(Hsa);
fi gure(10)
sem ilogx(w f,100*erreur);
AXIS([w f(1) w f(M ) 0 100]);
x lab el(’\om ega (rd/s)’);
y lab el(’erreur relative sur le complexe en % ’);
fi gure(7);
hold off ;
subp lot(2,1 ,2),sem ilogx(w f,unw rap(angle(H sa))*180/p i,’r:’);
hold on;
subp lot(2,1 ,2),sem ilogx(w f,PhaseH sd ,’b-’);
grid ;
x lab el(’pu lsation (rd/s)’);
y lab el(’(◦)’);
% Calcu l de la fonction de transfert p our simulink
a0=diag(-xn*wc);b0=ones(N ,1)*wc;c0=Mes’;d0=0;
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Identification temporelle du courant de polarisation
sur pastille de CCT
%#####################################################################
%### ##
%### Identifi cation après integration de la sortie
%### ###
%####################################################################
clear a ll
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Param ètres
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Eo=1/(36*p i*1e9); %perm ittiv ité du vide
% facteur de normalisation
Norm=1e3 ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Acquisitions
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
table=xlsread(’h :\Documents\bureau28_01_ sup oercap_plein_autres_trucs\mesures_polar\axel\polar5e4smat.x ls’);
X= tab le(1 :2025,1);
Y= tab le(1 :2025,2);
temps= (1:length(X (1:2025)))’/Norm ;% linspace(1 ,1.25e5 ,10000)’;
tension=20*ones(length(X ),1);
courant=Y/Eo;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Conditionnement
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Temps de simulation du symbole diff usif de l’entrée
t= linspace(0 ,temps(length(temps)),1000);
%Temps p our l’Interpolation : un iquem ent sur la p lage exp érimentale
tim e=t;
Tech= t(5)-t(4);
%––– - – Interpo lation – ––– —
I= interp1q(temps,courant,tim e’);% ,’linear’);
I(1)=courant(1);
for k=1:length(tim e)
Q (k) = trapz(tim e(1 :k),I(1:k),1);
end
Q=Q ’;
V_psy=20*ones(length(t),1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Realisation D iffusive de l’entrée (Teta)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%Répartition des X i
K=30;
X i= logspace(log10(1e-7),log10(1e2),K)*Norm ; %1,8
A s=diag(-X i);
B s=ones(K ,1);
C s= eye(K );
D s= zeros(K ,1);
RD=ss(A s,Bs,Cs,D s);
TeTa= lsim (As,B s,C s,D s,V_psy,t);
%CI <> 0
TeTad= impulse(RD,t);
%TeTa= [TeTa TeTad];
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% ESTIMATION PAR PSEUDO INVERSE
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
disp(’ ’);
d isp(’MC ’);
Tol = 1e-5 ;
B eta_mc=inv(TeTa’*TeTa+Tol*eye(K))*(TeTa’*Q);
Q_mc=TeTa*Beta_mc;
EtaChapeau_mc=Beta_mc(1 :K)’;
%Etat_mc=Beta_mc(K+1:2*K)’;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% CONDITIONNEMENT
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Nxi= length(Xi);
ChapeauX I(1) = (X i(2)-X i(1))/2;
ChapeauX I(Nxi) = (X i(Nxi)-X i(Nxi-1))/2 ;
for n=2:Nxi-1
ChapeauX I(n) = (Xi(n+1)-X i(n -1))/2;
end
Eta_mc=EtaChap eau_mc./ChapeauX I;
E ta_mc=Eta_mc*Norm ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% AFFICHAGE
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
M=length(tim e);
%Temps p our l’affi chage
D ispl= 15;
ra is=floor(M/(D ispl-1));
tim e_d(1)= time(1);
tim e_d(D isp l)=tim e(M );
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Q_mc_d(1)=Q_mc(1);
Q_mc_d(Disp l)=Q_mc(M );
for d=2:D isp l-1
time_d(d)= time(d*rais);
Q_mc_d(d)=Q_mc(d*rais);
end
%––– - – Sorties en fonction du temps – ––– —
figure(1)
p lot(tim e*Norm ,Q ,’k ’)
hold on
p lot(tim e_d*Norm ,Q_mc_d,’kx’)
hold off
title(’Charge (Temps)’)
zoom on
%––– - – Sorties en fonction du temps – ––– —
figure(2)
log log(time*Norm ,Q ,’k ’)
hold on
log log(time_d*Norm ,Q_mc_d,’kx’)
hold off
title(’Charge (Temps)’)
zoom on
%––– - – Tracé sem i-log – ––– —
figure(3)
sem ilogx(Xi/Norm ,Eo*Eta_mc,’kx’)
hold on
hold off
title(’Fonction de relaxtion Form e Continue’)
zoom on;
figure(13)
log log(X i/Norm ,Eo*Eta_mc,’kx’)
hold on
hold off
title(’Fonction de relaxtion Form e Continue’)
zoom on;
figure(14)
log log(1 ./(X i/Norm )’,Eo*Eta_mc.*X i/Norm ,’ro’)
hold on
hold off
zoom on;
figure(4)
sem ilogx(Xi/Norm ,Eo*EtaChapeau_mc,’kx’)
hold on
hold off
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title (’Fonction de relaxtion Form e discrete : Identifi é sous intégra le’)
zoom on;
% RETOUR AU COURANT
A=diag(-X i/Norm );
B=ones(K ,1);
C=EtaChapeau_mc;
D= [0];
C apa= ss(A ,B ,C ,D );
% Dérivé de la charge Q .
Im c=20*impulse(Capa ,tim e*Norm );
I_mc=diff (Q_mc)/Tech*Eo;
I_ ref=diff (Q)/Tech*Eo;
figure(5)
trace1= log log(tim e(1 :M -1)’*Norm ,I_ ref );
set(trace1,’L ineStyle’,’-’);
set(trace1,’linew idth ’,2);
set(trace1,’co lor’,’b lack’);
hold on
trace1= log log(tim e(1 :M -1)’*Norm ,I_mc);
set(trace1,’L ineStyle’,’— ’);
set(trace1,’linew idth ’,1);
set(trace1,’co lor’,’b lack’);
set(trace1,’m arker’,’+ ’);
fi gure(6)
log log(X i/Norm ,Eo*Eta_mc,’kx’)
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Identification temporelle multi-mesures sur une bobine
% Identifi cation temporelle de comportem ents fractionnaires de bob ines
% Essa is en monocoup , multi-entrées
c lear a ll
c lose all;
test_simu=1; % 1: donnees exp erim enta les ;;;; 0 : donnees ca lcul
test_nbre_vect=3; % 11: vect mesure 1 ;;;;; 12: vect m esure 2 ;;;;; 2: 2 vect mesures
%%%3: vect m esures 3 4: 4 vecteurs mesures
test_ induc=2; %1: ferrite %%%% 2: fer claud iu
testCI=1; %1: prise en compte des C I ;;;; 0 : pas de C I
fi ltrage=0;Nbits=9; % 0: signaux bruts ;;;;;; 1: signaux fi ltrés ;;;; m arche avec test_ simu=0
test_kalm an=0; % 0: pas kalm an ;;;;;; 1 : ka lm an
if test_ simu==0
R=1.0;
if test_ induc==1
% mesures fréquentielles sur bobine ferrite
Rm1=1;
Rm2=12.26;
m es= load(’\\Babylone\rum eau\Documents\fichiers_Matlab\mesures_ so lartron6_06\induc_ ferrite.txt’);
f=mes(:,1 );
ames=mes(:,2);
bm es=mes(:,3);
rezx1= [Rm1*(am es-1)];
imzx1= [bm es*Rm1];
zx1=rezx1+ j*im zx1;
c= -1./(2*p i*f.* im zx1);
rs=m in(rezx1);
m odzx1= sqrt(rezx1.^2+ im zx1.^2);
phase1=unwrap(angle(zx1))*180/pi;
m esxe l=xlsread(’\\Babylone\rum eau\Documents\fich iers_Matlab\hysteresis\bob5-09-07\Zteta.x ls’);
phasex= [phase1(1 :end-1);m esxel(:,3 )];
absx= [modzx1(1:end-1);m esxe l(:,2 )];
freqx= [f(1:end-1);m esxel(:,1)];
w=2*p i*freqx;
Z_mes=absx.*exp(sqrt(-1)*phasex/180*p i);
end
if test_ induc==2
%mesures fréquentielles sur bobine noyau de fer
indos=xlsread(’h :\Documents\fich iers_Matlab\hysteres is\mesures_b ob ines\b ob ine_ claud iu0V.xls ’);
freq= indos(:,1);
W spectro=2*pi*freq ’;
Z_mes=(indos(:,2).*exp(sqrt(-1)*indos(:,3)/180*p i)).’;
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end
%approxim ation des transferts adm ittance par RD
wr=w ;
Hs=1./(Z_mes);
RD IF_ ferrite
Test= freqresp(ss(a0 ,b0,c0 ,d0),wr);
Gain_test(1,:)= abs(Test(1 ,:,:));
Phase_test(1,:)= 180/p i*ang le(Test(1 ,:,:));
temps= linspace(0 ,1e-1,10000);
temps3= linspace(0,0.08 ,10000);% linspace(0,1e -4 ,10000);
temps2= linspace(0,1e-3 ,10000);
temps4= linspace(0,1e-2 ,10000);
V_bob_test= [zeros(1 ,1000) -0 .76*ones(1 ,2000) 0.8*ones(1,4000) zeros(1,3000)];%V_bob_ init;
%%%%%%%%%%%%%%%%%%%%%%%%%bloc simulink de base%%%%%%%%%%%%%%%%%
%simulation des réponses temporelles des systèm es, s i test_ simu=0
Aqsi=1;
Bqsi=1;
Cqsi=1;
Dqsi=0;
s im (’calcul_ Ibob ’,temps(end)); %% tps(end)=3.9996 ;
I_bob= interp1(clo ck1 ,I_bob_ in it,temps);
V_bob= interp1(clo ck1,V_bob_ sim ,temps)+I_bob*R ;
s im (’calcul_ Ibob2’,temps2(end)); % tps2(end)=0.9999s
I_bob2= interp1(clo ck2,I_bob_ init_2,temps2);
V_bob2= interp1(clo ck2 ,V_bob_sim 2,temps2)+ I_b ob2*R ;
s im (’calcul_ Ibob3’,temps3(end)); % tps3(end)= 0.02s
I_bob3= interp1(clo ck3,I_bob_ init_3,temps3);
V_bob3= interp1(clo ck3 ,V_bob_sim 3,temps3)+ I_b ob3*R ;
s im (’calcul_ Ibob4’,temps4(end)); % tps4(end)= 0.1s
I_bob4= interp1(clo ck4,I_bob_ init_4,temps4);
V_bob4= interp1(clo ck4 ,V_bob_sim 4,temps4)+ I_b ob4*R ;
if fi ltrage==1
%%%%%%%%%%%%%%Discretization du signal, entrée et sortie sur Nbits
if abs(max(I_bob))>abs(m in(I_bob))
co eff1=max(I_bob);
p os= -2^(Nbits-1)+1:2^(Nbits-1);
else
co eff1=abs(m in(I_bob));
p os= -2 :1 ;
end %
Q1=quantizer(’fixed’,’round’,[Nb its Nbits-1 ]);%
Q1.max=1;
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Q1.m in=-1;
I_bob=coeff 1*quantize(Q1,I_bob/coeff 1);
if abs(max(I_bob2))>abs(m in(I_b ob2))
co eff1=max(I_bob2);
p os= -2^(Nbits-1)+1:2^(Nbits-1);
else
co eff1=abs(m in(I_bob2));
p os= -2^(Nbits-1):2^(Nbits-1)-1;
end %
Q1=quantizer(’fixed’,’round’,[Nb its Nbits-1 ]); %
I_bob2=coeff1*quantize(Q1,I_b ob2/co eff 1);
if abs(max(I_bob3))>abs(m in(I_b ob3))
co eff1=max(I_bob3);
p os= -2^(Nbits-1)+1:2^(Nbits-1);
else
co eff1=abs(m in(I_bob3));
p os= -2^(Nbits-1):2^(Nbits-1)-1;
end %
Q1=quantizer(’fixed’,’round’,[Nb its Nbits-1 ]);%
I_bob3=coeff1*quantize(Q1,I_b ob3/co eff 1);
if abs(max(I_bob4))>abs(m in(I_b ob4))
co eff1=max(I_bob4);
p os= -2^(Nbits-1)+1:2^(Nbits-1);
else
co eff1=abs(m in(I_bob4));
p os= -2^(Nbits-1):2^(Nbits-1)-1;
end %
Q1=quantizer(’fixed’,’round’,[Nb its Nbits-1 ]);
I_bob4=coeff1*quantize(Q1,I_b ob4/co eff 1);
end
end
if test_ simu==1
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%%%%%%ouverture des fi chiers de données bob ine ferrite
if test_ induc==1
donnees_ test= csvread(’H :\Documents\fichiers_Matlab\hysteresis\axe l_mesuresBOB_CCT26_11\12_12\monocoup_ ferrite4m s.csv ’);
V_bob= [donnees_ test(:,4 )-donnees_ test(:,6)]’;
I_bob= [(donnees_test(:,6))]’;
temps=donnees_ test(:,1)-donnees_ test(1 ,1)’;
donnees_ test_2=csvread(’H :\Documents\fichiers_Matlab\hysteresis\axe l_mesuresBOB_CCT26_11\12_12\monocoup_ ferrite1m s.csv ’);
temps2= [donnees_ test_2(:,1)-donnees_ test_2(1 ,1)]’;
V_bob2= [donnees_test_2(:,4)-donnees_ test_2(:,6)]’;
I_bob2= [(donnees_ test_2(:,6))]’;
donnees_ test_3=csvread(’H :\Documents\fichiers_Matlab\hysteresis\axe l_mesuresBOB_CCT26_11\12_12\monocoup_ ferrite100m s.csv ’);
temps3= [donnees_ test_3(:,1)-donnees_ test_3(1 ,1)]’;
V_bob3= [donnees_test_3(:,4)-donnees_ test_3(:,6)]’;
I_bob3= [(donnees_ test_3(:,6))]’;
donnees_ test_4=csvread(’H :\Documents\fichiers_Matlab\hysteresis\axe l_mesuresBOB_CCT26_11\11_12\fe rrite_V_bobVrI_ sonde20trs1ms.csv ’);
temps4= [donnees_ test_4(:,1)-donnees_ test_4(1 ,1)]’;
V_bob4= [donnees_test_4(:,4)-donnees_ test_4(:,6)]’;
I_bob4= [(donnees_ test_4(:,6)/1.8)]’;
end
if test_ induc==2
%%%%%%ouverture des fi chiers de données bob ine à noyau de fer
%%%%
donnees_ test= csvread(’H :\Documents\fichiers_Matlab\hysteresis\axe l_mesuresBOB_CCT26_11\12_12\monocoup_ fer1ms1ohm .csv’);
V_bob= [donnees_ test(:,4 )]’;
I_bob= [(donnees_test(:,6))/2 .0 ]’;
temps=donnees_ test(:,1)-donnees_ test(1 ,1)’;
donnees_ test_2=csvread(’H :\Documents\fichiers_Matlab\hysteresis\axe l_mesuresBOB_CCT26_11\12_12\monocoup_ fer10m s1ohm .csv’);
temps2= [donnees_ test_2(:,1)-donnees_ test_2(1 ,1)]’;
V_bob2= [donnees_test_2(:,4)]’;
I_bob2= [(donnees_ test_2(:,6))/2.0]’;
donnees_ test_3=csvread(’H :\Documents\fichiers_Matlab\hysteresis\axe l_mesuresBOB_CCT26_11\12_12\monocoup_ fer4ms1ohm .csv’);
temps3= [donnees_ test_3(:,1)-donnees_ test_3(1 ,1)]’;
V_bob3= [donnees_test_3(:,4)]’;
I_bob3= [(donnees_ test_3(:,6))/2.0]’;
donnees_ test_4=csvread(’H :\Documents\fichiers_Matlab\hysteresis\axe l_mesuresBOB_CCT26_11\11_12\claud iu_V_bobVrI_sonde20trs1m s.csv ’);
temps4= [donnees_ test_4(:,1)-donnees_ test_4(1 ,1)]’;
V_bob4= [donnees_test_4(:,4)]’;
I_bob4= [(donnees_ test_4(:,6)/2.1)]’;
end
end
%%%%%%affi chage des rep onses en tension et courant
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if test_nbre_vect==11
figure(30)
p lot(temps,V_bob,’b’);
fi gure(31)
p lot(temps,I_bob ,’b ’);
end
if test_nbre_vect==12
figure(30)
p lot(temps2,V_bob2,’b’);
fi gure(31)
p lot(temps2,I_bob2,’b ’), ho ld on ;
end
if test_nbre_vect==2
figure(30)
p lot(temps,V_bob,’b’,temps2 ,V_bob2,’r’);
fi gure(31)
p lot(temps,I_bob ,’b ’,temps2,I_b ob2,’r’), hold on ;
end
if test_nbre_vect==3
figure(30)
p lot(temps,V_bob,’b’,temps2 ,V_bob2,’r’,temps3 ,V_bob3,’k ’);
fi gure(31)
p lot(temps,I_bob ,’b ’,temps2,I_b ob2,’r’,temps3 ,I_bob3 ,’k ’),ho ld on ;
end
if test_nbre_vect==4
figure(30)
p lot(temps,V_bob,’b’,temps2 ,V_bob2,’r’,temps3 ,V_bob3,’k ’,temps4 ,V_bob4,’m ’);
fi gure(31)
p lot(temps,I_bob ,’b ’,temps2,I_b ob2,’r’,temps3 ,I_bob3 ,’k ’,temps4,I_b ob4,’m ’), ho ld on ;
end
%%%%%%%% création du vecteur de sortie, suivant le nombre de vecteurs
%%%%%%%% choisi
if test_nbre_vect==11
sortie= I_bob ’;
end
if test_nbre_vect==12
sortie= I_bob2’;
end
if test_nbre_vect==2
sortie= [I_bob I_bob2]’;
end
if test_nbre_vect==3
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sortie= [I_bob I_bob2 I_bob3]’;
end
if test_nbre_vect==4
sortie= [I_bob I_bob2 I_bob3 I_b ob4]’;
end
%============================= PARAMETRES DE SIMULATION %======================================
if test_nbre_vect==11
Tm in=0;
Tmax=temps(end);
Te=temps(2);
end
if test_nbre_vect==12
Tm in=0;
Tmax=temps2(end);
Te=temps2(2);
end
if test_nbre_vect==2
Tm in=0;
Tmax=max([temps(end) temps2(end)]);
Te=m in([temps(end) temps2(end)]);
end
if test_nbre_vect==3
Tm in=0;
Tmax=max([temps(end) temps2(end) temps3(end)]);
Te=m in([temps(end) temps2(end) temps3(end)]);
end
if test_nbre_vect==4
Tm in=0;
Tmax=max([temps(end) temps2(end) temps3(end) temps4(end)]);
Te=m in([temps(end) temps2(end) temps3(end) temps4(end)]);
end
%============================= GENERATION DU SYSTEME ET MISE SOUS RE POUR LA SIMULATION
======
%––– - initia lisation ––––––
Ns=40;
Q si_s=zeros(1 ,N s);
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Mu_s=ones(1 ,N s);
%––– - Maillage log ––––––—
Qsi_s= logspace(3 ,8 ,40);
%––– - In itialisation systèm e d ’état –––––––––– -
As=diag(-Qsi_ s);
B s=ones(N s,1);
C s=Mu_s;
D s=0;
%=============================== Choix du maillage de la modélisation ========================
N=Ns;
Q si=Q si_s;
Q si_C I= logspace(0 ,8 ,N s);
Aqsi=diag(-Q si);
Aqsi_C I=diag(-Q si_CI);
Bqsi=ones(N ,1);
Cqsi=eye(N );
Dqsi=zeros(N ,1);
Xqsi=zeros(N ,1);
%===============================génération des matrices de PSY====================
PSY1=lsim (ss(Aqsi,Bqsi,Cqsi,Dqsi),V_bob,temps);
PSYd1= impulse(ss(Aqsi_C I,Bqsi,Cqsi,Dqsi),temps);
PSY2= lsim (ss(Aqsi,Bqsi,Cqsi,Dqsi),V_bob2,temps2);
PSYd2= impulse(ss(Aqsi_C I,Bqsi,Cqsi,Dqsi),temps2);
PSY3= lsim (ss(Aqsi,Bqsi,Cqsi,Dqsi),V_bob3,temps3);
PSYd3= impulse(ss(Aqsi_C I,Bqsi,Cqsi,Dqsi),temps3);
PSY4= lsim (ss(Aqsi,Bqsi,Cqsi,Dqsi),V_bob4,temps4);
PSYd4= impulse(ss(Aqsi_C I,Bqsi,Cqsi,Dqsi),temps4);
%%%%%===============Concatenation des PsYx su ivant le nombre de vecteurs cho is i
%%%%%
if test_nbre_vect==2
if testCI==1
PSY= [[PSY1 PSYd1];[PSY2 PSYd2]];
end
if testC I==0
PSY= [PSY1;PSY2];
end
end
if test_nbre_vect==3
if testCI==1
PSY= [[PSY1 PSYd1 zeros(10000,2*Ns)];[PSY2 zeros(10000 ,N s) PSYd2 zeros(10000,N s)];[PSY3 zeros(10000,2*Ns) PSYd3]];
end
if testC I==0
PSY= [PSY1;PSY2;PSY3];
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end
end
if test_nbre_vect==4
if testCI==1
PSY=[[PSY1 PSYd1 zeros(10000 ,3*N s)];[PSY2 zeros(10000 ,N s) PSYd2 zeros(10000,2*Ns)];[PSY3 zeros(10000,2*Ns) PSYd3 zeros(10000,N s)];[PSY4
zeros(10000,3*Ns) PSYd4]];
end
if testC I==0
PSY= [PSY1;PSY2;PSY3;PSY4];
end
end
if test_nbre_vect==11
if testC I==1
PSY= [PSY1 PSYd1];
end
if testC I==0
PSY= [PSY1];
end
end
if test_nbre_vect==12
if testC I==1
PSY= [PSY2 PSYd2];
end
if testC I==0
PSY= [PSY2];
end
end
%%%===============partie Kalman
%============================== Simulation on simulink ==========================================
%++++++++++ Simulation S imulink u(t) y(t) PsY(t): réa lisation diff usive de l’entrée++++++++
%Bruit en sortie
rb=1e-10 ;%
PSY=PSY ’;
M= length(temps);
%============================== ESTIMATION DU SYMBOLE DIFFUSIF µ PAR KALMAN ==================
if test_kalman==1
tic
if testC I==1 %recherche de cond itions initia les ,
161 Annexe D
%––––— Param ètres du Filtre –––––– -
% Génération de w bru it b lanc gaussien d ’entrée de variance q
%q=1;
%q=0
% Matrice d ’entrée
G=eye(2*N);
% V = Matrice de covariance du vecteur bruit = q = Q
%Q=eye(N )*q;
Q=diag(1*ones(2*Ns,1));% [1;0 .1 ;0 .02;0.01 ;0 .01 ;0 .01;
% Génération de v bruit blanc gaussien de sortie de variance r
r= rb;
% H = Matrice de covariance des bru its de m esure = r
%––– - D iscrétisation du fi ltre –––– —
Ak=eye(2*N);
Gk=Te*G ;
%––– - In itialisation du fi ltre –––– —
Pk=eye(2*N)*1 ;
M u_k=ones(2*N ,1);
%Mu_k=ones(2*N,2);
end
if testC I==0 %%%%%%%%pas de recherche de conditions in itiales, systèm e supposé à cond itions in itia les nu lles
%––––— Param ètres du Filtre –––––– -
% Génération de w bru it b lanc gaussien d ’entrée de variance q
%q=1;
%q=0
% Matrice d ’entrée
G=eye(N );
% V = Matrice de covariance du vecteur bruit = q = Q
%Q=eye(N )*q;
Q=diag(1*ones(N s,1));% [1;0.1;0.02;0.01 ;0 .01;0.01;
% Génération de v bruit blanc gaussien de sortie de variance r
r= rb;
% H = Matrice de covariance des bru its de m esure = r
%––– - D iscrétisation du fi ltre –––– —
Ak=eye(N );
Gk=Te*G ;
%––– - In itialisation du fi ltre –––– —
Pk=eye(N)*1;
M u_k=ones(N ,1);
end
%––– - Estim ation ––––––––– -
for m=1:M
% Sortie fi ltrée
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Y_k(m )= PSY(:,m )’*Mu_k;
% Etape de Prédiction
Mu_k=Ak*Mu_k;
Pk = Ak*Pk*Ak’+Gk*Q*Gk’;
% Etape de Réactua lisation
%L(:,m )= Pk*PSY(:,m )*inv(r+PSY(:,m )’*Pk*PSY(:,m )); %% lionel
L (:,m )= (r+PSY(:,m )’*Pk*PSY(:,m ))\(Pk*PSY(:,m )); %%div gauche
Mu_k = Mu_k + L(:,m )*(sortie(m)-PSY(:,m )’*Mu_k);
Pk = Pk - L(:,m )*PSY(:,m )’*Pk;
end
Mu_ki_fin=Mu_k’;
if ((test_nbre_vect==11)||(test_nbre_vect==12)||(test_nbre_vect==2))
Y_k=PSY ’*Mu_k;
end
if testC I==1
Y_k1=PSY1*Mu_k(1:N)+PSYd1*Mu_k(N+1:2*N );
Y_k2=PSY2*Mu_k(1:N)+PSYd2*Mu_k(2*N+1:3*N );
Y_k3=PSY3*Mu_k(1:N)+PSYd3*Mu_k(3*N+1:4*N );
Y_k4=PSY4*Mu_k(1:N)+PSYd4*Mu_k(N+1:2*N );
end
if testC I==0
Y_k1=PSY1*Mu_k(1:N);
Y_k2=PSY2*Mu_k(1:N);
Y_k3=PSY3*Mu_k(1:N);
Y_k4=PSY4*Mu_k(1:N);
end
to c
end
PSY=PSY ’;
%=================== OBTENTION DU SYMBOLE DIFFUSIF µ PAR LES MOINDRES CARRES =====
%––– Tolérance des moindres carrés régu larisé– —
Tol = 1e-12 ;
%––– Calcu l du symbole diff usif Mu_mc ––––– -
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w_kal= logspace(1,8 ,401);
if testC I==1
Mu_mck= (PSY ’*PSY+Tol*eye(4*N))\(PSY’*sortie);
Y_mck1=PSY*Mu_mck;
A1= [d iag(-Q si_s)];
B 1=ones(length(Qsi_ s),1);% /2 -K_CI
C1=Mu_mck(1:N)’; %
D1=0;%
if test_kalm an==1
C2=Mu_ki_fin(1:N);
C2_ in it= [M u_ki_fin(N+1:2*N)];
Rea lization2= ss(A1,B1,C2,D1);
end
end
if testC I==0
Mu_mck= (PSY ’*PSY+Tol*eye(N ))\(PSY’*sortie);
Y_mck1=PSY*Mu_mck;
A1= [d iag(-Q si_s)];
B 1= [ones(length(Q si_s),1)];% /2 -K_CI
C1= [Mu_mck(1 :N )’]; %
D1=0;%
if test_kalm an==1
C2=Mu_ki_fin(1:N);
Rea lization2= ss(A1,B1,C2,D1);
end
end
w=logspace(1 ,8 ,500);
Realization1=ss(A1,B1,C1,D1);
%%%%construction du d iagramme de Bode identifi é
figure(20)
hold on, bode(Rea lization1,w), legend(’mesure fer’,’m odele reconstru it’);
% affi chage et compara ison avec les données mesurées si test_ simu==1
if test_ induc==1
%mesures pour bob ine ferrite
Rm1=1;
Rm2=12.26;
m es= load(’\\Babylone\rumeau\Documents\fich iers_Matlab\mesures_solartron6_06\induc_ ferrite.txt’);
f=mes(:,1 );
am es=mes(:,2);
bm es=mes(:,3 );
rezx1= [Rm1*(am es-1)];
im zx1= [bm es*Rm1];
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zx1= rezx1+ j* im zx1 ;
c= -1./(2*p i* f.* im zx1);
rs=m in(rezx1);
m odzx1=sqrt(rezx1.^2+ im zx1 .^2);
phase1=unw rap(angle(zx1))*180/pi;
m esxel=xlsread(’\\Babylone\rum eau\Documents\fichiers_Matlab\hysteresis\bob5-09-07\Zteta.x ls ’);
phasex= [phase1(1 :end-1);mesxel(:,3)];
absx= [modzx1(1:end-1);m esxel(:,2 )];
freqx= [f(1:end-1);m esxe l(:,1 )];
W spectro=2*pi*freqx(1:370)’;
Z_mes=(absx(1:370).*exp(sqrt(-1)*phasex(1 :370)/180*p i)).’;
H s=1./(Z_mes);
end
%mesures pour bob ine à noyau de fer
if test_ induc==2
indos=xlsread(’h :\Documents\fich iers_Matlab\hysteres is\mesures_b ob ines\b ob ine_ claud iu0V.xls ’);
load implaqfe.txt;
freq= implaqfe(:,1 )’;
ac= implaqfe(:,3)’;
b c= implaqfe(:,4 )’;
R c= implaqfe(:,2 )’;
W spectro=2*pi*freq ’;
Z_mes=(((ac-1-sqrt(-1)*b c)./((ac-1).^2+b c.^2)).*Rc+1)+sqrt(-1)*20e-6*W spectro’;
end
if test_ simu==0 ||test_ simu==1
H1_ reconstruct= freqresp(Realization1 ,W sp ectro);
Gain1(1,:)= abs(H1_ reconstruct(1,:,:));
Phase1(1,:)= 180/pi*ang le(H1_reconstruct(1,:,:));
H1=Gain1(1,:).*(cos(Phase1(1,:)/180*p i)+sqrt(-1)*sin(Phase1(1 ,:)/180*p i));
%%affi chage et compara ison des tracés dans Bode
figure(10)
subplot(2 ,1 ,1),log log(W spectro,1./Gain1 ,’b ’,W spectro ,abs(Z_mes),’g ’),hold on ,legend(’Moindres carrés ’,’sp ectro ’);
subplot(2 ,1 ,2),sem ilogx(W sp ectro ,(-Phase1),’b’,W sp ectro,180/pi*ang le(Z_mes),’g ’),ho ld on ,legend(’Moindres carrés ’,’sp ectro ’);
fi gure(11)
sem ilogx(W sp ectro,100*abs((Z_mes-1./H1)./Z_mes)),title(’erreur sur le complexe en % ’),AXIS([W spectro(1) W spectro(end) 0 100 ]);
end
if test_kalm an==1
%%%%tracé dans Bode de l’identifi cation par Kalman
Realization2= ss(A1,B1,C2,D1);
H2_ reconstruct= freqresp(Realization2 ,W sp ectro);
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Gain2(1,:)= abs(H2_ reconstruct(1,:,:));
Phase2(1,:)= 180/pi*ang le(H2_reconstruct(1,:,:));
H2=Gain2(1,:).*(cos(Phase2(1,:)/180*p i)+sqrt(-1)*sin(Phase2(1 ,:)/180*p i));
fi gure(10)
subplot(2 ,1 ,1),log log(W spectro,1./Gain2 ,’r’),legend(’Moindres carrés’,’sp ectro’,’Kalm an’);
subplot(2 ,1 ,2),sem ilogx(W sp ectro ,unwrap(-Phase2),’r’),legend(’Moindres carrés’,’sp ectro ’,’K alman’);
fi gure(12)
sem ilogx(W spectro,100*abs((Z_mes-1 ./H2)./Z_mes)),title(’erreur sur le complexe en % ’),AXIS([W sp ectro(1) W spectro(end) 0 100]);
end
end
%===================== Affi chage des sorties en temps==================================================
if test_nbre_vect==11 ||test_nbre_vect==12
figure(3)
sem ilogx(Q si_s,Mu_mck(1 :N ),’r.’),legend(’m oindres carrés’),hold on ;
end
if test_nbre_vect==11
figure(31)
p lot(temps,I_bob ,’b ’,temps,Y_mck1(1 :10000 ,1)’,’m .’),hold on,legend(’m esure’,’m oindres carrés’);
if test_kalm an==1
figure(3),sem ilogx(Qsi_ s,M u_ki_fin(1:N)’,’k .’),legend(’moindres carrés’,’ka lm an’);%plot(temps2,sortie_ sim 2,’k ’),
fi gure(32)
p lot(temps,I_bob ,’b ’), ho ld on ;
p lot(temps,PSY*Mu_ki_fin’,’r.’),legend(’m esure’,’m oindres carrés’,’kalm an ’);
end
end
if test_nbre_vect==12
figure(31)
p lot(temps2,I_bob2,’b ’,temps2,Y_mck1(1:10000 ,1)’,’m .’),ho ld on ,legend(’mesure ’,’m oindres carrés ’);
if test_kalm an==1
figure(3)
sem ilogx(Qsi_ s,Mu_ki_fin(1:N )’,’k .’),legend(’m oindres carrés’,’ka lm an’),hold on ;%figure(11),p lot(temps2 ,sortie_sim 2,’k ’),legend(’m esure’,’m oindres
carrés’,’ka lm an’);
fi gure(32)
p lot(temps2,I_bob_2,’r’), hold on;
p lot(temps2,PSY*Mu_ki_fin’,’k .’),legend(’m esures’,’kalman ’);
end
end
if test_nbre_vect==2
figure(3)
sem ilogx(Q si_s,Mu_mck(1 :N ),’r.’),legend(’m oindres carrés’),hold on ;
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figure(31)
plot(temps,Y_mck1(1:10000 ,1),’b.-’,temps2,Y_mck1(10001:end ,1),’r.-’),hold on ,legend(’mesure1’,’m esure2’,’m oindres carrés1’,’m oindres
carrés2 ’);
if test_kalm an==1
figure(32)
p lot(temps,I_bob ,’b ’,temps2,I_b ob2,’r’), hold on
p lot(temps,Y_k1,’b .-’,temps2,Y_k2,’k .-’),legend(’m esure1 ’,’m esure2 ’,’ka lm an1’,’kalm an2’);
fi gure(3),p lot(Qsi,Mu_ki_fin(1 :N ),’k .’),legend(’moindres carrés’,’ka lm an’);
end
end
if test_nbre_vect==3
figure(3)
sem ilogx(Q si_s,Mu_mck(1 :N ),’r.’),legend(’m oindres carrés’),hold on ;
figure(31)
p lot(temps,Y_mck1(1 :10000,1),’b .-’,temps2 ,Y_mck1(10001:20000,1),’r.-’,temps3 ,Y_mck1(20001 :30000,1),’k .-’),ho ld on ;
legend(’m esure’,’m oindres carrés’,’m esure’,’moindres carrés’,’mesure’,’m oindres carrés’);
if test_kalm an==1
figure(32);
p lot(temps,I_bob ,’b ’,temps2,I_b ob2,’r’,temps3 ,I_bob3 ,’k ’), ho ld on ;
p lot(temps,Y_k1,’b .-’,temps2,Y_k2,’k .-’,temps3,Y_k3,’m .-’),legend(’m esure’,’ka lm an’,’m esure’,’ka lm an ’);
fi gure(3),p lot(Qsi,Mu_ki_fin(1 :N ),’k .’),legend(’moindres carrés’,’ka lm an’);
end
end
if test_nbre_vect==4
figure(3)
sem ilogx(Q si_s,Mu_mck(1 :N ),’r.’),legend(’m oindres carrés’),hold on ;
figure(31)
plot(temps,Y_mck1(1:10000 ,1),’b.-’,temps2,Y_mck1(10001:20000 ,1),’r.-’,temps3,Y_mck1(20001:30000 ,1),’k .-’,temps4,Y_mck1(30001:40000 ,1),’m .-
’),hold on ,legend(’m esure’,’moindres carrés’,’mesure’,’m oindres carrés ’);
legend(’m esure’,’m oindres carrés’,’m esure’,’moindres carrés’,’mesure’,’m oindres carrés’,’m esure ’,’m oindres carrés ’);
if test_kalm an==1
figure(32),ho ld on ;
p lot(temps,I_bob ,’b ’,temps2,I_b ob2,’r’,temps3 ,I_bob3 ,’k ’,temps4,I_b ob4,’m ’), ho ld on ;
p lot(temps,Y_k1,’b .-’,temps2,Y_k2,’k .-’,temps3,Y_k3,’b .-’,temps4 ,Y_k4,’k .-’),legend(’mesure’,’ka lm an ’,’mesure’,’ka lm an ’);
fi gure(3),p lot(Qsi,Mu_ki_fin(1 :N ),’k .’),legend(’moindres carrés’,’ka lm an’);
end
end
end
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Résumé de thèse 
 
 L'intégration des systèmes de conversion statique dans de nombreux domaines 
d'application de l'électronique de puissance est un enjeu majeur, comme peuvent en témoigner 
sa forte expansion dans les transports, ou dans la gestion et la distribution de l'énergie 
électrique. Un axe important de recherche du LAPLACE, dans le cadre du projet national 
3DPHI, porte sur l’étude de convertisseurs intégrés mêlant diverses technologies en vue de 
mutualiser fonctions et matériaux. L'étude et la conception de ces nouveaux dispositifs (pour 
des applications de filtrage et/ou de stockage d'énergie par exemple) nécessitent leur 
modélisation. L’approche comportementale entrée-sortie peut, dans certains cas, être une 
alternative aux modèles à paramètres répartis dont les simulations sont coûteuses en temps et 
en moyens de calcul. La prise en compte de ces aspects répartis conduit alors à des opérateurs 
entrée-sortie non standard (non rationnels en particulier), dont la simulation temporelle n’est 
pas triviale. La Représentation Diffusive a été employée pour modéliser puis identifier les 
paramètres de ces opérateurs, à travers divers exemples du Génie Electrique. Des simulations 
sont comparées aux mesures, aussi bien dans le domaine fréquentiel que temporel et dans des 
cas de systèmes linéaires et non linéaires.  
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Abstract 
 
Integration technologies in power electronics and energy conversion systems is one of the 
major trends nowadays, as proven by their rapid growth in the field of energy production, 
dispatching and management. 
 
Part of the research conducted at the Laplace Laboratory focuses on the study of integrated 
converters (via the National Research Foundation Program 3DPHI), while trying to combine 
dielectric and magnetic materials properties with integration techniques in order to achieve 
compact functional blocks. The design and study of complex systems using such new devices 
dedicated to energy storage and filtering often imply the development of accurate models.  
 
Behavioural modelling can be a very effective alternative to finite elements models, which are 
much more time and memory consuming. The introduction of spatially distributed effects 
leads to models involving non-standard operators (in particular non-rational ones), which are 
difficult to simulate in the time domain. Diffusive representation has been used to model and 
identify the parameters of these operators, as illustrated in this manuscript by some examples 
of devices encountered in electrical engineering. Simulation results are compared to actual 
measurements, both in the time domain and the frequency domain, and applied to the study of 
linear and non-linear systems. 
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