Optimizing a black-box function is challenging when the underlying function is non-linear and dependent on a large number of input variables. Expected improvement (EI) algorithms balance exploration of the design space and identification of the global maximizer, but they struggle in high dimensions. Reducing the dimension of the design space to include only the most important variables improves estimation of the optimum and leads to faster identification of the global maximizer. Current variable selection techniques for computer experiments are global, meaning a variable is either included or excluded from the fitted model describing the unknown function. In local neighborhoods around the global maximizer, only a few of the globally active variables are important. In this paper, we incorporate Bayesian global and local variable selection procedures within a sequential design and analysis approach called Sequential Optimization in Locally Important Dimensions (SOLID) to efficiently identify the global maximizer of a high-dimensional functions. A simulation study across various test functions shows that SOLID outperforms standard applications of EI and finds better estimates of the global maximizer in a fixed number of sequential evaluations.
Introduction
Often the goal of an experiment is to find the input x = (x 1 , x 2 , ..., x p ) that maximizes a response surface f (x). When each evaluation of f is time-consuming or costly, traditional optimization tools, such as branch and bound algorithms, trust regions, and steepest descent (Forst and Hoffmann, 2010) , are infeasible because they require numerous evaluations of f . For functions with a large number of input variables, it is especially challenging to find the optimal input with a small number of function evaluations, unless f is driven by a subset of the variables.
Sequential design is a common approach to finding the global maximizer. First, an initial set of function evaluations is conducted and data from the previous evaluations are used to estimate f and quantify its uncertainty. The next evaluation input is chosen based on an optimality criterion, such as expected improvement, which balances exploring the design space and honing in on regions potentially containing the maximizer (Močkus (1975) ; Jones et al. (1998) ). By designing an experiment sequentially, one is able to learn from previous evaluations and better allocate future resources (Robbins, 1952) .
We assume the observed values are measured with error and the underlying function is continuous and smooth. One strategy for this scenario is to model f using a flexible surrogate model. For example, Jones (2001) suggests that f can be estimated using basis functions, cubic splines, or Gaussian process models. Simple polynomial models may not satisfactorily capture the response surface of f . More complicated polynomial models require estimation of numerous parameters, which becomes increasingly difficult as the number of variables increases (Simpson et al., 2001) . Finding reasonable estimates of f using more flexible surrogate models requires a large number of observations collected across the entire design space. Regardless of how f is modeled, optimizing a high-dimensional function is challenging (Shan and Wang, 2010) .
In high dimensions, several variables can be globally inactive in the sense that varying their values does not affect the response surface anywhere in the design space. Removing them through a variable selection procedure can greatly reduce the difficulty of the optimization problem. Penalized regression models, like LASSO (Tibshirani, 1996; Park and Casella, 2008) and elastic net (Zou and Hastie, 2005) are commonly used for variable selection under a linear model. One important tool from the Bayesian framework is stochastic search variable selection (SSVS), introduced by George and McCulloch (1993) . SSVS is based on specifying mixture priors on the model parameters and using Monte Carlo Markov Chains (MCMC) to determine which variables are globally active/inactive. Linkletter et al. (2006) extend this tool for use in Gaussian Process models by placing mixture priors on the parameters of the covariance function, giving posterior probabilities of each variable being globally active. Savitsky et al. (2011) develop a more flexible framework for more complex forms of the assumed covariance function. For this paper, we follow the more parsimonious modeling approach of Linkletter et al. (2006) .
Even after employing global variable selection, further reductions of the dimensionality of the optimization problem are possible in localized regions of the design space. Bai et al. (2014) emphasize that in nonlinear settings, whether a variable is active or not is a local concept. They allow for the set and size of locally active variables to vary across the design space and propose two approaches for local variable selection. The first approach assumes a local linear model, calculates the magnitude of the partial derivatives of each variable, and uses a penalized LASSO framework to implement local variable selection. The second approach uses a forward/backward step-wise approach to choose the set of locally active variables. Zhao et al. (2018) extend their original algorithms and perform local variable selection using a penalized convex optimization algorithm based on local linear estimators and the estimated partial derivatives of each variable.
Both papers focus on establishing theoretical convergence properties, but neither paper utilizes local variable selection for optimization.
In this paper, we develop SOLID, Sequential Optimization in Locally Important Dimensions, that performs global and local variable selection to find the global maximizer with a sequential design framework. Our method is tailored for Gaussian process models and uses the augmented expected improvement (AEI) criterion for fast optimization. We begin this paper by reviewing Gaussian process regression (Section 2) and Bayesian variable selection for response surfaces (Section 3). We then summarize global variable selection (Section 3.1) and propose a measure of local variable importance (Section 3.2) based on local changes in the predicted response surface.
We describe how local variable selection can be implemented in conjunction with the AEI criterion (Section 4). We compare SOLID to alternative sequential optimization methods on three different test functions (Section 5) and demonstrate SOLID's effectiveness on a robotics dataset from Vijayakumar and Schaal (2000) (Section 6). We conclude the paper with a discussion of the advantages and disadvantages of SOLID (Section 7).
Let Y (x) be the scalar response obtained from conducting an experiment at input x = (x 1 , ..., x p ), where
for some underlying response surface f (·) and error ∼ N (0, τ 2 ). The objective is to find the input x that maximizes f (x). We refer to this optimal input as the global maximizer and denote it by χ = arg max x f (x).
Once an initial experiment has been conducted (Section 4.1), surrogate models can be used to make predictions for any arbitrary input. Following Sacks et al. (1989) , we use Gaussian process (GP) regression to build a surrogate model, since GP regression can approximate highly nonlinear functions well. We model f as a realization of a GP with mean function
and covariance function Cov[f (x), f (x )] = σ 2 K(x, x ) for any two inputs x and x . Welch et al. (1992) argues that a constant mean function is sufficient for interpolating the response surface between observed design points, thus we set µ(x) ≡ µ for all x. The covariance function dictates the correlation between nearby functional values and determines how much information to borrow across nearby observations when making predictions. There are numerous choices for covariance functions, including Matérn, non-stationary covariance functions, and BSS-ANOVA (Reich et al., 2009 ). Here we assume that f (·) is smooth and select the squared exponential covariance function (Sacks et al., 1989 )
where γ 1 , ..., γ p ≥ 0 are the correlation range parameters. If γ k = 0, then varying x k has no effect on the response; if γ k is large, then the response surface is sensitive to changes in x k .
The covariance function for Y (x) includes a nugget term in (1) to account for random measurement variation. Even for deterministic functions where Y (x) = f (x), including a nugget effect with Var( ) = τ 2 > 0 can protect against violations of model assumptions (Gramacy and Lee, 2012) . Assuming an error process independent of the underlying function, we have
The Gaussian process model yields predictions at new inputs by conditioning on a sample of n observations with inputs x 1 , ..., x n and corresponding observations Y (x 1 ), ..., Y (x n ). We denote V X as the n × n covariance matrix of the n observations
T be the covariance between input x and the observed inputs. For any input x, the prediction for f (x), conditional on the data y, is a Gaussian random variable with mean and variancef
where Θ = (µ, σ 2 , τ 2 , γ 1 , ..., γ p ) denotes the parameters.
We utilize a Bayesian approach for parameter estimation and obtain draws from the posterior distribution of the parameters. For convenience, we reparameterize to the total precision (inverse variance), η = (σ 2 + τ 2 ) −1 , and proportion of variance from the response surface, r = σ 2 η. We use uninformative hyperparameters a η , b η , and σ 2 µ for the following priors: η ∼ Gamma(a η , b η ), r ∼ Uniform(0, 1), and µ ∼ N (0, σ 2 µ ). As explained in Section 3.1, in order to perform global variable selection, we place mixture priors on the correlation parameters γ 1 , ..., γ p . Instead of using plug-in estimators for the parameters, we use the marginal prediction surfaces by averaging across the conditional surfaces; i.e.f (x) = m
for m random draws from the posterior distribution.
Estimating the Optimal Input
Estimating the global maximizer fromf (·) is challenging since there could be many local optima spread throughout the design space. We use a multi-start line search algorithm that considers five starting inputs: the previous estimate of the global maximizer (if available) and four design points with the largest observed responses. Next we average across the m posterior draws to calculate the marginal gradient vector
which involves the derivative of the covariance function specified in (2). For each of the five starting inputs, we usef (x) and ∂ ∂xf (x) as inputs to the quasi-Newton optimizer, L-BFGS-B (Byrd et al., 1995) , ensuring the maximizer is contained in the design space, [0, 1] p . Of the five estimated maximizers found from each starting value, the maximizer with the largest predicted value is set toχ. If only one posterior draw of Θ t is used in the calculation, we denote that estimated maximizer asχ t .
Bayesian Variable Selection for Response Surfaces

Global Variable Selection
Each input variable
If γ k = 0 the input variable is globally inactive. Following Linkletter et al. (2006) , we specify a prior for the GP range parameters that places positive mass on γ k = 0. Specifically,
is the prior probability of each variable being globally active. As described in the Supplementary Materials, we use MCMC to obtain m posterior draws from the joint dis-
The samples are used to approximate the global variable importance measuresb k as well as the local variable importance measures described in Section 3.2.
The decision to declare an input variable to be globally active is based on the posterior prob-
Variable k is globally inactive ifb k < κ for a pre-specified threshold κ ∈ (0, 1). Once a variable is deemed globally inactive, its column is removed from X, the GP model (2), and all further analysis. To prevent removing an active variable, smaller κ values are preferred. To obtain a data-driven estimate of κ one could augment the design with random noise inputs, determine the estimated probability of those variables being active, and set κ accordingly (Linkletter et al., 2006) . We chose not use this approach in our simulation study (Section 5) because the κ values obtained were often too high and the active variables were frequently removed. To avoid this from happening in our simulation study, we used a conservative κ = 0.01.
Local Variable Selection
After performing global variable selection, we may further reduce the dimensionality of the optimization problem if we choose to focus on a subregion of the design space. Here we define a measure of local importance based on this idea and develop a flexible sequential design algorithm that uses local variable selection to find the global maximizer. As a toy example, consider the two-dimensional function in Figure 1 . Both x 1 and x 2 are needed to describe the function globally, but in the local region where x 1 ∈ [0.6, 1.0], we need only vary x 2 for optimization.
, where Φ(·) is the CDF of a standard normal. While x 1 is necessary to accurately describe f (x 1 , x 2 ) globally, once we are in a local region around the global maximizer, we can optimize f (x 1 , x 2 ) by varying only x 2 .
To see how local importance could be determined analytically, consider the small rectangle near the global maximizer, where x 1 ∈ [0.6, 1.0] and x 2 ∈ [0.6, 1.0]. Using (4), we would make a baseline predicted surface using our current estimates of γ 1 and γ 2 . From Section 3.1, we know that an estimated γ 1 value of 0 implies that x 1 is globally inactive. Even if γ 1 > 0, x 1 may not substantially affect the response surface near the global maximizer. We consider the alternative predicted surface where γ 1 = 0, but keep γ 2 to its current value. If this alternative predicted surface is similar to the baseline predicted surface, we conclude x 1 is locally inactive.
We focus our assessment of local importance to regions near the global maximizer. For each random draw t ∈ {1, ..., m} from the posterior distribution, we obtain an estimate of the global maximizerχ t (see Section 2.1). To construct baseline and alternative predicted surfaces, we first generate q points Q t at which to make predictions. These are generated from a truncated multivariate normal distribution centered on that estimate of the global maximizer
For each random draw t, denote the baseline predicted surface asf t and the k th alternative predicted surface asf k t . There are numerous ways of comparing these two vectors of predictions to each other, one simple and effective method is to use
If the correlation between the alternative and baseline predictions is close to one, then setting γ k = 0 does not greatly affect the predicted surface much, offering evidence that x k is locally inactive. If the surface is multi-modal, it is possible that theχ t will be spread across the design space or are located in multiple clusters. Different sets of variables are likely to be locally active for different regions (Bai et al., 2014) . We choose to average over the m posterior draws and define the local importance L k of input k as
L k is an averaged measure of local importance across the posterior distribution of the estimated global maximizer. Although it is possible to assess local importance only aroundχ, averaging across posterior draws leads to a measure of local importance that is less sensitive to misspecification of the global maximizer. Using L k , we declare a variable to be locally active if L k ≥ ρ for some, 0 < ρ < 1. We let A denote the estimated set of locally active variables.
The δ parameter in (6) affects the spread of the prediction points aboutχ t and so the choice of δ affects the overall measure of local importance. Smaller values of ρ allow for a larger number of variables to be declared locally active. In the simulation study in Section 5, we chose a conservative value of ρ = 0.02. One could choose ρ at each iterative step such that a fixed proportion of the globally active variables are considered locally active. As explained by Myers et al. (2016) , it is common to assume that in "some region of the design space, only a small number of factors are actively influencing the response."
4 Sequential Optimization using SOLID SOLID combines both global and local variable selection in order to maximize f in a sequential framework. We find that once any globally inactive variables have been removed, immediately rerunning the MCMC and updating the (remaining) GP parameters leads to better estimates of the global maximizer. Unlike global variable selection, which permanently removes the k th variable whenever Pr(γ k > 0 | y) < κ, the local variable selection algorithm allows variables to freely switch from being locally active or inactive from iteration to iteration. This way, any misclassification within the set of locally active variables will not have long-lasting consequences.
This flexibility also allows assessment of local importance to recalibrate when the estimate of the global maximizer moves.
Choosing where to evaluate f next is a critical step. Since local variable importance is assessed around areas likely to contain the global maximizer, this information can be used to refine our search. Instead of searching the entire [0, 1] p design space, we focus on a promising subregion likely to contain the maximizer, using only the locally active variables.
Choosing an Initial Design
Since little is known about f (x) a priori, it is important to choose a robust design for the initial points. The underlying function could have multiple modes across the design space, and a well chosen initial design would have points spread out across the entire design space. Commonly employed criteria for finding such a design include maximizing the minimum distance between any two inputs (Johnson et al., 1990) , maximizing entropy (Shannon, 1948) , or obtaining a uniform scattering of design points (Fang et al., 2006) . Another important property is that of projection;
if some variables are found to be unimportant, then the projected design (i.e. X after removing those variables' columns) should still have good properties. Latin hypercube designs (McKay et al., 1979) , denoted LHS, have this projection property but are not necessarily space-filling.
Several modifications have been proposed, such as orthogonal array LHS designs (Tang and Xu, 2013 ) and maximin LHS designs (Joseph and Hung, 2008) , which do have good space-filling properties; we choose to use the latter in this paper.
Choosing the Next Design Point
We use the surrogate modelf and the expected improvement criterion to decide where to choose the next design point. Jones et al. (1998) et al. (1998) , EI can be written as
where s(x) is the prediction standard error in (4),
, and Φ(·) and φ(·) are the CDF and PDF of a standard normal distribution, respectively. The next input to be evaluated is the one that maximizes EI, x n+1 ≡ arg max x EI(x). See Brochu et al. (2010) for a discussion of other utility functions, including probability of improvement.
The EGO algorithm was built for deterministic computer simulations, where experiments repeated at the same input settings yield identical responses. The Augmented Expected Improvement (AEI) criterion, developed by Huang et al. (2006) , is more appropriate for nondeterministic functions. Using the parameterization in (3) and given an interest in maximization, the AEI criterion is defined as
where x opt ≡ arg max x i ∈{x 1 ,...,xn} {f (x i ) − νs(x i )} for a given ν ≥ 0 and predicted valueŝ f (x 1 ), ...,f (x n ) given by (4). Huang et al. (2006) state that the x opt design point is chosen to reflect the user's degree of risk aversion, where ν = 1 represents a "willingness to trade 1 unit of predicted objective value for 1 unit of the standard deviation of prediction uncertainty." Because τ 2 > 0, AEI could propose going to an input that has already been observed. To prevent this from happening too often, the EI is multiplied by a penalty term involving s 2 (·) and τ 2 . If enough replicates are conducted at the same design point, say x i , then both s 2 (x i ) → 0 and
It can be difficult to directly maximize EI and AEI in high dimensions. A full grid search of the [0, 1] p design space is infeasible for large p. In practice, as explained by Kleijnen (2015) , EI is evaluated at a set of candidate points C, often chosen to be a space-filling design. The x ∈ C with the largest EI is chosen as the next design point. We combine this candidate search approach with gradient line searches. First, we evaluate AEI over a large set of candidate points (75 × p) chosen using a maximin LHS design. Then, for the five points with the largest AEI, we perform line searches in the direction of the gradient ∂AEI(x/∂x to further refine our estimate. To keep the line searches local, we require that they lie within a p-dimensional ball of radius δ centered at x * , the starting point as well as within the [0, 1] p design space. After several simplifying steps found in the Appendix, the gradient of AEI is
where
, and
We simplify the AEI optimization by reducing the dimension and the range of the search space. Using local variable importance, candidate points C A can be chosen, such that only the locally active dimensions are being explored. By fixing the locally inactive variables at their estimated optimal input values, a maximin LHS design need only be constructed for the variables in A. Not only are space-filling designs easier to construct in lower dimensions, but they also have better space-filling properties.
In addition to exploring the entire subspace of A, we also concentrate on a neighborhood of the subspace centered aroundχ. After all, ifχ is truly near the global maximizer, restricting the search for the AEI maximizer to a small neighborhood ofχ could be advantageous. We then determine whether the candidate point with the largest AEI occurs in the A subspace, C A , or the even smaller subspace concentrated around the global maximizer, denoted (C Aδ ). Once this is determined, we use sparse gradient searches to find the next design point, setting the gradients of the locally inactive dimensions to 0. More details are in Supplementary Materials.
Demonstration of SOLID for Toy Example
For a thorough understanding of the SOLID algorithm, we walk through three sequential iterations on the toy function ( Figure 2 ). We used an initial maximin LHS design with n = 6 runs design, yielding a vector of observations y with largest observed value 6.95. In order to have conservative global and local variable selection, we set κ = 0.05 and ρ = 0.10. We restrict the notion of local by setting δ = 0.15 and use 100 candidate points for maximizing AEI. In this example, we added a moderate amount of random noise to the observations, using τ 2 = 0.28.
The marginal surfaces are built using m = 25 random draws from the posterior distribution.
A Gaussian process model is fit and both x 1 and x 2 are found to be globally active (b 1 = 0.988 Local importance is assessed at each of the 25 posterior draws ofχ t ( ). In each iteration, a set of candidate points is constructed (shaded rectangles). The point which maximizes AEI is taken as the next design point ( ). In iteration 3, x 1 was found to be locally inactive, so the candidate points explore only a subspace of the x 2 dimension (vertical line), fixing x 1 = 0.736.
Gaussian process parameters are then re-estimated and we update the global maximizer estimate to beχ = (0.617, 0.972) withf (χ) = 8.74. It has true value f (χ) = 9.32.
In the second iteration, both variables are again found to be globally and locally active (L 1 = 0.50 and L 2 = 0.86). Using both globally active variables, the global maximizer is estimated to be (0.589, 1.00), which differs from the previous final estimator (0.617, 0.972) due to us performing a new MCMC. Again, a restricted candidate set is preferred, with bounds: 0.418 < x 1 < 1.00
and 0.801 < x 2 < 1.00. The next design point added is x * = (0.729, 1.00) with y(x * ) = 10.09.
Using both variables again, the parameters and global maximizer are re-estimated, givingχ = (0.718, 1.00) withf (χ) = 9.81. Its true value is f (χ) = 9.993.
In the third iteration, both variables are globally active and the global maximizer is reestimated to be (0.736, 1.00). At this iteration, x 1 is no longer locally active (L 1 = 0.065 < ρ) while x 2 is locally active (L 2 = 0.990). With x 1 locally inactive, our two candidate sets for AEI fix x 1 = 0.736 and vary across x 2 only. The restricted candidate set considers 0.836 < x 2 < 1.00.
The maximal AEI is then found, and the next design point is x * = (0.736, 1.00), the estimated global maximizer, with y(x * ) = 9.36. After re-estimating the parameters, we use local information when estimating the global maximizer by fixing x 1 = 0.736 and optimize only with respect to x 2 . We findχ = (0.736, 1.00) andf (χ) = 9.60. The true value is f (χ) = 9.996.
Simulation Study
Design
We conduct a simulation study to evaluate the effects of global and local variable selection on sequential optimization. We compare four approaches: (1 Of primary interest is determining the response of the true function f using the estimated maximizerχ. Since this value is updated sequentially, our performance metric is the relative improvement
for sequential step i ∈ {1, ..., 25}, whereχ i is based on m draws from the posterior distribution of Θ i . The initial estimate of the global maximizer,χ 0 , uses the initial design and all variables.
We define overall improvement as 1 25
We compare results for three different test functions that are in p = 15 dimensions, though only the first 6 of these variables are globally active. The test functions are given in the Appendix and are plotted in Figure 3 . "Beach" and "Drum" are generated with n = 70 initial design points, and "Simba" is generated with n = 80 design points. 
Simulation Results
We present the improvement over iteration for each setting and approach, averaged across all 100 simulated datasets, in Figure 4 . SOLID (in black) performs better than GVS on the Beach and Simba functions. In the Beach function, Oracle performs the best, achieving the highest mean improvement at every iteration. SOLID comes next, taking in a lead for the first 20 iterations, until GVS eventually realizes similar mean improvement values by iteration 20. None performs the worst; even after 25 iterations, the mean improvement is lower than the one obtained after 12 iterations of GVS, 10 iterations of SOLID, and 6 iterations of Oracle. On the Drum function, Oracle outperforms all the other approaches. Compared with GVS, SOLID takes the lead for the first 10 iterations, but has mean improvement values at or below those of GVS for the latter iterations. For the Simba function, SOLID was able to identify and optimize over the locally active variables and so outperformed all the other approaches. Figure 4 : We evaluate mean improvement across 100 simulations, using the three test functions and a few initial design sizes n and dimensions p, where
The Beach function has a local maximizer in a separate region from the global maximizer, and around this local maximizer, x 6 is also locally active. For this reason, x 6 is shown to have a high probability of being locally active (Figure 5 ), though only x 1 , x 2 and x 3 are locally active around the global maximizer. The Simba function is the most difficult of the three test functions.
The majority of the design space is based on cosine functions involving all six globally active variables. There are also deceptive maximizers, which involve quadratic and cosine functions of x 1 , x 2 , ..., x 6 . Around the global maximizer, however, only x 1 , x 2 and x 3 are locally important.
In Table 1 we see that SOLID is significantly better than GVS (p-value < 0.001) in terms of overall improvement for the Beach and Simba functions. Oracle is significantly better than SOLID, GVS, and None for the Beach and Drum functions but is worse than SOLID for the Simba function (p = 0.003).
SOLID is able to achieve its enhanced performance, not by permanently removing variables through global variable selection, but by optimizing over a more promising lower-dimensional subspace. Table 2 shows that across all three test functions, SOLID is optimizing over fewer variables than GVS. Interestingly, SOLID incorrectly includes more globally inactive variables (false positives) than GVS. This is possible, because, for example, SOLID could optimize over 3 locally active variables and 3 globally inactive variables, whereas GVS might optimize over 6 globally active variables and 2 globally inactive variables. 
Analysis of Sarcos Robot Data
The Sarcos robot dataset (Vijayakumar and Schaal, 2000) consists of n = 44, 484 observations and p = 21 input variables, available at http://www.gaussianprocess.org/gpml/data. The input variables are the positions, velocities, and accelerations of seven different points on a robot arm as it draws a figure eight (Vijayakumar et al., 2005) . We transform the inputs such that x ∈ [0, 1] p . The response variable Y (x) is the first of seven joint torque measurements (Parker, 2015) .
Sequential optimization requires being able to evaluate the response surface at new input values, but this is not possible with the discrete Sarcos data. Therefore, for illustration purposes, we generate data assuming the true response surface is a kernel smoothed function. For any input x, we have
where S = {1, ..., n}, x i are the observed inputs in the Sarcos dataset, and the kernel smoother is
Based on cross-validation and minimizing the out-ofsample prediction MSE, the best bandwidth was h = 0.08272.
With the fields package in R, we randomly generate initial designs that are space-filling.
We include ten times as many initial design points as dimensions (Loeppky et al., 2009 ). We consider only 15 sequential evaluations in this analysis due to the computational demands. Using the GVS and SOLID approaches, we evaluate the improvement (13) at each iteration i ∈ {1, ..., 15}.
We set κ = 0.15 and ρ = 0.01 in order to provide a moderate amount of variable selection, and we set δ = 0.20 to emphasize local searches. τ 2 is set to 0.05.
We present results for 100 simulated datasets in Figure 6 . SOLID achieved greater improve-ment than GVS over 100 simulated datasets at nearly every iteration of the sequential design.
Comparing overall improvement (14), SOLID is significantly better than GVS (p-value < 0.001).
SOLID also consistently uses fewer variables for optimization than GVS. We found that neither method removed any variables based on global variable selection. However, by the final iteration, SOLID used 15.88 variables during its optimization and design selection. To examine how sensitive SOLID's performance is to different specifications of the ρ local variable selection threshold and the δ radius for local importance, we consider 100 simulations using a two factor crossed design. Because so few variables are declared to be globally inactive, we turn off the global variable selection feature in the sensitivity analysis. We set the initial design to have size n = 210 and consider the improvement after 7 iterations. Results in Table 3 show that a larger radius (δ = 0.60) and conservative threshold (ρ = 0.01 or ρ = 0.05) provide for the best performance. As long as a conservative local variable selection threshold is chosen, the results are not too sensitive to ρ. 
Discussion
We introduced a measure of local importance and proposed SOLID, a new method that combines global and local variable selection to find the global maximizer of a noisy underlying function.
From our simulation study, we found that our definition of local importance successfully captured the subset of locally active variables across three different test functions. Using this measure of local importance, SOLID was able to obtain a better estimator of the global maximizer in fewer sequential steps than the approach that used global variable selection alone. In particular we see that reducing the dimension of the optimization, whether through global and/or local variable selection, leads to better performance, especially when compared to the approach that performs no variable selection at all.
SOLID is incredibly flexible. The set of the locally active variables, the amount of the design space that is explored, and the values at which the locally inactive variables are fixed are all allowed to vary after each interim analysis. This flexibility is part of the reason why SOLID is able to improve its estimates of the global maximizer in fewer sequential steps, even in the presence of several (deceptive) local optima, as is the case with the Beach and Simba functions.
There are a few limitations of this methodology. It is computationally expensive to estimate local importance and utilize MCMC methods to estimate f . In instances where the underlying function is inexpensive to evaluate, the reader would be better off using other numerical optimizers. Additionally, for experiments involving more than 50 variables, the MCMC algorithm presented here for global and local variable selection would become excessively slow and other methods would be preferable. As with all simulated test functions in the literature, it is unknown how often the concept of local importance is encountered in the underlying functions that are studied in practice. However, the excellent performance of SOLID on the robot dataset (Section 6) suggests that this new method is valuable, even for functions that were not designed to have locally important variables.
that, using the chain rule, the derivative of the normal pdf isφ(z) = −zφ(z)ż.
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