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By
THOMAS KECKER
Abstract. The singularity structure of solutions of a class of Hamiltonian
systems of ordinary differential equations in two dependent variables is studied.
It is shown that for any solution, all movable singularities obtained by analytic
continuation along a rectifiable curve are at most algebraic branch points.
1 Introduction
Singularities of solutions of ordinary differential equations can be classed as being
either fixed or movable. The set of fixed singularities consists of the points in the
complex plane where the equation itself becomes singular in some sense. All other
singularities of a solution are called movable, as their positions vary with the initial
conditions of the equation.
In the 1900’s, P. Painleve´ [17] classified all rational second-order equations
(1.1) y′′ = R(z, y, y′),
for which all solutions are single-valued around their movable singularities, a
property known as the Painleve´ property. This classification, with some er-
rors and gaps which have been filled by R. Fuchs, B. Gambier and others, led to
the discovery of six non-linear equations now known as the six Painleve´ equa-
tions. The result of the classification is that the solution of any equation of the
form (1.1) that has the Painleve´ property can be expressed by the solutions of
classically known function (e.g., elliptic functions, the solutions of linear differ-
ential equations, or equations that are solvable by quadrature) and the solutions of
the six non-linear Painleve´ equations. Interestingly, to each Painleve´ equation is
associated an equivalent Hamiltonian system
(1.2) dqdz =
∂HJ
∂p
,
dp
dz = −
∂HJ
∂q
,
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with Hamiltonians HJ(z, p, q), J = 1, . . . , 6, polynomial in p and q. This was
already noticed by J. Malmquist [10] and later extensively studied by K. Okamoto
[12, 13, 14, 15].
A classification of systems of equations in two variables
(1.3) y′1 = P(z, y1, y2), y′2 = Q(z, y1, y2),
that possess the Painleve´ property was given by R. Garnier [3] in the autonomous
case, where P = P(y1, y2) and Q = Q(y1, y2) are homogeneous rational functions
of y1 and y2. The solutions in this case are given by elliptic functions or a combi-
nation of rational and exponential functions. J. Goffar-Lombet [4] classified those
systems (1.3) with the Painleve´ property in which P and Q are certain polyno-
mials of degree at most 3 in y1 and y2 with z-dependent analytic coefficients and
showed that the solutions can be given in terms of classically known functions and
Painleve´ transcendents. T. Kimura and T. Matuda [8] extended this result to the
case in which the degrees of P and Q are less than or equal to 5. They conjectured
that any system (1.3) with the Painleve´ property is equivalent to one of the systems
(1.2).
Lifting the restriction of the Painleve´ property, a number of authors have stud-
ied classes of second-order differential equations for which all movable singulari-
ties are at most algebraic branch points. In [19, 20], S. Shimomura considered the
equations
y′′ =
2(2k + 1)
(2k − 1)2 y
2k + z, k ∈ N,
y′′ =
k + 1
k2 y
2k+1 + zy + α, k ∈ N \ {2},
of PI -type and PII -type, respectively, and showed that all movable singularities
that can be reached by analytic continuation along a rectifiable curve are algebraic
branch points. More generally, G. Filipuk and R. Halburd [2] studied equations of
the form
(1.4) y′′ = P(z, y),
where P is a polynomial in y with analytic coefficients in z that satisfy one or two
differential relations known as resonance conditions (these are equivalent to the
existence of certain formal algebraic series solutions of (1.4)). Equation (1.4) can
be viewed as a Hamiltonian system with Hamiltonian
H (z, y1, y2) = 12y
2
2 − ˆP(z, y1),
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where ˆP is a polynomial with ˆPy = P and we have the correspondence y = y1,
y′ = y2. In this article, we consider a much more general class of Hamiltonian
systems in two variables. The way we prove that any movable singularity of a
solution that can be reached by analytic continuation along a finite length curve
is an algebraic branch point is based on a method used in certain proofs of the
Painleve´ property for the Painleve´ equations. In particular, we mention the proofs
in [7], [16], and [18]; see also [5].
2 Hamiltonian systems in two variables
Consider the Hamiltonian system given by
(2.1) H (z, y1, y2) = αM+1,0(z)yM+11 + α0,N +1(z)yN +12 +
∑
(i, j )∈I
αi j (z)yi1y j2,
where the set of indices I is defined by
(2.2) I = {(i, j) ∈ N2 : i(N + 1) + j(M + 1) < (N + 1)(M + 1)}
and αi j (z), (i, j) ∈ I ∪ {(M + 1, 0), (0,N + 1)}, are analytic functions in some
common domain  ⊂ C. The Hamiltonian equations are given by
y′1 =(N + 1)α0,N +1(z)yN2 +
∑
(i, j )∈I
jαi j (z)yi1y j−12 ,
y′2 =− (M + 1)αM+1,0(z)yM1 −
∑
(i, j )∈I
iαi j (z)yi−11 y j2.
(2.3)
The set I is chosen so that yN2 and yM1 turn out to be the dominant terms on the
right hand sides of the system (2.3) in the vicinity of any singularity z∞ for which
αM+1,0(z∞), α0,N +1(z∞) 6= 0. We define the set
8 = {z0 ∈  : αM+1,0(z0) = 0} ∪ {z0 ∈  : α0,N +1(z0) = 0}.
A singularity z∞ of some solution (y1(z), y2(z)) of the system (2.3) is called fixed
if z∞ ∈ 8. A singularity z∞ /∈ 8 of a solution of (2.3) is called movable. Intu-
itively, the position of a movable singularity changes when the initial conditions of
the system of differential equations are varied, whereas the fixed singularities are
determined by the equation itself. A more general definition of fixed and movable
singularities for first-order systems of differential equations can be found in [11];
see also [9] for the case of second-order differential equations.
To determine possible leading order behaviours of a solution (y1, y2) of (2.7)
about a movable singularity z∞, suppose that
y1 ∼ cp(z− z∞)p, y2 ∼ cq(z− z∞)q.
4 THOMAS KECKER
Assuming that the leading order terms of the right hand side of (2.3) are yN2 and
yM1 , respectively, we must have that
p− 1 = Nq and q− 1 = Mp implies p = − N + 1
MN − 1
and q = − M + 1
MN − 1
.
A necessary condition for all solutions to have movable algebraic branch points is
the existence of certain formal algebraic series solutions of (2.3):
(2.4) y1(z) =
∞∑
k =−N−1
c1,k(z− z0)k/(MN−1), y2(z) =
∞∑
k =−M−1
c2,k(z− z0)k/(MN−1),
about each point z0 ∈  \ 8. The main result of this article is that the existence
of a certain number of such formal series solutions is also a sufficient condition
for every movable singularity of a solution of (2.3) to be of this form. This result
should be compared to the fact that for an ODE, passing the Painleve´ test is not
equivalent to having the Painleve´ property. The existence of the series solutions is
equivalent to a number of differential relations between the coefficient functions
αi j (z), (i, j) ∈ I , of the Hamiltonian H , known as resonance conditions, which
can be calculated algorithmically. They arise from the fact that an attempt to
determine recursively the coefficients c1,k, k = −N − 1,−N, . . . and c2,k, k =
−M −1,−M, . . . by inserting the series (2.4) into the system (2.3) breaks down at
certain stages known as resonances; and one is left with identities that need to be
satisfied identically, leaving one coefficient at the resonance arbitrary.
Theorem 1. Suppose that at each point z0 ∈  \ 8, the Hamiltonian sys-
tem (2.3) admits formal series solutions of the form (2.4) for every pair of values
(c1,−N−1, c2,−M−1) satisfying
cMN−11,−N−1 = −
(
α0,N +1(z0)αM+1,0(z0)N (MN − 1)N +1
)−1
,
c2,−M−1 = (MN − 1)αM+1,0(z0)cM1,−N−1.
Let γ ⊂  be a finite length curve with endpoint z∞ ∈  \8 such that a solution
(y1, y2) can be continued analytically along γ up to, but not including, z∞. Then
the solution is represented by the series (2.4) at z0 = z∞:
y1(z) =
∞∑
k =−(N +1)/d
C1,k(z− z∞)kd/MN−1,
y2(z) =
∞∑
k =−(M+1)/d
C2,k(z− z∞)kd/MN−1,
(2.5)
where d = gcd{M + 1,N + 1,MN − 1}, convergent in some punctured, branched
neighbourhood of z∞.
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Remark 1. As mentioned above, the existence of the formal series solutions
(2.4) is an assumption on the form of the equations, each formal series being equiv-
alent to a differential relation between the coefficients αi j (z). Whereas the exis-
tence of the formal series is clearly necessary for the solution to be represented by
(2.5) near a movable singularity, Theorem1 states that every movable singularity
is of this form. If (N + 1) ∤ (MN − 1), i.e., d = 1, there is really only one leading
order behaviour for the solution (2.5), as the choice of branch for c1,−N−1 can be
absorbed into the choice of branch for (z − z∞)1/(MN−1). In general, there are d
possible leading order behaviours.
We assume in the following and for the rest of the article that N ≥ M . In the
neighbourhood of any movable singularity, one can set
y˜1(z) =
(
αM+1,0(z)Nα0,N +1(z)
) 1
MN−1
(
y1(z) + αM,0(z)
αM+1,0(z)
)
,
y˜2(z) =
(
αM+1,0(z)α0,N +1(z)M
) 1
MN−1
(
y2(z) + α0,N (z)
α0,N +1(z)
)
,
to ensure that the transformed Hamiltonian ˜H is of the same form as in (2.1) but
with α˜M+1 ≡ 1 ≡ α˜0,N +1 and α˜0N ≡ 0 (and also α˜M0 ≡ 0 if N = M ). In the
following, we assume that the Hamiltonian is already given in this normalised
form and readily omit the tildes again:
(2.6) H (z, y1, y2) = yM+11 + yN +12 +
∑
(i, j )∈I ′
αi j (z)yi1y j2,
where I ′ = I \ {(0,N )}. The Hamiltonian equations are
y′1 = (N + 1)yN2 +
∑
(i, j )∈I ′
jαi j (z)yi1y j−12 ,
y′2 = −(M + 1)yM1 −
∑
(i, j )∈I ′
iαi j (z)yi−11 y j2.
(2.7)
For N ≥ M , condition (2.2) implies that j ≤ N − 1 for all (i, j) ∈ I ′.
3 Preliminary lemmas
We make repeated use of the following lemma of Painleve´; see, e.g., [6].
Lemma 1. Let Fk(z, y1, . . . , ym), k = 1, . . . ,m, be analytic functions in a
neighbourhood of (z∞, η1, . . . , ηm) ∈ Cm+1. Let γ be a curve with end point z∞,
and suppose that (y1, . . . , ym) are analytic on γ \ {z∞} and satisfy
y′k = Fk(z, y1, . . . , ym), k = 1, . . . ,m.
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If there exists a sequence {zn}n∈N ⊂ γ such that zn → z∞ and yk(zn) → ηk ∈ C
as n →∞ for all k = 1, . . . , n, then the solution can be analytically continued to
include the point z∞.
Proof. Choose r such that all Fk, k = 1, . . . ,m, are analytic in the set D =
{|z− z∞| ≤ r, |yk − ηk| ≤ r, k = 1, . . . ,m}. Let
M = max{|Fk(z, y1, . . . , ym)| : (z, y1, . . . , ym) ∈ D, k = 1, . . . ,m}.
From large enough n,
{|z− zn| < r/2, |yk − yk(zn)| < r/2, k = 1, . . . ,m} ⊂ D.
By Cauchy’s local existence and uniqueness theorem, a solution around zn is de-
fined at least in the disc of radius ρ = r2
(
1 − e−1/(m+1)M
)
. For some n, we have
z∞ ∈ B(zn, ρ). 
The next lemma is needed to show that an auxiliary function W , which is con-
structed from the Hamiltonian H in Section 5, is bounded along γ. We show that
W satisfies a first-order linear differential equation of the form (3.1) below. The
lemma converts this into an integral representation for W .
Lemma 2. Let γ be a finite length curve in the complex plane; and let P(z),
Q(z) and R(z) be bounded functions on γ. Then any solution of
(3.1) W ′ = PW + Q + R′,
is also bounded on γ.
Proof. Choose z0 ∈ γ. The solution can then be written as
W (z) = R(z) + I(z)
(
C +
∫ z
z0
(Q(ζ ) + P(ζ )R(ζ ))I(ζ )−1dζ
)
,
where C = W (z0)− R(z0) is an integration constant and I is the integrating factor
I(z) = exp ( ∫ zz0 P(ζ )dζ). Since P, Q and R are bounded on γ and γ has finite
length, I(z) and I(z)−1 are bounded, and hence W (z) is also bounded on γ. 
4 Curve modifications
In this section, we show that the curve γ leading up to a singularity can be modified
to a curve γ˜, still of finite length, that avoids the zeros of a solution (y1, y2) of
(2.3). This is a technical fact needed to show that the auxiliary function W , to
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be constructed in Section 5, is bounded on γ. The proof runs along the lines of
a lemma by S. Shimomura [18], in which he showed that for a solution y(z) of
a second-order ODE of the form y′′ = E(z, y)(y′)2 + F (z, y)y′ + G(z, y), one can
modify a curve γ ending in a singularity to a curve γ˜ such that on γ˜, y is bounded
away from some fixed value c for which the equation is non-singular.
Consider a differential system of two equations in y1 and y2 of the form
(4.1) y′1 = F1(z, y1, y2), y′2 = F2(z, y1, y2),
where F1,F2 ∈ OD[y1, y2] are polynomials in y1, y2 with coefficients analytic in
some domain D, which we take to be the disc D = {z ∈ C : |z−a| ≤ R0}. Assume
that F1,F2 are of the form
F1(z, y1, y2) = α10N1yN12 +
M1∑
j =0
N1−1∑
k =0
α1 jk(z)y j1ykk,
F2(z, y1, y2) = α2M20yM21 +
M2−1∑
j =0
N2∑
k =0
α2 jk(z)y j1ykk,
(4.2)
where N1 ≥ N2, M2 ≥ M1 and α10N1, α2M20 are constants with |α10N1 | ≥ 1,
|α2M20| ≥ 1. Let K > 1 be a constant such that |αi jk(z)| < K for all i, j, k and
z ∈ D. Also, let N1 := N,M2 := M and C := 2N +1(M + 1)(N + 1)K .
Lemma 3. Let 0 < 1 < 1 and θ := min{1/C,R0}. Let (y1, y2) be a solution
of (4.1) analytic at a point c for which |c− a| < R0/2. Suppose that |y1(c)| < θ/8
and |y2(c)| > C. Then (y1(z), y2(z)) is analytic on the disc |z− c| < θ/|y2(c)| and
satisfies |y1(z)| ≥ θ/8 and |y2(z)| ≥ 1 on the circle |z− c| = θ/2|y2(c)|.
Proof. Let ρ = y2(c)N , ζ = ρ(z − c), and define ηi(ζ ) := yi(z), i = 1, 2. We
have η˙i(ζ ) = ρ−1y′i(z) and
ηi(ζ ) = ηi(0) +
∫ ζ
0
η˙i(ζ˜ )d ζ˜ ,
where ηi(0) = yi(c) and · = d/dζ . Define Mi(r) = max|ζ |≤r |ηi(ζ )|, i = 1, 2,
and let r0 = sup{r : M1(r) < 1,M2(r) < 2|ρ|1/N }. Clearly, r0 > 0. Since
|z− a| ≤ |z− c| + |c− a| < R0/|ρ| + R0/2 ≤ R0 for |ζ | < min{r0,R0}, we have
|ηi(ζ )| ≤ |yi(c)| + |ρ|−1|ζ |
Mi∑
j =0
Ni∑
k =0
K1 j 2k|ρ|k/N
≤ |yi(c)| + |ζ |2N K (N + 1)(M + 1).
(4.3)
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Now suppose that r0 < θ . Then, for |ζ | < r0 < R0,
|η1(ζ )| < θ(1/8 + 2N (N + 1)(M + 1)K ) < 1,
|η2(ζ )| < |y2(c)| + θ2N (M + 1)(N + 1)K < 2|y2(c)|,
in contradiction to the definition of r0. Therefore, r0 ≥ θ , which shows that (4.3),
i = 1, 2, is valid for |ζ | < θ , and therefore that η1 and η2 are analytic for |ζ | < θ .
We now obtain estimates for η1 and η2 in the opposite direction on the circle
|ζ | = θ/2:
|η1(ζ )| ≥
∣∣∣∣
∫ ζ
0
ρ−1α10Nη2(ζ˜ )N dζ˜
∣∣∣∣−
∣∣∣∣∣∣
∫ ζ
0
ρ−1
M1∑
i =0
N−1∑
j =0
α1i j (z)ηi1η j2dζ˜
∣∣∣∣∣∣− |η1(0)|
≥
∣∣∣∣∣
∫ ζ
0
(
1 +
η2(ζ˜ )− η2(0)
η2(0)
)N
dζ˜
∣∣∣∣∣− θ2 |ρ|− 1N 2N−1(M + 1)NK − θ8
≥
∣∣∣∣∣
∫ ζ
0
(
1 +
N∑
n=1
(
N
n
)(
η2(ζ˜ )− η2(0)
η2(0)
)n)
dζ˜
∣∣∣∣∣− θ4
≥
θ
2
−
θ
2
N∑
n=1
(
N
n
)(
1
C
)n
−
θ
4
≥
θ
8 ,
|η2(ζ )| ≥ |y2(c)| − θ2N (M + 1)(N + 1)K ≥ 1.

Remark 2. In Lemma 3, the roles of y1 and y2 can be interchanged if, in every
expression, one simultaneously replaces M ↔ N .
Using Lemma 3 and Remark 2, we can now show that a curve ending in a
movable singularity of a solution (y1, y2) of the system (4.1) can be modified by
arcs of circles in such a way that both y1 and y2 are bounded away from 0 on the
modified curve. The argument is very similar to that in [18].
Lemma 4 (First curve modification). Suppose (y1, y2) is a solution of (4.1),
analytic on a finite length curve γ ⊂ D up to, but not including, its endpoint
z∞ ∈ D. Then we can deform γ, if necessary, in the region where (y1, y2) is
analytic, to a curve γ˜, still of finite length, such that y1 and y2 are bounded away
from 0 on γ˜ in a neighbourhood of z∞.
Proof. Let γ be parametrised by arclength, so that γ(0) = z0, γ(l) = z∞ where
l is the length of γ. Define
Si := {s : 0 < s < l and |yi(γ(s))| ≤ θ/8}, i = 1, 2.
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Assume that lim infs→l− min{|y1|, |y2|} = 0; otherwise, there is nothing to show.
Then S1 ∪ S2 contains values arbitrarily close to l. There now exists some number
0 < s0 < l with the following two properties:
(i) S1 ∩ S2 ∩ [s0, l) = ∅,
(ii) |y3−i(γ(s))| > C whenever s ∈ Si , s > s0.
Were (ii) not the case, we could find a sequence zi = γ(si), si → l, such that
(y1(zi), y2(zi)) is bounded; and hence, by Lemma 1, the solution could be analyti-
cally continued to z∞, in contradiction to assumption. Let S = (S1 ∪ S2) ∩ [s0, l),
and let s1 = inf{s ∈ S : s > s0}. Suppose that s1 ∈ Si , and let r1 = θ/2|y3−i(γ(s1))|.
Lemma 3 now shows that y1 and y2 are analytic for |z − γ(s1)| < 2r1 and that
|yi(z)| ≥ θ/8 and |y3−i(z)| ≥ 1 on the circle C1 = {z : |z−γ(s1)| = r1}. We now re-
cursively define a sequence of points sn and circles Cn with radii rn as follows. Let
sn+1 = inf{s ∈ S : s > sn + rn}. If sn+1 ∈ Si (i = 1 or 2), let rn+1 = θ/2|y3−i(γ(sn))|.
By Lemma 3, for every circle Cn, n = 1, 2, . . ., we have |y1(z)|, |y2(z)| ≥ θ/8
for all z ∈ Cn. Also,
∑∞
n=1 rn ≤
∑∞
n=1 |sn+1 − sn| ≤ l, which implies rn → 0 as
n →∞. The centers sn of the circles accumulate at z∞. Indeed, were this not the
case, we would have sn → s∞ for some s∞ < l; but then
lim
n→∞
max{|y1(γ(sn))|, |y2(γ(sn))|} ≥ lim
n→∞
θ
2rn
= ∞,
in contradiction to the fact that (y1(z), y2(z)) is analytic on γ \ {z∞}. We now
define γ˜ as follows. Suppose, for convenience, that γ has no self-intersections
(otherwise, we could shorten γ by omitting pieces between self-intersections).
Let γext be an infinite non-intersecting extension of γ such that γext(s) → ∞ for
s → ±∞ that divides the complex plane into parts C+ and C− such that C+, γext
and C− are pairwise disjoint and C+ ∪ γext ∪ C− = C. Now let D = γ ∪⋃∞n=1 Dn,
where Dn = {z : |z− γ(sn)| ≤ rn}, and define γ˜ = ∂D ∩ (C+ ∪ γext). Then (y1, y2)
is analytic on γ˜, and |y1(z)|, |y2(z)| ≥ θ/8 for all z ∈ γ˜. Furthermore, γ˜ has length
less than (1 + 2π)l. 
We now specialise the results obtained so far in this section to the Hamiltonian
system (2.7) of the form (4.1) with N1 = N , M2 = M . Lemma 4 does not quite
suffice to show that the auxiliary function W defined in Section 5, which is rational
in y1 and y2, is bounded. We need to show that certain terms of the form yk2/yl1 are
bounded. To do so, we apply a second curve modification, where we can now
make use of the fact that y1 and y2 are bounded away from 0 on γ. We rewrite the
system of equations (2.7) in the variables u1 = y1 · y−(N +1)/(M+1)2 and u2 = y2 for
some branch of y1/(M+1)2 .
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The system of equations in the variables u1, u2 becomes
u′1 = (N + 1)uN−
N +1
M+1
2
(
1 + uM+11
)
+
∑
(i, j )∈I ′
(
j + i N + 1
M + 1
)
αi j ui1u
(i−1) N +1M+1 + j−1
2
u′2 = −(M + 1)uM1 uM
N +1
M+1
2 −
∑
(i, j )∈I ′
iαi j ui−11 u
(i−1) N +1M+1 + j
2 .
(4.4)
Let K > 1 be a constant such that |iαi j (z)| < K and
∣∣( j + i N +1M+1)αi j (z)∣∣ < K
for all (i, j) ∈ ˜I = I ′ ∪ {(M + 1, 0), (0,N + 1)}, z ∈ D. As before, let C =
2N +1K (M + 1)(N + 1). Suppose (u1(z), u2(z)) is a solution of (4.4), corresponding
to a solution (y1(z), y2(z)) of (2.7) on a curve γ which, by Lemma 4, we assume to
be such that y1 and y2 = u2 are bounded away from 0 on γ. The following Lemma
is somewhat similar to Lemma 3; its proof, however, requires some modifications.
Lemma 5. Let 0 < 1 < 2−N−2(N + 1)−1 < 1 and θ := min{1/C,R0}. Let
(u1, u2) be a solution of (4.4), analytic at c, where |c − a| ≤ R0/2, and suppose
that |u1(c)| < θ/8 and |u2(c)| > (4C)M+1. Then (u1(z), u2(z)) is analytic in the
disc |z − c| < θ/|u2(c)|. Moreover, |u1(z)| ≥ θ/8 and |u2(z)| ≥ 1 on the circle
|z− c| = θ/2|u2(c)|.
Proof. Let ρ = u2(c)L, where L = N − (N + 1)/(M + 1) ≤ N − 1. For
i = 1, 2, let ηi(ζ ) := ui(z), where ζ = ρ(z−c), and define Mi(r) = max|ζ |≤r |ηi(ζ )|,
mi(r) = min|ζ |≤r |ηi(ζ )|. Let
(4.5) r0 = sup
{
r : M1(r) < 1,M2(r) < 2|ρ|1/L,m2(r) > 12 |ρ|
1/L
}
,
which is positive, since |η1(0)| < 1 and |η2(0)| = |ρ|1/L. Then
ηi(ζ ) = ηi(0) +
∫ ζ
0
η˙i(ζ )dζ,
where ηi(0) = ui(c) and η˙i(ζ ) = ρ−1u′i(z). Since
|z− a| ≤ |z− c| + |c− a| <
R0
|ρ|
+
R0
2
< R0,
for |ζ | < min{r0,R0}, we have
|η1(ζ )| ≤ |u1(c)| + |ρ|−1|ζ |
∑
(i, j )∈ ˜I\{(0,0)}
K1i2|(i−1)
N +1
M+1 + j−1||ρ|((i−1)
N +1
M+1 + j−1)/L
≤ |u1(c)| + |ζ |2N K (M + 1)(N + 1),
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|η2(ζ )| ≤ |u2(c)| + |ρ|−1|ζ |
∑
(i, j )∈ ˜I, i 6=0
K1i−12|(i−1)
N +1
M+1 + j ||ρ|((i−1)
N +1
M+1 + j )/L
≤ |u2(c)|
(
1 + |ζ |2N K (M + 1)(N + 1)) ,
|η2(ζ )| ≥ |u2(c)|
(
1− |ζ |2N K (M + 1)(N + 1)) .
(4.7)
We have used condition (2.2), which implies (i − 1)(N + 1)/(M + 1) + j − 1 ≤ L
for (i, j) ∈ ˜I \ {(0, 0)}, and therefore |(i − 1)(N + 1)/(M + 1) + j − 1| ≤ N . Now,
if r0 < θ , it would follow that
|η1(ζ )| ≤ θ(1/8 + 2N K (M + 1)(N + 1)) < 1,
|η2(ζ )| ≤ |u2(c)|
(
1 + θ2N K (M + 1)(N + 1)) < 2|ρ|1/L,
|η2(ζ )| ≥ |u2(c)|
(
1− θ2N K (M + 1)(N + 1)) > 1
2
|ρ|1/L,
in contradiction to the definition (4.5) of r0. Therefore, r0 ≥ θ , which implies
that the estimates (4.6), (4.7) are valid for |ζ | < θ and that u1, u2 are analytic for
|ζ | < θ . On the circle |ζ | = θ/2, we now have
|η1(ζ )| ≥ (N + 1)
∣∣∣∣
∫ ζ
0
ρ−1η2(ζ˜ )Ld ζ˜
∣∣∣∣−
∣∣∣∣
∫ ζ
0
ρ−1(N + 1)ηM+11 ηN−
N +1
M+1
2 d ζ˜
∣∣∣∣
−
∣∣∣∣∣∣
∫ ζ
0
ρ−1
∑
(i, j )∈I ′
(
j + i N + 1
M + 1
)
αi jηi1η
(i−1) N +1M+1 + j−1
2 d ζ˜
∣∣∣∣∣∣− |η1(0)|
≥ (N + 1)
∣∣∣∣∣
∫ ζ
0
(
1 +
η2(ζ˜ )− η2(0)
η2(0)
)L
d ζ˜
∣∣∣∣∣− θ2(N + 1)1M+12L
−
θ
2
|ρ|−
1
L(M+1) 2N K (M + 1)(N + 1)− θ8
≥
∣∣∣∣
∫ ζ
0
d ζ˜
∣∣∣∣−
∣∣∣∣∣
∫ ζ
0
((
1 +
η2(ζ˜ )− η2(0)
η2(0)
)L
− 1
)
d ζ˜
∣∣∣∣∣− θ4
≥
θ
4
−
θ
2
N∑
n=1
(
N
n
)(
1
4C
)n
≥
θ
8 ,
|η2(ζ )| ≥ 12 |ρ|
1/L > 1.

Lemma 6 (Second curve modification). Let (y1, y2) be a solution of the sys-
tem (2.7), analytic on the finite length curve γ ending at a movable singularity z∞,
such that 1/y1 and 1/y2 are bounded on γ. Then γ can be deformed to γ˜ in the
region where y1, y2 are analytic in such a way that yk2/yl1 remains bounded on γ˜
for all k, l ≥ 0 for which l(N + 1)− k(M + 1) ≥ 0.
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Proof. Define the set S = {s : 0 < s < l and |u1(γ(s))| ≤ θ/8}. There exists
0 < s0 < l such that |u2(z)| > (4C)M+1 on S ∩ [s0, l]. Indeed, were this not the
case, there would exist a sequence {zn} on γ such that zn → z∞ as n →∞, u1(zn)
is bounded, and u2(zn) is bounded and bounded away from zero. Lemma 1 applied
to the system (4.4) would then imply that u1, u2 are analytic at z∞, in contradiction
to the assumption. By the same method as used in the proof of Lemma 4 one can
now deform the curve γ by arcs of circles such that u1 and u2 are bounded away
from 0 on the modified curve γ˜, i.e., u−(M+1)1 = yN +12 /yM+11 and u−12 = 1/y2 are
bounded on γ˜. Writing
yk2
yl1
=
((
yN +12
yM+11
)l
·
1
yl(N +1)−k(M+1)2
)1/(M+1)
,
we conclude that yk2/yl1 is bounded on γ˜ if l(N + 1)− k(M + 1) ≥ 0. 
5 An approximate first integral
In this section, we show the existence of a function W that remains bounded when-
ever a solution (y1(z), y2(z)) develops a movable singularity by analytic continua-
tion along a finite length curve. Formally inserting the series expansions (2.4) for
y1 and y2 into
(5.1) H ′ = dHdz =
∂H
∂z
=
∑
(i, j )∈I ′
α′i j (z)y1(z)iy2(z) j ,
yields a formal series expansion for H ′ in (z − z0)1/(MN−1). Heuristically, W is
constructed from H by adding certain terms, rational in y1 and y2, which would
cancel all terms of H ′ with negative powers of (z − z0)1/MN−1. Note, however,
that terms of order (z − z0)−1 cannot be cancelled in this way, since these would
correspond terms of H that are logarithmic in z − z0 and cannot be obtained by
rational expressions in y1 and y2.
We define
(5.2) W (z, y1, y2) = yM+11 + yN +12 +
∑
(i, j )∈I ′
αi j (z)yi1y j2 +
∑
(k,l)∈J
βkl(z)y
k
2
yl1
,
where the βkl(z) are certain analytic functions to be determined in terms of the
αi j (z) and their derivatives and the index set J is given by
J = {(k, l) ∈ N2 : 1 ≤ k ≤ N + 1, 1−MN < k(M + 1)− l(N + 1) < M + N + 2}.
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It can easily be seen by setting k = j + 1 and l = M − i that the pairs of indices in
the set J are in one-to-one correspondence with the elements of the set I \{(0, 0)}.
Thus, for each unbounded term α′i j (z)yi1y j2 in (5.1), there exists a function βkl to
compensate for it. However, it turns out that not all the functions βkl can be used.
The other essential ingredient is the existence of the formal series solutions
(2.4), which ensure that the terms of order (z − z0)−1 vanish identically. We now
show formally that W is bounded.
Lemma 7. The coefficients βkl(z), (k, l) ∈ J, in (5.2) can be chosen so that
the function W is bounded on the curve γ˜.
Proof. Taking the total z-derivative of (5.2) yields
W ′ =
∑
(i, j )∈I ′
α′i j y
i
1y
j
2 +
∑
(k,l)∈J
(
β′kl
yk2
yl1
+ kβkl
yk−12 y′2
yl1
− lβkl
yk2y′1
yl+11
)
=
∑
(i, j )∈I ′
α′i j y
i
1y
j
2 −
∑
(i, j )∈I ′
∑
(k,l)∈J
(ik + jl)αi jβklyi−l−11 yk+ j−12
+
∑
(k,l)∈J
(
β′kl
yk2
yl1
− k(M + 1)βklyM−l1 yk−12 − l(N + 1)βkl
yN +k2
yl+11
)
=
∑
(i, j )∈I ′
α′i j y
i
1y
j
2 +
∑
(k,l)∈J
(l(N + 1)− k(M + 1))βklyM−l1 yk−12
+
∑
(k,l)∈J
(
β′kl
yk2
yl1
− l(N + 1)βkl y
k−1
2
yl+11
W
)
+
∑
(i, j )∈I ′
∑
(k,l)∈J
(l(N − j + 1)− ik)αi jβklyi−l−11 yk+ j−12
+
∑
(k,l)∈J
∑
(k′,l′)∈J
l(N + 1)βklβk′ l′ y
k+k′−1
2
yl+l′+11
,
(5.3)
where we have used (5.2). All terms in (5.3) are now either of the form yi01 y j02
with (i0, j0) ∈ I , or of the form y j02 /yi01 with i0 ≥ 1 and j0(M + 1) − i0(N + 1) <
(M + 1)(N + 1). Note also that for the coefficients yk−12 /yl+11 of W , (k, l) ∈ J , we
have (l + 1)(N + 1)− (k − 1)(M + 1) ≥ 0; i.e., by Lemma 6, these are bounded on
γ˜. Repeating the process of replacing powers yN +12 using (5.2), one can achieve in
a finite number of steps that the terms of the form y j02 /y
i0
1 either have j0 ≥ N + 1
with i0(N + 1) − j0(M + 1) ≥ 0 and are therefore bounded by Lemma 6, or have
j0 ≤ N and j0(M + 1) − i0(N + 1) ≤ MN − 1, equality holding if and only if
(i0, j0) = (1,N ). We now manipulate the terms of the form y j02 /yi01 , j0 ≤ N as
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follows:
(M+1)( j0 + 1)y
j0
2
yi01
= −( j0 + 1) y
′
2y
j0
2
yM+i01
−
∑
(i, j )∈I ′
i( j0 + 1)αi j y
j+ j0
2
yM−i+i0+11
= −
(
y j0+12
yM+i01
)′
− (M + i0) y
j0+1
2 y′1
yM+i0+11
−
∑
(i, j )∈I ′
i( j0 + 1)αi j y
j+ j0
2
yM−i+i0+11
= −
(
y j0+12
yM+i01
)′
− (N + 1)(M + i0)y
N + j0+1
2
yM+i0+11
−
∑
(i, j )∈I ′
(i( j0 + 1) + j(M + i0))αi j y
j+ j0
2
yM−i+i0+11
= −
(
y j0+12
yM+i01
)′
− (N + 1)(M + i0) y
j0
2
yM+i0+11
W
+
∑
(i, j )∈I ′
((N + 1)(M + i0)− j(M + i0)− i( j0 + 1))αi j y
j+ j0
2
yM−i+i0+11
+
∑
(k,l)∈J
(N + 1)(M + i0)βkl y
k+ j0
2
yM+l+i0+11
+ (N + 1)(M + i0)y
j0
2
yi01
.
(5.4)
Thus, unless j0(M + 1)− i0(N + 1) = MN − 1, one can solve (5.4) for y j02 /yi01 :
y j02
yi01
=
1
MN − 1 + i0(N + 1)− j0(M + 1)
(
(N + 1)(M + i0) y
j0
2
yM+i0+11
W
+
∑
(i, j )∈I ′
(i( j0 + 1) + j(M + i0)− (N + 1)(M + i0))αi j y
j+ j0
2
yM−i+i0+11
−
∑
(k,l)∈J
(N + 1)(M + i0)βkl y
k+ j0
2
yM+l+i0+11
+
(
y j0+12
yM+i01
)′ )
.
(5.5)
Again, by Lemma 6, the coefficient y j02 /y
M+i0+1
1 in (5.5) of W is bounded, since
(M + i0 + 1)(N + 1) − j0(M + 1) > 0. Also, by Lemma 6, the term y j0+12 /yM+i01
is bounded, since (M + i0)(N + 1) − ( j0 + 1)(M + 1) > 0. Therefore, the term(
y j0+12 /y
M+i0
1
)′ is bounded when integrated over the finite length curve γ˜. For the
terms of type yk+ j02 /y
M+l+i0+1
1 , (k, l) ∈ J , we find
(M + l + i0 + 1)(N + 1)− (k + j0)(M + 1) ≥ 0,
which are therefore all bounded; and for the terms y j+ j02 /y
M−i+i0+1
1 , (i, j) ∈ I ′,
( j + j0)(M + 1)− (M − i + i0 + 1)(N + 1) < j0(M + 1)− i0(N + 1).
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We can thus replace y j02 /y
i0
1 with terms which are bounded or proportional to W
with bounded factor and a sum of terms of the form y j12 /y
i1
1 with j1 = j + j0,
i1 = M− i + i0 +1 such that j1(M +1)− i1(N +1) is strictly decreasing. Performing
this process iteratively a finite number of times, we eventually end up only with
terms y jn2 /y
in
1 for which jn(M + 1)− in(N + 1) ≤ 0. Lemma 6 shows that they are
bounded on γ˜.
We thus arrive at a first-order differential equation for W of the form
W ′ = P(z, y−11 , y2)W +
∑
(i, j )∈I
γi j (z)yi1y j2 + γ−1N (z)
yN2
y1
+ Q(z, y−11 , y2) +
d
dzR(z, y
−1
1 , y2),
where P, Q and R are polynomial in their last two arguments; and, for each mono-
mial yk2/yl1, we have l(N + 1) − k(M + 1) ≥ 0, i.e., they are bounded on γ˜. We
now show that by a suitable choice of the βkl and the existence of the formal series
solutions (2.4), all the coefficients γi j , (i, j) ∈ I , as well as γ−1N , are identically 0.
We determine the functions βkl = β j+1,M−i recursively, starting with the pairs
(i, j) ∈ I for which i(N + 1) + j(M + 1) is maximal. From (5.3), we see that
(5.6) γi j (z) = α′i j (z) + (MN − 1− i(N + 1)− j(M + 1))β j+1,M−i(z) + · · · ,
where · · · stands for expressions involving only terms βk′ l′ = β j ′+1,M−i ′ for which
i ′(N + 1) + j ′(M + 1) > i(N + 1) + j(M + 1). We can thus determine βkl = β j+1,M−i
for all pairs (i, j) ∈ I for which i(N + 1) + j(M + 1) > MN − 1. However, when
i(N + 1) + j(M + 1) = MN − 1, the coefficient of β j+1,M−i in (5.6) vanishes. We
now make use of the existence of the formal series solutions (2.4) to show that also
γi j ≡ 0 in this case.
Let d = gcd{M + 1,N + 1}, n = (N + 1)/d , and m = (M + 1)/d . Consider the
d terms γ−1,N (z)yN2 /y1, γm−1,N−n(z)ym−11 yN−n2 , . . . , γM−m,n−1(z)yM−m1 yn−12 . When
one inserts the formal series solutions (2.4) into these expressions they have lead-
ing order (z − z0)−1. But, as explained in Remark 1, there are essentially d for-
mal series solutions corresponding to the different choices of the leading coef-
ficients c1,−N−1, c2,−M−1 such that cMN−11,−N−1 = −1/(MN − 1)N +1. Inserting any
of the series into (5.2))shows that W has a Laurent series expansion in powers
of (z − z0)1/(MN−1). Therefore, the coefficient of (z − z0)−1 in W ′ must vanish;
otherwise, W would have logarithmic terms in its expansion. The coefficients of
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(z− z0)−1 in W ′, for the different choices of (c1,−N−1, c2,−M−1), are
−1
MN − 1
(
γ−1,N (z0) + ω1γm−1,N−n(z0) + · · · + ωd−11 γM−m,n−1(z0)
)
= 0,
−1
MN − 1
(
γ−1,N (z0) + ω2γm−1,N−n(z0) + · · · + ωd−12 γM−m,n−1(z0)
)
= 0,
.
.
.
−1
MN − 1
(
γ−1,N (z0) + ωdγm−1,N−n(z0) + · · · + ωd−1d γM−m,n−1(z0)
)
= 0,
where ωi , i = 1, . . . , d , are the d distinct roots of ωd = −1. This system of d
equations gives γ−1,N (z0) = γm−1,N−n(z0) = · · · = γM−m,n−1(z0) = 0. However,
the formal series expansions exist for all zˆ in a neighbourhood of z0. Therefore we
have shown that, in fact, γ−1,N = γm−1,N−n = · · · = γM−m,n−1 ≡ 0. The functions
β j+1,M−i with i(N +1)+ j(M +1) = MN−1 can be chosen arbitrarily; we henceforth
set them to 0. The remaining functions β j+1,M−i with i(N +1)+ j(M +1) < MN−1
can now all be determined recursively, so that γi j ≡ 0 for all (i, j) ∈ I∪{(−1,N )}.
We have thus arrived at a first-order linear differential equation for W of the form
(5.7) W ′ = P(z, y−11 , y2)W + Q(z, y−11 , y2) + R′(z, y−11 , y2),
where P, Q and R are bounded on γ˜ near a movable singularity z0 of a solution
(y1(z), y2(z)). Lemma 2 now shows that W is bounded on γ˜. 
6 A regular initial value problem
To show that a movable singularity is an algebraic branch point, we introduce
coordinates u and v for which there exists a regular initial value problem. The
coordinate u is defined by
(6.1) y1 = u−(N +1)/d ,
where a choice of branch is made. We also define
(6.2) w = y2u(M+1)/d .
From (5.2), one obtains the algebraic equation for w
0 = wN +1 +
∑
(i, j )∈I ′
αi j (z)u((M+1)(N +1)−i(N +1)− j (M+1))/dw j
+
∑
(k,l)∈J
βkl(z)u((M+1)(N +1)+l(N +1)−k(M+1))/dwk
+ 1−Wu(M+1)(N +1)/d ,
(6.3)
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all the exponents of u being positive integers. Denote solutions of this equation
for w by w1, . . . , wN +1. The wi are analytic functions of u, z, and W in some
neighbourhood of u = 0, z = z∞, and W = W0 for all W0 ∈ C. We express the wn
as power series in u and W with coefficients analytic in z:
wn = Fn(z, u,W ) = ωn
∞∑
j,k =0
a jkn(z)u j W k,
where ωn, n = 1, . . . ,N + 1, are the distinct roots of ωN +1 = −1, a00n ≡ 1, and
the first monomial containing W is of the form −u(M+1)(N +1)/d W/(N + 1). We write
¯Fn(z, u) =
∑(M+1)(N +1)/d
j =0 a j0n(z)u j and define the functions vn by
(6.4) wn = ωn
(
¯Fn(z, u)− 1N + 1u
(M+1)(N +1)/dvn
)
,
so that in the limit as u → 0, vn agrees to leading order with W . From the definition
(6.2) of w, we see that the choice of branch for ωn can partially be absorbed into
the original choice of branch for u if 1 < d < M + 1, and be absorbed completely
if d = 1; thus there are essentially only d inequivalent choices for (u, vn). From
(6.1) and (2.7), we obtain the following differential equation satisfied by u:
u′ = −
d
N + 1
u
N +1
d +1
[
(N + 1)ωNn
(
u−(M+1)/d ¯Fn(z, u)− 1N + 1u
(M+1)N/dvn
)N
+
∑
(i, j )∈I ′
jαi j (z)u−i(N +1)/dω j−1n
(
u−(M+1)/d ¯Fn(z, u)− 1N + 1u
(M+1)N/dvn
) j−1 ]
.
(6.5)
Taking the reciprocal of (6.5), changing the role of the dependent and independent
variables u and z, and extracting the highest power of u on the right hand side, we
obtain, for v0 ∈ C, an initial value problem of the form
(6.6) dzdu = u
MN−1
d −1A(u, z, v), A(0, z∞, v0) = ωn/d,
where A(u, z, v) is analytic in (u, z, v) at (0, z∞, v0). We drop the index n from
now on. Reinserting (6.4) into (6.3) yields an expression in terms of u and v for
W of the form
(6.7) W = v + G(z, u, v),
where G is a polynomial in v of degree N + 1, analytic in z and u near u = 0, and
satisfying G(z, 0, v) = 0. We differentiate (6.7) with respect to z to obtain
(6.8) W ′ = v ′ + Gz + Guu′ + Gvv ′,
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and compare this with equation (5.7), which can be written in the form
W ′ = ˜P(z, u, v)W + ˜Q(z, u, v) + ddz
˜R(z, u, v)
= ˜P(v + G) + ˜Q + ˜Rz + ˜Ruu′ + ˜Rvv ′,
(6.9)
where ˜P, ˜Q, and ˜R are polynomial in u and v . Solving (6.8) and (6.9) for v ′ yields
an equation of the form
(6.10) v ′ = B(z, u, v)u′ + C(z, u, v),
where B and C are analytic in their arguments. Multiplying (6.10) by (6.6), we
obtain the following equation for v as function of u:
(6.11) dvdu =
dv
dz
dz
du = B(z, u, v) + u
MN−1
d −1A(z, u, v)C(z, u, v).
Equations (6.6) and (6.11) together form a regular initial value problem for z and
v as functions of u near u = 0 with z(0) = z∞ and v(0) = v0.
7 Proof of Theorem 1
We can now complete the proof of Theorem 1.
Proof. By Lemma 7, the auxiliary function W is bounded along γ or a modifi-
cation of it, which we also call γ. Consider a sequence {zn} ⊂ γ such that zn → z∞
as n → ∞. Suppose that the sequence {y1(zn)} is bounded. Then the functional
form of W (z, y1, y2) implies that the sequence {y2(zn)} is also bounded. However,
Lemma 1 now implies that the solution (y1, y2) can be analytically continued to
z∞, in contradiction to the assumption in the theorem. Therefore, {y1(zn)} → ∞,
since otherwise it would have a bounded subsequence. In the coordinates u, v in-
troduced in the previous section, we therefore have that u(zn) → 0 and v(zn) is
bounded. Hence there exists some subsequence {znk } such that v(znk ) → v0 for
some v0 ∈ C. Equations (6.6) and (6.11) now form a regular initial value problem
for z and v as functions of u with initial values z∞ and v0 at u = 0. Lemma 1
then shows that z and v are analytic at u = 0. Since A(0, z∞, v0) 6= 0 in (6.6),
z has a convergent power series expansion of the form z = z∞ +
∑∞
k =0 ξku
k+ MN−1d ,
valid in a neighbourhood of u = 0. Taking the (MN − 1)/d-th root, we obtain
(z− z∞)d/(MN−1) =
∑∞
k =1 ηku
k; and inverting the power series, we see that u has a
convergent series expansion u =
∑∞
k =1 ζk(z− z∞)kd/(MN−1). The definition (6.1) of
u yields a series expansion for y1 y1(z) =
∑∞
k =−(N +1)/d C1,k(z−z∞)kd/(MN−1), which
is convergent in a branched punctured neighbourhood of z∞. Also, from the def-
inition (6.2), we have y2(z) =
∑∞
k =−(M+1)/d C2,k(z − z∞)kd/(MN−1), since w 6= 0 at
z = z∞. 
POLYNOMIAL HAMILTONIAN SYSTEMS 19
8 Lowest degree examples
If M = 1, the Hamiltonian (2.6) can essentially be reduced to the form
H (z, y1, y2) = 12y
2
1 + P(z, y2).
The Hamiltonian system thus corresponds to the second-order differential equation
y′′ = Py(z, y), which was treated in [2]. This case includes the Painleve´ equations
PI (for N = 2) and PII (for N = 3). For N ≥ 4, the equation has genuinely
branched solutions. Let us now consider Hamiltonian systems where both M,N ≥
2.
8.1 Case M = N = 2. The Hamiltonian here is of the form
H (z, y1, y2) = 13y
3
1 +
1
3y
3
2 + α(z)y1y2 + β(z)y1 + γ(z)y2,
where we have chosen a slightly different normalisation than that in (2.6). The
resonance conditions in this case are α′′ ≡ 0, β′ ≡ 0 and γ′ ≡ 0. One is therefore
essentially left with
H (z, y1, y2) = 13y
3
1 +
1
3y
3
2 + zy1y2 + βy1 + γy2,
the corresponding system of differential equations being
y′1 = y
2
2 + zy1 + γ,
y′2 = −y
2
1 − zy2 − β.
(8.1)
About any movable singularity z∞, a solution is represented by
y1(z) =
∞∑
k =−1
C1,k(z− z∞)k, y2(z) =
∞∑
k =−1
C2,k(z− z∞)k,
with C31,−1 = −1 and C2,−1 = C22,−1; i.e., there are three possible leading or-
der behaviours about any movable singularity which, in this case, are simple
poles. Theorem 1 in this case states that every local solution (y1, y2) extends to
a meromorphic function in the whole complex plane, i.e., the system (8.1) has the
Painleve´ property. It is therefore of interest to know how its solutions can be ex-
pressed in terms of the six Painleve´ transcendents. To answer this, we let y = y1
and eliminate y2 from (8.1), obtaining the scalar differential equation
(8.2)
(
y′′ + zy′ − (1− 2z2)y− 2γz
)2
= 4
(
y2 + β
)2 (
y′ − zy− γ
)
,
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which is of second order and second degree in y. A Painleve´ type classification
for equations of second order and second degree has been done by C. Cosgrove
and G. Scoufis in [1]. They found six inequivalent types of equations in the class
(y′′)2 = F (z, y, y′), which they denoted by SD-I – SD-VI. All of these equations
can be solved in terms of the Painleve´ transcendents PI – PVI . In fact, equation
(8.2) is of the modified form denoted by SD-IV’.A [1, (5.87)]), which is solved in
terms of PIV .
8.2 Case M = 2, N = 3. In this case, the normalised Hamiltonian (2.6) is
H = y31 + y
4
2 + α21y
2
1y2 + α12y1y
2
2 + α11y1y2 + α20y
2
1 + α02y
2
2 + α10y1 + α01y2.
The only resonance condition is
(
3α12 − α221
)′′
= 0;
and, if it is satisfied, the solutions near a movable singularity z∞ are given by
y1(z) =
∞∑
k =−4
C1,k(z− z∞)k/5, y2(z) =
∞∑
k =−3
C2,k(z− z∞)k/5,
with C51,−4 = −5−4, C2,−3 = 5C31,−4, where the choice for C1,−4 can completely
be absorbed into the choice of branch for (z− z∞)1/5.
8.3 Case M = N = 3. The normalised Hamiltonian is given by
H = y41 + y
4
2 + α21y
2
1y2 + α12y1y
2
2 + α20y
2
1 + α11y1y2 + α02y
2
2 + α10y1 + α01y2.
In order for the solutions to have only movable algebraic singularities, the condi-
tions (
2α20 − α212
)′
= 0, α′11 = 0,
(
2α02 − α221
)′
= 0
need to be satisfied. The solutions are given by the series
y1(z) =
∞∑
k =−1
C1,k(z− z∞)k/2, y2(z) =
∞∑
k =−1
C2,k(z− z∞)k/2,
about any movable singularity z∞, where C81,−1 = −1/16, C2,−1 = 2C31,−1; how-
ever, the choice for C1,−1 can be only partially absorbed into the choice of branch
for (z− z∞)1/2, i.e., there are 4 possible leading order behaviours of the solution
near any movable singularity.
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9 Summary and outlook
For a class of Hamiltonian systems of ordinary differential equations, we have
found that the only movable singularities obtained by analytic continuation along
finite length curves are algebraic branch points; in particular, these singularities are
isolated, and the solutions are locally finitely branched. The possibility of mov-
able singularities obtained by analytic continuation along an infinite length curve
is discussed by R. Smith in [21] for certain second-order differential equations.
There, it is shown that a singularity of this type is non-isolated. More specifically,
it is an accumulation point of algebraic singularities, and they cannot be ruled out
at this stage for the systems presented here. It remains of interest to classify the
structure of movable singularities for wider classes of differential equations.
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