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Development of analysis engine employing various applications
for extracting opinions from blog
Kugatsu Sadamitsu,y Junya norimatsuyy
and Takahiro Fukutomi yy
There has been a recent swell of interest in analysis engines which is the automatic extrac-
tion system of bene¯cial information in web. We implemented new analysis engines employing
our three developments and introduce each development in this report. In ¯rst is sentiment
analysis based on hidden Marcov models(HMM) for extracting document structures on inter-
sentence, In second is hierarchical phrase-based translation using another features such as
phrase likelihood. In last one is automatic generation system of crossword puzzles hints from
weblog and online news.
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る Moore型の文単位 HMMを考える。文書 dk に対
し文単位 HMM を用いて付与される確率 PH を以下
のように定義する。
☆ http://www.amazon.co.jp




















ここで skt は t 番目の単語シーケンスを示し、以降
「文」とはこの単語シーケンスを指すこととする。tは
文書 dkの文番号、Tkは文書 dkに含まれる文数、wktn
は文 sktの n番目に出現した単語、qtは t番目の文が
滞在する HMMの状態を示す。また a; b はモデルパ
ラメータで、aqt¡1qt は qt¡1の状態から qtへ遷移する






























は、必ず状態 F から生成され、また一度状態 F に
遷移した後には、他の状態には遷移せず、状態 F に
留まり続けると仮定した HMM を、終了状態考慮型













































































v0 °kt(i)fyktv0 + ®v0g
(4)











































































































語単位 n-gramに対し、最終状態 F の ユニグラム確
率によってスムージングがかかり、結果的にパープレ
キシティが減少し続けるのではないかと考える。これ




























P (EjF ) (6)
= argmax
E
P (E)P (F jE)
この式より、統計的機械翻訳システムには 3種類の研
究分野があると言える。
² 言語モデル P (E):ある文 E がその属する言語の
文として生起する確率を与える。
² 翻訳モデル P (F jE):ある文 E が原言語の文 F に
翻訳される確率を与える。









































み確率 d、語彙重み Pw を式 9から式 13によりそれ

















d (ai ¡ bi¡1) = ®jai¡bi¡1¡1j (10)
また、lexical weight Pw(f^ je^)は、以下の語彙翻訳
確率分布 w(f je)、単語アラインメント付き語彙重み
図 4 フレーズ歪みのパラメータ ai,bi¡1 の例
Pw(f^ je^; a)を用いて計算する。
w (f je) = count (f; e)P
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としてX と S のみを認める。X は実例からの学習に
よって得られた階層フレーズ対であり、S は大域的な
フレーズである。以下、S を用いた階層フレーズ対を
S ルールと呼ぶ。S ルールとして S !< X1; X1 >、
S !< S1X2; S1X2 >を認める。ここで、Xn、Snは






w (X !< °; ® >) =
Y
i




² フレーズ翻訳確率 P (®j°)、P (°j®)
² lexical weight Pw (°j®)、Pw (®j°)
² フレーズペナルティー exp(1)
また、Sルールに関しては、以下の重みを与える18)。
w (S !< S1X1; S1; X2 >) = exp (¡¸) (15)




















































































確率 P (f^ je^)が用いられている。f^ 0 をコーパス中 1回
しか出現しなかった原言語フレーズであるとした場合、
対応する目的言語フレーズ e^0 も 1つしか存在しない































































実験には読売新聞-The Daily Yomiuri 対訳コーパ
ス (1989年～2005年)を用いた。developmentテスト
セットには対訳精度20) 上位 10000対からランダムに




























































I(x; y) = log


































成功例 (1) ○○○○イーグルス・田尾監督を解任 楽天
成功例 (2) 加糖紘一元自民○○○○長自宅全焼 幹事
失敗例 (1) 2005 年○○○○○議会選挙最終結果 ポーランド
4.4.2 blogからのヒント文生成実験







成功例 (1) 急ぐ・寄り道・夕焼け 帰り道
成功例 (2) 永遠・永久・ちとせ 千代
成功例 (3) 四日市・紀伊本線・伊賀 三重
表 3 文の列挙によるヒント文生成結果
ヒント文 キーワード
成功例 (1) ¢ 蝉が鳴いている。 声
¢ ちらほらと聞こえてくる。



































☆ \Value Blog Review"(http://valueblogreview.blogspot.com)
中の書籍に対するレビューの一部
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