Abstract This paper presents theoretical and numerical results with regard to convergence rates, for a combination of the multilevel Monte Carlo method with quasi-Monte Carlo path simulation. A complexity theorem, applicable for all path simulation methods that use the multilevel approach, shows that for many payoff functions the convergence rate is improved significantly by using quasi-random numbers instead of random numbers. The theoretical results are confirmed by numerical examples with several types of options.
Introduction
For many traded financial options it is not possible to attain an exact price and therefore numerical methods are needed. In this paper, the expected value of an option depends on the stock price given by the stochastic differential equation (SDE),
dS(t) = a(S(t), t)dt + b(S(t), t)dW (t).
(
The function a denotes the drift and b the volatility of the underlying. The simplest discretization methods for the SDE (1) are the Euler schemê S(t n+1 ) =Ŝ(t n ) + a(Ŝ(t n ), t n )h + b(Ŝ(t n ), t n )∆W n ,
and the Milstein schemê S(t n+1 ) =Ŝ(t n ) + a(Ŝ(t n ), t n )h + b(Ŝ(t n ), t n )∆W n + 1 2
where h = T /N is the timestep for N ∈ N steps on the grid t n = nh, n = 0, 1, ..., N and ∆W n = W (t n ) − W (t n−1 ) denotes the increments of a standard Brownian motion which is discretized by a Brownian bridge [7] . Let f : R −→ R be a function, so that f (S(T )) is the discounted payoff of an option. For European or digital options the value f (S(T )) only depends on the stock price at the final time T , but in the case of Asian or barrier options the entire path S(t), 0 < t < T , needs to be considered.
The standard Monte Carlo method requires a computational complexity of C = O(
3 ), i.e a convergence rate = O(C 1/3 ), to achieve a mean square error of M SE = O(
2 ). For the quasi-Monte Carlo method (QMC) it is well established that, in the best case, a convergence rate of = O(C 1/2 ) [7] can be achieved. After introducing the multilevel Monte Carlo method, we examine in section 3 if the randomized multilevel quasi-Monte Carlo method (RMLQMC) improves the convergence rate. The next section gives an extension of the complexity theorem in [3] , which can be used for every simulation method that use the multilevel approach. Finally, we compare the RMLQMC method with the QMC method. The contribution of this paper are theoretical results for the RMLQMC method, the extended complexity theorem in section 4 and numerical results for several types of options.
Multilevel Monte Carlo method
The multilevel Monte Carlo method, as proposed by Giles [3] , improves the convergence rate by simulating the stock prices for different timesteps. The payoff of the option on the finest level L is rewritten as a telescope sum
where P = f (S(T )) is the option value andP l is its approximation with timestep h l = M −l T , where M ∈ N. The expected values ofP l −P l−1 are then simulated for l = 1, ..., L independently.
It is important thatP l andP l−1 are calculated from the same Brownian path. We first generate a path with timestep h l and then add M Brownian increments of the fine path to calculateP l−1 .
From the estimator
for E[P l −P l−1 ] and the estimator
The variance is minimised if N l ∼ √ V l h l . The computational complexity depends on the number of simulations for every timestep and is therefore given by C = L l=1 N l h −1 l . With the requirement of a Lipschitz bounded payoff function and a(S, t) and b(S, t) satisfying certain conditions [11] 
The weak convergence of the Euler scheme finally leads to E[P L − P ] = O( ) which implies M SE = O 2 . The complexity theorem from Giles [3] generalizes the previous results. It can also be applied to non-Lipschitz payoff functions and the Euler method can be replaced by any other discretization method [3] .
Randomized multilevel quasi-Monte Carlo method
This section examines to what extent the multilevel approach can also improve the convergence rate of the quasi-Monte Carlo method. Numerical examples in [5] have already shown that this approach works quite well. In the following, we try to justify these results theoretically.
First, we apply the randomization approach of Tuffin [17] to estimate the variance of the quasi-Monte Carlo method. In the followinĝ
denotes the estimator which is calculated by I independent copies of Z (l)
where (ξ (j,l) ) j∈N denotes a low-discrepancy sequence,
} denotes the fractional part of the random variable, so that {x
The key point here is that the sequence (ξ (j,l) ) j∈N is the same for every i = 1, ..., I for each estimatorŶ l . Only the uniformly distributed random variable x j l is different for each i. Then, the multilevel estimator is given bŷ
In the following V HK denotes the Hardy-Krause variation, D * N l the star discrepancy, Q x l = ({x l + ξ (n,l) }) n∈N the set of randomized points of x l and P = (ξ (n,l) ) n∈N the set of low-discrepancy points. Now we are able to calculate the variance
The third step uses the Koksma-Hlawka Inequality [7] , and for the last step, [12] . For a low-discrepancy sequence the star discrepancy is given by the estimate D * N l
(P) by doubling the dimension. For many constructions it is sufficient to consider a star discrepancy of D * N l [12] . Applying this consideration leads to a variance of
The next step is to examine V HK (f l ). The standard assumption is that V HK (f l ) is bounded. However in the multilevel approach we have the situation that the payoff function is the difference of two calculated option values to different timesteps. The difference of the timesteps becomes smaller with higher levels, therefore the difference of P l and P l−1 decreases. That leads to the assumption that V HK (f l ) decreases if the timestep decreases. It is also expected that the strong convergence of the discretization method influences the variation. Thus it seems to be a decent assumption that the variation acts like the variance of P l − P l−1 of the multilevel Monte Carlo method which leads to the assumption
where β denotes the strong convergence rate of the discretization method. In higher dimensions it is difficult to estimate the variation, therefore we examine if this assumption holds in the numerical results. Next we analyze the computational complexity under these assumptions. To do that, we use results from Giles in [3] for the MLMC method and modify them for the RMLQMC method. As discretization method the Euler scheme is used. As before, we want to achieve an accurancy of
BecauseŶ is an unbiased estimatior of P L we have
To simplify the variance we neglect > 0, so that
To minimize the variance for a fixed computaional complexity we treat N l as a continuous variable. Then we have an extremal value problem with f (N ) =
This leads to

−2h
. For the Euler discretization we have β = 1/2 and in order to achieve
2 ) we choose
with a constant c 1 . That leads to M SE = O( 2 ) and the computational complexity is thus
Extended complexity theorem
The following theorem gives general results for the RMLQMC method. It is an extension of the complexity theorem in [3] which can be used for every simulation method that use the multilevel approach. This is achieved by extending the complexity theorem by an parameter δ that depends on the simulation method. For the MLMC method we usually have δ = 1. For the RMLQMC method we can at best achieve δ = 2 − .
Theorem 4.1. Let P denote a functional of the solution of stochastic differential equation (1) for a given Brownian path W (t), and letP l denote the corresponding approximation using a numerical discretization with timestep h l = M −l T. If there exist independent estimatorsŶ l based on N l simulations and positive con- 
with a computational complexity C with bound
Proof. The proof is similar to the one of the complexity theorem in [3] . Let x be the integer n satisfying x ≤ n < x + 1 . First, we choose L to satisfy
which leads to
Because of i), ii) and (6), the bias is bounded by
This result is needed later to estimate the MSE. For L → ∞, we have
Because of (6) we also have h
α , so that with
It's also easy to see that
and
These resuls are used later to calculate an upper bound for the computational complexity. We first choose
to achieve M SE < 2 . This follows from (8) combined with
To calculate the computational complexity we need to find an upper bound for the maximum level L. To do that we use 1 < log −1 for < e −1 ,
With δ ≥ 1 it follows for c 5 = (c 4 )
For further calculations we need to consider thus different cases for β.
for β ≥ δ ≥ 1, l = 0, ..., L and T < ∞. Now we can estimate the computational complexity by
with constants c 6 , c 7 , c 8 , c 9 .
In this case we get an upper bound similarly
with new constants c 6 , c 7 , c 8 , c 9 .
For the multilevel Monte Carlo method (δ = 1) it is possible to improve the upper bound in the theorem. This was already shown in [3] . In order to avoid too many cases this case is not considered seperately here.
If we have a Lipschitz bounded payoff function and use the Euler discretization then α = 1 and β = 1. With δ = 2 for the RMLQMC method we obtain the same computational complexity as calculated in section 3. Replacing the Euler scheme by the Milstein scheme gives us β = 2, from which a computational complexity of C = O −1 (log −1 ) 3/2 can be obtained. It's remarkable that almost a convergence rate of 1 is achieved if the payoff function is smooth enough.
To apply this theorem we first need to determine the parameters α, β, δ. The parameter α follows from the weak convergence of the discretization method. The parameter β is numerically easy to determine and depends on the payoff function. For smooth payoff functions it is expected that β/2 is equivalent to the strong convergence rate. The parameter δ needs to be determined numerically. Later, we examine how δ depends on the payoff function. Also has to be analyzed if δ depends on the dimension for the RMLQMC method.
In the following numerical examples we hence first determine the necessary parameters for the extended complexity theorem, then we compare the theoretical convergence rate with the numerical calculated convergence rate.
Numerical results
Now we compare the QMC method with the RMLQMC method. It has to be emphasised that the QMC method is not randomized, because this decreases the convergence rate. For the RMLQMC method we use the algorithm suggested in [5] , but we replace the rank-1 lattice rule by a Sobol sequence [16] . This algorithm aims to achieve a RMSE of O( ). Both methods perform significantly better then pure MC or MLMC, which are, therefore not considered in the following.
For the numerical results, the option value and the computational costs are simulated 100 times. These data are used to determine the RMSE, the variance and the bias. We also assume that the stock price corresponds to a simple geometric Brownian motion,
with rate of interest r = 0.05 and volatility σ = 0.2. For all examples we further use S(0) = 1, K = 1 and T = 1.
European option
First, we consider a European call option with discounted payoff function
For calculating α we choose a fixed number of samples (here N l = 5000) and plot E[P l − P ] versus the timestep h l = 2 −l for l = 2, ..., 8. We consider the Euler and the Milstein discretization, but no difference can be expected, since α only depends on the weak convergence rate. Figure 1 shows an α of 1 for both methods. The parameter β is calculated for a fixed number of samples by comparing the variance ofŶ l for different timesteps h l . The right plot shows a β of 1.65 for the Milstein scheme and β = 0.48 for the Euler scheme.
Determing δ is more difficult, because it represents the convergence rate of the simulation method. For the RMLQMC method δ is expected to depend on the dimension which increases as the timestep decreases. Hence we determine δ for different timesteps. In Figure 2 we examine δ for l = 3, 5, 7. Level 7 already presents the worst-case scenario, because no higher levels were needed. For level 3 the Euler and Milstein scheme have a δ of 1.6. It gets worse for level 5 with δ = 1.5 and for level 7 δ reduces to 1.3. As expected we see that δ depends on the dimension.
Using the determined parameters in the complexity theorem gives us a convergence rate between = O(C −0.65 ) and = O(C −0.8 ) for the Milstein discretization and between = O(C −0.45 ) and = O(C −0.5 ) for the Euler discretization. The next step is to compare these results with the numerical calculated convergence rates. The top left plot in Figure 3 shows the behavior of the RMSE for the QMC and RMLQMC method. The QMC method achieves a RMSE convergence rate of 0.5, i.e. RM SE = O(C −0.5 ). Combining the RMLQMC method with the Milstein discretization the RMSE convergence rate is strikingly increased to 0.75. Using the Euler discretization the convergence rate couldn't be improved because the variance wasn't reduced. This shows the bottom plot in Figure 3 . The convergence rate of the variance is only 1. The Milstein discretization improves this rate to 1.5.
The top right plot gives the behavior of the squared bias versus the costs. The QMC method has a convergence rate of the squared bias of 0.75, whereas the RM-LQMC method improves this rate to 1.5. In this example, the RMSE is almost equally determined by the variance and the bias. The numerically calculated computational costs are in the range of the computational costs determined by the complexity theorem. Ŝ n +Ŝ n−1 h l for each level l.
We first determine α, β and δ. The left plot in Figure 4 shows an α of at least 1. The right plot shows β = 1.1 for the Euler scheme and β = 1.6 for the Milstein scheme. Figure 5 has the results for δ. For level 3 δ = 1.5, for level 5 and 7 δ = 1.2. These results are similar to those of the European option, but approximately 0.1 worse. That indicates that δ is not independent of the payoff function. A reason for this is that the variance ofŶ l depends on the payoff function. With these values we get a convergence rate between = O(C −0.6 ) and = O(C −0.75 ) from the extended complexity theorem.
The top left plot in Figure 6 shows a convergence rate of = O(C −0.6 ) for all considered methods. Therefore the RMLQMC method couldn't improve the convergence rate. One reason might be that the approximation of S by S l is too slow. In particular the convergence rate of the variance couldn't be improved. For all methods we have a convergence rate of the variance of 1.3. Thus the computational complexity is only reduced by a constant. For this option we also see that the convergence rate of the squared bias has no impact on the RMSE convergence.
Obviously the Milstein discretization does not work better than the Euler discretization. The reason for this is again that the approximation of S by S l is not good enough. But we also see in Figure 4 that the Euler method already works very well. For the first 5 levels both discretization methods achieve the same results. 
Barrier option
In the following a barrier option is considered with payoff function
where τ = inf t>0 {S(t) < B} denotes the barrier crossing time. The barrier B is chosen to be 0.85. To improve the convergence rate of the variance, a standard approach is used [4, 7] which redefines the payoff on the fine LevelP l to
where n T = T /h describes the number of timesteps used in this approximation. The probability that the path did not cross the barrier during the n th timestep is denoted byp f n . This probability can be expressed bŷ
n denotes the approximated asset price for the fine-path at the n th timestep. For the payoff on the coarse level we first construct an interpolated midpoint
The key point here is that W m+ Important is that with this construction the expected payoff is not changed, so that
. The left plot in Figure 7 shows α = 1 for both discretization methods. The right plot gives an average β of 0.75 for the Milstein discretization. For the Euler discretization only a β of 0.2 could be achieved. The top left plot in Figure 9 shows a RMSE convergence rate of 0.35 for the Euler discretization, the Milstein discretization improves this to 0.55. But the QMC method also achieves this convergence rate. It is clear that the Euler discretization does not work well for the RMLQMC method because of the low value for β that leads to a lower convergence rate of the variance. For the coarse path simulation we use that the Brownian increments ∆W on the fine path are already calculated. Here we have n T /2 timesteps and the probability of the event {Ŝ c n T /2 > K} iŝ
where ∆W n T −1 describes the Brownian increment of the fine path-calculation at time n T − 1. The payoff is P In the left plot in Figure 10 we see that α is 1. The right plot shows β. In this example it is difficult to determine a value for β. The Euler discretization even seems to have a negative β. Hence we neglect the first two points and assume a β of 0. A similar problem appears when simulating with the Milstein scheme. Neglecting the first two points gives a β of 0.8, but this value seems too good, so that we assume β = 0.5.
In Figure 11 we attain for level 3 an value for δ of 1.5. For level 7 we still have δ = 1.2. There is no significant difference between Euler and Milstein discretization. The extended complexity theorem gives a computational complexity between = O(C −0.375 ) and = O(C −0.43 ) for the Euler discretization and between = O(C −0.45 ) and = O(C −0.7 ) for the Milstein discretization. But in this example those values are not reliable because we couldn't attain a clear value for β. The numerically obtained convergence rates are presented in Figure 12 . The QMC method achieves a RMSE convergence rate of 0.35. The RMLQMC method improves the convergence rate to 0.4 using the Euler scheme, and the Milstein scheme shows a convergence rate of 0.5. Obviously the convergence rate of the squared bias has no impact on the RMSE convergence for the QMC method. For the RMLQMC method we have a similar result, the RMSE convergence is clearly dominated by the variance. 
Conclusion
This chapter gives theoretical and numerical results for the RMLQMC method. First, we established a theorem which can be used for all simulation methods that use the multilevel approach. In this context we analyzed numerical examples. These showed partially clear improvements. The best result was achieved for a European option, where the RMLQMC method with Milstein discretization improved the convergence rate to 0.75, whereas the QMC method only had a convergence rate of 0.5. In the case of an Asian option the RMLQMC, independent of the discretization method, achieved the same convergence rate as the standard QMC method. No improvement was achieved because the used approximation formula for the payoff which is given by an integral was too slow, therefore there was no advantage using the Milstein scheme instead of the Euler scheme. However, it is this combination that achieves better results than the standard QMC method. For a barrier and a digital option the results were similar. The RMLQMC method worked very well for the digital option, whereas for the barrier option the convergence rate of the QMC method could not be improved.
The weak point of the extended complexity theorem is the calculation of the parameter δ. For simulation methods which depend on the dimension, δ also depends on the dimension. Hence it is difficult to determine δ which seems to play a crucial role. However the extended complexity theorem shows the possibilities of the multilevel approach if a better simulation method is used. That is the key point of future work.
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