Abstract. Numerical methods that preserve geometric invariants of the system, such as energy, momentum or the symplectic form, are called geometric integrators. In this paper we present a method to construct symplectic-momentum integrators for higher-order Lagrangian systems. Given a regular higher-order Lagrangian L : T (k) Q → R with k ≥ 1, the resulting discrete equations define a generally implicit numerical integrator algorithm on
Introduction
This paper is concerned with the design of geometric integrators for higher-order variational systems. The study of higher-order variational systems has regularly attracted a lot of attention from the applied and theoretical points of view (see [12] and references therein). But recently there is a renewed interest in these systems due to new and relevant applications in optimal control for robotics or aeronautics, or the study of air traffic control and computational anatomy ( [7, 11, 13, 14, 15, 16, 20, 23] ).
A continuous higher-order system is modeled by a Lagrangian on a higher-order tangent bundle T (k) Q, that is, a function L : T (k) Q → R. The corresponding Euler-Lagrange equations are a system of implicit 2k-order differential equations. Of course the explicit integration of most of these Lagrangian systems is too complicated to integrate directly or even it is generically not possible. In these cases, it is necessary to discretize the equations taking approximations at several points in time over the interval of integration.
Among the different numerical integrators that one can derive for continuous higher-order systems, one of the most successful ideas is to discretize first the variational principle (instead of the equations of motion) and to derive the numerical method applying discrete calculus of variations [21, 27, 28] . The advantage of this procedure is that automatically we have preservation of some of the geometric structures involved, like symplectic forms or preservation of momentum, moreover, a good behavior of the associated energy. These methods have their roots in the optimal control literature in the 1960s [17] .
In previous approaches (see for example [3, 8, 9] ), the theory of discrete variational mechanics for higher-order systems was derived using a discrete Lagrangian L d : Q k+1 → R where Q k+1 is the cartesian product of k + 1 copies of the configuration manifold Q. There, k + 1 points are used to approximate the positions and the higher-order velocities (such as the standard velocities, accelerations, jerks...) and to represent in this way elements of the higher-order tangent bundle
We will see in this paper that the most natural approach is to take a discrete Lagrangian L d : T (k−1) Q × T (k−1) Q → R since actually the discrete variational calculus is not based on the discretization of the Lagrangian itself, but on the discretization of the associated action. We will see that a suitable approximation of the action h 0 L(q,q, . . . , q (k) ) dt is given by a Lagrangian of the form L d :
Moreover, we will derive a particular choice of discrete Lagrangian which gives an exact correspondence between discrete and continuous systems, the exact discrete Lagrangian. For instance, if we take the Lagrangian L(q,q,q) = 
L(q(t),q(t),q(t)) dt
where q(t) is the unique solution of the Euler-Lagrange equations for L verifying q(0) = q 0 , q(0) = v 0 , q(h) = q h ,q(h) = v h for h small enough (see Section 2) .
Observe from the previous example that now this theory of variational integrators for higherorder systems is even simpler, since it fits directly into the standard discrete mechanics theory for a discrete Lagrangian of the form L d : M × M → R where M = T (k−1) Q. We will show that if the original Lagrangian is regular then so is the exact discrete Lagrangian, in the sense of [21] . Moreover, in the corresponding applications, for instance in optimal control theory or splines theory, typically we are dealing with initial and final boundary conditions which are not necessary discretized, in contrast to previously proposed methods [5, 18, 19] .
The paper is structured as follows. In Section 2, we show that a regular higher-order Lagrangian system has a unique solution for given nearby endpoint conditions using a direct variational proof of existence and uniqueness of the local boundary value problem, which employs a regularization procedure. In Section 3 we introduce the notion of exact discrete Lagrangian for higher-order systems and we design the construction of variational integrators for higherorder Lagrangian systems taking approximations of the exact discrete Lagrangian. We obtain the discrete Euler-Lagrange equations for a discrete Lagrangian defined in the cartesian product of two copies of T (k−1) Q. Section 4 is devoted to the study of the relation between the discrete and continuous dynamics. We show the relation between the discrete Legendre transformations and the continuous one and we also show that the exact discrete Lagrangian associated with a higher-order regular Lagrangian is also regular. Finally, in Section 5, we apply our techniques to study optimal control problems for fully actuated mechanical systems.
2. Existence and uniqueness of solutions for the boundary value problem 2.1. Higher-order tangent bundles. First we recall some basic facts about the higher-order tangent bundle theory. For more details see [10] and [12] .
Let Q be a differentiable manifold. We introduce the following equivalence relation in the set C k (I, Q) of k-differentiable curves from the interval I ⊆ R to Q, where 0 ∈ I. By definition, two curves γ 1 and γ 2 belonging to
for all s = 0, . . . , k. The equivalence class of a curve γ will be denoted by [γ] (k)
0 . The set of equivalence classes will be denoted by T (k) Q and it is not hard to show that it has a natural structure of differentiable manifold. Moreover, τ
Sometimes we will resort to the usual notation
There is a canonical embedding j k :
0 , where γ (k−1) is the lift of the curve γ to T (k−1) Q; that is, the curve
where γ t (s) = γ(t + s). In local coordinates,
2.2.
Hamilton's principle and considerations about the existence and uniqueness of solutions. Let L : T (k) Q → R be a Lagrangian of order k ≥ 1, of class C k+1 . Since our result will be local, we assume from now on that Q is an open subset of R n . Take coordinates (
We suppose that L is regular in the sense that the Hessian matrix ∂ 2 L ∂q (k)i ∂q (k)j is a regular matrix. Let also h > 0 be given. We can formulate Hamilton's principle as follows.
among those curves whose first k − 1 derivatives are fixed at the endpoints, that is, with given values for q(0),q(0), . . . , q (k−1) (0) and q(h),q(h), . . . , q (k−1) (h).
Hamilton's principle is a constrained problem in the Banach space C k ([0, h], R n ). Now if q(t) is a solution to this problem that is not only C k but C 2k , then it satisfies the well-known k th -order Euler-Lagrange equations
For a regular Lagrangian, (1) can be written as an explicit 2k-order ordinary differential equation. Existence and uniqueness of solutions for the initial value problem can be guaranteed using basic ODE theory. Doing the same for for the boundary value problem of finding a solution q(t) of (1) with given values for q(0),q(0), . . . , q (k−1) (0) and q(h),q(h), . . . , q (k−1) (h) requires different techniques. For instance, in [2, ch. 9] it is shown that there exists a unique solution to an explicit 2k-order ODE with this kind of boundary conditions, for small enough h and close enough boundary values.
In principle, however, there could exist solutions to Hamilton's variational principle that are C k but not C 2k , and thus do not satisfy (1) . Therefore, uniqueness of solutions to the variational principle cannot yet be guaranteed. One possibility for avoiding this situation is stating Hamilton's principle in the (smaller) C 2k context from the beginning. In this section we proceed differently, acknowledging the fact the variational principle makes sense in the C k setting. We prove local existence and uniqueness of C k solutions to Hamilton's principle from a direct variational point of view. We will see that these solutions turn out to be automatically C 2k , so they satisfy Euler-Lagrange equations a posteriori.
Our argument for the existence and uniqueness of solutions will involve a regularization procedure which follows closely the proof by Patrick [25] for first-order Lagrangians; the formulas, of course, reduce to those in [25] for order 1, but we introduce an additional modification using orthonormal polynomials.
2.3. Non-regularity of Hamilton's principle. We want to determine whether there exists a unique solution curve to Hamilton's principle, given endpoint conditions that are close enough. The main obstacle for a straightforward affirmative answer is that the local boundary value problem as stated above is nonregular at h = 0. That is, the constraint function
maps into the diagonal of T (k−1) Q × T (k−1) Q for h = 0 and is not therefore a submersion. For h = 0, the constraint function is a submersion.
The approach consists in replacing this problem by an equivalent one that is regular at h = 0, and show that locally there is a unique solution to the regularized problem.
2.4.
Regularization. First we replace the space of curves on Q in the variational problem by the space of curves on T (k) Q, and include additional constraints. Denote an arbitrary curve by
Here we have modified our notation for coordinates on T (k) Q, using superscripts in square brackets to make a distinction with the actual derivatives of q(t).
subject to the constraints
where (q
Now reparameterize the curve by defining
For h > 0, the curve (
) satisfies an equivalent variational problem as follows. Since h is a constant for each instance of the problem, we can use
as an objective function. The first set of constraints becomes 0 = dq
where j = 0, . . . , k − 1. The reparametrized variational principle is the following.
where j = 0, . . . , k − 1, and (q
The objective S does not depend on h, and the constraints are smooth through h = 0.
Remark 2.1. For h = 0, the constraints (2) imply that
(u) remain constant, which restricts the possible values of the endpoint conditions in order to have a compatible set of constraints. More precisely, q
2 for j = 0, . . . , k − 1; otherwise there would be no curves satisfying the constraints. This kind of restriction also appears in the original variational principle 1. Moreover, the problem becomes the unconstrained problem of finding a curve
This means
Differentiating with respect to u, and using the fact that the Lagrangian is regular, we obtain that
In preparation for the next step for regularization, let us solve the constraints (2) to get
This means that the functions
(u) and h. For example, for k = 2 we have
For a general k, and for j = 0, . . . , k − 1, an iterated change of order of integration yields
If the upper bound of summation is less than the lower bound, the sum is understood to be 0. Note that taking u = 1, the final endpoint data (q
) can now be written as
so we define
We will discuss the case h = 0 in Remark 2.2. Now replace the curves and endpoint data by just
), and (
where
Observe that the constraint functions do not depend on h and are linear on the curve Q [k] . This variational principle is already regular through h = 0, as we will see when we proceed to find the solutions later. ] can be transformed into the endpoint conditions for the variational principle 3 in a straightforward way, for any h, using (6) and (7). The converse (7) is possible only for h = 0, in principle. However, if h = 0 let (
a solution for the variational principle 3 with boundary conditions (q
) and (q
is constant and
is a solution of 4 with boundary conditions q
Finally, we will introduce a modification that will enable us to carry out the computations in the next section easily. Consider the inner product on
Then the integrals appearing in the constraints in the variational principle 4 are a
where a
j are the polynomials
These form a basis of the space of polynomials of degree at most k − 1. Let us consider a basis b ), where i, j = 0, . . . , k − 1, be the invertible real matrix such that a
1 (s) = 1, and we can take for instance the orthonormal basis
Using this matrix, the constraints can be rewritten as
for j = 0, . . . , k − 1. This allows us to reformulate the variational principle in an equivalent way by replacing the data (
The old and new data are related by
) and (
2.5. Solution of the regularized problem. Let S h be given as in the variational principle 5, regarded as a real-valued map defined on the Banach space
. We can also consider its restriction to the Banach space
We are going to use the following lemma [1] .
Lemma 2.3 (Omega Lemma)
. Let E, F be Banach spaces, U open in E, and M a compact topological space. Let g : U → F be a C r map, r > 0. The map
is also C r , and
The objective S h is the composition of the maps
stand for the right-hand sides of (9) . Both i and are bounded affine and therefore
, and therefore so is S h . If we regard S h as defined on
to the left side of the diagram above. This inclusion is C ∞ because it is linear and bounded ( Q
In order to cover both cases, from now on l will denote 0 or k interchangeably. We need a suitable notion of the gradient of S h , in order to find where it is perpendicular to the constraint space. In order to do that, let us first compute
are defined by (9) . Since S h is smooth, we will compute dS h using directional derivatives. For an arbitrary δQ [k] of class C l , take a deformation
. . , k − 1, define the corresponding lower order curves as in (9) by
Denoting a
For each u ∈ [0, 1], the first factor in the integrand of the last expression is in (R n ) * . If : (R n ) * → R n denotes the index raising operator associated to the Euclidean inner product, define
Then we have a vector field
which we call the gradient of S h . By the Omega Lemma, ∇S h is a C k map.
Let us now compute the tangent space to the constraint set. If we consider the inner product on
, j = 0, . . . , k − 1, in the variational principle 5 are bounded and linear, and therefore C ∞ , and the corresponding derivatives are the same functions g j . Define
is the tangent space to the constraint set. They are actually parallel since the constraints are linear. It is not difficult to show using the definitions that the space
of R n -valued polynomials of degree at most k − 1 is indeed the , -orthogonal complement of E, which is then a split subspace (see the Appendix for a proof). The orthogonal projection
Now S h has a critical point on the constraint set (for any value of the constraints) if and only if the projection P ∇S h of ∇S h to the tangent space E of the constraint set is 0. That is, in order to find solutions to the variational principle 5, we solve
This can be solved using the implicit function theorem by requiring that the partial derivative of P ∇S h (Q [k] ) at the point Q [k] = 0 with respect to the space E is a linear isomorphism. The
and h are seen as parameters that can move in some neighborhood. Note that it is not necessary to solve for Q ] using the constraint equations in variational principle 5.
In order to compute this partial derivative, take a deformation of
E , where δQ
E ∈ E. Recalling (10) and noting that h = 0, we have
Here the inner products vanish because
it does not depend on u) and b [j] , δQ
, seen as a linear map from E into itself, and if L is regular then it is an isomorphism.
By the implicit function theorem, there are neighborhoods 
is the unique critical point in W 
(q1,q2) (u) according to (5) as
Since ψ takes values in the C k curves, Q
[0]
(q1,q2) (u) is C 2k by the reasoning leading to equation (5) . Now reparameterize with t = hu to get a C 2k curve
This curve is the unique solution of the variational principle 1 with endpoint conditions q 1 and q 2 . This solution is C 2k , and unique among the curves corresponding to Q [k] continuous with Q
[k] 0 < . These are the C k curves q(t) on Q with q (k) 0 < /h k , which are the C k curves in some C k neighborhood of the constant curve t →q [0] .
The exact discrete Lagrangian and discrete equations for second-order systems
Next, we will consider second-order Lagrangian systems, motivated by the study of optimal control problems. Let Q be a configuration manifold and let L : T (2) Q → R be a regular Lagrangian. Strictly speaking, the exact discrete Lagrangian is defined not on T Q × T Q but on a neighborhood of the diagonal. For the sake of simplicity, we will not make this distinction. Our idea is to take a discrete Lagrangian
where κ, χ and ζ are functions of (q 0 , v 0 , q 1 , v 1 ) ∈ T Q × T Q which approximate the configuration q(t), the velocityq(t) and the accelerationq(t), respectively, in terms of the initial and final positions and velocities. We can also, for instance, consider suitable linear combinations of discrete Lagrangians of this type, for instance, weighted averages of the type
or other combinations. For completeness, we will derive the discrete equations for the Lagrangian L d : T Q × T Q → R, but these results are a direct translation of Marsden and West [21] to our case.
Given the grid {t k = kh | k = 0, . . . , N }, N h = T , define the discrete path space
this sequence is calculated by summing the discrete Lagrangian evaluated at each pair of adjacent points of the discrete path, that is,
We would like to point out that the discrete path space is isomorphic to the smooth product manifold which consists on N + 1 copies of T Q, the discrete action inherits the smoothness of the discrete Lagrangian, and the tangent space
Hamilton's principle seeks discrete curves
vanishing at the endpoints. This is equivalent to the discrete Euler-Lagrange equations (11) and assuming that the 2n × 2n matrix
is nonsingular, it is possible to define the (local) discrete flow
The simplecticity and momentum preservation of the discrete flow is derived in [21] .
Example 3.2. Cubic splines Let
It is well known that the solutions to the corresponding Euler-Lagrange equations q (4) = 0 are the so-called cubic splines q(t) = at
Given sufficiently close (q 0 , v 0 ), (q 1 , v 1 ) ∈ T Q we can use equations (12) to obtain approximations of the acceleration of the exact solution joining these boundary conditions at time h, which we call
Solving the discrete second-order Euler-Lagrange equations for this discrete Lagrangian, the evolution of the discrete trajectory is
In the following section we will continue this example and show some simulations.
3.1. Discrete Legendre transforms. We define the discrete Legendre transforms
* T Q which maps the space T Q × T Q into T * T Q. These are given by
If both discrete fibre derivatives are locally diffeomorphisms for nearby (q 0 , v 0 ) and (q 1 , v 1 ), then we say that L d is regular. Using the discrete Legendre transforms the discrete Euler-Lagrange equations (11) can be rewritten as
It will be useful to note that
Remark 3.3. It is easy to extend this framework to higher-order mechanical systems. Let L : T ( ) Q → R be a regular higher-order Lagrangian. Given a small enough h > 0, the exact discrete Lagrangian L
0 , . . . , q
1 , . . . , q
where q(t) : I ⊂ R → Q is the unique solution of the Euler-Lagrange equations for the higherorder Lagrangian L,
satisfying the boundary conditions q(0) = q
. The exact discrete Lagrangian is actually defined on a neighborhood of the diagonal of
in order to construct variational integrators for higher-order mechanical systems.
Given a discrete path {(q
, the corresponding discrete action is defined as
Hamilton's principle seeks discrete paths that satisfy δA d = 0 for all variations {(δq
} vanishing at the endpoints k = 0, N . This is equivalent to the discrete higher-order Euler-Lagrange equations for L d :
. . , and k = 1, . . . , N − 1. ♦
Relationship between discrete and continuous variational systems
Let L : T (2) Q → R be a regular Lagrangian and, for small enough h > 0, consider the exact discrete Lagrangian defined before, that is, a function L The Legendre transformation associated to L is defined to be the map FL : T (3) Q → T * T Q given by (see [12] )
We will see that there is a special relationship between the Legendre transform of a regular Lagrangian and the discrete Legendre transforms of the corresponding exact discrete Lagrangian L 
where q(t) is a solution of the second-order Euler-Lagrange equations.
Proof. We begin by computing the derivatives of L Since q(t) is a solution of the Euler-Lagrange equations for L : T (2) Q → R, the last term is zero. Therefore, 
With similar arguments, we can also prove that
and ∂L
and in consequence,
In what follows we will study the relation between the regularity of the continuous Lagrangian, given by the hessian matrix
and the regularity condition corresponding to the exact discrete Lagrangian L
For the next theorem, we restrict ourselves to Lagrangians that can be written locally as
where (g ij (q)) is a regular matrix for all q. It is also possible to write this condition intrinsically by using a metric, a connection, a one-form and a function. This covers the kind of Lagrangians that appear in interpolation problems [13] and in optimal control problems with cost functionals of the form 1 2
T 0 u 2 dt, where u represents the control force applied to a system having a (first-order) Lagrangian of mechanical type (see section 5).
for h → 0. By differentiating these expressions with respect to the parameters q 0 andq 0 , we get two systems of equations from which we find
∂q 0 (h) = 6 h 2 Id +O (h) .
Analogously,
Denote by F the right-hand side of (15), so ∂L
Recall that q(0),q(0),q(0), q (3) (0) are obtained as the initial conditions for the higher-order EulerLagrange equations that correspond to the boundary conditions q(0),q(0), q(h),q(h). We have
In the expression above, the derivatives are evaluated at the arguments corresponding to time 0 for each function. It is important to note that the first factor involvesq(0) and q (3) (0), which can blow up for h → 0, even in the simple case of cubic splines. However, for L of the type (16) we have
These expressions do not containq or q (3) , so they are O(1) for h → 0. Therefore,
The remaining derivatives in W d can be computed without using the special form (16) of the Lagrangian.
Seeing W d as a block matrix, a well-known result from linear algebra leads us to
In what follows we denote (T Q × T Q) 2 the subset of (T Q × T Q) × (T Q × T Q) given by
If L : T (2) Q → R is a regular Lagrangian then the Euler-Lagrange equations for L gives rise a system of explicit 4-order differential equations
Therefore, for h given, it is possible to derive the following application (see [2] )
Therefore, from Theorem 4.1 we deduce the commutativity the diagram in Figure 1 .
Alternatively, it can also be defined as
Theorem 4.4. The diagram in Figure 2 is commutative.
Proof. The central triangle is (14) . The parallelogram on the left-hand side is commutative by (17) , so the triangle on the left is commutative. The triangle on the right is the same as the triangle on the left, with shifted indices. Then parallelogram on the right-hand side is commutative, which gives the equivalence stated in the definition of the discrete Hamiltonian flow. Figure 1 . Correspondence between the discrete Legendre transforms and the continuous Hamiltonian flow. Figure 2 . Correspondence between the discrete Lagrangian and the discrete Hamiltonian maps.
Corollary 4.5. The following definitions of the discrete Hamiltonian map are equivalent
and have the coordinate expression
, where we use the notation
Combining Theorem (4.1) with the diagram in Figure 2 gives the commutative diagram shown in Figure 3 for the exact discrete Lagrangian.
Here, F h H denotes the flow of the Hamiltonian vector field X H associated with the Hamiltonian
Q → R denotes the energy function associated to L (see [12] ). 2 . Since the exact solutions for the second-order Euler-Lagrange equation for L can be found explicitly, it is easy to show that the discrete exact Lagrangian is
From the corresponding discrete second-order Euler-Lagrange equation, the evolution is
It is interesting to note that both this exact method and method (13) preserve the quantity
4.1.
Variational error analysis. Now we rewrite the result of Patrick [25] and Marsden and West [21] for the particular case of a Lagrangian
Q with compact closure and constants
for all solutions q(t) of the second-order Euler-Lagrange equations with initial conditions (q 0 ,q 0 , q 0 ) ∈ U 1 and for all h ≤ h 1 .
Following [21, 26] , we have the next result about the order of our variational integrator.
In other words, Note that given a discrete Lagrangian L d : T Q × T Q → R its order can be calculated by expanding the expressions for L d (q(0),q(0), q(h),q(h), h) in a Taylor series in h and comparing this to the same expansions for the exact Lagrangian. If the series agree up to r terms, then the discrete Lagrangian is of order r.
Application to optimal control of mechanical systems
In this section we will study how to apply our variational integrator to optimal control problems. We will study optimal control problems for fully actuated mechanical systems and we will show how our methods can be applied to the optimal control of a robotic leg.
In the following we will assume that all the control systems are controllable, that is, for any two points q 0 and q f in the configuration space Q, there exists an admissible control u(t) defined on some interval [0, T ] such that the system with initial condition q 0 reaches the point q f at time T (see [4] and [6] for example). 
where u = (u A ) ∈ U ⊂ R n is an open subset of R n , the set of control parameters. The optimal control problem consists in finding a trajectory of the state variables and control inputs (q (A) (t), u A (t)) satisfying (18) given initial and final conditions (q
From (18) we can rewrite the cost function as a second-order Lagrangian L :
replacing the controls by the Euler-Lagrange equations in the cost function (see [4] for example).
Suppose that Q = R n . Then we can define a discretization of the Lagrangian L :
In the first term, we have computed an approximate value of the acceleration a k by using the Taylor expansion q k+1 ≈ q k + hv k + h 2 2 a k . For the second term, we have approximated a k+1 using q k ≈ q k+1 − hv k+1 + h 2 2 a k+1 , as in Example 3.2. Other natural possibilities for L d are, for instance,
Applying the results given in Section 3, we know that the minimizers of the cost function are obtained by solving the discrete second-order Euler-Lagrange equations
is regular, then one can define the discrete Lagrangian map to solve the optimal control problem.
Example 5.1. Two-link manipulator We consider the optimal control of a two-link manipulator which is a classical example studied in robotics (see for example [22] and [24] ). The two-link manipulator consists of two coupled (planar) rigid bodies with mass m i , length l i and moments of inertia with respect to the joints J i , with i = 1, 2, respectively. Let θ 1 and θ 2 be the configuration angles measured as in Figure 5 . If we assume one end of the first link to be fixed in an inertial reference frame, the configuration of the system is locally specified by the coordinates (θ 1 , θ 2 ) ∈ S 1 × S 1 . The Lagrangian is given by the kinetic energy of the system minus the potential energy, that is,
where g is the constant gravitational acceleration. Control torques u 1 and u 2 are applied at the base of the first link and at the joint between the two links. The equations of motion of the controlled system are taking the same discretization as in equation (12) to approximate the acceleration and taking midpoint averages to approximate the position and velocity. Figures 6 and 7 show the results from a numerical simulation of the method, taking the system from the stable mechanical equilibrium (θ 1 (0), θ 2 (0),θ 1 (0),θ 2 (0)) = (−π/2, 0, 0, 0) to the unstable equilibrium (θ 1 (T ), θ 2 (T ),θ 1 (T ),θ 2 (T )) = (π/2, 0, 0, 0). We have used T = 10, N = 1000, m 1 = 0.375, m 2 = 0.25, l 1 = 1.5, l 2 = 1,
3 , and g = 9.8. In addition, the reader can find a video of the simulation in www.youtube.com/watch?v=ZUUH0596a30. The algorithm generates a sequence of velocities as well as positions, but we represent only the positions in the figures.
We have also considered a different setting where the angle θ 2 is restricted to move between 0 and 170 degrees, inspired by an elbow joint. This range of motion is enforced by adding a continuous, piecewise linear function V (θ 2 ) to the cost function, with slope −1000 for θ 2 < 0
• , 0 for 0
• < θ 2 < 170 • , and 1000 for θ 2 > 170
• . We simulated the optimal trajectory with the same endpoint conditions and physical parameters as above, with N = 200. A video of the resulting motion can be found in www.youtube.com/watch?v=OxOFHdT7emQ.
Conclusions and future research
In this paper we design variational integrators for higher-order variational systems and their application to optimal control problems. The general idea for those variational integrators is to directly discretize Hamilton's principle rather than the equations of motion in a way that . Angles θ 1 and θ 2 for the optimal control of the two-link manipulator. Initially, the two links point downwards; at T = 10 they point upwards. preserves the original system invariants, notably the symplectic form and, via a discrete version of Noether's theorem, the momentum map. We show that a regular higher-order Lagrangian system has a unique solution for given nearby endpoint conditions using a direct variational proof of existence and uniqueness for the local boundary value problem using a regularization procedure assuming only C k differentiability (instead of C 2k as in standard ODE theory). We have seen that taking a discrete Lagrangian function L d : T (k−1) Q × T (k−1) Q → R we obtain the appropriate approximation of the action h 0 L(q,q, . . . , q (k) ) dt. Moreover, we derive a particular choice of discrete Lagrangian which gives an exact correspondence between discrete and continuous systems, the exact discrete Lagrangian. We show that if the original Lagrangian is regular then it is also the exact discrete Lagrangian and how is the relation between the discrete Legendre transformations with the continuous one.
As future research, we are interested in the construction of an exact discrete Lagrangian function for higher-order mechanical systems subject to higher-order constraints. The main point will be to show the existence and uniqueness of solutions for the boundary value problem for higher-order systems subject to higher-order constraints. After it, one could define the exact discrete Lagrangian for constrained systems in a similar way that the ones shown in this work. Since optimal control problems for the class of under actuated mechanical systems can be seen as constrained higher-order variational problems, the extension of the constructions given in this work, can be useful to new developments in the field of geometric integration for optimal control problems. The case of optimal control of nonholonomic systems will be developed.
Appendix: a technical result for section 2
Let E be the kernel of g, where g = (g 0 , . . . , g k−1 ) :
j , · . In the context of section 2.5, E is the tangent space of the constraint set defined using the linear constraints g j , and l is either 0 or k.
In this Appendix we show that the orthogonal complement of E is the space F of R n -valued polynomials of degree at most k − 1, Proof. We will prove that E and F are orthogonal (with zero intersection) and that their sum is the whole space C l ([0, 1], R n ).
Let e ∈ E and c j b
[k] j ∈ F . j , e = c j · g j [e] = 0, since e ∈ E = Ker g. The fact that E ∩ F = {0} can be obtained either by using that the inner product is nondegenerate or directly as follows. Take e ∈ E ∩ F , so e = c j b j , e b
[k]
j .
The third term is in F . The remaining part of the right-hand side is in E since for all j , Therefore C l ([0, 1], R n ) = E + F . From the first part of the proof, we obtain that there is an orthogonal decomposition C l ([0, 1], R n ) = E ⊕ F .
