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Abstract 
This research compared 2 types of model (regression model and artificial neural network) for prediction of glue content for 
sealing toothpaste carton from 4 sealing process factors, i.e.,  production line, diameter of toothpaste tube, pressure in glue nozzle 
during applying glue onto a toothpaste carton and glue temperature in a glue tank. Models under study included 3 regression 
models, i.e., multiple regression, polynomial regression and stepwise regression, and backpropagation neural network (BPN). 
The results indicated that the BPN model possessed higher prediction accuracy and generalization capability and lower bias. The 
best BPN model had a structure of 4-10-1 with the mean absolute error (MAE) of validating data set of 0.04 gram. In addition, 
the BPN model identified that the most influential sealing process factors affecting the prediction of glue content were pressure in 
glue nozzle and glue temperature in the glue tank. The packing department should concentrate on monitoring the value of both 
factors to control the consistency of glue usage. 
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1. Introduction 
Toothpaste’s manufacturers always concern about increasing their operation’s efficiency along the supply chains 
due to a highly competitive market.  Packaging and packages are known to be one of the key factors that affect the 
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efficiency in the chain.  Their functions are to contain, protect or preserve, communicate information, provide 
convenience in use, handling, transportation, storage, and distribution and promote the product. Toothpaste 
packaging system includes laminated tube, carton, leaflet inside the carton, fifth panels for promotion, bundle shrink 
film, bundle barcode, and shipping case.  These packaging materials are assembled using an automatic machine.  
Since there are various sizes of toothpaste that require specific machine types and assembling speeds, these 
packaging materials must be designed to fit the capacity and limitation of the machine in each production line to 
smooth the flow of the production line.    A critical activity contributing to flow’s smoothness and considered as a 
tamper-evident is sealing the toothpaste carton with hot melt glue.   Typically, size of the carton, machine in the 
production line, hot glue temperature and pressure in the glue nozzle during application of the hot glue onto a carton 
lid are known to influence the glue content on the lid and an effectiveness of the sealing process.  However, the 
toothpaste manufacturer under study determines the glue content required and develops a glue requirement plan 
based on the size of the toothpaste only.  As a result, the manufacturer faces the problem of underestimate the glue 
content and incurs high cost for urgent orders.  These urgent orders were approximately 0.4 tons with costs of 13,000 
USD monthly. This research examines the use of two predictive models to estimate the glue content from the sealing 
process factors for this manufacturer in order to reduce the costs of urgent orders.  The predictive models of interest 
are regression model and backpropagation neural network model.   
2. Predictive models  
2.1. Regression model 
Regression is widely used in modeling the input-output relationship.  A general regression model for m input 
factors, (x1, x2, …, xm) = x, can be expressed as: 
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Where Yi = response in the ith trial, )( ijk XZ = power function in first order, second order or higher order and 
interaction terms, ߚ௞= regression coefficient, and ߝ௜= error term from the ith trial, and ߝ௜= error term from the ith trial.  
Regression models are very straightforward to implement, however, they require restrictive assumptions on the 
error terms such as normal random errors, constant error variance, and the absence of multicollinearity.  In addition, 
their performance depends on the appropriateness of the functional forms (Madu, 1996). 
2.2. Backpropagation neural network  model 
Backpropagation is one of artificial neural network (ANN) paradigms.  ANN develops a mapping from the input 
variables to the output variables through an iterative learning process. The model consists of a large number of 
simple and interconnected adaptive processing elements called neurons.   Associated with each connection is a 
weight that represents the information being used to solve the problem. These weights are iteratively adjusted by a 
learning process to optimal values that produce best fit of the predicted outputs over the entire learning data set. An 
ANN is generally organized into a sequence of layers: the input, hidden, and output layers.  The input and output 
layers contain neurons that correspond to input and output variables, respectively. Data flow between layers across 
weighted connection. Each neuron in the hidden or the output layer sums its input signals from the previous layer 
weighted by the connection weights, and applies an activation function to determine its output signal.  A multi-layer 
ANN with nonlinear transfer functions such as sigmoid and hyperbolic tangent can theoretically model any 
relationship to an arbitrary accuracy and is thus called a universal approximator (Hornik et al., 1989; Funayashi, 
1989).  Backpropagation network (BPN) is a feedforward multi-layer neural network trained by gradient descent 
method (Rumelhart et al.,1986). The training algorithm is based on minimization of total squared error of output 
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computed by the network.  The training algorithm involves three stages: the feed forward of input training set, the 
calculation and backpropagation of error, and the adjustment of the weights. The model requires no prior assumption 
of functional forms and is also robust to deviations from traditional statistical assumptions. Limitations in the BPN 
is the difficulty in selecting its architectures and training parameters as well as is prone to overparameterization, 
producing a good fit on the model construction data set but poor generalization to others. 
3. Methodology 
3.1. Data collection and preparation 
Four factors affecting the sealing process were studied: the production line (1-10 lines), diameter of toothpaste 
tube (22, 25, 28, 35, 38 mm), hot glue temperature (170, 173, 175oC) and pressure in the glue nozzle (1.8, 2.0, 
2.5,3.0, 3.2 bar) during application of hot glue onto a carton lid.  Based on a specific condition of each production 
line, there were 32 conditions under study.  Fifty cartons were collected from each condition, making up 1,600 
cartons.  Each empty carton was weighed and went through the packing and lid-sealing process.  The packed carton 
was reweighted to compute the glue content (gram) from the difference between weights before and after packing 
and sealing. 
All data (1,600 points) were arranged into an input-output mapping with sealing process factors as input variables 
and glue content as an output variable.  Each condition (50 data points) were divided into 3 data sets: training set for 
30 data pints, testing set for 10 data points and validating set for 10 data points.  The training set was used to build 
the model while the testing set was used to identify the proper model structures and parameters.  The validating set 
was used to evaluate the generalization of the model. 
 
3.2.  Model building and validation 
 
3.2.1. Regression model 
 
Three types of regression models were constructed from the training data set (960 data points) using MINITAB 
version 16.  These models included multiple regression, polynomial regression and stepwise regression.  Statistical 
assumption underlying all regression models were tested: normal distribution of errors, outliers, constant error 
variance, and no multicollinearity (Kutner et al., 2008).  Each model was used to predict the glue content for the 
testing data set in order to select a proper functional form and parameters based on the mean absolute error (MAE) 
computed as follows 
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where iY  denotes the actual response value of data point i, 

iY  denotes the predicted response value of data point 
i, and n denotes the number of data points over which the error is calculated. 
Then the constructed models were validated based on MAE of the validating set (320 data points). 
3.2.2. Backpropagation network (BPN) model 
 
The BPN models were constructed using sealing process factors as input variables and the corresponding glue 
content as an output variable from training set through NeuralWork Explorer software.  All variables were 
normalized to be consistent with the range of the activation function i.e. between -1 and +1 for hyperbolic tangent 
function.  Architectures and learning parameters are the key factors for the ANN performance.  One hidden layer 
which was proven to be sufficient for modelling continuous functions (Basheer, 2000; Hecht-Nielsen, 1990) was 
employed in this research.   Several hidden neurons (5-30), learning rate (0.01-0.5), momentum (0-0.9) and sets of 
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initial random weights were explored.  To avoid overtraining, the learning phase was stopped every 1,000 iteration, 
and the model was evaluated for its prediction accuracy using the testing set.  Learning was stopped when the MAE 
of the testing set continued to increase. The proper architecture and learning parameters were selected based on the 
MAE of this testing set.  Then the constructed models was validated based on MAE of the validating set (320 data 
points). 
3.3. Model comparison 
 
3.3.1. Prediction accuracy and generalization capability 
 
Both selected regression models and BPN models were compared for its prediction accuracy based on MAE.  A 
superior model should possess good prediction accuracy for both training and validating data sets.  In other words, 
its generalization capability should be retained. 
3.3.2. Model bias 
Bias is an asymmetric distribution of the estimation error.  The superior model should exhibit as less bias as 
possible.  The model bias can be observed by computing a bias factor (Bf) (Ross, 1996) as follows; 
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If a bias factor is equal to 1, the model is unbiased.  A bias factor greater than 1 indicates that the model 
overestimates the data while a value less than 1 indicates that it underestimates the data.   
 
3.4. Identification of important sealing factors 
 
Once the model is built and validated, it could be used to predict the glue content as well as to identify the sealing 
process factors affecting the glue content required in sealing each carton.  Chaveesuk and Smith (2006) have shown 
that polynomial regression and backpropagation network could identify the significant factors affecting the capital 
investment measures. In case of a polynomial regression model, inference can be made from the magnitude of the 
standardized regression coefficients. A large coefficient indicates an important effect of that variable.  For an ANN 
model, altering the input variables by a certain percentage and calculating how much the output changes provides 
the basis for observing the important effects of the input variable.  The larger the percentage changes, the greater the 
effect of that input variable. 
4. Results and discussions 
First order stepwise regression with interaction model possesses highest prediction accuracy among all regression 
models investigated.  The BPN model that exhibits highest prediction accuracy has a 4-10-1 structure (4 input 
neurons-10 hidden neurons-1 output neuron) and was trained at the learning rate of 0.1 and momentum of 0.9 for 
39,000 iterations. Table 1 compares both regression and BPN model accuracy in terms of MAE and bias in terms of 
bias factor.  It is observed that the best BPN model is superior to the best regression model in terms of prediction 
accuracy and generalization capability.  In addition, the plots between the actual glue weight used and the predicted 
value for BPN and regression models in the validating data set confirm this observation with the r2 of 0.78 and 0.61, 
respectively (Fig 1). This might be attributable to the universal approximator property of BPN.  Both models 
however slightly overestimate the glue content since their biases are a little higher than 1. 
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Table 1. Models’ prediction accuracy and bias. 
Model MAE (gram) Bias factor 
Training set Validating set Training set Validating set 
First order stepwise regression 0.06 0.06 1.03 1.02 
4-10-1 BPN 0.03 0.04 1.03 1.05 
                          
 
 
 
 
 
 
                
 
 
 
 
Fig. 1. The actual glue weight used and the predicted value in the validating data set (a) BPN; (b) Regression. 
When the more accurate BPN model is used in prediction the glue content required and in glue requirement 
planning, the company can reduce an overestimate in glue order from 0.4 tons/month to 0.016 tons/month and also 
reduce the monthly cost of urgent order from 12,900 USD to 520 USD.   
Identification of important input factors are further insights gained from the accurate models.  Since BPN model 
outperforms regression model in terms of prediction accuracy and generalization capability, it is then used to 
identify the important sealing process factors.  Pressure in the glue nozzle and hot glue temperature are the most and 
second most influential sealing factors identified by BPN model.  These factors must be monitored so that corrective 
action can be undertaken in a timely manner if there is a small change in any of both factors. 
5. Conclusions 
Best preditive model for glue content required to seal the toothpaste carton lid is 4-10-1 backpropagation neural 
network with the mean absolute error of 0.04 gram in validating data set.  This model is slightly bias upwards.  If the 
model is used in glue requirement planing, the firm under study can save 12,380 USD on an urgent order per month.  
The most important sealing factors pintpointed by this model are the pressure in the glue nozzle and hot glue 
temperature. 
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