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Abstract
This paper investigates how to index a text which is subject to updates. The
best solution in the literature [6] is based on suﬃx tree using O(n log n) bits of
storage, where n is the length of the text. It supports ﬁnding all occurrences of
a pattern P in O(|P | + occ) time, where occ is the number of occurrences. Each
text update consists of inserting or deleting a substring of length y and can be
supported in O(y +
√
n) time. In this paper, we initiate the study of compressed
index using only O(n log |Σ|) bits of space, where Σ denotes the alphabet. Our
solution supports ﬁnding all occurrences of a pattern P in O(|P | log2 n(log n +
log |Σ|) + occ log1+ n) time, while insertion or deletion of a substring of length y
can be done in O((y +
√
n) log2+ n) amortized time, where 0 <  ≤ 1. The core
part of our data structure is based on the recent work on Compressed Suﬃx Trees
(CST) and Compressed Suﬃx Arrays (CSA).
1 Introduction
With the proliferation of DNA texts in recent years, there is an increasing interest in
creating indexes for these texts so that pattern searching can be performed eﬃciently.
As DNA texts are usually very long, traditional indexes like suﬃx trees and suﬃx arrays
suﬀer from the problem of inadequate main memory. To further complicate the matter,
these DNA texts are subject to frequent updates, as errors are common in the sequencing
process. Therefore, a compressed (or more space-eﬃcient) index for a text that allows
eﬃcient pattern searching and fast updating is highly desirable.
Before discussing the solution to the above compressed dynamic text indexing prob-
lem, let us have a quick review on the achievements of the traditional indexes. Let T
be a text of length n, with characters drawn from an alphabet Σ. The suﬃx tree [14]
is perhaps the most popular index for pattern searching when the text is static. The
space requirement is O(n logn) bits, and it supports ﬁnding all occurrences of a pattern
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P among the text T in an O(|P | + occ) time, where occ is the number of occurrences.
Another well-known index is the suﬃx array [13], which also occupies O(n logn) bits,
and supports pattern searching of P in O(|P |+ logn + occ) time.
When the text is subject to change, Ferragina and Grossi [6] proposed an interval
partitioning scheme to exploit the generalized suﬃx tree [10] to give an index that oc-
cupies O(n logn) bits of space, and supports searching of P in O(|P | + occ) time. In
addition, it supports insertion (and deletion) of a substring of length y at an arbitrary
position in T in O(y +
√
n) time. Later, Sahinalp and Vishkin [16] further improve the
insertion and deletion time to O(y + log3 n).
Note that the text T occupies only O(n log |Σ|) bits. Grossi and Vitter [9] recently
proposed an index called Compressed Suﬃx Arrays (CSA) for a static text, which
requires O(1

(nH0 + n))-bit space and supports pattern searching in O(|P | log1+ n +
occ log n) time, where 0 <  ≤ 1 and H0 ≤ log |Σ| denotes the entropy of the text.
Also, Ferragina and Manzini [8] have proposed another index called FM-index, which
requires O(nH0 + n
log logn
log n
) bits and O(|P | + occ log n) searching time, for text with a
small alphabet.
It was open whether there is a compressed index (i.e., using O(n log |Σ|) bits) that can
manage a dynamic text eﬃciently. In this paper, we report the progress of this dynamic
problem. Precisely, we propose an index that occupies O( 1

(nH0 + n)) bits of space
where 0 <  ≤ 1, while supporting pattern searching in O(|P | log2 n(log n + log |Σ|) +
occ log1+ n) time, and insertion/deletion of a substring of length y in O((y+
√
n) log2+ n)
amortized time.
Brieﬂy speaking, our scheme is based on a reduction to the dictionary and library
management problems (see e.g., [1, 2, 3, 7, 8, 14, 16]). In these two problems, we want
to maintain a collection of texts {S1, S2, . . . , Sk} of total length n that allows eﬃcient
insertion and deletion of elements, and supports the following two queries:
• dictionary matching: Given a text T , ﬁnd all occurrences of each of the Si’s in T .
• library matching: Given a pattern P , ﬁnd all occurrences of P in each of the Si’s.
Ferragina and Manzini [8] have shown how to ‘dynamize’ the FM-index to give a
compressed solution for the library management problem. CSA can also be adapted
in a similar way. In this paper, we give a compressed solution for both the library
management and the dictionary problem. Then, we make use of the interval partitioning
technique in [6] to produce an indexing data structure for the compressed dynamic text
problem.
The organization of this paper is as follows. In the next section, we review two
compressed indexes for static text, which are the building blocks for our data structure.
Section 3 describes a compressed index for the dictionary and library management prob-
lems, and Section 4 outlines the interval partition technique proposed in [6] for solving
the dynamic text problem. Finally, we present our solution for the compressed dynamic
text problem in Section 5.
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2 Compressed index for static texts
In this section, we review two compressed indexes for static texts, which are the building
blocks of our compressed index for dynamic texts. Both of them occupies O(n log |Σ|)
bits space, and support eﬃcient pattern searching queries.
The ﬁrst one is called Compressed Suﬃx Trees (CST) [11, 15]. A CST requires
O(nH0+n) bits of storage and can simulate a suﬃx tree [14] by supporting a set of tree
navigation operations. In other words, any algorithm that is based on traversing a suﬃx
tree can be solved using a CST, but with a blow up in running time. The performance
of a CST is stated in the following lemma.
Let T [1..n] be a text of length n, with characters drawn from an alphabet Σ.
Lemma 1. (Section 5 of [15]) Let 0 <  ≤ 1. The CST of a text T can be constructed in
O(n log1+ n) time. The space occupancy is O( 1

(nH0 +n)) bits. It supports searching of
a pattern P in O(|P | log1+ n+ log |Σ|)+ occ log1+ n) time. In addition, it can simulate
all constant time navigation operations on a suﬃx tree in O(log1+ n + log |Σ|) time.
The second compressed indexing data structure is called Compressed Suﬃx Arrays
(CSA) [9]. A CSA requires O( 1

(nH0 + n)) bits of storage and can return the value of
any entry in a suﬃx array in O(log n) time, where 0 <  ≤ 1. The performance of CSA
is shown in the following lemma.
Lemma 2. (Lemma 9 of [12]) Let 0 <  ≤ 1. The CSA of T can be constructed in
O(n log log |Σ|) time. The space occupancy is O( 1

(nH0 + n)) bits. It supports searching
of a pattern P in O(|P | log log |Σ| + occ log n) time, where occ denotes the number of
occurrences of P in T .
3 Compressed index for dictionary and library
In this section, we consider a compressed indexing data structure CDL for the dictionary
and library management problems.
Consider a collection of texts {S1, S2, . . . , Sk}. If Θ(n logn) bits of storage are given,
we can achieve optimal result by combining the data structures of [7] and [16]: inser-
tion/deletion of an arbitrary text Y takes O(|Y |) time, and answering the dictionary
matching and the library matching queries takes O(|T |+occ) time [16] and O(|P |+occ′)
time [7], respectively, where occ and occ′ denote the total number of occurrences reported
in the the corresponding query.
If only O(n log |Σ|) bits of storage is allowed, any tree-based data structure would not
have suﬃcient space for storing all the pointers, and updating would then become much
more diﬃcult. Ferragina and Manzini [8] have shown how to dynamize the FM-index to
solve the library management problem. Their solution supports
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• ﬁnding all occurrences of P in the text collection in O(|P | log3 n+ occ′ log n) time
in the worst case;
• insertion of a text Y in O(|Y | logn) amortized time, and deletion of Y in O(|Y | log2 n)
amortized time.
For the dictionary problem, as far as we know, no one has considered the setting under
the O(n log |Σ|)-bit storage requirement. In the following, we present a data structure
which requires O(1

n log |Σ|) bits where 0 <  ≤ 1, and which answers the dictionary
matching and library matching queries in O(|T | log2 n(log n + log |Σ|) + occ log1+ n)
time and O(|P | log2 n log log |Σ| + occ′ log n) time, respectively, in the worst case. For
insertion or deletion of a text Y , it takes O(|Y | log2+ n) amortized time. Our result
makes use of CSA and CST instead of FM-index.
CST and static texts: We start by demonstrating the power of CST for indexing
a static collection of texts. Firstly, with the various suﬃx tree navigation operations
supported, it follows that CST can be directly plugged into any suﬃx-tree based scheme
for representing a collection of texts, reducing the storage requirement. In particular,
we can augment CST with a data structure of size O(n) bits to support the dictio-
nary matching query in O(|T | logn(log1+ n + log |Σ|) + occ log2+ n) time, while using
O(1

n log |Σ|) bits space. (Details will be shown in the full paper.) Note that this result
does not post any restriction on the texts Si’s in the collection. If we consider that no Si
is a proper substring of the other1, we can use only the CST, and adapt the algorithm
of Chang and Lawler [4] to simplify the searching method and reduce an O(logn) factor
in the query time as follows.
Lemma 3. Let S = S1$S2$ . . . Sk$ and assume that no Si is a proper substring of the
other. Given the CST of S, denoted by CST (S), we can ﬁnd all occurrences of each of
the Si’s in a text T in O(|T |(log1+ n + log Σ) + occ log1+ n) time, where 0 <  ≤ 1.
Proof. To report the occurrences, we traverse CST (S) by matching characters of T ,
starting from the ﬁrst character. This is similar to ﬁnding an occurrence of T in S using
a suﬃx tree; but whenever we encounter a mismatch, or the previous step revealed
an occurrence of Si in T , we restrict the search by omitting the ﬁrst character of the
substring of T that is currently matched. For instance, suppose that we are at the
position of the tree that matches the substring T [q..r] (i.e., the position reached by
matching T [q..r] starting from the root of CST (S)). Then, we locate the position of the
tree that matches the substring T [q + 1..r]. This can be done by following a suﬃx link
(which is a tree navigation operation) and then moving downwards a couple of nodes in
the tree. Afterwards, we continue matching the next character T [r + 1] there.
Note that each Si corresponds to a distinct leaf edge in CST (S). At the r-th step
where we match T [r], we can check whether there is an occurrence of some Si in T
1As to be shown in Section 5, the reduction from the compressed dynamic indexing problem involves
a collection of strings satisfying this restriction.
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ending at T [r], by examining whether matching an extra $ would bring us to a leaf edge
of some Si.
Assuming that no Si is a proper substring of the other, it is easy to verify that the
above algorithm locates all occurrences of each Si in T . For the running time, it follows
since we can show that the number of tree navigation operations required (based on the
arguments in [4]) is O(|P |), and each operation requires at most O(log1+ |S| + logΣ)
time by Lemma 1. This completes the proof of the lemma.
On the other hand, CSA can be directly applied to solve the library management
problem as follows.
Lemma 4. Let S = S1$S2$ . . . Sk. Given the CSA of S, denoted by CSA(S), we can
ﬁnd all occurrences of a pattern P in each of the Si’s in O(|P | log log |Σ| + occ log n)
time.
Proof. The lemma follows immediately from Lemma 2.
CST, CSA, and dynamic texts: Next, we describe how to maintain a dynamic
collection of texts based on the results on static texts. The idea follows closely to how
Ferragina and Manzini ‘dynamize’ the FM-index, which is shown in [8]. Basically, we
divide the texts in the collection into O(logn) groups. Groups are labeled by consecutive
integers starting from 1, so that group i is either empty, or contains texts with total
length in the range [2i, 2i+1). Note that each group is in fact a (sub-)collection of texts,
and therefore we can support dictionary matching and library matching queries in each
group using Lemmas 3 and 4. In other words, the total time for both queries will be
increased by a factor of O(logn) in order to search all groups.
To insert a text X into the collection, we let x = log |X| and insert X into group
x. However, there can be overﬂow during the insertion, since we require that the total
length of texts in group x is less than 2x+1. In this case, we merge group x and group x+1
(and possibly more groups) to form a new group, and construct a new CSA and CST
accordingly. In the worst case, an insertion of a text can require a construction of CSA
and CST for texts of total length O(n); however, such a worst case would not be frequent,
by considering that a particular text can be merged with the others at most O(logn)
times. Thus, the amortized insertion time can be bounded by O(logn · (|X| log1+ n)).
For deletion, we apply a lazy update scheme so that the CST and the CSA of a group
is re-constructed only when a fraction of O( 1
logn
) of the total length is marked deleted.
To do so, we keep a record on which texts are deleted, and a balanced search tree of
height O(logn) for marking the intervals in the CSA and CST of the deleted texts. Then,
deletion of Si from the collection can be done in O(logn · (|Si| log1+ n)) amortized time,
but the time of the two queries is further increased by a factor of O(logn).
In summary, we have the following theorem.
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Theorem 1. Consider all texts over an alphabet Σ. Let ∆ = {S1, S2, . . . , Sk} be a
collection of texts with total length n, and let 0 <  ≤ 1. We can maintain a data
structure CDL(S) of size O( 1

(nH0 + n)) bits that supports
• ﬁnding all occurrences of Si in a text T for all i in O(|T | log2 n(log n+ log |Σ|) +
occ log1+ n) if no Si is a proper substring of the other, where occ denotes the total
number of occurrences of all the Si’s; in general, the time is O(|T | log3 n(log n +
log |Σ|) + occ log2+ n) if there is no restriction;
• ﬁnding all occurrences of a pattern P in the texts in ∆ in O(|P | log2 n log log |Σ|+
occ′ log n) time, where occ′ denotes the total number of occurrences of P ;
• inserting a text X into ∆ in O(|X| log2+ n) amortized time; and,
• deleting a text Si from ∆ in O(|Si| log2+ n) amortized time.
The data structure in Theorem 1 can also be used to solve the preﬁx-suﬃx matching
problem, which ﬁnds the longest suﬃx of a pattern P which is a preﬁx of any Si ∈ ∆.
The result is stated in the following lemma.
Lemma 5. The data structure in Theorem 1 supports ﬁnding the longest suﬃx of a
pattern P which is a preﬁx of Si for each i in O(smax log n log log |Σ| + k log n), where
smax denotes the length of the longest text in {S1, S2, . . . , Sk}.
Proof. To be given in the full paper.
4 Interval partitioning and dynamic texts
After studying the dictionary and library problem, we are ﬁnally ready to discuss the in-
dexing of a dynamic text to allow substring insertion and deletion at arbitrary positions.
In this section we review a basic technique called interval partitioning, which was com-
monly used in the context of Θ(n logn)-bit index of a dynamic text (e.g., [5], [6]). The
idea is that, given a text T , we divide it into “short”, possibly overlapping substrings,
so that a change in T at some position p is limited to changes in a few intervals around
p. The drawback is that pattern searching would become a more involved operation.
The following interval partition scheme is proposed in [6]. Let  be an integer
(which will be chosen as
√
n). Suppose that T is partitioned into k = Θ(n/) inter-
vals I1, I2, . . . , Ik with each Ii is of length between  to 2. Let c1 > c2 be some suitable
constants. Deﬁne two boundary intervals I0 and Ik+1 containing c1 $’s, where $ is a
new character not in Σ. To allow eﬃcient searching, each interval Ii is to be represented
by ﬁve “short” strings, which are of length O():
• Xi to be the string Ii · · · Ii+r, where r is the smallest integer such that |Ii|+ · · ·+
|Ii+r| ≥ c1;
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• Ci and C ′i to be Ii’s preﬁx and suﬃx of length , respectively;
• Li to be the suﬃx of I0Ii · · · Ii of length c2 and Ri to be the preﬁx of Ii · · · IkIk+1
of length c2.
In other words, T is represented by several collections of short strings (namely, Xi, Ci
and C ′i, Li, and Ri). Notice that for a pattern P of length at most (c1− 2), if it occurs
in T , it must occur in some Xi. Thus, we only need to search the collection of Xi’s.
Lemma 6. Let Query-X(P) denote the query of ﬁnding all occurrences of a pattern
P in each X ∈ {X1, · · · , Xk}. Suppose that Query-X(P) can be answered in tX time.
Then, if |P | ≤ (c1 − 2), all occurrences of P in T can be found in O(tX) time.
Searching for longer patterns is non-trivial, yet Ferragina and Grossi [6] were able to
devise an eﬃcient algorithm based on the following batch queries to the four collections.
The time complexity is stated in the following lemma.
• Query-C(P): For each X ∈ {C1, · · · , Ck, C ′1, · · · , C ′k}), ﬁnd an occurrence of P .
• Query-L(P): For each X ∈ {L1, · · · , Lk}, ﬁnd P ’s longest preﬁx that is a suﬃx of
X.
• Query-R(P): For each X ∈ {R1, · · · , Rk}, ﬁnd P ’s longest suﬃx that is a preﬁx
of X.
Lemma 7. [6] Suppose that Query-C(P), Query-L(P) and Query-R(P) can be an-
swered in tC, tL and tR time, respectively. Then, if |P | > (c1 − 2), all occurrences of
P in T can be found in O(tC + tL + tR + occ) time, where occ denotes the number of
occurrences of P in T .
If O(n logn)-bit space is given, one can use generalized suﬃx trees to represent the
Xi’s, Ci’s, Li’s, and Ri’s. Then Query-X can then be answered in O(|P |+occ), where occ
denotes the total number of occurrences of P in each Xi’s, and the other three queries
can be supported in O(|P |+ k + ) time.
In the next section, we propose a compressed data structure for storing the short
strings in O(n log |Σ|) bits, and show how to support the queries eﬃciently. Then based
on Lemma 6 and 7, any pattern can be searched eﬃciently.
5 Compressed index for dynamic texts
In this section, we describe the compressed indexing data structure for the dynamic text
problem using O(1

(nH0 + n)) bits of space, where 0 <  ≤ 1.
Recall from the previous section that a text T is represented by several collections of
short string (namely, Xi’s, Ci’s and C
′
i’s, Li’s and Ri’s), each of length O(). We apply
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the compressed index discussed in Section 3 to represent each collection and support the
update of strings in the collection, dictionary matching and library matching. Denote
as CDLX the resulting index CDL({X1, X2, . . . , Xk}), and similarly CDLC , CDLR, and
CDLL for respectively the indexes CDL({C l1, . . . , C lk, Cr1 , . . . , Crk}), CDL({R1, . . . , Rk})
and CDL({L′1, . . . , L′k}), where L′i denotes the reverse of Li.
Note that all Ci’s and C
′
i’s have equal length, so that none of them can be a proper
substring of the other. This is also true for Li’s and Ri’s. Thus, the time complexity
stated in Theorem 1 for the dictionary matching query holds for CDLC , CDLR, and
CDLL. Also, recall that ﬁnding all occurrences of a pattern P in T can be reduced to
answering some batch queries Query-X, Query-C, Query-L and Query-R. It is easy to see
that these queries are readily supported by CDLX , CDLC , CDLL and CDLR based on
Theorem 1 and Lemma 5. Precisely, Query-X corresponds to a library management query
on CDLX , Query-C corresponds to a dictionary matching query on CDLC , while Query-L
and Query-R correspond to preﬁx-suﬃx queries on CDLL and CDLR, respectively. The
time complexity is stated in the following lemmas.
Lemma 8. Given CDLX, Query-X(P) can be answered in O(|P | log2 n log log |Σ| +
occX log
 n) time, where occX denotes the total number of occurrence of P in all Xi’s.
Lemma 9. Given CDLC, Query-C(P) can be answered in O(|P | log2 n(log n+log |Σ|)+
k log1+ n) time.
Proof. It follows from a minor modiﬁcation to Lemma 3 which outputs only one occur-
rence for each of the Si’s in P .
Lemma 10. Given CDLL and CDLR, Query-L(P) and Query-R(P) can both be an-
swered in O( logn log log |Σ|+ k log n) time.
By combining the above three lemmas with Lemma 6 and Lemma 7, we get the
following result.
Corollary 1. Let occ be the number of occurrences of P in T .2
1. If |P | ≤ (c1−2), all occurrences of P in T can be found in O(|P | log2 n log log |Σ|+
occ log n) time;
2. otherwise, all occurrences can be found in O(|P | log2 n(log n+log |Σ|)+k log1+ n+
 logn log log |Σ|+ occ) time.
Now, let us consider how to update the above CDL’s. Our method is based on the
one used by [6] (where they are updating the generalized suﬃx trees instead). Firstly,
suppose an arbitrary substring Y of length y is deleted from T . we observe that only
those intervals Ii, Ii+1, . . . , Ij that overlap with Y is aﬀected. (Note that the total
2Note that occX ≤ (c1 − 2)occ, where occX is the number of occurrences of P in all Xi’s.
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length of these overlap intervals is at most y + 4.) Consequently, we can update each
of the CDL’s by removing those strings that depend on the overlap intervals from the
corresponding collection. This in turn corresponds to the deletion of texts in CDLX ,
CDLC , CDLL, and CDLR of total length at most c1(y + 4), 2(y + 4), c2(y + 4) and
c2(y + 4), respectively. To complete the discussion, note that there may be characters
remaining in Ii and Ij after the deletion of Y . These characters can be merged together
with Ii−1 to form a new interval in T (and splitting may be required if the resulting length
exceeds 2). Afterwards, we create new strings that depend on Ii−1 and insert them into
the corresponding CDL’s. Together, this corresponds to deletions and insertions of texts
of total length O() in each of the CDL’s.
On the other hand, when a text Y of length y is inserted into T , where the insertion
point is either in the middle of some interval Ii, or between some interval Ii and Ii+1,
we see that those strings in the CDL’s that depend on Ii (and Ii+1 as well for the latter
case) are needed to be removed. This corresponds to the deletions of texts of total length
O() in each of the CDL’s. Afterwards, we create intervals in T to accommodate Y .
The total length of these intervals is at most y + 2 (in case Y is inserted in the middle
of Ii). This in turn corresponds to insertions of texts of total length O(y + ) in each of
the CDL’s.
In summary, an insertion or deletion of an arbitrary text of length y in T would
require insertions and deletions of texts of total length at most O(y + ) in CDLX ,
CDLC , CDLL, and CDLR. Thus, we have the following lemma.
Lemma 11. We can update CDLX , CDLC, CDLL and CDLR in O((y + ) log
2+ n)
amortized time, when an arbitrary text of length y is inserted or deleted in T .
By setting  =
√
n, we have k = O(
√
n). This immediately leads to the following
theorem.
Theorem 2. Let 0 <  ≤ 1. We can maintain a compressed index for T [1..n] in
O(1

(nH0 + n)) bits that supports
• searching a pattern P in T , using O(|P | log2 n(log n+log |Σ|)+occ log1+ n) time;
and,
• insertion/deletion of an arbitrary text Y , using O((|Y | + √n) log2+ n) amortized
time.
Proof. The insertion and deletion time follows from Lemma 11. If |P | ≤ (c1 − 2)√n,
the searching time follows, as it is O(|P | log2 n log log |Σ|+ occ log n) by Corollary 1(1).
Otherwise, we have k = O(|P |), and the searching time follows from Corollary 1(2).
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