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Abstract
In this note we study multivariate integration for permutation-invariant functions
from a certain Banach space Ed,α of Korobov type in the worst case setting. We present
a lower error bound which particularly implies that in dimension d every cubature
rule which reduces the initial error necessarily uses at least d + 1 function values.
Since this holds independently of the number of permutation-invariant coordinates,
this shows that the integration problem can never be strongly polynomially tractable
in this setting. Our assertions generalize results due to Sloan and Woz´niakowski [SW97].
Moreover, for large smoothness parameters α our bound can not be improved. Finally,
we extend our results to the case of permutation-invariant functions from Korobov-type
spaces equipped with product weights.
1 Introduction and main result
Consider the integration problem Int = (Intd)d∈N,
Intd : Ed,α → C, Intd(f) =
∫
[0,1]d
f(x) dx,
for periodic, complex-valued functions in the Korobov class
Ed,α :=
{
f ∈ L1([0, 1]d) ‖f‖ := ‖f Ed,α‖ := sup
k∈Zd
∣∣∣f̂(k)∣∣∣ (k1 · . . . · kd)α <∞}
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where d ∈ N and α > 1. Here Z denotes the set of integers, N := {1, 2, . . .}, and we set
km := max {1, |km|}. Moreover, for f ∈ L1([0, 1]d)
f̂(k) :=
〈
f, e2piik ·
〉
L2
:=
∫
[0,1]d
f(x) e−2piikx dx, k = (k1, . . . , kd) ∈ Zd,
denotes its kth Fourier coefficient, where kx =
∑d
m=1 km ·xm, and i =
√−1. To approximate
Intd(f), without loss of generality, we consider algorithms from the class of all linear cubature
rules
A(f) := AN,d(f) :=
N∑
n=1
wn f
(
t(n)
)
, N ∈ N0 := {0} ∪ N, (1)
that use at most N values of the input function f at some points t(n) ∈ [0, 1]d, n = 1 . . . , N .
The weights wn can be arbitrary complex numbers. Clearly, every function f ∈ Ed,α has a
1-periodic extension since their Fourier series are absolutely convergent:∑
k∈Zd
∣∣∣f̂(k) e2piik ·∣∣∣ ≤ ‖f‖ · ∑
k∈Zd
(
k1 · . . . · kd
)−α
= ‖f‖ · (1 + 2 ζ(α))d <∞.
As usual, ζ(s) =
∑∞
m=1m
−s is the Riemann zeta function evaluated at s > 1.
In [SW97] Sloan and Woz´niakowski showed that for every d ∈ N the N th minimal worst
case error of Int = (Intd)d∈N,
e(N, d; Intd, Ed,α) := inf
AN,d
sup
‖f Ed,α‖≤1
|Intd(f)−AN,d(f)| ,
equals the initial error e(0, d; Intd, Ed,α) = 1 provided that N < 2
d. In other words, the
integration problem on the full spaces (Ed,α)d∈N suffers from the curse of dimensionality,
since for every fixed ε ∈ (0, 1) its information complexity grows exponentially with the
dimension d:
n(ε, d) := n(ε, d; Intd, Ed,α) := min {N ∈ N0 e(N, d; Intd, Ed,α) ≤ ε} ≥ 2d, d ∈ N.
We generalize this result to the case of permutation-invariant1 subspaces in the sense
of [Wei12]. To this end, for d ∈ N let Id ⊆ {1, . . . , d} be some subset of coordinates and
consider the integration problem Int = (Intd)d∈N restricted to the subspace SId(Ed,α) of all
1In [Wei12] we used the name symmetric what caused some confusion.
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Id-permutation-invariant functions f ∈ Ed,α. That is, in dimension d we restrict ourselves
to functions f that satisfy
f(x) = f(σ(x)) for all x ∈ [0, 1]d (2)
and any permutation σ from
SId :=
{
σ : {1, . . . , d} → {1, . . . , d} σ bijective and σ∣∣
{1,...,d}\Id
= id
}
(3)
that leaves the elements in the complement of Id fixed. For the ease of presentation we shall
use the same notation for permutations σ ∈ SId and for the corresponding permutations
σ′ : Rd → Rd of d-dimensional vectors, given by
x = (x1, . . . , xd) 7→ σ′(x) := (xσ(1), . . . , xσ(d)).
Observe that in the case Id = ∅ we clearly have SId(Ed,α) = Ed,α.
One motivation to study the integration problem restricted to those subspaces is related
to approximate solutions of partial differential equations. Many approaches to obtain such
solutions lead us to the problem of calculating high-dimensional integrals, e.g., to obtain
certain wavelet coefficients. Obviously, it is of interest whether this can be done efficiently
since taking into account a large number of coefficients would lead to better approximations
to the exact solution. Therefore it is important to incorporate as many structural properties
(such as permutation-invariance of the integrands under consideration) as possible in order
to reduce the effort for every single calculation. In information-based complexity (IBC)
this effort is measured by the behavior of the information complexity n(ε, d) which can be
formalized by several notions of tractability.
We remind the reader that a problem is called polynomially tractable if its information
complexity n(ε, d) is bounded from above by some polynomial in d and ε−1, i.e.,
n(ε, d) ≤ C ε−p dq for some C, p > 0, q ≥ 0 and all ε ∈ (0, 1], d ∈ N.
If the last inequality remains valid even for q = 0 then we say that the problem is strongly
polynomially tractable. Apart from that, several weaker notions of tractability were intro-
duced recently; for details see, e.g., Siedlecki [Sie13]. If for some fixed s, t ∈ (0, 1] the
information complexity satisfies
lim
ε−1+d→∞
lnn(ε, d)
ε−s + dt
= 0, (4)
then we have (s, t)-weak tractability. This generalizes the well-established notion of weakly
tractable problems (which is included as the special case s = t = 1). It is used to describe the
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case of at most subexponentially growing information complexities such as, e.g., n(ε, d) =
exp(
√
d). Finally, a given problem is said to be uniformly weakly tractable if the limit
condition (4) holds2 for every s, t ∈ (0, 1].
Our main result states that the integration problem for permutation-invariant functions
in the above sense can never be strongly polynomially tractable, independent of the size of
the sets Id which describes the number of imposed permutation-invariance conditions. The
assertion reads as follows:
Theorem 1. Let
N∗ := N∗(d, Id) := (#Id + 1) · 2d−#Id, d ∈ N. (5)
Then, for every N < N∗,
e(N, d; Intd,SId(Ed,α)) = 1 (6)
and
e(N∗, d; Intd,SId(Ed,α)) ≤
(
1 +
ζ(α)
2α−1
)d
− 1 (7)
for all d ∈ N and α > 1. Consequently,
lim
α→∞
e(N∗, d; Intd,SId(Ed,α)) = 0
for all d ∈ N.
Before we give the proof of this theorem in Section 3 we add some comments on this
result in the next section.
2 Discussion and further results
• Note that, in particular, (6) yields that for every dimension d the initial error of the
integration problem under consideration equals 1. Thus the problem is well-scaled and
we do not need to distinguish between the absolute and the normalized error criteria.
• We stress that due to results of Smolyak and Bakhvalov the choice of linear, non-
adaptive cubature rules A in (1) is indeed without loss of generality. For details and
further references see, e.g., [SW97, Remark 1] and Novak and Woz´niakowski [NW08,
Section 4.2.2].
2Note that it clearly suffices to check (4) for every s = t ∈ (0, 1] in order to conclude uniform weak
tractability.
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• Moreover, observe that due to (7) the assertion stated in (6) can not be extended to
N ≥ N∗ provided that the smoothness α is sufficiently large. That means that at least
in this case our result is sharp.
• Note that (6) can be reformulated equivalently in terms of the information complexity:
n(ε, d; Intd,SId(Ed,α)) ≥ (#Id + 1) · 2d−#Id for all d ∈ N and every ε ∈ (0, 1).
Therefore our Theorem 1 indeed generalizes [SW97, Theorem 1] since the latter is
contained as the special case Id = ∅ for every d ∈ N. Furthermore, observe that in
any case the right-hand side of the last inequality is lower bounded by d + 1. Hence,
even for the fully permutation-invariant problem, where we have Id = {1, . . . , d} for all
d ∈ N, the information complexity grows at least linearly with dimension d provided
that ε < 1. Together with some obvious estimates this proves the following corollary.
Corollary 1. Assume α > 1 and let bd := d − #Id. We study Int = (Intd)d∈N for
the sequence of Id-permutation-invariant subspaces (SId(Ed,α))d∈N in the worst case
setting:
– If the problem is polynomially tractable with the constants C, p, q then q ≥ 1
and (bd)d∈N ∈ O(ln d). In particular, the problem is never strongly polynomially
tractable.
– If the problem is uniformly weakly tractable then (bd)d∈N ∈ o(d t) for all t ∈ (0, 1].
– If the problem is (s, t)-weakly tractable for some s, t ∈ (0, 1] then (bd)d∈N ∈ o(d t).
In particular, weak tractability implies (bd)d∈N ∈ o(d).
– If (bd)d∈N /∈ o(d) then we have the curse of dimensionality. In turn, already the
absence of the curse implies (bd)d∈N ∈ o(d).
• For some applications it might be useful to impose permutation-invariance conditions
with respect to finitely many disjoint subsets I
(1)
d , . . . , I
(R)
d ⊆ {1, . . . , d} of the coordi-
nates, R > 1; see [Wei12] for details. In this case the respective subspace
S
I
(1)
d
,...,I
(R)
d
(Ed,α) :=
R⋂
r=1
S
I
(r)
d
(Ed,α) ⊂ Ed,α
consists of all f ∈ Ed,α which satisfy (2) for all σ ∈
⋃R
r=1 SI(r)
d
, where S
I
(r)
d
and
S
I
(r)
d
(Ed,α) are defined as before. It turns out that Theorem 1 remains valid for this
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case when we replace the definition of N∗ given in (5) by
N∗ := N∗
(
d, I
(1)
d , . . . , I
(R)
d
)
:=
(
R∏
r=1
(
#I
(r)
d + 1
))
· 2d−
∑R
r=1 #I
(r)
d .
Without going into details we mention that our proof given in Section 3 below can
be transferred almost literally to this case. Consequently, an analogue of Corollary 1
remains valid if we set bd := d−
∑R
r=1#I
(r)
d for d ∈ N.
• During the last two decades many numerical problems such as (high-dimensional) in-
tegration were proven to be computationally hard. Fortunately, it turned out that the
introduction of weights to the norm of the underlying source spaces can dramatically
reduce the complexity of those problems such that they can be handled efficiently; see,
e.g., [NW08]. In [Woz´09] Woz´niakowski considered the integration problem defined
above for weighted Korobov-type spaces
E γd,α :=
{
f ∈ L1([0, 1]d) ‖f‖γ :=
∥∥f E γd,α∥∥ := sup
k∈Zd
∣∣∣f̂(k)∣∣∣ (k1 · . . . · kd)α√
γd,u(k)
<∞
}
,
(8)
where d ∈ N and α > 1, as well as γ := {γd,u(k) k ∈ Zd}. Here the quantities
γd,u(k) :=
∏
m∈u(k) γd,m are product weights with
u(k) := {m ∈ {1, . . . , d} km 6= 0} and 1 = γd,∅ ≥ γd,1 ≥ . . . ≥ γd,d ≥ 0
for d ∈ N and k = (k1, . . . , kd) ∈ Zd. This generalizes [SW97] since if γd,m ≡ 1 for all
m = 1, . . . , d and d ∈ N then E γd,α = Ed,α. Theorem 1 in [Woz´09] states that
ηd,N ≤ e(N, d; Intd, E γd,α) ≤ 1 for all α > 1, d ∈ N, and N < 2d,
where ηd,N denotes the (N+1)st largest weight in the sequence (γd,u)∅⊆u⊆{1,...,d} ⊂ [0, 1].
So what about weights in our setting?
First observe that the subset of Id-permutation-invariant functions in E
γ
d,α again forms
a linear subspace. In accordance with our previous notation we denote it by SId(E
γ
d,α).
Furthermore, we note that the Fourier coefficients of an Id-permutation-invariant func-
tion f are Id-permutation-invariant again, i.e., they satisfy f̂(k) = f̂(σ(k)) for every
k ∈ Zd and all σ ∈ SId . Since clearly also
(
k1 · . . . · kd
)α
is Id-permutation-invariant,
f ∈ E γd,α belongs to the unit ball of the subspace SId(E γd,α) if and only if∣∣∣f̂(k)∣∣∣ ≤ min
σ∈SId
√
γd,u(σ(k))(
k1 · . . . · kd
)α =: √µd,u(k)(
k1 · . . . · kd
)α , k ∈ Zd,
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where the new weights µd,u are defined as a product of an order-dependent part (w.r.t.
coordinates from Id) and a part consisting of usual product weights. For the ease
of notation, in what follows we assume permutation-invariance w.r.t. the first #Id
coordinates, i.e., Id = {1, 2, . . . ,#Id}. Then
µd,u(k) = min
σ∈SId
∏
m∈uId (σ(k))
γd,m ·
∏
m∈uIc
d
(k)
γd,m =
#uId (k)∏
i=1
γd,#Id−i+1 ·
∏
m∈uIc
d
(k)
γd,m. (9)
Here we set uId(k) := u(k)∩ Id and uIcd(k) := u(k)\ Id to denote the support of k ∈ Zd
w.r.t. the sets Id and I
c
d = {1, . . . , d} \ Id, respectively. Thus we have
SId(E
γ
d,α) = SId(E
µ
d,α),
where Eµd,α is defined by (8) with γd,u(k) replaced by µd,u(k) and SId once more denotes
the restriction to Id-permutation-invariant functions.
Again the lower bound for the error of numerical integration depends on the (N +1)th
largest weight µd,u(k) that can appear. To formalize this point let
ψ : {0, 1, . . . ,#∇d − 1} → ∇d
denote a rearrangement of the multi-indices k from the set
∇d :=
{
k = (m, l) ∈ {0, 1}#Id × {0, 1}(d−#Id) m1 ≤ . . . ≤ m#Id
} ⊂ {0, 1}d ⊂ Zd
(10)
such that the corresponding weights µd,u(k) possess a non-increasing ordering, i.e.
νd,n := µd,u(ψ(n)) ≥ µd,u(ψ(n+1)) = νd,n+1 for all n = 0, 1, . . . ,#∇d − 2. (11)
Then the weighted analogue of Theorem 1 reads as follows:
Theorem 2. Assume α > 1, for every d ∈ N let Id ⊆ {1, . . . , d} be given, and consider
N∗(d, Id) defined as in (5). Then we have
νd,N ≤ e
(
N, d; Intd,SId(E
µ
d,α)
) ≤ 1 (12)
for all d ∈ N and every N < N∗(d, Id).
We illustrate Theorem 2 by two examples.
7
Example 1. Consider the fully permutation-invariant problem, i.e., assume Id =
{1, . . . , d} for every d ∈ N. For simplicity let
γd,m :=
1
m
for every m ∈ {1, . . . , d} and all d ∈ N.
Then ∇d = {k ∈ {0, 1}d k1 ≤ . . . ≤ kd} and #∇d = d + 1. Moreover, we conclude
µd,u(k) =
∏#u(k)
i=1 1/(d− i+ 1), k ∈ ∇d, and consequently
νd,0 = 1,
νd,1 = 1/d,
νd,2 = 1/(d · (d− 1)),
...
νd,d = 1/(d!).
Hence, for α > 1 and d ∈ N we obtain e(0, d; Intd;SId(E µd,α)) = 1 and
e(N, d; Intd;SId(E
µ
d,α)) ≥
1
d · (d− 1) · . . . · (d−N + 1) ,
if N ∈ {1, . . . , d}. 
Our second, more sophisticated example shows that permutation-invariance is not as
powerful as additional knowledge modeled by weights. It generalizes an assertion due
to Woz´niakowski [Woz´09, p. 648].
Example 2. For d ∈ N let #Id ∈ {0, 1, . . . , d} be arbitrary and assume permutation-
invariance w.r.t. the first #Id coordinates in dimension d. Furthermore, let
γd,1 := . . . := γd,#Id := 1 and 1 ≥ γd,#Id+1 ≥ . . . ≥ γd,d > 0.
That is, we assume the weights only act on coordinates without permutation-invariance
conditions and leave the remaining coordinates unweighted. Thus we ask how much
permutation-invariance can relax (by now well-established) necessary conditions on the
sequences (γd,m)
d
m=1, d ∈ N, for (strong) polynomial tractability:
Assuming polynomial tractability with constants C ≥ 1, p > 0 and q ≥ 0 it is easy to
check that
e(N, d; Intd,SId(E
µ
d,α)) ≤ (2C)1/p dq/pN−1/p,
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see [Woz´09] for details. For every d ∈ N and all κ > p this implies
∞∑
N=0
e(N, d; Intd,SId(E
µ
d,α))
κ ≤ 1 + (2C)κ/p dq κ/p ζ(κ/p) ≤ C ′ dq κ/p
with some finite constant C ′ > 0 which only depends on C, κ, and p. On the other
hand, Theorem 2 provides the lower bound
∞∑
N=0
e(N, d; Intd;SId(E
µ
d,α))
κ ≥
N∗(d,Id)−1∑
N=0
νκd,N =
#∇d−1∑
N=0
µκd,u(ψ(N)) =
∑
k∈∇d
µκd,u(k)
=
∑
m∈{0,1}#Id
m1≤...≤m#Id
1 ·
∑
l∈{0,1}d−#Id
 ∏
j∈u(l)
γd,#Id+j
κ
= (#Id + 1) ·
d−#Id∏
j=1
(
1 + γκd,#Id+j
)
.
In conclusion
lim sup
d→∞
(#Id + 1) ·
∏d−#Id
j=1
(
1 + γκd,#Id+j
)
dq κ/p
<∞ (13)
is a necessary condition for (strong) polynomial tractability. In particular, this im-
plies that we can have strong polynomial tractability (q = 0) only if the number of
permutation-invariant coordinates #Id is uniformly bounded. If so, then (13) yields
that
lim sup
d→∞
d∑
j=1
γκd,j <∞ for all κ > p
which resembles the assertion stated in [Woz´09, Cor. 1]. If we assume polynomial
tractability with q > 0 then we find that for all κ > p
#Id ∈ O(dq κ/p) and lim sup
d→∞
∑d−#Id
j=1 γ
κ
d,#Id+j
ln d
<∞.
Note that if #Id is bounded then the latter condition again coincides with the known
condition given by Woz´niakowski. Otherwise, if #Id grows like say d
β for some β ∈
(0, 1], then our condition turns out to be less restrictive, i.e., we may have polynomial
tractability although polynomially many coordinates are unweighted (but permutation-
invariant). 
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3 Proofs
In order to prove Theorem 1 we basically combine the ideas stated in [SW97, Woz´09] with
the technique developed in [Wei12]. Since the proof is a little bit technical we divide it into
three steps which are organized as follows.
In a first step we show that for any given integration rule that usesN < N∗ function values
there exists a certain fooling function which shows that e(N, d; Intd,SId(Ed,α)) ≥ 1. After-
wards, in Step 2, we notice that this lower bound is sharp, because e(0, d; Intd,SId(Ed,α)) ≤ 1
for every d ∈ N and all α > 1. Finally, we present a cubature rule that uses at most N = N∗
function values, whereas its worst case error is no larger than the bound stated in (7).
Proof (Theorem 1). Step 1. Following Sloan and Woz´niakowski [SW97] we fix α > 1, as
well as d ∈ N, and consider an arbitrary linear cubature rule A := AN,d, given by (1),
with N < N∗(d, Id) := (#Id + 1) · 2d−#Id. Without loss of generality let us assume that
Id = {1, . . . ,#Id}. We will show that there exists a function fN in the unit ball of SId(Ed,α)
such that A(fN) = 0, whereas the integral of fN equals 1.
For k ∈ Zd let ek := exp(2piik ·). Following the lines of [Wei12] we define a linear operator
SId : Ed,α → Ed,α called symmetrizer by
(SIdek)(x) :=
1
#SId
∑
σ∈SId
ek(σ(x)), x ∈ [0, 1]d,
and continuous extension. Therein SId is given in (3). ThenSIdek = (1/#SId)
∑
λ∈SId
eλ−1(k)(·)
is Id-permutation-invariant in the sense of (2), i.e., (SIdek)(σ(x)) = (SIdek)(x) for all
x ∈ [0, 1]d and any σ ∈ SId. Moreover, for k ∈ Zd let MId(k) be defined as in [Wei12]. That
is, MId(k)! denotes the number of different permutations σ ∈ SId such that σ(k) = λ(k) for
any fixed λ ∈ SId.
To prove the claim we consider the set ∇d introduced in (10). Observing that #∇d =
N∗(d, Id) = (#Id + 1) · 2d−#Id we choose a bijection
ψ : {0, 1, . . . , N∗(d, Id)− 1} → ∇d. (14)
Furthermore, we consider the homogeneous linear system
N∑
n=0
an · (SIdeψ(n))(t
(i))
MId(ψ(n))!
= 0, i = 1, . . . , N,
which consists of N < N∗(d, Id) linear equations in N + 1 complex variables an, n =
0, 1, . . . , N . Here the points t(i) ∈ [0, 1]d, i = 1, . . . , N , denote the integration nodes used by
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the cubature ruleA applied to the function 0 ∈ SId(Ed,α). Clearly, we can select a non-trivial
solution a = (an)
N
n=0 ∈ CN+1 of this system, scaled such that for some n∗ ∈ {0, 1, . . . , N}
an∗ = 1 ≥ max
n=0,1,...,N
|an| .
Next we define the function fN : [0, 1]
d → C by
fN (x) := #SId · (SIde−ψ(n∗))(x) ·
(
N∑
n=0
an · (SIdeψ(n))(x)
MId(ψ(n))!
)
, x ∈ [0, 1]d. (15)
Observe that then fN(t
(i)) = 0 for all i = 1, . . . , N and thus we have A(fN) = 0. Moreover,
we see that fN is Id-permutation-invariant as a product of Id-permutation-invariant functions.
It remains to show that fN is a suitable fooling function for our integration problem. That
is, we show that fN is an element of the unit ball of SId(Ed,α), i.e., its Fourier coefficients
satisfy ∣∣∣f̂N(k)∣∣∣ ≤ 1(
k1 · . . . · kd
)α for every k = (k1, . . . , kd) ∈ Zd, (16)
and that its integral is as large as possible, i.e., Intd(fN ) = f̂N(0) = 1.
For k ∈ Zd we calculate
f̂N(k) = 〈fN , ek〉L2
= #SId
〈 1
#SId
∑
σ∈SId
eσ−1(−ψ(n∗))
 N∑
n=0
an
MId(ψ(n))!
1
#SId
∑
λ∈SId
eλ−1(ψ(n))
 , ek
〉
L2
=
1
#SId
∑
σ∈SId
∑
λ∈SId
N∑
n=0
an
MId(ψ(n))!
〈
e−σ(ψ(n∗))eλ(ψ(n)), ek
〉
L2
and 〈
e−σ(ψ(n∗))eλ(ψ(n)), ek
〉
L2
=
∫
[0,1]d
exp
(
2pii
(
λ(ψ(n))− k − σ(ψ(n∗)))x) dx
= δ[λ(ψ(n))−k−σ(ψ(n∗))=0],
where δ[C] equals 1 if the condition C is fulfilled and 0 otherwise. In particular from f̂N (k) 6= 0
it follows that there exist λ and σ in SId, as well as n ∈ {0, 1, . . . , N}, such that
k = λ(ψ(n))− σ(ψ(n∗) ∈ {−1, 0, 1}d, (17)
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since ψ(n) ∈ ∇d ⊂ {0, 1}d for all n and for every permutation λ ∈ SId the multi-index
λ(ψ(n)) is an element of {0, 1}d, too.
Hence we arrive at f̂N (k) = 0 if k ∈ Zd \ {−1, 0, 1}d and
f̂N (k) =
1
#SId
∑
σ∈SId
δ[k+σ(ψ(n∗))∈{0,1}d] ·
∑
λ∈SId
(
N∑
n=0
an
MId(ψ(n))!
· δ[λ(ψ(n))=k+σ(ψ(n∗))]
)
if k ∈ {−1, 0, 1}d.
We will show that the summation within the brackets can be reduced to at most one
non-vanishing term. Therefore assume σ ∈ SId to be fixed and consider
h := k + σ(ψ(n∗)) ∈ {0, 1}d.
For this h there exists one (and only one) multi-index j ∈ ∇d such that
(jm)m∈Ic
d
= (hm)m∈Ic
d
and #{m ∈ Id jm = 1} = #{m ∈ Id hm = 1},
because λ and σ in SId leave the coordinates in Icd = {#Id + 1, . . . , d} fixed. Since the
mapping ψ was assumed to be bijective, j uniquely defines
n(k, n∗, σ) := ψ−1(j) ∈ {0, 1, . . . ,#∇d − 1}.
Hence, there can be at most one n ∈ {0, 1, . . . , N} with λ(ψ(n)) = h. If so, then there exist
exactly MId(ψ(n(k,n
∗, σ)))! different permutations λ ∈ SId such that
λ(ψ(n(k,n∗, σ))) = h = k + σ(ψ(n∗)).
If k = 0 ∈ Zd then h = σ(ψ(n∗)) which implies j = ψ(n∗) and thus n(0, n∗, σ) = ψ−1(j) =
n∗ for all σ ∈ SId .
Consequently, we obtain
f̂N(k) =
1
#SId
∑
σ∈SId
δ[k+σ(ψ(n∗))∈{0,1}d] · δ[n(k,n∗,σ)≤N ] · an(k,n∗,σ), k ∈ {−1, 0, 1}d, (18)
which particularly yields
Intd(fN) = f̂N (0) =
1
#SId
∑
σ∈SId
an∗ = an∗ = 1.
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Furthermore, formula (18) implies∣∣∣f̂N(k)∣∣∣ (k1 · . . . · kd)α = ∣∣∣f̂N (k)∣∣∣
≤ 1
#SId
∑
σ∈SId
∣∣∣δ[k+σ(ψ(n∗))∈{0,1}d]∣∣∣ · ∣∣δ[n(k,n∗,σ)≤N ]∣∣ · ∣∣an(k,n∗,σ)∣∣
≤ 1
#SId
∑
σ∈SId
an∗ = 1,
for k ∈ {−1, 0, 1}d. Together with
∣∣∣f̂N(k)∣∣∣ (k1 · . . . · kd)α = 0 for k ∈ Zd \ {−1, 0, 1}d this
finally proves (16) and completes this step.
Step 2. Clearly, we have e(0, d; Intd,SId(Ed,α)) ≤ 1 for all d ∈ N and any Id ⊆ {1, . . . , d}
since the worst case error of the zero algorithm A0,d ≡ 0 is given by
∆wor(A0,d; Intd,SId(Ed,α)) = sup‖f SId(Ed,α)‖≤1
∣∣∣f̂(0)∣∣∣ ≤ 1.
Step 3. To show (7) we once more follow the arguments given in [SW97]. There it has
been shown that the 2d-point product-rectangle rule
R2d,d : Ed,α → C, f 7→ R2d,d(f) := 12d
∑
j∈{0,1}d
f
(
j1
2
,
j2
2
, . . . ,
jd
2
)
,
is a suitable algorithm for Intd on Ed,α. For d ∈ N and α > 1 its worst case error was found
to be
∆wor(R2d,d; Intd, Ed,α) =
(
1 +
ζ(α)
2α−1
)d
− 1. (19)
Since SId(Ed,α) is a linear subspace of Ed,α, where ‖· SId(Ed,α)‖ = ‖· Ed,α‖, we can restrict
the algorithm R2d,d to Id-permutation-invariant functions in Ed,α and its worst case error
remains bounded from above by (19). On the other hand, it is easy to see that
AN∗,d(f) :=
∑
k∈∇d
#SId
2d ·MId(k)!
· f
(
k
2
)
(20)
=
1
2d
∑
k∈∇d
∑
σ∈SId
f(σ(k)/2)
MId(k)!
=
1
2d
∑
j∈{0,1}d
f
(
j
2
)
= R2d,d(f)
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on SId(Ed,α). Hence the restriction of R2d,d, i.e., the algorithm AN∗,d defined by (20), is a
cubature rule in the sense of (1) that uses not more than #∇d = N∗ = N∗(d, Id) function
values in dimension d; see (10). Consequently,
e(N∗, d; Intd,SId(Ed,α)) ≤ ∆wor(AN∗,d; Intd,SId(Ed,α))
≤ ∆wor(R2d,d; Intd, Ed,α) =
(
1 +
ζ(α)
2α−1
)d
− 1
which completes the proof. 
The proof of Theorem 2 can be derived using only one additional argument. As in the
previous proof, we construct a suitable fooling function gN that lies in the unit ball of
SId(E
µ
d,α) and for which Intd(gN) is as large as possible while A(gN) = 0.
Proof (Theorem 2). Since we now deal with the weighted case we need to show that for every
k = (k1, . . . , kd) ∈ Zd we have
|ĝN(k)| ≤
√
µd,u(k)(
k1 · . . . · kd
)α
instead of (16). We start by selecting a bijection ψ : {0, 1, . . . , N∗(d, Id) − 1} → ∇d which
provides a non-increasing ordering of the weights; see (14) and (11). Setting
gN(x) :=
√
µd,u(ψ(N)) · µd,u(ψ(n∗)) · fN(x), x ∈ [0, 1]d,
it now remains to show that for every k ∈ Zd with ĝN(k) 6= 0 we can estimate
µd,u(ψ(N)) · µd,u(ψ(n∗)) ≤ µd,u(k). (21)
Recall that here the relation of k and n∗ is given by k = λ(ψ(n)) − σ(ψ(n∗)) for some
λ, σ ∈ SId and a certain n ∈ {0, 1, . . . , N}; see (17).
To prove (21) we first note that the latter representation of k yields
#uId(k) ≤ min {#uId(ψ(n)) + #uId(ψ(n∗)),#Id} ,
since λ and σ do not change the size of the support of the respective multi-indices ψ(n) and
14
ψ(n∗) in ∇d. Consequently we obtain
#uId(k)∏
i=1
γd,#Id−i+1 ≥
#uId(ψ(n))∏
i=1
γd,#I−i+1 ·
min{#uId (ψ(n))+#uId (ψ(n∗)),#Id}∏
i=#uId(ψ(n))+1
γd,#Id−i+1
=
#uId (ψ(n))∏
i=1
γd,#Id−i+1 ·
min{#uId (ψ(n∗)),#Id−#uId (ψ(n))}∏
i=1
γd,#Id−#uId (ψ(n))−i+1
≥
#uId(ψ(n))∏
i=1
γd,#Id−i+1 ·
#uId(ψ(n
∗))∏
i=1
γd,#Id−i+1, (22)
by exploiting the general assumption 1 ≥ γd,1 ≥ . . . ≥ γd,#Id ≥ 0.
Moreover, for the coordinates related to the product weight part we conclude
uIc
d
(k) ⊆ uIc
d
(ψ(n)) ∪ uIc
d
(ψ(n∗))
which immediately implies that∏
m∈uIc
d
(k)
γd,m ≥
∏
m∈uIc
d
(ψ(n))
γd,m ·
∏
m∈uIc
d
(ψ(n∗))
γd,m. (23)
Together with the representation of µ stated in (9) the estimates (22) and (23) imply
µd,u(ψ(n)) · µd,u(ψ(n∗)) ≤ µd,u(k).
This leads us to the claimed bound (21) using the imposed ordering µd,u(ψ(N)) ≤ µd,u(ψ(n))
for n = 0, 1, . . . , N .
Finally, since f̂N (0) = 1, the integral of gN is lower bounded by
Intd(gN) = ĝN(0) =
√
µd,u(ψ(N)) · µd,u(ψ(n∗)) · f̂N (0) ≥ µd,u(ψ(N)) = νd,N .
The fact that A(gN) = √µd,u(ψ(N)) · µd,u(ψ(n∗)) · A(fN) = 0 completes the proof. 
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