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Resum
En aquest treball presentem un recull de les desigualtats matricials me´s frequ¨entment utilit-
zades en el context del control robust amb possibles retardaments, a temps continu o discret.
Juntament amb les demostracions de les desigualtats, tambe´ s’inclou una breu descripcio´
d’altres materials d’intere`s, com so´n els complements de Schur i la fo´rmula de Sherman-
Morrison-Woodbury.
1 Introduccio´
En aquest treball establim algunes desigualtats matricials u´tils en el context del control robust,
quan les incerteses en les matrius so´n del tipus
∆A = HFE,
on H i E so´n matrius conegudes i F e´s una matriu desconeguda (matriu d’incerteses) que
compleix F TF ≤ I, on I e´s una matriu identitat de mida adequada. Citarem [1, 2, 3, 6, 7,
8, 9, 10, 11, 12, 13, 14, 15, 16] com a exemples de treballs on s’han fet servir part d’aquestes
desigualtats per determinar control·ladors a partir de funcions de Lyapunov. Les demostracions
d’algunes desigualtats es poden trobar en [8, 11, 13].
Degut al gran volum d’articles que es troben a la literatura i a les refere`ncies entrecreuades
entre ells, sovint es fa dif´ıcil discernir entre les refere`ncies originals que contenen les demostra-
cions de les desigualtats i les que no. E´s per aquest motiu, i tambe´ per la convenie`ncia de tenir
les desigualtats en un u´nic text, que aqu´ı hem recollit les que hem cregut me´s rellevants i les
seves demostracions.
El treball esta` organitzat com segueix. A la Seccio´ 2 establim alguns resultats preliminars.
La Seccio´ 3 presenta les desigualtats matricials i la Seccio´ 4 les seves demostracions. Tambe´ hem
cregut convenient incloure dos ape`ndixs: un sobre complements de Schur i l’altre sobre el lema
d’inversio´ de matrius o fo´rmula de Sherman-Morrison-Woodbury.
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2 Alguns resultats preliminars
Tots els vectors i matrius que considerarem seran a coeficients reals. La norma euclidiana d’un
vector x ∈ Rn la denotem ||x|| =
√
xTx. Si A e´s una matriu quadrada, el conjunt format per tots
els seus valors propis, l’espectre de A, l’escrivim σ(A) = {λ : λ valor propi de A}. El radi espectral
ρ(A) e´s el mo`dul me´s gran dels valors propis de A, i.e. ρ(A) = max{|λ| : λ ∈ σ(A)}. A part
de propietats elementals com σ(A) = σ(AT ), σ(A−1) = {λ−1 : λ ∈ σ(A)}, σ(P (A)) = P (σ(A))
essent P = P (x) un polinomi, etc, farem u´s del fet que σ(AB)−{0} = σ(BA)−{0} sempre que
els productes AB i BA tinguin sentit. Aixo` implica que ρ(AB) = ρ(BA).
Per a una matriu qualsevol A, no necessa`riament quadrada, la norma espectral de A e´s la
norma matricial associada a la norma euclidiana. E´s a dir,
||A|| = sup
x 6=0
||Ax||
||x|| = max||x||=1 ||Ax||.
La norma espectral coincideix amb l’arrel quadrada del radi espectral de la matriu ATA, i.e.,
||A|| =
√
ρ(ATA).
Es compleix que ||A|| = ||AT ||, ja que ρ(ATA) = ρ(AAT ). Si A e´s sime`trica aleshores ||A|| =
ρ(A).
Per a matrius sime`triques de la mateixa mida, escriurem A ≤ B (resp. A < B) per indicar
que la matriu B − A e´s semidefinida positiva (resp. definida positiva). Algunes propietats
elementals so´n: (i) A+ A′ ≤ B + B′ si A ≤ B i A′ ≤ B′, amb desigualtat estricta quan A < B
o A′ < B′, (ii) αA ≤ βA per a tota matriu A ≥ 0 i qualssevol escalars α i β tals que α ≤ β
(αA < βA si A > 0 i α < β), (iii) αA ≤ αB si A i B so´n matrius tals que A ≤ B, i α ≥ 0 e´s un
escalar (αA < αB si A < B i α > 0), (iv) Si A > 0 aleshores A e´s invertible i A−1 > 0.
Lema 1 Es satisfan els apartats segu¨ents.
(a) Si A i B so´n matrius sime`triques de mida n × n tals que A ≤ B, aleshores MTAM ≤
MTBM on M e´s qualsevol matriu de mida n × p. La desigualtat e´s estricta si A < B i
M te´ rang p.
(b) Siguin A i B matrius amb el mateix nombre n de files. Aleshores ATA ≤ BTB si i nome´s
si ||Ax|| ≤ ||Bx|| per a tot x ∈ Rn. Tambe´ es compleix que ATA < BTB si i nome´s si
||Ax|| < ||Bx|| per a tot x ∈ Rn − {0}.
(c) Per a qualsevol matriu A i qualsevol escalar a ≥ 0 so´n equivalents: (i) ATA ≤ a2I, (ii)
AAT ≤ a2I, (iii) ||A|| ≤ a. En particular
ATA ≤ ||A||2I, per a tota matriu A.
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D’altra banda, les condicions segu¨ents tambe´ so´n equivalents: (i) ATA < a2I, (ii) AAT <
a2I, (iii) ||A|| < a.
(d) Siguin A i B matrius de mida n×n amb A sime`trica i B > 0. Aleshores −B ≤ A ≤ B si i
nome´s si ρ(AB−1) ≤ 1. Tambe´ es compleix que −B < A < B si i nome´s si ρ(AB−1) < 1.
(e) NTF TFN ≤ ||F ||2NTN si F i N so´n matrius tals que el producte FN te´ sentit. En
particular,
NTF TFN ≤ NTN , si ||F || ≤ 1.
Demostracio´. Vegem (a). Sigui x ∈ Rn. Llavors xTMTAMx = (Mx)TA(Mx) ≤ (Mx)TB(Mx) =
xTMTBMx, d’on MTAM ≤MTBM . Si a me´s A < B i M te´ rang p (i en consequ¨e`ncia Mx 6= 0
per a tot x 6= 0), aleshores xTMTAMx = (Mx)TA(Mx) < (Mx)TB(Mx) = xTMTBMx, d’on
MTAM < MTBM .
L’apartat (b) prove´ d’observar que xTATAx = ||Ax||2 i xTBTBx = ||Bx||2.
Vegem (c). Els valors propis de la matriu a2I − ATA so´n els de la forma a2 − λ amb
λ ∈ σ(ATA). Aix´ı, la condicio´ a2I − ATA ≥ 0 equival a λ ≤ a2 per a tot λ ∈ σ(ATA), o
a ρ(ATA) ≤ a2 ja que els valors propis de ATA so´n reals i positius en ser ATA sime`trica i
semidefinida positiva. Aixo` equival a ||A|| ≤ a. Com que ||A|| = ||AT ||, tambe´ resulta que
AAT ≤ a2I si i nome´s si ||A|| ≤ a. Amb desigualtats estrictes la demostracio´ e´s ana`lega.
Anem a veure l’apartat (d). Sigui B = STS amb S matriu quadrada i invertible. Per
S−T denotem la matriu S−T := (S−1)T = (ST )−1. Tenint en compte l’apartat (a), podem
pre i post multiplicar la desigualtat −B ≤ A ≤ B per S−T i S−1 respectivament, obtenint
que −B ≤ A ≤ B si i nome´s si −Id ≤ S−TAS−1 ≤ Id. De manera semblant al raonament
que hem fet a l’apartat (c), aquesta darrera desigualtat equival a σ(S−TAS−1) ⊆ [−1, 1], o a
ρ(S−TAS−1) ≤ 1. Finalment nome´s cal observar que
ρ(S−TAS−1) = ρ(AS−1S−T ) = ρ(AB−1).
Amb desigualtats estrictes la demostracio´ e´s ana`lega.
Per veure l’apartat (e) utilitzem que F TF ≤ ||F ||2Id i ara apliquem l’apartat (a), d’on
resulta que NTF TFN ≤ NT (||F ||2Id)N = ||F ||2NTN . 2
Una consequ¨e`ncia immediata de l’apartat (c) e´s que per a qualsevol matriu F , la condicio´
||F || ≤ 1 equival a F TF ≤ I, i tambe´ a FF T ≤ I.
Comentaris 2 Acabarem aquest apartat amb les observacions segu¨ents:
(i) Una demostracio´ alternativa de l’apartat (c) e´s fent servir que a2I = (aI)T (aI), d’on
resulta (aplicant l’apartat (b)) que ATA ≤ a2I si i nome´s si ||Ax|| ≤ ||(aI)x|| = a||x|| per
3
a tot x, i aixo` equival a ||A|| ≤ a. Com que ||A|| = ||AT ||, tambe´ s’obte´ que AAT ≤ a2I si
i nome´s si ||A|| ≤ a. Amb desigualtats estrictes la demostracio´ e´s ana`lega nome´s que cal
tenir en compte que ||A|| = ||Ax|| per algun x amb ||x|| = 1.
(ii) L’apartat (e) tambe´ es podria haver demostrat observant que NTF TFN ≤ ||F ||2NTN si
i nome´s si (FN)T (FN) ≤ (||F ||N)T (||F ||N). Per l’apartat (b) aixo` equival a ||FNx|| ≤
||(||F ||N)x|| per a tot x, i aixo` e´s cert ja que ||FNx|| ≤ ||F || ||Nx|| = ||(||F ||N)x||.
3 Desigualtats matricials
Les desigualtats segu¨ents s’han d’interpretar en el sentit me´s ampli possible, e´s a dir, amb les
hipo`tesis mı´nimes perque tinguin sentit. Per exemple, si escrivim ABC ≤ D volem dir que
existeix el producte matricial ABC, que tant ABC com D so´n matrius quadrades, sime`triques,
i que ABC ≤ D.
Teorema 3 Siguin M , N , F i X matrius, x, y vectors i  > 0 un escalar. Aleshores:
(1) |2xTFy| ≤ ||F ||(xTx+ 1yT y). A me´s,
(1.1) |2xTXy| ≤ xTXx+ 1yTXy, si X ≥ 0.
(1.2) |2xT y| ≤ xTX−1x+ 1yTXy, si X > 0.
(2) |2xTMy| ≤ xTMMTx+ 1yT y. Tambe´ es compleix
(2.1) |2xTMXy| ≤ xTMXMTx+ 1yTXy si X ≥ 0.
(2.2) |2xTMy| ≤ xTMX−1MTx+ 1yTXy, si X > 0.
(3) |2xTMTNy| ≤ xTMTMx+ 1yTNTNy. Tambe´ es compleix
(3.1) |2xTMTXNy| ≤ xTMTXMx+ 1yTNTXNy si X ≥ 0.
(3.2) |2xTMTNy| ≤ xTMTX−1Mx+ 1yTNTXNy, si X > 0.
(4) MTN +NTM ≤ MTM + 1NTN . Tambe´ es compleix
(4.1) MTXN +NTXM ≤ MTXM + 1NTXN si X ≥ 0.
(4.2) MTN +NTM ≤ MTX−1M + 1NTXN , si X > 0.
(5) |2xTMFNy| ≤ xTMMTx+ 1 ||F ||2yTNTNy.
(6) MFN + (MFN)T ≤ MMT + 1 ||F ||2NTN .
4
(7) (MFN)T (MFN) ≤ α2NTN amb α = ||M || ||F ||.
(8) Es compleix
(A+ LFE)X(A+ LFE)T ≤ AXAT +AXET (I − EXET )−1EXAT + ||F ||2LLT
on A, L, F , E i X so´n matrius tals que X ≥ 0 i EXET < I.
(9) Es compleix
(A+ LFE)X(A+ LFE)T ≤ A
(
X−1 − 1

ETE
)−1
AT + ||F ||2LLT
on A, L, F , E i X so´n matrius tals que X > 0 i ETE < X−1.
Comentaris 4 (i) Quan X > 0, la condicio´ EXET < I de l’apartat (8) i la condicio´
ETE < X−1 de l’apartat (9) so´n equivalents. En efecte, aplicant complements de Schur,
la condicio´ EXET < I equival a M > 0, on
M =
(
I E
ET X−1
)
,
(veure Ape`ndix A per a complements de Schur). Com que I > 0 podem tornar a aplicar
complements de Schur, obtenint que EXET < I si i nome´s si X−1 − 1ETE > 0, e´s a dir
ETE < X−1.
(ii) Si ||F || ≤ 1, de (1), (5), (6), (7), (8) i (9) s’obtenen les desigualtats segu¨ents:
|2xTFy| ≤ xTx+ 1

yT y
|2xTMFNy| ≤ xTMMTx+ 1

yTNTNy
(MFN) + (MFN)T ≤ MMT + 1

NTN
(MFN)T (MFN) ≤ α2NTN amb α = ||M ||
(A+ LFE)X(A+ LFE)T ≤ AXAT +AXET (I − EXET )−1EXAT + LLT
(A+ LFE)X(A+ LFE)T ≤ A
(
X−1 − 1

ETE
)−1
AT + LLT
Ara establim algunes desigualtats entre matrius definides per blocs.
Proposicio´ 5 (Desigualtat de Moon) Es compleix
−2xTNy ≤ ( xT yT )
(
A B −N
BT −NT D
)(
x
y
)
,
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sempre que x, y siguin vectors, (
A B
BT D
)
≥ 0
i N sigui una matriu de les mateixes dimensions que B.
Finalment establim el segu¨ent resultat.
Proposicio´ 6 Siguin U i V les matrius
U = U(E) =

M11 M12 M13 M14 M15
M21 M22 M23 M24 + E M25
M31 M32 M33 M34 M35
M41 M42 + E
T M43 M44 M45
M51 M52 M53 M54 M55

,
V = V (F,G) =

M11 M12 M13 M14 M15
M21 M22 + F M23 M24 M25
M31 M32 M33 M34 M35
M41 M42 M43 M44 +G M45
M51 M52 M53 M54 M55

,
on les matrius E, F i G tenen dimensions apropiades i els blocs Mij compleixen M
T
ij = Mji
per a 1 ≤ i, j ≤ 5. Es satisfan els apartats segu¨ents, va`lids per a qualssevol matrius A i B de
dimensions apropiades i qualsevol escalar  > 0:
(1) U(ABT ) ≤ V (AAT , 1BBT ).
(2) U(AXBT ) ≤ V (AXAT , 1BXBT ), si X ≥ 0.
(3) U(ABT ) ≤ V (AX−1AT , 1BXBT ), si X > 0.
4 Demostracions
4.1 Demostracio´ del Teorema 3
Comenc¸em provant l’apartat (7). Per l’apartat (e) del Lema 1,
(MFN)T (MFN) = NT (MF )T (MF )N ≤ ||MF ||2NTN.
Tenint en compte que ||AB|| ≤ ||A|| ||B|| si A i B so´n matrius, obtenim
(MFN)T (MFN) ≤ (||M || ||F ||)2NTN = α2NTN,
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i l’apartat (7) esta` provat.
Els apartats (5) i (6) so´n consequ¨e`ncia dels apartats (3) i (4) respectivament. En efecte,
|2xTMFNy| = |2xTM(FN)y|
≤ xTMMTx+ 1

yT (FN)T (FN)y
= xTMMTx+
1

yTNTF TFNy
≤ xTMMTx+ 1

||F ||2yTNTNy,
on en l’u´ltim pas hem fet servir l’apartat (e) del Lema 1. De manera similar l’apartat (6)
es demostra a partir de l’apartat (4), o tambe´ fent servir que xT [(MFN) + (MFN)T ]x =
2xTMFNx i aplicant l’apartat (5) amb x = y.
Els apartats (2), (2.1) i (2.2) s’obtenen aplicant (3), (3.1) i (3.2) a les matrius M˜ = MT i
N˜ = I. Per altra banda, (1.1), (1.2), (3.1), (3.2), (4.1) i (4.2) so´n consequ¨e`ncia de (1), (3) i (4).
En efecte, sigui X = LTL amb L matriu quadrada. Aplicant (1), (3) i (4) resulta
|2xTXy| = |2(Lx)T (Ly)|
≤ (Lx)T (Lx) + 1

(Ly)T (Ly)
= xTXx+
1

yTXy,
|2xTMTXNy| = |2xT (LM)T (LN)y|
≤ xT (LM)T (LM)x+ 1

yT (LN)T (LN)y
= xTMTXMx+
1

yTNTXNy,
MTXN +NTXM = (LM)T (LN) + (LN)T (LM)
≤ (LM)T (LM) + 1

(LN)T (LN)
= MTXM +
1

NTXN,
i aixo` prova (1.1), (3.1) i (4.1). Suposem que X > 0. Aplicant (1.1), (3.1) i (4.1) resulta
|2xT y| = |2(X−1x)TXy|
≤ (X−1x)TX(X−1x) + 1

yTXy
= xTX−1x+
1

yTXy,
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|2xTMTNy| = |2xT (X−1M)TXNy|
≤ xT (X−1M)TX(X−1M)x+ 1

yTNTXNy
= xTMTX−1Mx+
1

yTNTXNy,
MTN +NTM = (X−1M)TXN +NTX(X−1M)
≤ (X−1M)TX(X−1M) + 1

NTXN
= MTX−1M +
1

NTXN,
obtenint (1.2), (3.2) i (4.2).
Per tant nome´s queda demostrar els apartats (1), (3), (4), (8) i (9).
Comentaris 7 Una demostracio´ directa de (1.1) e´s fer servir que 0 ≤ (x − y)TX(x − y) =
xTXx+yTXy−2xTXy, d’on 2xTXy ≤ xTXx+yTXy. Aquesta desigualtat aplicada als vectors
x i −y mostra que −2xTXy ≤ xTXx + yTXy i en consequ¨e`ncia |2xTXy| ≤ xTXx + yTXy.
Aplicant aquesta desigualtat als vectors
√
x i y/
√
 obtenim que |2xTXy| ≤ xTXx+ 1yTXy,
i aixo` demostra (1.1).
Les desigualtats (1), (3) i (4) so´n consequ¨e`ncia del lema segu¨ent.
Lema 8 Siguin M , N , F matrius i x, y vectors. Aleshores
(i) 2xTFy ≤ ||F ||(xTx+ yT y)
(ii) 2xTMTNy ≤ xTMTMx+ yTNTNy
(iii) MTN +NTM ≤MTM +NTN
Demostracio´. Provem (i). De la desigualtat de Cauchy-Schwartz resulta 2xTFy ≤ 2||x||
||Fy|| ≤ 2||F || ||x|| ||y||. Fent servir que 2ab ≤ a2 + b2 si a i b so´n nombres reals, obtenim
2xTFy ≤ 2||F || ||x|| ||y|| ≤ ||F ||(||x||2 + ||y||2) = ||F ||(xTx+ yT y).
Segona demostracio´ de (i). Esta` basada en complements de Schur. La desigualtat equival a
||F ||xTx+ ||F ||yT y − xTFy − yTF Tx ≥ 0, o a
(
xT yT
)
M
(
x
y
)
≥ 0 amb
M =
(
||F ||I −F
−F T ||F ||I
)
.
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Per tant tot es redueix a provar que M ≥ 0. Quan F = 0 aixo` e´s trivial. Si F 6= 0 resulta
||F ||I > 0 i el complement de Schur de la matriu ||F ||I en el costat inferior dret de M e´s
S = ||F ||I − 1||F ||FF T . Com que FF T ≤ ||F ||2I e´s S ≥ 0, i en consequ¨e`ncia M ≥ 0.
Demostracio´ de (ii). Aplicant (i) amb F = I tenim que
2xTMTNy = 2(Mx)T (Ny) ≤ (Mx)T (Mx) + (Ny)T (Ny) = xTMTMx+ yTNTNy.
Segona demostracio´ de (ii). La desigualtat equival a xTMTMx + yTNTNy − xTMTNy −
yTNTMx ≥ 0, o a
(
xT yT
)
U
(
x
y
)
≥ 0 amb
U =
(
MTM −MTN
−NTM NTN
)
.
E´s suficient veure que U ≥ 0, pero` aixo` e´s trivial ate`s que U = LTL amb L = (M −N).
Demostracio´ de (iii). Per (ii) e´s
xT (MTN +NTM)x = 2xTMTNx ≤ xTMTMx+ xTNTNx = xT (MTM +NTN)x,
i per tant MTN +NTM ≤MTM +NTN .
Segona demostracio´ de (iii). 0 ≤ (M −N)T (M −N) = MTM +NTN −MTN −NTM , d’on
MTN +NTM ≤MTM +NTN . 2
Anem a veure la desigualtat (1) del teorema. Aplicant l’apartat (i) del Lema 8 als vectors√
x i y/
√
 obtenim
2xTFy ≤ ||F ||(xTx+ 1

yT y).
Aquesta desigualtat aplicada als vectors x i −y mostra que
−2xTFy ≤ ||F ||(xTx+ 1

yT y),
d’on resulta |2xTFy| ≤ ||F ||(xTx+ 1yT y) i la desigualtat (1) del teorema esta` provada.
Un raonament ana`leg (pero` ara aplicant l’apartat (ii) del Lema 8) demostra la desigualtat
(3). Finalment, si apliquem l’apartat (iii) del Lema 8 a les matrius
√
M i N/
√
 obtenim la
desigualtat (4).
Nome´s queda demostrar els apartats (8) i (9). Per provar (8) necessitem el lema segu¨ent.
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Lema 9 Es satisfa`
(A+ LE)(A+ LE)T ≤ AAT +AET (I − EET )−1EAT + LLT
on A, L i E so´n matrius qualssevol tals EET < I (e´s a dir, ||E|| < 1).
Demostracio´. Aplicant l’apartat (4.2) amb X = I − EET resulta
AETLT + LEAT = (EAT )TLT + (LT )TEAT
≤ (EAT )T (I − EET )−1EAT + (LT )T (I − EET )LT
= AET (I − EET )−1EAT + L(I − EET )LT ,
i per tant
(A+ LE)(A+ LE)T = AAT +AETLT + LEAT + LEETLT
≤ AAT +AET (I − EET )−1EAT + L(I − EET )LT + LEETLT
= AAT +AET (I − EET )−1EAT + LLT .
Aixo` completa la demostracio´ del lema. 2
Siguin ara A, L, F , E, X i  com en l’apartat (8) del teorema. Sigui X = RRT amb R
matriu quadrada. Llavors
(A+ LFE)X(A+ LFE)T = (AR+ LFER)(AR+ LFER)T
=
[
AR+ (
√
LF )
(
1√

ER
)][
AR+ (
√
LF )
(
1√

ER
)]T
.
Com que
(
1√

ER
)(
1√

ER
)T
= 1EXE
T < I, podem aplicar el Lema 9 obtenint
(A+ LFE)X(A+ LFE)T ≤ AR(AR)T +Q+ (√LF )(√LF )T
= AXAT +Q+ LFF TLT
amb
Q = AR
(
1√

ER
)T [
I −
(
1√

ER
)(
1√

ER
)T]−1( 1√

ER
)
(AR)T
= ARRTET (I − ERRTET )−1ERRTAT
= AXET (I − EXET )−1EXAT .
De tot aixo` resulta
(A+ LFE)X(A+ LFE)T ≤ AXAT +AXET (I − EXET )−1EXAT + LFF TLT
≤ AXAT +AXET (I − EXET )−1EXAT + ||F ||2LLT
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i aixo` completa la demostracio´ de l’apartat (8) del teorema.
Per demostrar l’apartat (9) necessitem una identitat matricial coneguda i anomenada lema
d’inversio´ de matrius o fo´rmula de Sherman-Morrison-Woodbury. A l’ape`ndix B donem una
demostracio´ senzilla d’aquest lema.
Lema 10 Siguin A, U , B i V matrius tals que A i B so´n quadrades i tenen inversa. Si alguna
de les matrius A− UBV , B−1 − V A−1U e´s invertible, l’altre tambe´ i es satisfa` la identitat
(A− UBV )−1 = A−1 +A−1U (B−1 − V A−1U)−1 V A−1.
Anem a veure l’apartat (9). La condicio´ ETE < X−1 de l’apartat (9) equival a EXET < I
(veure els comentaris que segueixen a l’enunciat del Teorema 3). Podem aplicar, per tant,
l’apartat (8), obtenint
(A+ LFE)X(A+ LFE)T ≤ AXAT +AXET (I − EXET )−1EXAT + ||F ||2LLT
= A
[
X +XET (I − EXET )−1EX]AT + ||F ||2LLT .
Finalment nome´s cal observar que pel Lema 10 e´s
X +XET
(
I − EXET )−1EX = (X−1 − ET (1

I
)
E
)−1
=
(
X−1 − 1

ETE
)−1
.
Hem demostrat l’apartat (9) i aixo` completa la demostracio´ del Teorema 3.
4.2 Demostracio´ de les proposicions 5 i 6
La Proposicio´ 5 s’obte´ s’observar que(
0 −N
−NT 0
)
≤
(
A B
BT D
)
+
(
0 −N
−NT 0
)
=
(
A B −N
BT −NT D
)
,
resultant que
−2xTNy = ( xT yT )
(
0 −N
−NT 0
)(
x
y
)
≤ ( xT yT )
(
A B −N
BT −NT D
)(
x
y
)
.
Anem a veure la Proposicio´ 6. L’apartat (1) e´s una consequ¨e`ncia del fet que
V (AAT , 1BB
T )− U(ABT ) = LTL ≥ 0
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amb
L =
(
0
√
AT 0 − 1√

BT 0
)
.
L’apartat (2) es demostra posant X = RRT amb R matriu quadrada i aplicant l’apartat (1)
a les matrius A˜ = AR i B˜ = BR. Finalment, l’apartat (3) prove´ d’aplicar l’apartat (2) a les
matrius A˜ = AX−1, B˜ = B i X˜ = X.
Ape`ndix A: Complements de Schur i matrius (semi)definides po-
sitives
Els complements de Schur so´n una eina molt potent de l’a`lgebra lineal. Un bon recull de les seves
propietats pot trobar-se a [5]. Nosaltres nome´s necessitarem les que fan refere`ncia a matrius
(semi)definides positives.
Sigui M una matriu quadrada definida per blocs
M =
(
A B
C D
)
(1)
on D e´s una matriu quadrada i invertible. Es defineix el complement de Schur de D com
S(D) = A−BD−1C.
Teorema 11 Sigui M la matriu sime`trica
M =
(
A B
BT D
)
amb A = AT i D = DT . Si D e´s invertible, aleshores:
(i) M > 0 si i nome´s si D > 0 i S(D) > 0.
(ii) M ≥ 0 si i nome´s si D > 0 i S(D) ≥ 0.
Demostracio´. Per a una matriu quadrada M com en (1) (no necessa`riament sime`trica), amb
D invertible, es satisfa` la identitat(
I −BD−1
0 I
)(
A B
C D
)(
I 0
−D−1C I
)
=
(
S(D) 0
0 D
)
on les submatrius zero i identitat tenen les dimensions apropiades. En el nostre cas, en ser
M sime`trica les matrius que multipliquen M a la dreta i a l’esquerra so´n traspostes l’una de
l’altra i invertibles. A me´s a me´s, el complement de Schur de D e´s una matriu sime`trica. Sigui
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N = diag(S(D), D). Per l’apartat (a) del Lema 1 e´s M > 0 (resp. M ≥ 0) si i nome´s si N > 0
(resp. N ≥ 0), i en ser N diagonal per blocs aixo` equival a D > 0 i S(D) > 0 (resp. D ≥ 0
i S(D) ≥ 0). Finalment observem que en l’apartat (ii) e´s D > 0, ja que per hipo`tesi D e´s
invertible. 2
El complement de Schur pot formar-se respecte qualsevol submatriu invertible de M , no
necessa`riament la del costat inferior dreta de M . Sigui M una matriu qualsevol de mida n× n.
Siguin α i β conjunts d’´ındexs, e´s a dir subconjunts de {1, . . . , n}. El cardinal d’un conjunt
d’´ındexs l’escrivim |α|, i el seu complementari αc = {1, . . . , n} − α. Sigui M [α, β] la submatriu
de M obtinguda com a interseccio´ de les files de M indexades per α i columnes de M indexades
per β. Sovint escriurem M [α] en lloc de M [α, α]. Si |α| = |β| i M [α, β] e´s invertible, es defineix
el complement de Schur de M [α, β] com
S(M [α, β]) = M [αc, βc]−M [αc, β](M [α, β])−1M [α, βc]
Aquesta definicio´ coincideix amb la donada abans per a la submatriu D de (1). Altres com-
plements de Schur per a la matriu M de (1) so´n S(A) = D − CA−1B, S(B) = C −DB−1A i
S(C) = B −AC−1D, sempre que A, B i C siguin matrius quadrades i invertibles.
Teorema 12 Sigui M una matriu sime`trica d’ordre n i sigui α ⊆ {1, . . . , n} un conjunt d’´ındexs
tal que la submatriu M [α] e´s invertible. Aleshores
(i) M > 0 si i nome´s si M [α] > 0 i S(M [α]) > 0.
(ii) M ≥ 0 si i nome´s si M [α] > 0 i S(M [α]) ≥ 0.
Demostracio´. Siguin α i β conjunts d’´ındexs. Mitjanc¸ant permutacions de files i columnes
de M , podem “transportar” M [α, β] al costat inferior dreta de la matriu M . E´s a dir, existeixen
matrius permutacio´ P i Q tals que
PMQ =
(
M [αc, βc] M [αc, β]
M [α, βc] M [α, β]
)
Quan α = β, les permutacions de files i columnes so´n les mateixes, i aixo` te´ la consequ¨e`ncia que
P = QT , resultant que
QTMQ = M˜ :=
(
M [αc] M [αc, α]
M [α, αc] M [α]
)
Per l’apartat (a) del Lema 1 e´s M > 0 si i nome´s si M˜ > 0, i pel Teorema 11 aixo` equival a
M [α] > 0 i S(M [α]) > 0. De la mateixa manera es veu que M ≥ 0 si i nome´s si M [α] > 0 i
S(M [α]) ≥ 0. 2
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Ape`ndix B: El lema d’inversio´ de matrius
El lema d’inversio´ de matrius, Lema 10, o fo´rmula de Sherman-Morrison-Woodbury, e´s una
consequ¨e`ncia immediata del resultat segu¨ent. Altres generalitzacions del lema d’inversio´ de
matrius poden consultar-se en [4].
Lema 13 Siguin A, U , B i V matrius d’ordres n × n, n × p, p × q i q × n respectivament.
Suposem que la matriu A te´ inversa. Si alguna de les matrius A − UBV , I − BV A−1U e´s
invertible, l’altre tambe´ i es satisfa` la identitat
(A− UBV )−1 = A−1 +A−1U (I −BV A−1U)−1BV A−1. (2)
El Lema 13 implica el Lema 10, ja que si B e´s quadrada i invertible aleshores
I −BV A−1U = B(B−1 − V A−1U), (3)
de manera que la matriu I −BV A−1U e´s no singular si i nome´s si la matriu B−1 − V A−1U e´s
no singular. Aplicant inverses en (3) i substitu¨ınt en (2) obtenim la identitat del Lema 10.
Per provar el Lema 13 necessitem el resultat segu¨ent.
Lema 14 Siguin A i B matrius d’ordres n×m i m×n respectivament. Si alguna de les matrius
I −AB o I −BA e´s invertible, l’altre tambe´ i es satisfa` la identitat
(I −AB)−1 = I +A(I −BA)−1B.
Demostracio´. Que la matriu I −AB tingui inversa equival a dir que λ = 1 no e´s valor propi
de AB. Com que els valors propis no nuls de AB i de BA so´n els mateixos, tambe´ equival a que
la matriu I − BA tingui inversa. Anem a veure la identitat de l’enunciat. Multiplicant els dos
costats de la igualtat per I −AB i fent alguna manipulacio´, el que` hem de veure e´s
AB = A(I −BA)−1B(I −AB),
i aixo` e´s trivial ja que B(I − AB) = (I − BA)B, i per tant A(I − BA)−1B(I − AB) = A(I −
BA)−1(I −BA)B = AB. 2
Demostracio´ del Lema 13. Com que A− UBV = A(I − A−1UBV ), la matriu A− UBV te´
inversa si i nome´s si la matriu I−A−1UBV te´ inversa. Pel Lema 14 aixo` equival a que la matriu
I − BV A−1U tingui inversa. Aplicant el Lema 14 a les matrius A˜ = A−1U i B˜ = BV , i tenint
en compte que (A− UBV )−1 = (I −A−1UBV )−1A−1, obtenim
(A− UBV )−1 =
[
I +A−1U
(
I −BV A−1U)−1BV ]A−1
= A−1 +A−1U
(
I −BV A−1U)−1BV A−1,
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i aixo` completa la demostracio´ del Lema 13. 2
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