Confounding effects in gene expression and their impact on downstream analysis by Lachmann, Alexander
Confounding effects in gene expression and their
impact on downstream analysis
Alexander Lachmann
Submitted in partial fulfillment of the
requirements for the degree
of Doctor of Philosophy
under the Executive Committee







Confounding effects in gene expression and their
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Alexander Lachmann
The reconstruction of gene regulatory networks is one of the milestones of computational
system biology. We introduce a new implementation of ARACNe (Algorithm for the Re-
construction of Accurate Cellular Networks) to reverse engineer transcriptional regulatory
networks with improved mutual information estimators and significant improvement in per-
formance. In the context of data driven network inference we identify two major confound-
ing biases and introduce solutions to remove some of the discussed biases. First we identify
prevalent spatial biases in gene expression studies derived from plate based designs. We
investigate the gene expression profiles of a million samples from the LINCS dataset and
find that the vast majority (96%) of the tested plates is affected by significant spatial bias.
We can show that our proposed method to correct these biases results in a significant im-
provement of similarity between biological replicates assayed in different plates. Lastly we
discuss the effect of CNV on gene expression and its confounding effect on the correlation
landscape of genes in the context of cancer samples. We propose a method that removes
the variance in gene expression explained by CNV and show that TF target predictions can
be significantly improved.
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1.1 Theory of gene expression
All information to run a complex organism from bacteria to human is stored in its genome
in the form of DNA. DNA as such is a static molecule and a complex machinery of proteins
that can react on internal and external stimuli uses the genomic information to respond dy-
namically accordingly. Genes, which make up a minuscule part of the full genome, encode
the building blocks from which these proteins are constructed. Most work in cells is per-
formed by proteins, which are long chains of amino acid residues. Folded in the correct way
they have specific chemical properties allowing complex biochemical processes such as the
production of energy in form of ATP to the duplication of the cell itself. The concentration
of proteins is tightly controlled within cells and is dependent on cell type as well as ever
changing states a cell can be confronted with [Ly et al., 2014]. One mayor way of controlling
the abundance of proteins in a cell is through gene expression. The process of transition-
ing from static genomic information to protein abundance is achieved by messenger RNA
(mRNA). It serves as a blueprint for proteins. In the human genome nearly 10% of the genes
are directly associated with the regulation of genes, so called transcription factors, under-
lining the importance of transcriptional regulation. Transcription factors have the ability
to detect sequence specific locations on the DNA which allows them to bind well defined
targets in the genome such as genes or enhancer regions. By forming complexes with other
proteins they can recruit transcription machinery such as DNA polymerase. This complex
opens the DNA helix and adds complimentary mRNA nucleotides to the DNA strand re-
sulting in the creation of mRNA from the specific region of the genome. The mRNA is then
exported out of the nucleus to enter the process of translation. Here the mRNA is used
directly as a blueprint to build chains of amino acids forming the final protein product of
the gene [Orphanides and Reinberg, 2002]. The true process of transcriptional regulation
is far more complicated than described here. Many factors and additional layers come into
play in controlling which gene is transcribed into mRNA. For one transcription factors are
not just freely and actively floating inside the nucleus. Post translational modifications such
as phosphorylation can alter the localization of proteins within a cell and keep transcription
factors completely away from the DNA by not letting them enter the nucleus ([Sheng et al.,
1991], [Wen et al., 1995]). Additionally transcription factors gain their specificity through
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the formation of complexes with cofactors. Other layers influencing gene expression are
mRNA degradation through microRNA and mRNA editing. Measuring and understanding
patterns in gene expression has advanced to the dominating method of understanding and
reverse engineering biological systems and sophisticated technology is available to measure
genome wide gene expression with high accuracy. Such gene expression data, which quan-
tifies the amount of mRNA in a biological sample, can be used as a surrogate of protein
abundance and activity of the biological machinery.
1.2 Reverse engineering of transcriptional regulation
1.2.1 ChIP-seq protein-DNA binding detection
The introduction of ChIP-seq [Johnson et al., 2007] following methods based on array tech-
nology such as ChIPArray (ChIP-chip) [Kim and Ren, 2006] enabled the detection of de
novo transcription factor binding sites in mammalian genomes. Efforts such as the EN-
CODE project [Landt et al., 2012] supplied a large compendium of in vivo protein-DNA
interactions. ChIP-seq works by cross-linking proteins to chromatin, followed by fragmen-
tation through sonication and finally immunoprecipitation with protein specific antibodies.
The captured fragments are then sequenced by next-generation-sequencing. To identify
the exact locations of the protein-DNA binding, genomic regions with statistically enriched
number of reads are identified. The performance evaluation of 11 existing peak-calling
methods [Wilbanks and Facciotti, 2010] revealed no remarkable difference in performance
between methods but identified MACS and SPP ([Zhang et al., 2008],[Kharchenko et al.,
2008]) as the preferred methods. One of the main problems with the experimental iden-
tification of binding loci is the high number of non-functional sites. The binding motif of
eukaryotic transcription factors is usually very unspecific ranging from 6 to 10 bp. Assum-
ing a uniform distribution of possible nucleotides results in (1/4)6 × 3 × 109 ≈ 730000 to
(1/4)10 × 3 × 109 ≈ 2900 potential perfect matches on a human genome leading to spuri-
ous binding. Filtering for detected binding locations close to TSS increases the statistical
likelihood to find true functional sites. Even though promoter regions have been shown
to be able to regulate genes hundreds of thousands bp away studies have also shown that
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most binding motifs have been identified within ∼100 bases of the TSS [Xie et al., 2005].
Other than in prokaryotic cells transcription factors form complexes with other proteins or
homo dimers binding to palindromic DNA-sequence motifs [Lee, 1992]. This allows a much
more flexible use of binding specificity dependent on cellular context. On the other hand it
riddles binding site predictions with false positives. Forming a complete understanding of
transcriptional regulation poses a bigger problem than it would first seem, given a significant
diversity of core factors and possible TF-TF interactions. Even with the above mentioned
limitations ChIP-seq as proven useful and can be used for enrichment analysis [Lachmann
et al., 2010].
1.2.2 In silico protein-DNA binding detection
Complimentary to experimental protein binding assays, computational efforts to predict
transcriptional regulation have been developed. Roughly they can be separated into two
distinct groups. Motif based solutions use a priori knowledge of sequence preferences of
transcription factors [Tompa et al., 2005]. Other methods rely on gene expression and use
correlation between genes to predict regulatory interactions.
1.3 Variable Dependencies
There are many measures of how related two data points or in our case genes are. One way
of measuring relatedness is correlation. The Pearson correlation coefficient measures the
linear dependence of two variables.
PX,Y =
E[(X − µX)(Y − µY )]
σXσY
(1.1)
A drawback of the correlation coefficient is the limitation to linear dependencies of genes.
In biological systems non-linear relationships can be observed. For two variables X and
Y Figure 1.1 shows two dependencies. Values for variable Y depend solely on X. In the
first panel on the left the dependency is linear; Y is X divided by 2. In this scenario
Pearson correlation will detect the dependency between X and Y . The correlation between







































































Figure 1.1: Linear and non-linear dependencies of random variables X and Y . Pearson
correlation can only quantify linear dependencies as shown on the left. Dependencies defined
by non linear functions require a different measure such as Mutual Information.
is computed from X using a non-linear function sin. The dependency estimator in this
case cannot detect any relationship between the two variables. Due to this shortcoming
another estimator for variable dependencies can be used. In the following we define Mutual
Information and explain why it is a more appropriate estimator for our purposes.
1.3.1 Information theoretic measure of variable dependence
We use insights of information theory to measure the dependencies between two genes
and their gene expression. The gene expression of individual genes can be interpreted as
encoding information. Two genes that have dependent gene expression can be thought of
encoding the same information.
1.3.1.1 Entropy
All definitions of entropy and mutual information are defined for discrete variables. The
definitions would still hold when the sum operators would be replaced with integrals. Gene
expression is continuous when measured through mircoarrays. For RNA-seq the measured
values are in fact a discrete count of reads. For practical purposes the gene expression is
transformed into rank data. By ranking each expression value of a gene across plates for
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all samples we lose the information of the underlying distribution. Since each value in the
ranking can only occur once, all probabilities are equal to 1/N . All presented algorithms
for the computation of mutual information and entropy are based on binning the data in a
predefined way. There are two kind of binning strategies that are described here. The fist
is partition based. Each value can only be associated with one unique bin. In this category
fall the fixed bandwidth partitioning, which is the most commonly used method to compute
mutual information as it lends naturally to the formulas used to define MI and entropy. The
adaptive partitioning algorithm discussed in more detail later is another partitioning based
MI estimator. The second class of methods is using a probability based approach. A value
is assigned to all bins with some probability. With this approach a data point does not
have to fall exactly into one bin but can be shared. The example for this class of estimator
is the BSpline MI algorithm.
For the purpose of defining dependence we need to first introduce a series of concepts from
the field of information theory. For a probability function p(x) = P (X = x) the entropy





The entropy is thus the expected value of log(1/p(X)). For uniformly distributed variables
the entropy is exactly the log of base two of the number of possible outcomes of variable
X. Since we will work mainly with rank transformed data all entropies are affected by this

























A simple example for entropy is a coin toss. For a fair coin with uniform probabilities the
entropy is exactly 1. The variable describing the coin toss outcome can be 1 for heads and
0 for tails with probability 0.5 for each. If the distribution shifts away from uniform the
entropy shrinks towards 0. On a fair coin the distribution is uniform with the length of the
probability vector of 2. The entropy of such a distribution is log22 = 1 (Figure 1.2).
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entropy of coin toss
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H
Figure 1.2: Entropy of a coin toss. A fair coin (p = 0.5) has the highest entropy.
1.3.1.2 Joint Entropy and Conditional Entropy
The entropy is a measure of an individual random variable. The joint entropy is a measure
of entropy over the joint distribution of two random variables X and Y given by:





p(x, y)log2p(x, y) (1.4)
The conditional entropy of two random variables H(Y |X) is the additional information of
Y not explained by X. Averaging over all possible outcomes of variable X the conditional
entropy is defined as:















To quantify the similarity of two distributions we can use the measure of relative entropy








H(X|Y ) H(Y |X)
I(X,Y )
H(X) H(Y )
Figure 1.3: Mutual information in the context of Entropy and Conditional Entropy
Finally we arrive at the definition of the Mutual Information. It is the measure of divergence
between the joint probability p(x,y) for random variables X and Y and their individual
distributions p(x) and p(y). Using the definition of the Kullback Leibner divergence we
define Mutual Information as:








Mutual Information is closely linked to Entropy. The following relationships can be derived
from the above definitions (Figure 1.3).
I(X,Y ) = H(X)−H(X|Y ) (1.8)
I(X,Y ) = H(Y )−H(Y |X) (1.9)
I(X,Y ) = H(X) +H(Y )−H(X,Y ) (1.10)
I(X,Y ) = I(Y,X) (1.11)
I(X,X) = H(X) (1.12)
1.3.2 Difference between Pearson correlation and Mutual Information
The correlation measure is linear and does rely on the covariance of two variables instead of
the joint probability distribution. Correlation works thus better at estimating relationships
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between variables when only few measurements are available. Mutual information needs
a considerable amount of samples to estimate relationships between variables reliably. To
compare the performance of mutual information with correlation we generate 80 vectors of
length 1000. The first vector is created by drawing random normal distributed values. The
other vectors are linear combinations of the original first vector and a normally distributed
random vector. The vectors can be ranked by their similarity to the original vector. We
compute the similarity with Pearson correlation and MI by sub-sampling the original vectors
to a shorter length from 500 to 25 samples. Using 500 values we achieve nearly the same
ranking of similarity (Figure 1.4). The rank correlation is above 0.96 for both methods.
Smaller sample size of the vectors leads to deviation from the true ranking. The Pearson
correlation starts to fall below a 0.8 Spearman correlation for 25 samples while mutual
information starts to fall below 0.8 at 75 samples. To achieve accurate measures of similarity
in MI it requires more than 100 samples.
The estimation of MI is biased to the number of samples. As shown in Equation 1.3 the
entropy of a random variable depends on the number of samples. Pearson correlation is an
unbiased estimator, invariant to the number of samples it is calculated on. For Figure 1.5
we build two vectors with a linear correlation of about 0.4 over 1000 samples. We then
calculate MI and Pearson correlation on subsets of the original 1000 samples. For each size
100 sub-samples were calculated. The mean error for the correlation score is as expected
0, the mean error for MI is negative. The smaller the number of samples, the smaller the
estimated MI. The error in the MI estimation for less than 100 samples is high, due to the
difficulty of accurately estimating the joint probability distribution of the two variables.
Figure 1.6 shows the relationship of MI to Pearson correlation. When Pearson correlation
shows a significant relationship between two genes MI tends to be high as well. Genes with
significant MI might still have a Pearson correlation of 0. The data comes from TCGA gene
expression and it shows that some genes have significantly higher MI than expected given
their correlation. To identify significant outliers we calculate a fit to the correlation and
MI scores with a sliding window of 50. Then we calculate the mean deviation of each data
point to the fitted line. We apply a z-score transform on the residuals shown on the right
panel. All points with significant deviation from the fitted line are marked by the cut-off
9

























































































































Figure 1.4: Signal degradation of Pearson Correlation and Mutual Information. The Figure
shows how well the ordering of vectors based on the two given similarity scores is maintained




















































































































































































































































Figure 1.5: Mutual Information is a biased estimator of the similarity. The more samples the
higher the mutual information. Pearson correlation is an unbiased estimator of similarity.
The average correlation stays constant with number of samples.
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Figure 1.6: Comparison of Pearson Correlation and Mutual Information in TCGA samples.
When Pearson correlation shows a significant relationship between two genes MI tends to
be high as well. Genes with significant MI might still have a Pearson correlation of 0.
with FDR of 0.1 and smaller.
1.3.3 MI estimation
The general formula to estimate MI is given in Equation 1.7. It can be observed that
the definition is for discrete distributions, which allows the use of summation. In reality
the distributions are estimated from sampling from continuous distributions, with the true
underlying form unknown. Discretization from a limited set of sampled values is required
[Butte and Kohane, 2000]. There are many ways in which the probability distributions can
be estimated. The methods discussed here are all based on variations of binning approaches.
1.3.3.1 MI estimation through Fixed Bandwidth
The fixed bandwidth (FB) approach is the simplest way estimating distributions. The
marginal probability functions can be estimated by partitioning the data into N discrete
intervals ai, i = 1 . . . N . Assuming S samples are available for the estimation of a variable
11
xj , j = . . . S the indicator function Θi enumerates the number of data points falling into









1 if xj ∈ ai
0 otherwise
(1.13)
Similarly the joint probability distribution is computed by binning using an indicator
function for two dimensional bins. For an additional variable Y and discrete intervals
bk, k = 1 . . .M the joint indicator function can be defined as in Equation 1.14. In the origi-
nal ARACNe implementation the gene expression was rank transformed first. All bins in the







Θik(xj , yj) =

1 if xj ∈ ai ∧ yj ∈ bk
0 otherwise
(1.14)
1.3.3.2 MI estimation through Adaptive Partitioning
Estimating Mi using the FB approach is fast but has several drawbacks. The quality of the
estimation of MI depends on the estimation of the underlying joint probability distribution.
As the partition of the data is independent from the random variables the estimation quality
can differ. A nonparametric estimator of MI was proposed by [Darbellay et al., 1999]. It
was shown that compared to empirical quantiles ([Darbellay, 1998]) and classical histogram
MI estimators ([Györfi and Van der Meulen, 1987]) have significant higher bias than the
Adaptive Partitioning (AP). The basic idea is to recursively split the space until the split
results in a uniform distribution in all the resulting bins. Example R code is shown in
Appx. A.2.
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Figure 1.7: Adaptive Partitioning steps. First partition is shown in panel A followed recur-
sively by B, C and D. Panel E shows the final result of the AP procedure. Partitioning
stops if the resulting split produces bins with equal probability or a bin has less than 2 data
points.
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1.3.3.3 MI estimation through BSplines
The BSpline method is a variation of the Fixed Bandwidth employing fuzzy binning ([Daub
et al., 2004]). This means that the data points do not get partitioned into discrete bins, but
rather get a probability assigned of belonging to a bin. Similar to the FB approach there




0 if i < k
i− k + 1 if k ≤ i ≤M − 1
M − 1− k + 2 if i > M − 1
Bi,1(z) =










Figure 1.8 shows an example for 5 bins and splines of degree 3. The degree of the splines
defines how many bins have > 0 probability for a given spline. By design the splines sum to
1 at every point of the defined range. A data point at t2 would have a weight of 0.5 for bin
(t1, t2) and (t2, t3). All other bins would have a 0 weight (e.g. the point has a probability
of zero to belong to other bins). Example R code is shown in Appx. A.3.
1.3.4 Performance comparison of MI estimation methods
The accurate estimation of MI is important for the successful reconstruction of gene reg-
ulatory networks. To compare the accuracy of the three presented methods we choose
a situation that tests how well a method can identify the true order of similarity be-
tween sets of random variables. To test this we create a vector with random, normal






















t0 t1 t2 t3 t4 t5
Figure 1.8: BSplines for 5 bins (ti, ti+1) and splines with degree 3. The degree of the splines
define how many bins are spanned by each spline. At every point of the range the splines














































Figure 1.9: Comparison of MI esti-
mators over 300 samples. BSpline
and FB estimators require a bin pa-
rameter. (AP uses dynamic binning
dependent on the data). For 30 v∗
we calculate the Spearman correla-
tion between I∗(v∗, vi) and I(v∗, vi).
I∗(v∗, v1) > I∗(v∗, v2) > · · · > I∗(v∗, vN ), where I∗(X,Y ) is the true MI between random
variables X and Y . We calculate the estimated MI I(v∗, vi), for i = 1, . . . , N . We cal-
culate the Spearman correlation between the true and estimated MI values. The dif-
ficulty for the three methods is dependent on the expected difference in the true MI
(∆MI(vi, vi+1) = I(v∗, vi) − I(v∗, vi+1)) and the number of samples at disposal to esti-
mate the joint probability function. In this test ∆MI(vi, vi+1) for all i is constant and we
can refer to ∆MI from now on. For large ∆MI and sufficient number of samples (N = 100)
all methods perform well. Figure 1.9 shows that the BSpline estimator outperforms both
other methods no matter what number of bins is selected. It has to be noted that a corre-
lation of 0.67 is close to the optimal limit that can be achieved with any estimator. vi is
created by adding noise to v∗ which changes the natural order.
1.4 ARACNe
ARACNe is an algorithm designed to detect direct transcriptional interactions between a
set of transcription factors and a list of genes using gene expression profiles [Margolin et
16
al., 2006a]. It was specifically applied to reconstruct mammalian networks in a diverse
set of cellular subtypes and builds a foundation for Master Regulator Analysis [Lim et al.,
2008]. Statistics arising from gene regulation can be mapped onto quantum many-body
problems [Sasai and Wolynes, 2003]. In the original paper the joint probability distribution
P ({gi}), i = 1, . . . , N is expressed as the Hamiltonian, where the Hamiltonian corresponds















φi,j,k(gi, gj , gk)−. . .
]
= e−H({gi}) (1.16)
In practice there are sufficiently many samples to estimate the marginal distributions rep-
resented by the first order φi and second order potentials φi,j . Stopping here allows the








As such genes that are statistically independent (have no correlation or mutual information)
would have a joint potential function φi,j = 0 => P (gi, gj) = P (gi)P (gj). ARACNe
calculates pairwise mutual information (Equation 1.7) between pairs of transcription factors
and potential target genes. Since only secondary potential functions are assumed data
processing inequality applies to the MI values between pairs of genes. For a pair of genes
g1 and g2 that only interact through a transitive interaction of gt without alternative paths
(g1  · · · gt  · · · g2) then:
I(g1, g2) ≤ min
(
I(g1, gt), I(gt, g2)
)
(1.18)
From MI the direction of regulation can not directly be inferred. For ARACNe the direction
is implied in the role of the gene as a TF or target gene. As such DPI has to check the
triangle inequality (Eq. 1.18) for every triple {gTF1, gTF2, gT }, for transcription factors gTF1,
gTF2 and target gT . Successful reconstruction of the network is based on the assumption
that MI can be estimated without error and the underlying regulatory system is in the form
of a tree.
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1.5 Bayesian statistics and Hidden Markov Models
s1 s2 s3 s4
y1 y2 y3 y4
Figure 1.10: A HMM with 4 hidden states emitting 1 discrete symbol yt.
Bayesian networks can be used to represent joint probability distributions of arbitrary
many random variables. Contingency tables that would capture all variables would be pro-
hibitively large. The size increases exponentially with the numbers of dependent variables.
A common approach is the use of conditional independence. This allows the factoriza-
tion of the joint probability table into smaller parts making the problem significantly more
tractable. Hidden Markow Models (HMMs) are a common statistical tool used in many
diverse disciplines. Even though the family of HMM is quite simple it is powerful and used
in areas of artificial intelligence, time series modeling and computer vision. In biology it
found wide use in the detection of CPG islands ([Dasgupta et al., 2002]) and copy number
variation in SNP arrays ([Cooper et al., 2008], [Colella et al., 2007]). HMM are a type of
graphical model with a set of properties such that each state Si is only dependent on state
St−1. The Markov property states that St is independent of all states prior to Si−1. The
states St are unknown (latent). But each state has an output variable which is observable.
Like any Bayesian network the joint probability function of a HMM can be written in a
simplified form by factorization.
P (S, Y ) = P (S1)P (Y1|S1)
T∏
t=2
P (St|St−1)P (Yt|St) (1.19)
As the factorization shows all we need to know to identify the starting probability of the
hidden states for the initial state P (S1), the state transition matrix containing P (St|St−1)
and the output probabilities for each state P (Yt|St). The factorization of the Bayesian
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network is shown in Figure 1.10. The hidden state variables are modeled as a discrete
variable. Assuming K possible latent states and L possible observations the transition
matrix contains K ×K and output probability table K × L entries. Specifically the HMM
model λ = {(St|St−1), P (Yt|St), P (S1)} can be used to solve 3 problems.
1. Find the likelihood of a given series of observations Y given model λ (P (Y |λ))
2. Given model λ = {(St|St−1), P (Yt|St), P (S1)} and observations Y find the most likely
hidden state sequence S.
3. Given observations Y find the model λ = {(St|St−1), P (Yt|St), P (S1)} maximizing
probability of observations O.
Efficient algorithms for all three problems exist [Stamp, 2004]. This ability to learn a model
as well as finding the maximal likely underlying state sequence makes HMM useful in biology









The reconstruction of gene regulatory networks is one of the milestones of com-
putational system biology. Here we present a complete rewrite of the gene
network inference tool ARACNe (Algorithm for the Reconstruction of Accu-
rate Cellular Networks), which adopts the Adaptive Partitioning method (AP)
for the estimation of Mutual Information. We show that the new AP imple-
mentation (ARACNe-AP) achieves a massive increase in computational perfor-
mance over the previous algorithm (FB, Fixed Bandwidth), while maintaining
intact the Mutual Information and Network inference capabilities of the original
ARACNe tool.
2.2 Introduction
The elucidation of gene regulatory networks is a crucial step to understand normal cell
physiology and complex pathologic phenotypes. Different computational approaches have
been made available to reverse engineer regulatory networks from gene expression profiles.
Most approaches rely on the estimate of pairwise gene similarity scores, such as Pearson/S-
pearman correlation ([Mutwil et al., 2011]), Mutual Information (MI, [Steuer et al., 2002]),
Bayesian Association ([Kim et al., 2004]) and linear/LASSO regression ([Licausi et al.,
2011]) amongst others.
ARACNe ([Margolin et al., 2006b; Basso et al., 2005]) stands as one of the most widely
used gene network inference algorithms across the scientific community, and it imple-
ments information theory-based approaches to estimate direct relationships between genes.
ARACNe has been shown to be greatly useful in the reconstruction of context-specific tran-
scriptional networks in multiple tissue types and pathologic contexts ([Basso et al., 2005;
Lefebvre et al., 2010]). Moreover, several algorithms rely on the interrogation of ARACNe
networks to successfully predict Master Regulators ([Lefebvre et al., 2010]) of different phe-
notypes ([Ying et al., 2013]) or of individual samples ([Aytes et al., 2014]).
Thanks to the recent Next-Generation Sequencing revolution ever growing datasets cre-
ate the need for a novel implementation of the ARACNe algorithm enabling inference of
21
Figure 2.1: (A) Expression values of E2F1 and CCND1 in the TCGA breast invasive car-
cinoma dataset. Shown are the binning steps of the Adaptive Partitioning to infer pairwise
Mutual Information (MI). (B) Comparison between FB-inferred (x-axis) and AP-inferred
(y-axis) MI values for all TF/gene pairs int the lung dataset. (C) Performance of our
ARACNe-AP implementation in terms of MI/calculations per millisecond with different
numbers of threads.
genome-wide gene regulatory networks in a more efficient way. Here we present a complete
overhaul of the ARACNe tool, which adopts the Adaptive Partitioning (AP) method ([Liang
and Wang, 2008]) for MI inference. We show the performance of our implementation on
the inference of a breast invasive carcinoma gene network ([TCGA, 2012]) and compare
it over the previous version of ARACNe, based on the Fixed Bandwidth (FB) algorithm
([Margolin et al., 2006b]).
2.3 Methods
2.3.1 The ARACNe pipeline
We switched the core MI inference algorithm to AP and wrote an optimized implemen-
tation through a series of cached binning operations and the usage of 8-bit short integers
to store the rank-transformed gene expression data in the internal operation. All perfor-
mance sensitive parts of the algorithm (including DPI) support multi-threading to take
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advantage of current computer architectures available. The original implementation of the
ARACNe pipeline relied on a series of Matlab scripts for pre and post processing while
the core algorithm was implemented in C++. The new version is streamlined and entirely
implemented in a single JAVA executable removing the need for proprietary software and
allowing for platform-independent use. ARACNe requires Gene Expression Profiles (GEPs)
and a predefined list of gene regulators (e.g. Transcription Factors - TFs) as input. Running
ARACNe involves three main phases.
1. MI threshold estimation This preprocessing step identifies the significance thresh-
old of MI values from the GEPs provided. The threshold depends on the number of
samples provided in the input.
2. Bootstrapping / MI network reconstruction In this phase MI networks are
reconstructed for randomly sampled GEP. For N such bootstraps of the data N MI
networks are generated. The calculation of the networks involves three steps.
(a) Compute MI for every TF/Target pair after rank-transformation of the GEPs
(b) Removal of non-statistically significant connections using the MI threshold
(c) Removal of indirect interactions by applying a Data Processing Inequality toler-
ance filter (DPI), ([Margolin et al., 2006b])
3. Building consensus network The consensus network is obtained by estimating the
significance for the frequency of an edge occurring in bootstrap networks using a Pois-
son distribution. Only those pairs with a p-value ≤ 0.05 after Bonferroni correction
are kept.
The networks can then be used to infer ssMARINA single-regulator activity values in terms
of Normalized Enrichment Scores (NES) as described in the Bioconductor ([Huber et al.,
2015]) viper package reference guide.
2.3.2 Adaptive partitioning
The Mutual Information of two variables is a probabilistic measure of their dependency
([Steuer et al., 2002]). Since gene expression variables are usually represented as numeric
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values, a strategy to estimate the probability distribution of such variables is needed. This is
typically achieved by dividing the expression space into discrete bins. The original ARACNe
algorithm implemented the FB method, which generated equisized bins [Margolin et al.,
2006b]. The number of bins depended on the number of samples and had to be chosen in a
preprocessing step. In this paper we introduce AP as an alternative estimator of the joint
probability distribution in ARACNe. The two dimensional space is still divided into discrete
bins, but in contrast to the FB algorithm there is no preset partition of the data. Instead,
the space is divided following the distribution of data points in an adaptive way. The space
is split recursively into quadrants at the means (Fig. 2.1 A). The stopping condition for the
recursive procedure is met when a uniform distribution (assessed by χ2 test) between the
newly created quadrants is reached or fewer than three data points fall into the quadrant
to be split.
2.3.3 Datasets / Hardware
In order to test the performance of ARACNEe-AP in terms of calculation speed and qual-
itative MI assessment, we ran multiple benchmarks. The speed comparison between the
two implementations is performed on VST-normalized ([Giorgi et al., 2013]) RNA-seq lung
adenocarcinoma dataset from The Cancer Genome Atlas ([TCGA, 2014]) composed of 544
samples. We calculate all pairwise MIs between 200 × 20318 genes and express the speed
as MIs per second. To test the impact of the AP estimation of the joint density distribution
compared to FB we use 533 TCGA Breast invasive carcinoma samples ([TCGA, 2012]).
The transcript raw counts were RPKM transformed and filtered for genes with zero counts
leaving 13812 genes. As regulators we used 1331 genes annotated as "regulators of tran-
scription" and "DNA-binding" in Gene Ontology ([GO, 2013]).
All the tests shown in this Application Note have been performed on a multi-core Intel R©
Xeon R© E5-2630 CPU.
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Figure 2.2: Mutual Information (y-axis) and Spearman Correlation (x-axis) values :
ChIPSeq-validated TF-target pairs. Highlighted in red is the pair E2F1 → CCND1, char-
acterized by a Correlation coefficient of close to 0 (Fig, 2.1) but a relatively high Mutual
Information.
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2.4 Results and Discussion
We ran ARACNe-AP on the TCGA Breast invasive carcinoma dataset ([TCGA, 2012]), ob-
taining a network with 1,331 regulators, 13,546 targets and 100,580 interactions. ARACNe-
AP maintains the capability to identify regulator-target relationships that would be other-
wise missed by simple correlation techniques or other linear similarity measures (Fig. 2.2),
e.g. that between E2F1 and CCND1 (Cyclin D1) (Fig. 2.1 A), a ChIP-Seq validated in-
teraction ([Lachmann et al., 2010]) that controls cell cycle progression ([Sherr, 1994]). The
example of E2F1 regulating CCND1 highlights the advantage of non-linear measures such
as MI to identify complex gene interactions. The correlation between E2F1 and CCND1
is close to 0 (p = 0.4) while the MI is significant (p ≤ 10-8). The data shows two sets of
independent relationships between the two genes. One set of samples supports a positive
correlation recapitulating that E2F1 can promote its transcription indirectly through the
activation the Ras pathway ([Berkovich et al., 2003]), which in turn up-regulates Cyclin D1
mRNA synthesis ([Croft and Olson, 2006]). The remaining samples support that E2F1 can
directly inhibit the transcription of Cyclin D1 ([Watanabe et al., 1998]).
Whether MI is estimated by FB or AP has little impact on the inferred MI of gene pairs.
While the absolute values of the two MI inference methods are not directly comparable,
the AP algorithm reproduces a similar rank of MI values to the one obtained through the
FB algorithm (Fig. 2.1 B). Networks obtained with ARACNe-AP can be used to calculate
regulator activity on a sample-by-sample basis using the ssMARINA algorithm ([Aytes et
al., 2014]). In this scenario, the networks obtained through the novel approach provide
nearly identical inferences of regulator activity through the interrogation of their predicted
regulons (Fig. 2.3), albeit with a remarkable 200× speed gain in the execution time.
The computational performance of our implementation of the AP algorithm, however, is
massively superior to the previous ARACNe version. ARACNe-AP is able to calculate,
on average, 31,610 MIs per second, compared to 160 with the original ARACNe imple-
mentation (Fig. 2.4). Furthermore, ARACNe-AP is fully multi-threaded, yielding a speed
increase by a factor approximately the number of threads used. Modern mainstream CPUs
supporting 8 threads are able to calculate almost 200,000 MIs per second (Fig. 2.1 C). The
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Figure 2.3: Relative Regulator Activity values, calculated in terms of ssMARINA Normal-
ized Enrichment Scores (NESs) in every Lung Adenocarcinoma sample upon interrogation
of the Lung Adenocarcinoma ARACNe-AP network (y-axis) and the original Aracne Fixed
Bandwith implementation (x-axis).
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Figure 2.4: Comparative Performance
(in terms of MI computed per millisec-
ond) of the original ARACNe implemen-
tation (FB) and out current implemen-
tation (Adaptive Partitioning, AP). Er-
ror bars indicate standard deviation cal-
culated over 100.000 MI calculations.
ARACNe-AP algorithm is also roughly half as demanding in terms of memory usage when
compared to the original ARACNe, thanks to our optimization and to the usage of 8-bit
short integers to store the rank-transformed data points (Fig. 2.5).
The new AP implementation of ARACNe has been successfully applied to reverse engineer a
context specific transcriptional network in T-ALL that allowed the identification of RUNX1
as a tumor suppressor gene ([Della Gatta et al., 2012]), and a prostate-specific network that
allowed to identify FOXM1 and CENPF as Master Regulators of highly aggressive prostate
tumors ([Aytes et al., 2014]).
In conclusion, ARACNe-AP is two orders of magnitude faster than the previous ARACNe
implementation, paired with a 50% decrease in memory requirements. The predictions
obtained with the improved algorithm are practically identical to the original algorithm,
in terms of both sheer MI inference and final network output. These improvements have
important repercussions in the field of gene network analyses, as they allow the reconstruc-
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Figure 2.5: Comparative performance of maximum RAM required) of the original ARACNe
implementation (FB) and our current implementation (Adaptive Partitioning, AP) in a
single core mode or using 8 concurrent threads. Error bars indicate standard deviation
calculated over 100 full ARACNe runs.
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tion of MI gene networks from datasets with ≥ 500 samples in less than one hour. Full
bootstrapping can be run on standard desktop computers without the need of specialized
hardware. Previously bootstrap calculations would require to be run on 100 cores in par-
allel, relying on expensive computational resources. Finally, stripping the pipeline from
proprietary components and bundling all functionality into a single platform-independent
executable will increase ease of use.
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Part III
Detection and removal of spatial
bias in multi-well assays
31
3.1 Summary
Multiplex readout assays are now increasingly being performed using microflu-
idic automation in multiwell format. For instance, the Library of Integrated
Network-based Cellular Signatures (LINCS) has produced gene expression mea-
surements for tens of thousands of distinct cell perturbations using a 384-well
plate format. This dataset is by far the largest 384-well gene expression mea-
surement assay ever performed. We investigated the gene expression profiles
of a million samples from the LINCS dataset and found that the vast majority
(96%) of the tested plates were affected by a significant 2D spatial bias.
Results: Using a novel algorithm combining spatial autocorrelation detection
and Principal Component Analysis, we could remove most of the spatial bias
from the LINCS dataset and show in parallel a dramatic improvement of sim-
ilarity between biological replicates assayed in different plates. The proposed
methodology is fully general and can be applied to any highly multiplexed assay
performed in multiwell format.
3.2 Introduction
A revolution has occurred in the field of Quantitative Transcriptomics in the last 15 years,
fueled by a significant drop in the cost of technologies for multiple gene expression profil-
ing ([Montgomery and Dermitzakis, 2011]). Such technologies, namely gene microarrays
([Hertzberg and Pope, 2000]) and RNASeq ([Wang et al., 2009]), are now standard proce-
dures in biological and medical research, and they are becoming increasingly more popular
as robust research and diagnostic tools in all biological fields, spanning from crop research
([Hansey et al., 2012]) to drug discovery ([Jenkins and Ma’ayan, 2013]) and from microbi-
ology ([Westermann et al., 2012]) to personalized medicine ([Derks and Diosdado, 2015]).
Recently, both gene expression assays and other multiplexed readout assays have been im-
plemented in a multi-well format (microplate), lending themselves to significant microfluidic
automation and scale-up. This type of experiments lend themselves to detection and nor-
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malization of a variety of potential bias sources, including effects representing 2D spatial
bias introduced by the specific microfluidics apparatus. For instance, multiplex gene expres-
sion has been recently used as a reporter for large-scale cell perturbation assays, allowing
for the quantitative characterization of the corresponding perturbagens as inducers of spe-
cific transcriptional responses at the molecular level (molecular phenotypes). This new
class of studies, named Gene Expression High Throughput Screening (GE-HTS), promise
to have significant impact on biomedical research ([Ma’ayan et al., 2014]), and have already
shown their potential to accelerate drug discovery for human diseases, such as for leukemia
([Stegmaier et al., 2004]) and muscle atrophy ([Kunkel et al., 2012]). Detecting and cor-
recting any systematic bias generated by such large-scale assays is obviously of paramount
importance to maximize the value of these studies. Principal component analysis for bias
removal has been applied successfully to increase the ability to increase power in eQTL iden-
tification ([Fehrmann et al., 2015]). Spatial biases in the probe intensity levels, commonly
observed on oligonucleotide arrays, are removed by normalization techniques such as GC-
RMA ([Wu et al., 2004]) or LOESS normalization ([Smyth and Speed, 2003]). The largest
dataset of this kind to date, has been generated by the Library of Integrated Network-based
Cellular Signatures (LINCS) effort ([Vempati et al., 2014]). It represents a direct extension
of the Connectivity Map (CMAP), the first large-scale GE-HTS study ([Lamb et al., 2006]).
LINCS adopted an innovative approach to measuring gene expression at an ultra-low cost,
based on medium-throughput profiling of 978 Landmark (L1000) genes across a consistent
number of perturbations and cell lines ([Duan et al., 2014]). The rest of the transcrip-
tome (> 20,000 genes) is then inferred by a mathematical model built on top of thousands
of gene expression measurements from GEO ([Barrett et al., 2013]). The LINCS dataset
collects roughly a million experiments where different cell types (primary and transformed
human cell lines) are chemically (by small molecule compounds) and genetically (by shRNA
knock-down or cDNA over-expression) perturbed ([Liu et al., 2015]). The LINCS dataset
was conducted on 384-well (24x16 format) microplates and is so far the biggest microplate-
based experiment ever produced. As such, it offers an unprecedented opportunity to both
detect and normalize bias introduced by the experimental setup.
We show that 2D spatial bias, determined by well location, introduces a significant sys-
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Figure 3.1: Spatial bias affecting gene expression levels. The heatmaps show the most
affected genes in each of the six LINCS plates shown. The columns of the plates are labeled
from 1 to 24 and the rows from A to P. Plates contain 384 unique perturbations and no
replicates. The color scale reflects the differential gene expression. Grey wells marked with
X are experiments for which no gene expression was available.
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tematic bias that impacts the quality of the data produced by these large-scale screens,
thus systematically affecting gene expression readout across a large number of microplates.
We used Moran’s autocorrelation analysis ([Kueng et al., 1989]) to quantify such bias and
propose a method to efficiently account for it. We show that this spatial bias has a profound
effect on the LINCS data quality and its correction dramatically improves its reproducibil-
ity. Critically, the proposed methodology is of a highly general nature and not restricted to
the specific data collected by the LINCS program. Indeed, we expect that the method may
be applied to a variety of study designs, thus improving the quality of a variety of existing
and future large-scale microplate-based experiments and providing a theoretical foundation
for normalization procedure in such datasets.
3.3 Methods
3.3.1 LINCS Dataset and plate design
As a main source of data to analyze spatial bias on plates we use the library of integrated
network-based cellular signatures (LINCS) dataset. The normalized LINCS dataset was ob-
tained from the LINCS consortium (http://support.lincscloud.org). Specifically, the
dataset analyzed in the current manuscript is composed of a total of 1894 microplates of
which 963 are perturbed by targeted gene Knock-Downs (KD), 747 by Chemical/Pharma-
ceutical Compounds (CPC), and 184 by gene Over-Expression (OE). In total, the dataset
we analyzed is composed of eight different cell lines (PC3, MCF7, VCAP, HT29, HA1E,
A375, HCC515, and A549). The total number of different experiments included in the
analysis was comprised of 685612 gene expression profiles. Following the L1000 procedure
([Duan et al., 2014]), a total of 978 genes have a direct measurement (landmark genes)
while for 22,000 more genes the transcript amounts were inferred. All experiments were
performed on plates with 384 wells. A plate has 24 by 16 wells with rows labeled from A
to P and columns 1 to 24. Each plate is devoted to only one of the three types; a plate is
either KD, OE or CPC. Before treatment all wells of a plate are loaded with one of 8 cell
lines (Table 3.1).
The treatment layout of the plate is defined by its specific plate design. E.g. on plates
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with design CPC001 well A04 is treated with Wortmannin and well B03 it treated with
the HDAC inhibitor Trichostatin A while DMSO treatments are located at wells A17, A18,
B17, B18, E05, E06, F05, F06, I15, I16, J15, J16, M09, M10, N09 and N10. DMSO samples
in CPC plates are shown in red in Figure 3.2. Drug perturbation (CPC) plates have no
duplicate drug treatments. On KD plates the same gene can be knocked down multiple
times, but with different hairpins. The effect on gene expression by the treatment is either
measurement is taken 6 hours and 24 hours after treatment. Combined a plate is defined
by:
1. Plate layout / perturbation type
2. Cell line
3. Measurement time point
A plate defined by CPC005_A375_6H contains drug perturbation samples performed in
the A375 melanoma cell line and gene expression was measured 6H after treatment. Since
there are no replicates on the same plate multiple plates exist with the exact same spec-
ifications CPC005_A375_6H. These are the plate batches. For N plates in a batch the
plates X1, X2, . . . , Xn the wells X1,ij , X2,ij , . . . all contain the same perturbation and are
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Figure 3.2: Wells marked in red are the control samples in the LINCS data. Different plate
layouts can have different locations for controls.
transformed across samples. In the analyzed data there are 11 plate designs for drug per-
turbations (CPC) with 2993 unique compounds, 20 plate designs for knockdown (KD) with
1845 unique target genes with 6114 unique hairpins and 8 plate designs for over-expression
(OE) studies with unique target 2541 genes.
3.3.2 Bias Detection
In order to detect 2D spatial bias, we formulated the problem through a spatial autocorre-
lation framework. Spatial autocorrelation is a 2D space measure to assess how variables at
neighboring locations in 2D space co-vary ([Dale and Fortin, 2002]). The most common way
to measure spatial correlation is by calculating Moran’s I ([Moran, 1950]), which measures
the correlation of signal amongst spatial neighbors (Equation 1):







j tij(Xi − X̄)(Xj − X̄)∑
i (Xi − X̄)2
(3.20)
where N is the number of samples in an array (e.g., a microplate), each X is a variable
(gene), X̄ is the mean of X, and Tij (plate row i and plate column j) is the topology encoded
as a weight matrix (i.e. which wells are neighbors). Tij is a symmetric N ×N matrix with
tij ∈ {0, 1}. tij is 1 if well i is adjacent to well j and 0 otherwise.
Correlation such as the Pearson correlation (cor(X,Y )) measures the covariance of two
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random variables X and Y . In autocorrelation the correlation is calculated on random
variable X and X∗. X∗ is calculated from X by applying a transformation using a topology
function t to it (t(X) = X∗). The topology function can be expressed by a matrix operation
t(X,T ) = TX = X∗ for topology matrix T . The entries tij are weights defining if position
i and position j are adjacent to each other. For our purposes entries of T are 0 or 1. To
calculate the autocorrelation of a gene on a 24× 16 well plate we first encode in matrix T
which wells are adjacent to each other. We then linearize the expression matrix (24 × 16)
to a vector X of length 384 and calculate the correlation cor(X, t(X,T )).
Like Pearson’s correlation, the values for Moran’s I can range from 1 (where the values of the
variables are completely correlated to the values of their neighbors) to -1 (a checkerboard-
like scenario, where every sample is inversely correlated to its neighbors).
3.3.3 Bias Removal
The main assumption in the spatial bias removal is the redundancy of biases across multiple
genes. With redundancy we specifically mean that a bias affects all genes with to a certain
degree. The observed gene expression ê for a gene is composed of the true biological signal
e and additive bias components. For a set of genes size G and well (i, j) on a given plate
with a set of M biases ψm(i, j) of Ψ and the corresponding coefficient matrix C ∈ G×M ,
the observed gene expression can be noted as:
ê(g, i, j) = e(g, i, j) +
M∑
m=1
cgm × ψm(i, j) (3.21)
e(g, i, j) is the true biological gene expression in well (i, j) when all biases are removed
from the observed gene expression. ψm(i, j) ∈ Ψ is a function, representing a bias and Ψ is
the set of all biases that are defined over the coordinates of the plates. In our approach we
specifically search for the bias functions in Ψ that result in significant spatial autocorrelation.
The coefficients cgm ∈ C are defining the impact of the bias n on gene g. The coefficient
cgm stays constant for gene g and bias m is not depended on well coordinate (i, j). A larger
absolute coefficient represents a stronger effect of the bias on the gene expression. In return
the coefficient indicates how much it contributes to the bias with respect to the other genes.
For any of the bias functions we assume that multiple genes are contributing, resulting in
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gene autocorrelation




































Figure 3.3: Systematic spatial bias affecting the LINCS dataset. The violin plots show the
probability distribution for the autocorrelation score (Moran’s I) of a bias-free spatial loca-
tion on a 24×16 microplate (Random, shown in blue); for each the three uncorrected LINCS
subsets (KD, CPC and OE, shown in red); and for their corresponding corrected versions
(shown in yellow). LINCS subsets were corrected using σ = 0.15 for KD experiments, and
σ = 0.35 for CPC and OE experiments.
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non-zero coefficients for this bias. This redundancy is a key attribute of the biases, enabling
the proposed solution of the problem.
To account for spatial biases, we first decompose the expression data into the major orthog-
onal components of variance by Singular Value Decomposition (SVD) ([Golub and Reinsch,
1970], [Alter et al., 2000]):
X = UDV t (3.22)
where X is the G-gene×N -sample matrix (N = I × J , I rows and J columns of the
plate) of expression values, D is a diagonal matrix with the positive singular values d1 >
d2 > · · · > dr > 0 on its diagonal and 0 for all other entries, with r = min(G;N), and
U and V are the orthogonal left- and right-singular vectors, which represent the basis,
eigensamples × genes and eigengenes × samples square matrices, respectively. We compute
the principal components on of Xt using the R function prcomp, resulting in PCs that are
linear combinations of the genes in X. The output is C = UD ∈ G × r, containing the
scaled eigenvectors and a square N×r matrix V containing the principal component values.
The columns of C contain the coefficients describing the linear combination of genes for the
corresponding PC. The PC values in V are the expression values of the eigengenes. The
original gene expression can be back transformed through X = CV t.
Due to the redundancy assumption we expect to find eigengenes that describe bias functions
of Ψ. Each column of V represents a PC and the rows represent samples/wells of the plate.
As such we calculate the Moran’s I spatial autocorrelation for each column of V by mapping
its values to the corresponding plate coordinate. If a principal component shows a significant
spatial autocorrelation the PC represents a function of Ψ as described above.
The autocorrelation score is transformed into a weight determining how much the principal
component should be removed from the data. The weight function is defined asW (x, σ, β) =
1 − 1/(1 + e−β(x−σ)) for autocorrelation score x, β defining the climb of W and σ for the
function offset. σ defines in what range the phase transition from 0 to 1 occurs and β how
quickly (Figure 3.10). For the LINCS data we choose σ that maximizes the average increase
in RS for the three separate datasets KD, OE and CPC (see Section 3.4.5).
From V we compute vector ~w of length m by converting the autocorrelation scores x to
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weights by the weight function W (x, σ, β) = ~w. The higher the autocorrelation of the
column in V the lower the weight applied to it. The function is sigmoidal and ranges from
0 to 1. Unbiased PCs will receive a weight of about 1. We compute the down-weighted PC
value matrix V * from V by V *= V × diag(~w), with matrix diag(~w) of size m × m with
vector ~w on the diagonal and 0 otherwise. We can build a new gene expression matrix
X∗ = CV ∗t with matrix V ∗ from which the biased principal components are removed. The
procedure is shown in Algorithm 2 and 3.
Algorithm 1: Moran’s I computed for every column of input matrix V using plate
topology T computing the spatial autocorrelation. The topology defines which wells
lie next to each other on the plate.
1 function MatrixMoransI (V, T );
Input : matrix V and plate topology T
Output: vector A containing spatial autocorrelation scores
2 begin
3 A← EmptyVector()
4 m← CountColumns(V )
5
6 for i← 1 to m do
7 c← GetColumn(V , i)







The LINCS data is organized in batches of replicate plates. There are 2-5 plates in each
batch in which the cell line, plate layout and measurement time are identical. The LINCS
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Algorithm 2: Removal of gene expression biases using Morans I to detect principal
components with significant spatial autocorrelation.
1 function BiasRemoval (X);
Input : gene expression matrix X and plate topology T
Output: corrected gene expression matrix X*
2 begin
3 /* calculate PCs and retrieve rotation matrix C and PC value matrix
V with X = CV T */
4 C, V ← PrincipalComponentDecomposition(X)
5 A← MatrixMoransI(V , T)
6 A* ← EmptyVector()
7
8 /* for each element of vector A* weigh the spatial autocorrelation
score with the sigmoidal weight function */
9 for i← 1 to Length(A) do
10 weight = WeightFunction(A[i])
11 A* ← Append(A*,weight)
12 end
13
14 /* remove the PCs with strong spatial autocorrelation form the gene
expression */
15 V * ← V × diag(A*)




Algorithm 3: Removal of random PCs from gene expression data until the variance
of the data is reduced by σ
1 function RandomPCRemoval (X,T, σ);
Input : gene expression matrix X, plate topology T and variance to be removed σ
Output: corrected gene expression matrix X*
2 begin
3 /* calculate PCs and retrieve rotation matrix C and PC value matrix
V with X = CV T */
4 C, V ← PrincipalComponentDecomposition(X)
5 V ∗ ← V T
6 σ̄ ← 0
7 /* remove random PC until |σ̄ − σ| < 0.005 by setting random columns of
V T to zero */
8 while |σ̄ − σ| > 0.005 do
9 i = RandomIndex
10 σ̄ ← σ̄ +GetV ariance(i)
11 V ∗ ← SetColumnZero(V ∗, i)
12 end
13
14 /* remove the random PCs form the gene expression */




data has no replicates on the same plate, instead the whole plate is replicated. The re-
producibility score (RS) is a measure as to how similar replicates are across the plates of
a batch compared to all other perturbations. Each well of a batch with N plates can be
defined by i ∈ {A, . . . , P} and j ∈ {1, . . . , 24} and plate index p, k ∈ {1, . . . , N}. X is the
z-score normalized gene expression matrix of all samples in the batch. Xijk is the sample




cor(Xijk, Xijp)/(N − 1) (3.23)
To normalize RS∗ we build a null model for each individual sample of the batch. For this
we select one sample from each of the other plates and re-compute the average correlation.
We calculate a set of 1000 random RS values and fit a normal distribution N(µ, σ2). The
normalized reproducibility score is calculated by RS = RS∗/σ. We define:
∆RS(X,X∗) = RS(X∗)−RS(X) (3.24)
for uncorrected gene expression X and corrected gene expression X∗. Positive ∆RS mean
increased and negative decreased in reproducibility. The pseudo code procedure to calculate
RS is shown in Supplementary Algorithm 4.
As shown in Figure 3.4 the RS* distribution from random sample tuples can effectively be
described as a normal distribution with approximately zero mean (µ = 0). Before correction
the random RS∗ distribution has a higher standard deviation than after correction for the
same sample. This means that correlations between random samples are decreased during
the correction process.
3.3.5 Removal of Random Principal Components
We developed a naive method or removing random PC from the data. For this we apply
the bias correction on all plates of all three datasets (KD, OE and CPC). The naive method
calculates the principal component decomposition X = UDV t for each plate analog to our
method. The singular values on the diagonal of D indicate the amount of variance encoded
in the PCs. We iteratively set a diagonal entry of D to zero until we removed the same
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Algorithm 4: Calculate the normalized reproducibility score for a sample by building
a null model from random mean correlations.
1 function CalculateReproducibility (X,T, i);




4 r ← GetReplicateIndices(X,T, i)
5 /* calculate the mean correlation between sample i and samples in r
*/
6 RS* ← MeanCorrelation(X, i, r)
7 /* build null model of RS∗ for index i */
8 randomRS∗ ← EmptyVector()
9
10 for i← 1 to 1000 do
11 /* One index per plate other than plate of index i */
12 r ← GetRandomIndices(X,T, i)
13 rs ← MeanCorrelation(X, i, r)
14 randomRS* ← Append(randomRS∗, rs)
15 end
16
17 sd ← GetStandardDeviation(randomRS∗)
18 /* The ranodm RS are disributed with a mean of 0 */



































Figure 3.4: The set random RS∗ are used to estimate normal distributions N(µ, σ2).
Random RSs are generally normally distributed with a mean of 0 and varying standard
deviation. On the left panel, the random RS∗ distribution for a sample is shown in uncor-
rected gene expression. The right panel shows the distribution of random RS∗ for the same
sample in bias corrected gene expression.
amount of variance from the plate as the bias removal resulting in D∗. As not the exact
amount of variance can be removed unless we remove the same PCs we allow an error of +/-
ε, for ε = 0.005 of the total variance. Setting entries of D to zero is identical as setting a
column of V to zero. XR = UD∗V t is the residual gene expression and we can compute the
reproducibility scores for all batches for X∗ and XR with [var(X∗)− var(XR)]/var(X) =
+/− ε.
3.3.6 Gene Set Enrichment Analysis
We performed Gene Set Enrichment Analysis (GSEA, (Subramanian, et al., 2005)) between
the values of each PC heavily affected by bias in the LINCS dataset (weight ≥ 0.5) and all
Gene Ontology (GO) Biological Processes ([GeneOntologyConsortium, 2013]), as provided
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by the MSigDB database ([Liberzon et al., 2011]). P-values were corrected according to
the Benjamini-Hochberg procedure ([Benjamini and Hochberg, 1995]). The normalized
enrichment scores of the GO terms were integrated using the Stouffer procedure ([Dattilo
and Kris-Etherton, 1992]), and the 50 terms showing the highest integrated enrichment
across the dataset are shown in Figure 4.
3.4 Results
3.4.1 Bias removal in synthetic data
As a first step we show that synthetic data created with the above bias model can be
successfully corrected with our proposed method. Each gene has random normal distributed
values in each well of a plate. For this we define multiple bias functions Φ = {φ1, φ2, . . . , φ8}
that are defined over the coordinates i, j of the plate.
φ1(i, j) = i× j
φ2(i, j) = −i× j
φ3(i, j) = i× i
φ4(i, j) = j × j
φ5(i, j) = −i× i
φ6(i, j) = −j × j
φ7(i, j) = |j − 8| × |i− 12|
φ8(i, j) = −|j − 8| × |i− 12|
(3.25)
Using Φ we generate synthetic biased gene expression ê(g, i, j) with the Function 3.21 defined
above. e(g, i, j) are random normal distributed values. Not all bias functions are orthogonal
to each other. The method will identify the bias functions as a single bias (e.g. φ1 and
φ2 are not orthogonal). Computing the principal components for the biased synthetic data
identifies the bias functions. Figure 3.5 shows the first 4 PCs of the synthetic data. The
auto correlation for the PC values is strong and the correction will remove them from the
observed synthetic gene expression. To show that the bias removal results in a significant
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improvement to the original gene expression before the biases were added we calculate
the gene expression correlation of z-score transformed samples between original and biased
data before and after correction. Before correction adding bias reduces correlation to the
original expression by more than 0.2 on average. After correction the correlation is close
to 1 (Figure 3.6), indicating that the original gene expression could be reconstituted. We
supply an R script which we used for the synthetic data.
3.4.2 Detection of Spatial Bias in Gene Expression
Consistent spatial bias affecting gene expression profiles was identified in 1825 out of 1894
(96%) of the tested microplates of the LINCS dataset, as evident from observing landmark
gene expression profiles on a display structure that recreates the original microplate sample
positioning (Figure 3.1). We could detect apparent effects on gene expression that were de-
pendent on the sample location on the microplate, which supports the hypothesis that cells
in the microplate suffered from a non-controlled gradient of external perturbation. Since
the visual inspection of gene expression profiles offered such a striking display of spatial
bias, we measured its effects across the dataset in terms of spatial autocorrelation (see Sup-
plementary Methods, Section 2.2). The observed autocorrelation between samples in the
LINCS dataset was significantly higher than expected (Wilcoxon test p-value < 2.2×10−16),
indicating that the location of a sample on a microplate partially determines the detected
transcript abundance of landmark genes (Figure 3.3). This is evident in all the three ex-
periment subsets (KD, OE, CPC). We then applied Principal Component Analysis (PCA)
on the entire dataset and decomposed the gene expression into X = UDV t. We calculate
the autocorrelation for the columns of V analogue to the gene spatial autocorrelation. We
detected that most plates have Principal Components (PCs) with significant autocorrela-
tion. 2,445 PCs were detected with autocorrelation ≥ 0.5 (See Supplementary Methods for
further details).
3.4.3 Bias correction improves Reproducibility Score
We applied the bias correction on all KD, OE and CPC plates and calculated RS before and
after correction. Strict σ values can almost entirely negate the bias from the transformed
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Figure 3.5: The detected
principal components with
significant spatial autocor-
relation in synthetic data.
The functions Φ are en-
coded in the found prin-
cipal components. In PC
space they collapse into 4
distinct biases as the bias
functions are not orthogo-












































Figure 3.6: Improvement of
correlation of ê(g, i, j) and
e(g, i, j) after removal of Φ.
Before correction the added
bias causes the average cor-
relation of gene expression
profiles to be around 0.78.
After the bias removal the
average correlation is close
to 1.
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matrix (Supplementary Figure 2); however, we noticed that this has a negative impact on
the experimental quality of the corrected data in terms of agreement between biological
replicates (Supplementary Figure 3). The KD subset achieved the best results with a more
stringent correction (σ = 0.15) than the other two subsets (σ = 0.35). We then applied these
σ values to each LINCS subset and used them to correct the entire data matrix to obtain a
consistent reduction in spatial bias (Figure 3.3). Globally, the dataset presented an average
of 3.58 significantly biased PCs per plate with a weight ≥ 0.5 (i.e. removal of more than 50%
of their contribution to gene expression). In terms of total variance, the autocorrelation
bias accounted for 22% of the gene expression variability observed in the dataset. Removing
spatial bias allowed us to significantly improve the agreement between replicated conditions
between plates. Our procedure significantly improved the capability of clustering biological
replicates located on different microplates (∆RS mostly positive, Wilcoxon Test p < 10-
100). We observed the highest ∆RS in the KD subset (Figure 3.7). Similar results were
observed in the CPC subset and in the OE subset (Figure 3.8), however with weaker effects,
possibly due to these parts of the dataset generally being less responsive to perturbations
(Supplementary Figure 6). To test this hypothesis we compared the strength of KD and
OE perturbation with ∆RS. CPC samples do not have a direct measure of perturbation
effect. For knockdown samples we show that the fold change of target genes negatively
correlates with RS while in OE the correlation is positive (Supplementary Materials). We
use signature strength (absolute sum of z-score values of a sample) and correlate it with
∆RS. We can show a correlation between signature strength and ∆RS in all three datasets
(Supplementary Materials). In total, 85% of the samples showing significant reproducibility
before spatial bias removal (see Supplementary Materials) had improved RS when compared
to the original expression matrix. In CPC, the average improvement is not as drastic as in
the other two subsets with individual percentages of improved replicate scores at 89% for
KD, 81% for OE, and 68% for CPC.
Removing spatially biased variance, as proposed, thus clearly improves reproducibility;
however, it could be argued that any method that reduces data variance may produce similar
results. Therefore, we show that removal of random principal components has no positive
systematic effect on the reproducibility score. Specifically, we applied a naive method based
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Knockdown perturbation (KD)
Figure 3.7: Effect of spatial bias correction on the reproducibility score (RS) in KD data.
Scatter plot showing RS values before (x-axis) and after (y-axis) spatial bias correction for
the KD subset in 8 cell lines. The colors indicate a Gaussian kernel estimation for the
joint probability density, from blue (low density) to red (high density). The diagonal line
indicates the points where the correction had no effect in terms of RS score.
on the removal of non-statistically significant principal components from the dataset. The
autocorrelation based method significantly outperformed removal of equivalent amounts of
variance from gene expression data using principal components, when tested for overall
replicate agreement in the three datasets (KD, OE and CPC) (Supplementary Figure 7,
Supplementary Algorithm 4). The left three panels show the distribution of fractions #
positive ∆RS / # ∆RS over all batches. In OE and CPC the random removal of PCs
resulted in and average decrease of RS in all batches (fraction ≤ 0.5). In KD most batches
also show a decrease in reproducibility after correction, with only few plates showing a




Figure 3.8: Effect of spatial bias correction on the reproducibility score (RS) in CPC and
OE. Scatter plot showing RS values before (x-axis) and after (y-axis) spatial bias correction
for the KD subset in 8 cell lines. The colors indicate a Gaussian kernel estimation for the
joint probability density, from blue (low density) to red (high density). The diagonal line
indicates the points where the correction had no effect in terms of RS score.
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3.4.4 Biased Biological Processes
To test whether the bias in gene expression affects enrichment analysis we apply GSEA
([Subramanian et al., 2005]) on the individual samples of a plate and calculate the autocor-
relation of z-scores of each biological process in MsigDB. After correction the autocorrelation
of enrichment scores is reduced in all three datasets. We calculate enrichment scores over
the landmark gene signatures for all plates for 323 biological processes from MsigDB with
at least 5 landmark genes and infer the autocorrelation score. Similar to the biases observed
in individual genes biological processes are biased by plate location (Supplementary Figure
8). Processes sorted by average autocorrelation score are shown in Table ?? (for full list see
Supplementary Table 2). The processes are related to homeostasis and apoptosis suggesting
that cells in different plate locations encounter varying growth conditions resulting in gene
expression changes. As shown in Figure 4 the location of the sample on the plate affects
enrichment analysis. Significant down and up-regulation in uncorrected gene expression is
linked to well coordinate. After correction the biases are resolved. Negatively and posi-
tively enriched samples are not spatially separated and there are generally fewer significant
enrichments observed.
Table 3.2: Top 10 biased biological processes (mean autocorrelation) across all plates in
LINCS.
Process Name avg AC
Cation Homeostasis 0.287
Cellular Cation Homeostasis 0.287
Chemical Homeostasis 0.285
Nuclear Organization and Biogenesis 0.284
Apoptotic Nuclear Changes 0.284
Ion Homeostasis 0.279
Cellular Homeostasis 0.279
Energy Derivation by Oxidation of Organic Compounds 0.278
Coenzyme Metabolic Process 0.277
Homeostatic Process 0.273
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Finally, in order to get additional insights about the source of the spatial bias, we performed
the enrichment of functional gene sets on the PCs significantly associated to the spatial
bias (with a correction weight ≥ 0.5) using Gene Set Enrichment Analysis. We noted a
few recurring Gene Ontology Biological Processes ([GeneOntologyConsortium, 2013]) that
were significantly associated to the biased components across the entire dataset (Figure 5).
Specifically we use the columns of the coefficient matrix C from the singular value decom-
position as signatures for the enrichment analysis (see Supplementary Methods). Although
not extraordinarily significant (with adjusted p-values reaching a minimum value 10-7), the
enriched components seem to circumscribe the source of bias into two major groups inversely
correlated to each other and characterized by alterations in (i) cell proliferation and (ii) ion
channel activity. Furthermore, similar PCs could be observed across distinct microplates
and cell lines, indicating that spatial bias affects similar biological processes across different
plates and cell lines.
3.4.5 Down-weighing of biased principal components
Biased PCs have to be removed from the original gene expression. The spatial autocorrela-
tion score has to be transformed into a weight score, where an autocorrelation score should
result in no removal (the weight of the PC should be 1). As a correlation transforming
function we chose a sigmoidal function:
W (x, σ, β) = 1− 1/(1 + e−β(x−σ)) (3.26)
The selection of a weight function that is used to decide how much of a biased component
is removed is a crucial step in the correction process. In the extreme case all components
are removed (e.g. the weight function sets the removal weight to 1 for every spatial auto-
correlation score in (-1,1)), or never removes any PCs (e.g. the removal weight is always
0). The sigmoidal function allows to adjust the weight in the range from 0 and 1 and is
controlled by parameters β and σ. β defines the climb of the function, while σ defines the
offset. Figure 3.10 shows the shape of W (x, σ, β) for σ between the ranges of 0.05 to 0.9.
Figure 3.11 shows the residual bias per gene after correction. For each gene the auto-
correlation is calculated for each plate. The left most density shows the original spatial
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Figure 3.9: Enrichment of two commonly biased biological processes for two example plates.
+ marked wells indicate significant up-regulation and - significant down-regulation. The
left shows enrichment z-scores for uncorrected and the right bias corrected plates. AC is
the autocorrelation score for the enrichment scores. Wells marked with X are experiments
for which gene expression was not available.
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Figure 3.10: Sigmoidal function generated using different sigmas (one line is a sigma), that
convert the observed bias level (x axis) of a PC into the amount of component removed (y
axis). Highlighted are the sigmas that maximize the reproducibility for datasets KD (0.15),
OE and CPC (0.35).
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Figure 3.11: Violin plots showing the distribution of autocorrelation for every gene on all
plates in the original KD, OE and CPC dataset (leftmost plot) and after decreasing the σ
for removal of biased PCs. The selected σ for our analysis was 0.15 for KD and 0.35 for OE
and CPC.
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autocorrelation distribution before bias correction. Most genes show a positive spatial au-
tocorrelation (average of about 0.2). With decreasing σ the bias correction becomes more
stringent removing existing biases even for small spatial autocorrelation scores. For σ larger
than 0.8 there is little difference in the distribution of detected autocorrelation scores. Fig-
ure 3.10 shows that for σ > 0.8 the detected spatial autocorrelation of a principal component
has to be larger than 0.8 to be removed by more than 50%. As σ decreases biased principal
components are removed more efficiently and biases on individual gene level are reduced.
The choice of sigma is adapted to the individual datasets. We separately compute the best
σ for the KD, OE and CPC dataset. The best σ is defined as the one maximizing repro-
ducibility on average for all samples. Overfitting in this case is not given as we maximize
thousands of RSs to fit one parameter. This technique we employ can technically be used
for each plate maximizing a different σ by batch or even plate, but cross validation should
be used to prevent overfitting. For the three datasets the Figure 3.12 shows the mean nor-
malized RS for all samples after correcting for spatial bias with a given σ. For σ of 1 the
correction does not change the data much (RS unchanged). A principal component would
need a spatial bias higher than 0.8 to be significantly down weighted. As σ decreases the
average normalized RS increases and reaches a maximum at 0.15 for KD and 0.35 for CPC
and OE. Accordingly we performed all corrections with the optimal σ for each of the three
datasets. The weight functions used for the three datasets are highlighted in Figure 3.10.
3.4.6 Autocorrelation of Principal Components
The autocorrelation of PCs before and after correction for the first 100 PCs of all plates.
PCs are ranked by captured variance, starting with the PC with highest variance. PCs
with high autocorrelation are the PCs capturing the highest variance in the gene expression
data. As biases affect multiple genes simultaneously the high redundancy of the signal tends
to be captured in higher PCs (Figure 3.13). Observing biases being translated from the
individual gene level to PC space is crucial for the correction method to work as it measures
the autocorrelation on the PC values. Figure 3.13 shows that PCs capturing larger parts of
the variance (PC1, PC2, . . . ). This suggests that spatial biases in gene expression are the
dominant signal in the multi-well derived LINCS data. The average spatial autocorrelation
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Figure 3.12: Mean Reproducibility Scores (y axis) as a function of different sigmas in the
three LINCS subsets. Optimal σ were selected according to these plots and set at 0.15 for
the KD and at 0.35 for OE and CPC.
score for the first PC in all three datasets is higher than 0.4 while after the 30th PC biases
have an autocorrelation score below 0.1. For the LINCS data about 50% of the variance
are captured by the first 30 PCs.
3.4.7 Random variance removal
To compare our bias removal with a naive method we show what happens to the RS when
principal components are removed from the data in general. Instead of only filtering out
PCs which show spatial auto correlation we select random PCs. In Figure 3.7 and Figure 3.8
we show that removing principal components with positive spatial autocorrelation improves
reproducibility compared to uncorrected gene expression. In this comparison we calculate
the PCs the same way as in our proposed method. Then we iteratively choose a random PC
and add a weight of zero to it, effectively removing it from the corrected gene expression.
We keep removing PCs randomly for each batch until we removed the same amount of
variance from each batch as our method would have. As In Figure 3.7 and Figure 3.8
show on average the RS improved after correction. In contrast removing random variance
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PC ranked by captured variance
Figure 3.13: The autocorrelation of PCs before and after correction for the first 100 PCs of
all plates. PCs are ranked by captured variance, starting with the PC with highest variance.
60
compared to uncorrected data. This is shown in Figure 3.14. Each row represents the
individual datasets KD, OE and CPC. The left panel shows the distribution over all batches
and the fraction of samples that improve the RS after removing random PCs. At 0.5 the
PC removal has clear change in RS. Half of the samples have higher RS and half show
lower RS. As shown in the data the majority of samples of a batch in all three datasets
show decreased RS. On the right column we show example batches, each point represents
a sample and the RS before and after PC removal. In the KD example all samples have
a decreased RS after PC removal. For OE and CPC only 27% and 21% of the samples
show an improvement of RS vs 73% and 79% showing a decrease respectively. From this
we conclude that removing PCs only improves reproducibility when PCs are selected in an
informed way. It suggests that spatial autocorrelation of PCs is an informative measure to
identify parts of the gene expression data that are diluting the true biological signal that
effectively reduce reproducibility. The randomization procedure is shown in Algorithm 5.
3.4.8 Perturbation strength affects success in bias removal
Reproducibility can only be improved if the perturbation triggers a measurable change in
the treated cells. In the following paragraph we elucidate techniques that support our
claim that many of the samples cannot be corrected from bias as the treatments did not
result in biological signals that were captured in gene expression. For the three datasets
there is a marked difference in the average normalized ACS that can be achieved before
and after correction. There is a difference in the maximum achieved average improvement
for KD, OE and CPC plates shown in Figure 3.12. In KD data the average RS is 3.5
and reaches a maximum after correction with σ = 0.15 at around 6. For the other two
dataset the gain of improved RS is lower from 1.5 to 1.75 in CPC and 0.87 to 1.03. The
strength of the perturbation plays a key role and KD happen to be usually successful in
triggering characteristic gene expression changes that can be recapitulated more frequently
than in drug perturbations or over expression studies. The strength of a knockdown or
over-expression correlates with change in RS. To show the relationship we correlate the
fold change of the knocked down or over-expressed gene with the change in RS before and
after correction. Figure 3.15 (a) shows a generally negative correlation for knockdowns
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Algorithm 5: Removal of random PCs from gene expression data until the variance
of the data is reduced by σ
1 function RandomPCRemoval (X,T, σ);
Input : gene expression matrix X, plate topology T and variance to be removed σ
Output: corrected gene expression matrix X∗
2 begin
3
4 /* calculate PCs and retrieve rotation matrix C and PC value matrix
V with X = CV T */
5 C, V ← PrincipalComponentDecomposition(X)
6 V ∗ ← V T
7 σ̄ ← 0
8
9 /* remove random PC until |σ̄ − σ| < 0.005 by setting random columns of
V T to zero */
10 while |σ̄ − σ| > 0.005 do
11 i = RandomIndex()
12 σ̄ ← σ̄+GetVariance(i)
13 V ∗ ← SetColumnZero(V ∗, i)
14 end
15
16 /* remove the random PCs form the gene expression */
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Improved Sample Fraction:  0
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Improved Sample Fraction:  0.268





Signal Degradation On Random PC Removal







































Improved Sample Fraction:  0.21
Figure 3.14: This figure shows that applying a random removal of variance does not improve
the Reproducibility Score of the LINCS dataset. On the right, we show a representative
batch with a fraction of improvement similar to the average of the observed dataset (21%).
Therefore, in the example batch (CPC001_HCC515_24H), 21% of the samples improved
while 79% of samples had a lower reproducibility score than without any correction. This
suggests that random variance removal does affect reproducibility negatively and our strat-
egy of variance removal improves reproducibility compared to uncorrected data.
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and a positive correlation for over-expression. As target genes expression is reduced more
successful the larger the benefit from correction leading to higher RS. In over-expression
the correlation is positive as target genes that have a high fold change from the over-
expression have higher RS. To build the distribution we select all landmark genes that
were targeted by knockdown or over-expression studies. For each batch we calculate for
each sample targeting a landmark gene the fold change of the target and the improvement
of RS. For each batch we then compute the correlation between the two variables. The
cause for the lower average RS in OE can be explained the low frequency of successful over-
expressions. Similarly to the knockdown and over-expression strength being correlated with
RS improvement after correction a similar relationship holds with the number of significant
fold changes per sample. Perturbations that have weak biological effect on gene expression
are less likely to benefit from correction as samples with many significantly altered genes.
We define the signature strength as the absolute sum of the z-scores of all genes in a sample.
For each batch we calculate the correlation between the signature strength and the observed
RS change after correction. For the majority of batches there is a positive correlation shown
in Figure 3.15 (b). Signature strength directly influences the change in RS after correcting
for gene expression.Figure 3.16 shows a smooth scatter plot of signature strength vs RS
change. Each batch is corrected through our proposed method and the signature strength
is defined as the sum of absolute z-scores of the genes per sample. We then rank the
signature strengths from highest to lowest per batch and do the same with the change in
RS. Since batches can have different number of plates and samples we divide the rank by the
total number of samples in the batch resulting in values in (0,1]. In all three datasets we can
show a clear trend that signature strength influences RS change positively. Perturbations
effecting gene expression more strongly benefit most from bias correction.
The RS distribution for samples of the three different data sets shows distinct differences
Figure 3.17. KD samples have a high average RS even in uncorrected data. For OE and drug
perturbations most samples fall in an RS range that is close to a random RS distribution.
Figure 3.18 shows the improvement outgoing from initial RS starting points. As shown
in the grey area of the plot are samples that do not have significant RS before correction.
These samples profit the least from the proposed correction method. In a range RS > 3 the
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perturbation strength vs RS change







(a) Correlation of perturbation strength and
∆RS
(b) Correlation of Signature Strength and ∆RS
Figure 3.15: (a) The correlation of target gene expression of KD and OE experiments with
RS change after correction. Gene fold-change of knockdown targets is negatively correlated
to delta RS and gene fold change of over-expression is positively correlated with delta RS.
(b) Distribution of correlation between signature strength and delta RS over all batches
including all datasets (KD, OE and CPC). The stronger the signature strength the higher
the improvement of RS after bias removal.
correction on average improved RS in all three datasets. Even though RS is improved on a
similar scale in OE compared to KD it has to be noted that most samples fall into the grey
area in OE resulting in smaller average net improvement.
3.4.9 Bias removal through weighted control normalization
The DMSO controls on the CPC plates are distributed over the plate (Figure 3.2). For the
KD dataset we used Empty Vector samples as control and in OE all samples labeled with
either UnTrt, LUCIFERASE, lacZ, HcRed or eGFP. As the samples are distributed across
the plate we can potentially use them to correct for spatial bias. We calculate for each
sample the euclidian distance from the well to the control wells and use their distance as
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Figure 3.16: Smooth scatter plot of rank transformed signature strength and rank trans-
formed ∆RS after correction for the three LINCS datasets (KD, OE, CPC).
weights during the normalization. Control samples that are further away from the sample
will have less influence during the normalization. As shown in Figure 3.19 all datasets show
no average increase in RS after applying control based normalization compared to z-score
for the whole sample population. The autocorrelation method significantly increases the
RS compared to z-score normalization in the CPC and KD dataset. In the OE dataset the
average effect is less pronounced.
3.4.10 Bias detection on FDA92 drug screen
Additionally to the LINCS dataset we applied the bias detection on a gene expression
dataset created on the Human Genome U219 96-Array Plate. This FDA92 dataset consists
of expression profiles generated on three cell lines derived from large B-cell lymphoma
(DLBCL). Each of the tree cell lines (OCI-LY3, OCI-LY7, and U2932) was treated with 92
FDA approved drugs at a single concentration of IC20 established for 24H. Measurements
were taken at 6H, 12H and 24H. As a control 4 DMSO samples were placed on each plate
[Woo et al., 2015]). As a result we analyzed 9 plates and a total of 864 samples for spatial
bias.
The ability to detect significant bias on 96 well plates is limited in comparison to 384 well
plates used in the in the LINCS datasets. We can still detect significant biases on single
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Figure 3.17: RS distribution for uncorrected data for KD, OE and CPC dataset. Before
correction KD samples have higher RS than OE and CPC samples. In OE and CPC more
than 10% of samples have an RS larger than 2.5. KD samples have more than 50% of
samples with RS larger than 2.5.
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Figure 3.18: RS change by initial RS value for KD, OE and CPC data. The grey area
represents the samples in RS range of -2 to 2. For the OE and CPC dataset 90% of the
samples fall into this area and about half the samples in KD. Bias correction improves
samples with higher initial RS.
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weighted control normalization (CPC)
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Figure 3.19: Comparison of weighted control normalization and autocorrelation removal
method. For each plate the fraction of RSs that are larger after weighted control normal-
ization are shown.
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gene level. In a first step sample outliers were removed. To identify outliers we compute the
pairwise correlation of gene expression between samples. We then aggregate all correlations
for each sample by summing up the correlations from a sample to all other samples. We
perform a z-score normalization on the sum of correlations and dismiss all samples with a
z-score < -0.5. In total we remove 32 samples from a total of 864 leaving 832 for further
analysis.
All 9 analyzed plates show significant spatial bias, with autocorrelations of at least one of
the first 5 PCs more than 0.6 in each plate (Table 3.3). The dataset poses two limitations
as compared to the LINCS dataset. The number of wells is significantly lower (96 vs 384
wells). The low resolution makes it harder to estimate the significance of an observed
autocorrelation score. While an autocorrelation score of 0.4 would be highly significant for
384 well plate, on 96 wells by random chance such autocorrelations can occur. Another
problem specific to this dataset is that the observed biases are conserved across the plates.
This implies that the bias affects replicates in the same way making them more similar
to each other. In LINCS biases do not tend to follow the same patterns, so correcting
for the bias increases the RS. Removing even only biases with autocorrelation of 0.7 or
more results in decreased RS. The cause of this can be either that the high autocorrelation
score is due to similar effects of the drugs lying next to each other or a consistent biases
environment biasing all plates in a homologous way. The plate design does not indicate
that biases should exist as the drug placement should be random. This suggests that a
constant, invariant bias affects wells across all plates. This however points to an important
observation that should be considered during plate layout design. Replicates should never
be placed next to each in adjacent wells of the same plate and ideally replicate plates
should have scrambled layout designs for each plate. Without statistical proof that bias
removal increases reproducibility it is difficult to justify modification of the data. Would
the replicate plates have had randomized layouts it is likely that reproducibility would have
been significantly improved.
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PC1 PC2 PC3 PC4 PC5
OCI-Ly3 6H 0.230 0.815 0.449 0.206 0.558
OCI-Ly3 12H 0.870 0.308 0.300 0.257 0.179
OCI-Ly3 24H 0.158 0.779 0.443 0.327 0.102
U2932 6H 0.642 0.896 0.086 0.184 0.361
U2932 12H 0.591 0.825 0.308 0.450 0.263
U2932 24H 0.462 -0.194 0.720 0.473 0.598
OCI-Ly7 6H 0.345 0.143 0.316 0.648 0.022
OCI-Ly7 12H 0.321 0.147 -0.048 0.791 0.581
OCI-Ly7 24H 0.157 0.186 0.353 0.693 0.157
Table 3.3: First 5 principal components of 9 plates from FDA92 dataset and their spatial
autocorrelation.
3.5 Discussion
The overarching achievement of transcriptomics is the ability to obtain large quantities of
highly reliable gene expression data representing multiple cellular states. Thus, as dataset
size increases with microfluidic automation, computational approaches for data processing
are becoming more and more important. This study shows that 2D spatial bias, likely asso-
ciated with gradient driven differential conditions affecting the microfluidic setup, is a sig-
nificant source of error that can be effectively detected and corrected. Previous studies have
dealt with similar problems in contexts other than that of gene expression measurement;
however, these studies simply evaluated the issue without proposing a solution ([Harrison
and Hammock, 1988]) or proposed a solution that involved changing the design layout of
the microplates ([Liang et al., 2013]). In other cases, the systematic bias was observed in
high-throughput screening technologies with a reduced set of experimental variables ([Ca-
raus et al., 2015]). No method to our knowledge addresses the spatial bias problem in the
context of multivariate assay scenarios, like the LINCS dataset. Therefore, we propose here
a pure data-driven solution for multivariate gene expression datasets based on reducing the
principal components of the variance most associated with spatial bias. We introduce a
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tunable parameter that can either be set a priori or can be assessed to optimize biolog-
ical replicate agreement in a large multiplate assay. Our solution significantly improved
replicate similarity in the LINCS dataset, an effect that could not be achieved by simply
removing equivalent levels of global and non-specific variance from gene expression profiles.
The optimal parameters differed between specific portions of the LINCS dataset, but every
subset analyzed benefited from the bias removal independently of the analyzed cell line. In
fact, these results strongly support the incorporation of spatial bias analysis and removal
as a critical step in the normalization of all GE-HTS assays. While spatial bias can occur
both before and after cell lysis and nucleic acids extraction presence of spatial bias in bio-
logical process enrichment values on most plates and consistent enrichment of a reduced set
of biological processes on the most biased principal components suggests that part of such
effects are originated prior to cell lysis. Processes most strongly biased on average across
all plates in KD, OE and CPC were associated to homeostasis and apoptosis. Our anal-
ysis of the principal component coefficients shows differential cell proliferation associated
exclusively with the sample positioning on the microplates, a recurring effect that seems
to be independent from the microplate or the cell line affected by the bias. This difference
in cell proliferation can be caused by differential growth conditions of the plated cells, per-
haps due to a gradient in the evaporation of the medium partially connected to the parallel
enrichment of Potassium Channel activity ([Abdul et al., 2002]). No matter how carefully
monitored and executed, any GE-HTS experiment can suffer from such operational bias
issues. The proposed method allows for the detection and correction of the most signifi-
cant location-specific undesired perturbation effects, regardless of the experimental stage
at which they were introduced. Given that the LINCS dataset is the first of its kind, such
spatial bias in multivariate gene expression data has never been observed at this scale be-
fore. Our method is similar to PCA-based noise removal techniques ([Thomas et al., 2002])
since it operates on the Principal Component space in order to improve the measurement
reliability. However, while previous methods remove the low variance components to re-
duce random noise ([Liebermeister, 2002]), our method is the first that specifically captures
location-dependent effects, and decreases their contribution to the corrected dataset. The
R implementation of the spatial bias removal can be found at Appx. A.4.
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Figure 3.20: Association between Gene Ontology Biological Processes (GO-BP) and the
Principal Components capturing most of the spatial bias. (A) Heatmap showing the enrich-
ment in GO-BP gene sets (rows), expressed as relative normalized enrichment score (NES),
for each of the 2445 PCs (columns) most affected by spatial bias (weight ≥ 0.5). Hierarchi-
cal clustering was performed using Euclidean distance and the Ward’s method. The eight
cell lines included in the analysis are indicated by the color scale on top of the heatmap.
(B and C) Gene Set Enrichment Analysis for the most enriched GO-BP term in the upper
cluster (B) and in the lower cluster (C) in their respectively most co-segregating PCs.
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Part IV




High throughput gene expression analysis can be used to predict transcription
factor targets. Especially in a cancer context human derived gene expression
samples have a highly varied underlying genomic background, with each sam-
ple exhibiting its unique set of somatic mutations and copy number variations.
These genomic alterations induce gene expression changes that can introduce
confounding, spurious correlations between independently regulated genes. Al-
gorithms such as ARACNe have a strong bias in detecting regulatory interac-
tions between genes that are in close proximity to each other on the genome.
Results: We use the cancer genome atlas (TCGA) dataset with more than 7000
samples from 17 cancer types to show that the heterogeneity of CNV in cancer
samples influences TF target prediction. We propose a correction removing
transient CNV impact from TF target prediction. Such correction leads to sig-
nificant improvement in TF target concordance between chip-seq and expression
based predictions.
4.2 Introduction
High throughput gene expression studies in human tissues are highly over proportionally
performed in tumor samples and cell lines derived from tumor tissues [Fehrmann et al.,
2015]. Examples of such data sets are the cancer genome atlas (TCGA) and the Li-
brary of Integrated Network-based Cellular Signatures project (LINCS). Algorithms such
as ARACNe [Margolin et al., 2006a] utilize the gene expression information across diverse
sets of samples. The small variations in genomic perturbations allow the reconstruction of
regulatory networks between transcription factors and their targets in cell specific context.
For the reliable reconstruction of genomic regulation differences in a limited context are
needed. Such differences can be extrinsic and intrinsic of nature. The extrinsic effect can
be produced by drug perturbations and gene knockdowns. As the cells are responding to
the external stimulus parts of the genomic regulation become visible by means of measured
mutual information between genes. Intrinsic differences between gene expression samples
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are not caused by external, controlled stimuli. In tumor samples the genomic landscape
causes variation in gene expression. The genomic landscape can be altered through muta-
tions of individual genes, differential histone modification and copy number variation. In
the case of cell lines that provide a homogeneous genomic landscape between samples exter-
nal stimuli dominate the variance between them. On the other side tumor samples derived
from multiple patients have wildly diverse genomic landscapes. Even if tumor samples are
derived from identical tissue the variation in genomic alterations is significant. Events such
as copy number variation can be directly responsible for large fractions of observed variance
between samples. What algorithms such as ARACNe aim to detect is not the direct effect
of genomic alteration to gene expression, but rather the transient signal that it passed from
transcription factor to its targets. The connections between genes and their regulatory in-
fluence on each other are called the regulatory network. Parts of the regulatory network will
be preserved across different cell types and states while other regulatory mechanisms are
context specific. Specifically CNVs pose a serious problem in the identification of transcrip-
tion factor-target interactions. The correlation structure of individual genes is linked by the
underlying correlation of the CNV states of the individual samples. Two genes that lie next
to each other on a chromosome will often share the same CNVs. This is due to the fact that
CNVs usually affect large segments of the genome simultaneously. Whole chromosome arms
are lost opposed to the much rarer focal loss of individual genes ([Beroukhim et al., 2010],
[Mermel et al., 2011]). Not every genes expression is strongly affected by CNVs but for the
genes that are a significant amount of variance can be caused by these genomic alterations.
The total variance of a gene is the sum of many factors such as direct intrinsic and extrinsic
stimuli, indirect stimuli and noise. As direct stimuli qualify effects that target a gene
without passing the signal through another gene first. CNVs and point mutations are
such direct stimuli. Indirect stimuli are caused through interactions between genes and
the underlying regulatory network. The variance from these effects are what can be used
to identify the regulatory interactions between genes. The problem with direct stimuli is
that the variance from such perturbations can be shared between genes, increasing their
pairwise mutual information. However the resulting mutual information does not reflect any
regulatory connection between the two genes. Depending on the level of variance caused
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by direct stimuli vs indirect stimuli reconstruction of regulatory networks can be difficult.
There is a direct linear relationship between CNV and gene expression. The variance of
gene expression explained by the CNV is the square of the Pearson correlation coefficient.
For the above example all transcription factors and their fraction of variance is shown that
can be explained by CNV. As can be seen in this data set most transcription factors are
not affected by CNV too strongly. Still for 25% of the transcription factors more than 20%
of the variance is caused by the underlying CNVs. Tumor drivers are frequently affected
by CNV [Zender et al., 2008]. If a gene is a relevant tumor suppressor for a given cellular
context they will be more likely to have higher amounts of their variance explained by CNV.
When trying to identify tumor drivers with downstream analysis of ARACNe predictions
this effect can be amplified. This variance can cause unwanted correlations as will be shown
later. Correlation of CNV and gene expression introduces biases in target prediction. The
higher the correlation of the gene expression of a transcription factor to the underlying CNV
the higher the observed bias in target predictions. Predicted targets can lie in chromosomal
regions that have similar CNV mutations to the TF of interest. E.g. a gene neighboring
the TF will have nearly the same CNV profile. Before inferring gene interactions based on
gene expression in the context of cancer samples (with potentially high genomic instability)
removing such biases can improve downstream analysis.
Figure 4.1 illustrates the problem on three genes from which two are transcription factors
TF1 and TF2 and one is a gene G regulated by TF1. Each row represents an individual
sample with distinct CNV events (blue for deletions and red for amplifications). Depicted
are the two chromosomes on which the three genes reside. G and TF2 share the same
chromosome. In Figure 4.1 A the scenario shows that TF1 is perturbed by multiple CNV
events in its 4 samples. As TF1 regulates gene G we expect the CNV induced change
in gene expression to affect gene expression of G. In this case scenario A is a desirable
circumstance in which CNV introduces variation that increases the detection of regulatory
interaction TF1 → G. TF2 is not influences from CNV on chromosome a. The second
scenario shown in Figure 4.1 B however poses a problem for TF-target prediction. CNV
events on chromosome b covering genomic loci of G and TF2 introduce covariation between


















Figure 4.1: A) Transcription factor TF1 is a positive regulator of gene G. TF2 does not
regulate gene G. In the samples represented by rows 1-4 CNV events are marked in red for
amplification and blue for deletion. CNVs affecting the expression of TF1 can transiently
increase expression of G (cnv(TF1) → exp(TF1) → exp(G)). The CNV in this case acts
as an additional perturbation increasing the power of detecting correlations between the
two genes. B) CNVs on chromosome b can increase correlations between genes that are
otherwise regulated independently. As G and TF2 simultaneously are affected by multiple
CNV events their correlation increases. Especially for two genes in proximity to each other
correlations can increase significantly in the presence of genomic instability.
genes can misguide TF-target prediction to identify a regulatory relationship TF2 → G.
4.3 Methods
4.3.1 Datasets
For the analysis we use the Cancer Genome Atlas (TCGA) dataset encompassing 17 cancer
types. In total there are 7308 patient derived samples for which gene expression was derived.
Additionally to gene expression SNP arrays for the detection of CNV are available for most
of the same samples providing an ideal basis for the correction of the effect of CNV on gene
expression.
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Subtype ID Cancer subtype EXP count CNV count
BRCA Breast invasive carcinoma 1154 2116
KIRC Kidney renal clear cell carcinoma 579 1082
THCA Thyroid carcinoma 565 1012
PRAD Prostate adenocarcinoma 550 420
LUAD Lung adenocarcinoma 548 1084
UCEC Uterine Corpus Endometrial Carcinoma 541 1071
LUSC Lung squamous cell carcinoma 532 1029
COAD Colon adenocarcinoma 476 918
SKCM Skin Cutaneous Melanoma 375 770
LGG Lower Grade Glioma 370 909
STAD Stomach adenocarcinoma 271 727
OV Ovarian serous cystadenocarcinoma 266 1168
SARC Sarcoma 265 519
BLCA Bladder Urothelial Carcinoma 260 494
LIHC Liver hepatocellular carcinoma 216 408
READ Rectum adenocarcinoma 173 314
GBM Glioblastoma Multiforme 167 1124
Table 4.4: TCGA cancer subtypes and expression profile and SNP array counts.
4.3.2 HMM on gene expression
The additional information of DNA ploidy supplementing gene expression studies (e.g.
TCGA) is rather rare, in most cases of publicly available data set only gene expression
is provided. In such datasets it is possible to detect the underlying CNV by observing
regions on the genome with altered. Additionally to CNV other DNA modifications that
alter gene expression can be detected such as large scale chromatin modifications. Since we
are specifically interested in the detection of TF targets we assume that all gene expression
changes that affect whole regions of the genome containing multiple genes is a confounding
effect due to TF unrelated mechanisms. We base this assumption on our understanding of
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the regulatory mechanism of TFs in which we expect a uniform distribution of TF targets
across the genome. If biases in TF target predictions are present (targets are close to
the TF) a sensitive enough method should be able to detect regional patterns. As in the
detection of CNV from SNP arrays we can apply Hidden Markov Models (1.5). We learn
the parameters of a HMM for every sample separately instead of globally for all samples.
GEnomic instability varies between samples resulting in different parameters for the HMM.
The state transitions and state probabilities are sample specific (e.g. tumor samples with
high genomic instability following p53 inactivation [Livingstone et al., 1992]). For this
we perform a z-score transformation for every gene over all samples of the dataset. We
then learn a HMM which models the output variables (gene expression) distributed by a
Gaussian distribution. As states we use a simplification by just allowing three possible states
discerning diploid (normal), hyperploid (amplification) and hypoploid (deletion) states. As
we are solely relying in gene expression data effects other than CNV can be detected. Since
we a using a z-score transform we are depending on variation between samples. If for
example the same chromosome arm is deleted in all samples this method can not identify
any biased segments. On the other hand it means that there will be no spurious correlations
between genes.
4.3.3 Removal of CNV variance from gene expression
Similar to [Li et al., 2013] we use regression to remove confounding effects in gene expression.
To remove the effect of CNV on gene expression we use regression analysis. Assuming that
CNV and gene expression are linearly correlated we apply linear regression in which the
gene expression of gene G (e(G)) is the depended variable given the CNV values of gene G
(cnv(G)). As such we can model gene expression for parameters β0 and β1:
e(G) = β0 + β1cnv(G) + ε
ê(G) = β0 + ε
(4.27)
ε is an error term, which depends on the quality of the fit between the two variables.
The intercept β0 can be combined with ε. The residuals represent the difference between
the observed variable outcome and the predicted value. As shown in Equation 4.27 ε is
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Figure 4.2: Correction of gene expression using HMM classification of gene ploidy. A)
Expression of PTEN in breast cancer for three predicted CNV states with a LOESS fit. B)
Corrected gene expression; in samples from CNV deletion states expression is increased and
decreased in amplifications.
exactly what is left after removing all CNV effects from gene expression. We replace the
gene expression for every gene with the residuals from the linear regression analysis to get
the corrected gene expression ê(G). Genes that are not affected by the underlying CNV
structure are unchanged as β1 ∼ 0 from which follows that e(G) u β0 + ε = ê(G). In TCGA
most samples provide information about CNV and gene expression. For our analysis we
use the level 3 data provided, which represents the mean copy number estimate of segments
covering the whole genome. The CNV was captured by AFFY SNP 6.0 arrays. In the
following the data can be corrected either by the provided TCGA CNV information of
the predictions from predicted HMM states derived from gene expression. Alternatively
to linear models it is possible to fit the two variables of expression and CNV by a LOESS
or LOWESS (locally weighted scatterplot smoothing) fit [Cleveland, 1981]. The LOESS
fit has some theoretical advantages over the linear fit providing more flexibility as it does
not rely on any underlying assumed function. Figure 4.2 shows the impact of CNV on the
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gene expression of the tumor suppressor gene PTEN in breast invasive carcinoma. PTEN
is frequently mutated across a wide variety of tumor types. Down-regulation or loss of
function increases the activity of the Akt/PKB signaling pathway promoting survival and
growth in affected cells [Fulcher et al., 2004].
4.4 Results
4.4.1 CNV correlations
CNVs span frequently whole chromosomes or chromosome arms. As a result the detected
CNV on a gene level is highly correlated for genes in close proximity. Figure 4.3 shows the
pairwise correlation of gene CNV values across all OV samples. Especially genes residing on
the same chromosome arm share high positive correlations in CNV state. In the example of
ovarian cancer genes on chromosome 14 are all positively correlated while two genes from
either two arms of chromosome X are negatively correlated. This suggests that while one
arm tends to be deleted the other arm is amplified. In general the deletion and amplification
structure of chromosomes builds a complex correlation landscape. Since this CNV corre-
lation landscape directly influences the gene expression correlation landscape the ploidy in
cancer samples introduces a significant bias to gene expression. Correlations are not only
detected locally (diagonal of Figure 4.3), but can also occur between distant areas of the
genome (two chromosomes). This suggests not only an over-representation of predicted TF
targets on the same chromosome, but a bias that follows the correlation landscape shown.
4.4.2 Correlation of gene expression and CNV
CNVs play a major role in the differential expression of genes in tumor subsamples. There is
a strong positive correlation (0.353 in ovarian cancer 4.5) between expression of a gene and
CNV state. CNVs affect highly expressed genes much more pronounced than genes with
low expression. The mean log expression of a gene correlates with 0.676 with the correlation
between gene expression and CNV state. The gene expression is more likely a function of
CNV for genes when the log expression is above 10 (correlation of 0.535) while genes below
a log expression of 10 have a mean correlation of 0.208. Amplifications of genes that are not
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Figure 4.3: Pairwise correlation of gene CNV values across all OV samples. Red indicates
high positive correlation and blue high negative correlation. Entries on the diagonal of
the matrix are representing correlations of genes close to each other. Genes on the same
chromosome arm are generally highly correlated.
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expressed will have no effect on the gene expression. The fact that highly expressed genes
are more likely to be biased by CNV underline the importance to correct for such biases.
The mean correlation of expression to CNV as shown in Table 4.5 is thus a low estimate on
the impact on gene expression regulation.
4.4.3 Comparison of CNV and HMM
The CNV derived from SNP arrays provided in TCGA show positive correlations with the
matching gene expression. Depending on the cancer type the correlation of CNV to ex-
pression varies as shown in Table 4.5. Ovarian cancer, which has generally high genomic
instability, has high numbers of CNV events. As such the average correlation is 0.35. Can-
cer types such as thyroid cancer (THCA) shows only little correlation of 0.08. The state
prediction from HMM shows stronger concordance than CNV from SNP. Other than SNP
arrays HMM can detect genome modifying events other than mutations such as chromatin
modulation additionally to CNV. Additionally to high correlations to gene expression it
also achieves high correlations to SNP array derived CNV measurements. HMM thus mod-
els CNV information fairly reliably, but additionally detects other unknown mechanisms
influencing gene expression on regions stretching multiple genes.
4.4.4 Biases of ARANCe predictions
ARACNe predictions depend on correlations of gene expression of pairs of genes. As shown
in Figure 4.3 the diverse ploidy of genomic regions in cancer samples creates high correlations
between genes close to each other. To test if ARACNe is influenced by CNVs we apply GSEA
on the ranking of genes with highest absolute CNV correlation to lowest absolute CNV for
a TF and all other genes. If predicted targets of a TF are significantly represented in the
signature created this way it suggests a bias in ARANCe towards CNV linked gene pairs.
As shown in Figure 4.4 all 17 cancer datasets result in significant biases for most TFs.
Insignificant TFs are marked in gray. Cancer datasets with the most significant p-values
for CNV bias in ARACNe predictions are OV, LUSC and BRCA with more than 60%
of TFs showing significant bias after Bonferroni correction. As an example Figure 4.5 A
shows that targets of transcription factors tend to be close to the TF for uncorrected gene
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Cancer type expression-CNV expression-HMM CNV-HMM
OV 0.3535 0.4485 0.5969
SARC 0.2701 0.4433 0.4435
LUSC 0.2698 0.4337 0.457
BRCA 0.2513 0.4445 0.3997
BLCA 0.2452 0.414 0.4119
LUAD 0.2421 0.4312 0.3991
SKCM 0.2398 0.4051 0.4179
READ 0.2256 0.3431 0.4577
STAD 0.2211 0.409 0.358
UCEC 0.2119 0.4194 0.3372
GBM 0.2105 0.3086 0.3895
LIHC 0.21 0.35 0.3618
COAD 0.2014 0.3389 0.3967
LGG 0.1835 0.3036 0.3156
KIRC 0.1597 0.346 0.2726
PRAD 0.1458 0.3263 0.2076
THCA 0.08578 0.3365 0.1206
Table 4.5: Correlation of gene expression to CNV states measured by SNP array and HMM
state prediction.
expression. After correcting gene expression from the CNV influence ARACNe the bias is
reduced (Figure 4.5 B).
4.4.5 Comparison to Chip-Seq experiments
The local bias disappears after the correction of gene expression. In order to test if TF tar-
get prediction is improved we run TF target prediction before and after correction (HMM,
CNV) and compare the two derived regulons against the ChEA database [Lachmann et
al., 2010]. ChEA consists of ≈ 320 chip-seq and chip-chip experiments. Figure 4.6 shows
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that there is a significant improvement in TF target prediction for both correction meth-
ods. For the HMM state predictions there is a significant improvement in 12 cancer types
(FDR < 0.1) (Figure 4.6 A). 13 out of 17 cancer types improve. Across all cancer types
the improvement is highly significant with a p-value of 5e−12. For the CNV data there
is a significant improvement in 8 cancer types (FDR < 0.1) (Figure 4.6 B). 13 out of 17
cancer types improve. Across all cancer types the improvement is highly significant with
a p-value of 9.5e−9. Overall the HMM state prediction method is more significant. But
comparing methods directly against each other no statistical difference (p-value = 0.1249)
can be detected (Table 4.6). For HMM correction Cancer types that show no improvement
are Glioblastoma Multiforme (GBM), Colon Adenocarcinoma (COAD), Rectum Adenocar-
cinoma (READ) and Thyroid carcinoma (THCA). As shown in Table 4.5 expression is not
strongly correlated to CNV for THCA, while READ and GBM have only few gene expres-
sion profiles with 173 and 167 samples respectively. READ is significantly improved by the
CNV correction. Also a large difference can be seen in the improvement of LIHC which is
significantly improved in CNV but not significant in HMM. This could also be due to few
available samples to reliably detect HMM states.
4.4.6 Comparison to PPI and Pathway databases
Correlation measures are also widely used to reconstruct other types of biological networks
such as protein-protein interaction networks ([Szklarczyk et al., 2014] [Zhang et al., 2013]).
Networks build on human data often rely on available previously published datasets. Cancer
derived samples are highly over-represented in human gene expression studies compared to
mouse expression samples [Fehrmann et al., 2015]. As such CNV induced correlations can
interfere with such algorithms especially in human context. We use StringDB, containing
499704 high confidence protein-protein interactions. To test the effect on correlation of gene
pairs with reported PPI before and after correction we calculate all pairwise correlations for
each cancer type. We then compare the change in correlation for gene pairs with reported
PPI in StringDB and genes with no reported interaction. Figure 4.7 B shows the changes
in correlation relative to the initial correlation before correction. We calculate the proba-
bility that the correlation increases after correction for genes with known PPI (P (EPPI)).
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Table 4.6: FDR for improvement in ChEA overlap for 17 different cancer types.
Additionally we calculate the probability of an increase in correlation for genes with no re-
ported PPI (P (ENOPPI)). The probabilities are computed for windows of initial correlations
(W = [0.15, 0.2), [0.2, 2.5), . . . ). We plot the probability ratio P (ENOPPI |w)/P (ENOPPI |w)
for w ∈W . We can show that especially for genes with initially high correlations there is a
significant difference between the probabilities of improving correlations for the two groups.
We can show that cancer types with frequent CNV events show more than 5 fold probability
of improved correlation for gene pairs with reported PPI. The difference in probability di-
rectly means that by correcting the gene expression prior to correlation calculation increases
statistical power to predict PPI in most cancer types. The effect is more pronounced for
genes with high starting correlations. This could be due to the fact that gene pairs with
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high positive correlation are frequently artifacts from CNV correlations. True PPI gene
pairs however will not be affected negatively during the correction process.
We calculate pairwise correlation between genes of the same wiki pathway [Pico et al.,
2008] before and after correction. Table 4.7 pathways increased in inter-pathway correlation
significantly. The p-values were calculated by sampling the same number of genes as in the
pathway 1000 times and calculating the difference in mean pairwise correlation before and
after correction.
Wiki Pathway increased cor (p-value)
amino acid conjugation of benzoic acid 5.014e-282
Mismatch repair 1.861e-43






TFs Regulate miRNAs related to cardiac hypertrophy 1.211e-05
Cytoplasmic Ribosomal Proteins 1.395e-05
Table 4.7: Bonferroni corrected p-values of increased inter-pathway correlations.
Additionally we observe significant increase of intra pathway correlations through-out a
large selection of pathway databases. We analyze Reactome, Kegg, Biocarta and Pathway
Interaction Database (PID). In total we analyze correlation changes before and after cor-
rection for 1273 pathways in 17 cancer types. We apply the same 1000 randomizations as
for the wiki pathways to calculate the p-value of change. Figure 4.7 shows the likelihood
ratio of improved correlation before and after correction for 17 TCGA cancer types. Cancer
types with high number of CNV such as OV and BLCA show ratios of more than 4 in PID.
Only cancer types such as LGG, PRAD and THCA show decreased likelihood ratios. This
is consistent with the results from Figure 4.7 A and the correlations between known PPI
gene pairs. The same 3 cancer types show the least improvement. As shown in Table 4.5
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THCA, LGG and PRAD have one of the lowest expression-CNV correlations with correla-
tions of 0.086, 0.184 and 0.146 respectively. OV with the strongest improvement in contrast
has nearly a two fold CNV impact with a expression-CNV correlation of 0.354.
4.5 Discussion
We have shown that expression can be highly dependent on the underlying ploidy of the
cancer samples (4.5). In case CNV information is not available the general CNV structure of
samples can be estimated using a HMM approach. Using cancer derived samples to predict
TF target relationships results in local biases. Gene pairs with high correlation of CNV state
(gene next to each other on the genome) tend to be predicted together (4.4). As a result
TF targets sharing the same genomic region as a predicted upstream TF tend to be highly
overrepresented (4.5). Additionally in confounding TF target predictions other downstream
analysis can be affected. Other methods relying on gene expression correlations ([Zhang et
al., 2013]) are suffering the same obstacles as algorithms sch as ARACNe. Correction of
gene expression can be performed by removing all shared covariation between expression
and CNV or predicted CNV by HMM. We showed that removing effects of ploidy from
gene expression reduces the local bias of TF target prediction. As a result the overlap of
ARACNe predictions and ChIP-seq experiments is significantly increased (4.6) for both the
HMM and CNV method (p = 5e−12 and p = 9.5e−9). The performance of both methods is
comparable and in direct comparison there is no significant difference. Correlation between
genes with PPI is significantly increased compared to non PPI genes with likelihood ratios
up to 19 in OV. Correlations of genes in the same pathway are identically increased across


































































































































































































































Figure 4.5: TF target prediction for ovarian cancer. Each column represents a transcription
factor, sorted by genomic location. The rows represent genes, sorted by genomic location.
TF targets are marked in blue.
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Figure 4.6: Improved overlap to ChEA after CNV correction. Blue bars indicate ChEA
experiments that show higher significance before correction and red bars indicate experi-
ments that improve in significant overlap after correction. A) Improvement of TF target
prediction after correction with HMM state predictions. Individually there is a significant
improvement for 12 cancer types (FDR < 0.1). All cancer types combined show a signifi-
cant improvement with a p-value of 5e−12. B) Improvement of TF target prediction after
correction with CNV data. Individually there is a significant improvement for 9 cancer
types (FDR < 0.1). All cancer types combined show a significant improvement with a
p-value of 9.5e−9.
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Figure 4.7: A) Correlations between known protin-protein interactors have increased cor-
relation after CNV correction. First gene pairs are grouped by initial correlation before
correction. Then the change in correlation is computed for reported PPI and random gene
pairs. The plot shows the probability of a correlation increase for PPI vs correlation increase
for random genes. In the case of OV for gene pairs with initial correlation of 0.7-0.75 PPI
gene pairs are 19× more likely to increase in correlation than non PPI gene pairs. Even
for cancer types with lower CNV impact (THCA, SARC) the probability of improvement
is more than 2 fold for PPI gene pairs. B) Significance correlation change between genes






High throughput gene expression studies have proven to be invaluable in the last decade of
systems biology. Even now it is possible to reverse engineer biological systems by algorithms
such as ARANCe. With the transition from manual to automated experiment execution
the exponential growth in freely available data will continue and open up ways to dissect
biological systems with much higher precision. The field of biology is moving ever faster
from a qualitative discipline to a quantitative one. With the scaling of data production
a thorough understanding and management of unwanted biases is needed. Additionally
traditional algorithms need to be ready to handle the increased complexity of such large
datasets. In the case of ARACNe-AP we have shown that utilizing efficient implementations
of existing algorithms for MI estimation the speed of calculation can be increased 200 fold.
This algorithm design based on simple divide and conquer strategies (related to quicksort
like algorithms) significantly outperforms older implementations in efficiency. A close look
should be spend on the choice of the MI estimator. Several estimators exist, but their ability
to correctly estimate MI varies. Here we showed that methods forgoing the use of strict
partitioning of data into discrete bins outperforms other methods (1.9). One such method is
BSpline which assigns probabilities to a data point for each bin. Additionally these methods
are very simple to implement and run in near linear time for rank transformed data (A.3).
More importantly than the speed-up of current algorithms efficiency improvements might
allow the expansion to higher order interactions with more than two participating genes
such as algorithms Cindy [Giorgi et al., 2014]. As data size grows such interactions can be
reliably captured and the last barrier for whole genome inference is computational cost.
In the context of plate derived gene expression we identified spatial biases affecting gene
expression and biological signals. Depending in the plate location experiments exhibited
systematic up and down regulation of genes as a function of plate coordinate. We analyzed
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the LINCS dataset with nearly 700000 gene expression profiles from 1894 microplates. On
nearly all plates we could detect significant spatial biases in gene expression. Our proposed
data driven solution removes biases without using any biological assumptions. We can show
that especially in the knock-down experiment dataset samples profit significantly and the
reproducibility of replicates is increased. Many samples however are not improved by the
proposed correction and a follow-up analysis revealed that many of the drug perturbations
and over-expression experiments have no reproducible biological signal that could be im-
proved in the first place. This directs to another large problem that is prevalent in systems
biology right now which we only discussed briefly here. Databases such as LINCS pro-
duced more gene expression profiles than any platform before in just one single experiment,
but the quality of individual samples should be critically tested before such data be used
in downstream analysis. With orders of magnitude one should not be hesitant to dismiss
parts of data as in the past. We also tested our spatial bias detection on a dataset of 9
96-well plates. The gene expression in this study was generated with RNA-seq and we can
identify significant spatial autocorrelation on all 9 plates. This suggests that the spatial
bias is not limited to the LINCS dataset and the specific technology that was employed.
Further analysis of the detected biases point to biological causes of the bias rather than
technical artifacts. Cells respond to varying external conditions by actively changing their
gene expression. The PC enriched for distinct biological pathways suggests that biases are
introduced before cell-lysis. The method is a general solution for not only gene expression
but potentially all high dimensional measurements performed on a plate design basis. The
use of autocorrelation is a flexible tool that can capture complex dependencies provided the
topology maps these relationships accurately.
Reverse engineering biological mechanisms from gene expression can further be confounded
by unwanted sources of variation. We have shown that gene expression is highly dependent
on the underlying ploidy when samples come from a cancer context. Most cancer types have
genomic instability to some degree resulting in a heterogeneous collection of deletions and
amplifications. We could show that uncorrected gene expression misguides algorithms such
as ARACNe to predict TF targets preferably in close genomic proximity to the TF. If two
genes are close to each other on the same chromosome they are likely to share the same ploidy
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in any given sample. As such cancer samples would be inappropriate to predict regulatory
mechanisms. As biological regulatory mechanisms are depended on cellular context, relevant
insight in specific cancer subtypes can however not necessarily be studied in normal cells. We
propose a method to remove the impact of CNV on gene expression from gene expression
data prior to TF target prediction and can show that TF target prediction results in a
more uniform target distribution across the genome. Furthermore we can show that the
target predictions are in better concordance with ChIP-seq and ChIP-chip experiments after
correcting gene expression. We show that for gene expression data that is not supplemented
with matching CNV information can still be corrected using a HMM approximation. This
correction resulted in a more significant overlap with ChIP binding assays but resulted in
no significant improvement in direct comparison to CNV correction. We showed that other
methods relying on correlation structures present in gene expression can potentially benefit
from our proposed correction. Correlations between genes belonging to the same pathway
was significantly improved after CNV correction. The same was observed for genes with
reported PPI.
Overall the reverse engineering of biological processes using a big data approach is a promis-
ing application in systems biology. We introduced efficient algorithms to predict TF target
interactions and identified two common biases in gene expression that significantly impact
prediction quality. We hope that the proposed methods will improve predictions in the
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The following code samples are written in the statistical programming language R and are
meant for explanatory purposes. The algorithms are not performance optimized.
A.1.1 MI estimators
1 l i b r a r y ( " entropy " )
2
3 MI_fb <− f unc t i on (x , y , b ins ) {
4 # Calcu la t e rank trans form f o r input data
5 xr <− rank ( x )
6 yr <− rank ( y )
7
8 # D i s c e t i z e data f o r de f ined number o f b ins
9 d i s c = d i s c r e t i z e 2 d (x , y , numBins1=bins , numBins2=bins )
10
11 re turn (mi . e m p i r i c a l ( d i s c ) )
12 }
Algorithm A.1: Calculate MI with fixed bandwidth
1 MI_ap <− f unc t i on (x , y ) {
2 N <− l ength ( x )
3 x <−rank ( x )
4 y <− rank ( y )
112
5 mi <− MI(x , y , matrix ( c (1 , 1 ,N,N) , nrow=1) ,2 , sk ip=TRUE) /N + log (N) # Skips the
ch i square t e s t
6 re turn (mi )
7 }
8
9 i n fo rmat ion <− f unc t i on (N, l ims ) {
10 i f (N ==0){
11 i n f o = 0
12 } e l s e {
13 area <− ( l ims [1 ,4 ] − l ims [1 , 2 ]+1) ∗ ( l ims [1 ,3 ] − l ims [1 , 1 ]+1)
14 i n f o <− N∗ l og (N/ area )
15 }
16 re turn ( i n f o )
17 }
18
19 # Assume number o f samples are always l a r g e r than 4
20 # Skip Chisquare t e s t , Assuming a l l are same
21 MI <− f unc t i on (x , y , l ims , dd=10, sk ip=F) {
22
23 d = dd+1
24
25 # Find the s p l i t t i n g c o o r d i n a t e s and s p l i t the data
26 x3 <− f l o o r ( ( l ims [1 ,3 ]+ l ims [ 1 , 1 ] ) / 2)
27 y3 <− f l o o r ( ( l ims [1 ,4 ]+ l ims [ 1 , 2 ] ) / 2)
28
29 I <− l i s t ( )
30 I [ [ 1 ] ] <− i n t e r s e c t ( which (x<=x3 ) , which (y<=y3 ) )
31 I [ [ 2 ] ] <− i n t e r s e c t ( which (x<=x3 ) , which (y>y3 ) )
32 I [ [ 3 ] ] <− i n t e r s e c t ( which (x>x3 ) , which (y<=y3 ) )
33 I [ [ 4 ] ] <− i n t e r s e c t ( which (x>x3 ) , which (y>y3 ) )
34 Ns = c ( l ength ( I [ [ 1 ] ] ) , l ength ( I [ [ 2 ] ] ) , l ength ( I [ [ 3 ] ] ) , l ength ( I [ [ 4 ] ] ) )
35
36 # Store the l i m i t s o f the new groups
37 repmat <− f unc t i on ( a , n ,m) { kronecker ( matrix (1 , n ,m) , a ) }
38 Lims = repmat ( l ims , 4 , 1) # Div ides area with four p a r t i t i o n s
39 Lims [ 3 : 4 , 1 ] <− x3+1
40 Lims [ c (2 , 4 ) , 2 ] <− y3+1
41 Lims [ 1 : 2 , 3 ] <− x3
42 Lims [ c (1 , 3 ) , 4 ] <− y3
43
44 # Calcu la t e the expected value o f po in t s in each group assuming uniform
d i s t r i b u t i o n
45 expected <− l ength ( x ) /4∗ matrix (1 , nrow=1)
46 t s t <− sum ( ( expected−Ns) ^2/ expected , na . rm=T)
47 mi <− 0
48
49 i f ( sk ip==T | t s t > 7 .8 & any ( apply ( Lims==repmat ( l ims , 4 , 1 ) , 1 , a l l ) )==F) {
50 f o r ( i in c ( 1 : 4 ) ) {
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51 i f (Ns [ i ] > 2) {
52 mi <− mi + MI( x [ I [ [ i ] ] ] , y [ I [ [ i ] ] ] , matrix ( Lims [ i , ] , nrow=1) , d)
53 } e l s e {
54 mi <− mi + in format ion (Ns [ i ] , matrix ( Lims [ i , ] , nrow=1) )
55 }
56 }
57 } e l s e {
58 mi <− mi + in format ion ( l ength ( x ) , l ims )
59 }
60
61 re turn (mi )
62 }
Algorithm A.2: Calculate MI with adaptive partitioning
1 l i b r a r y ( " s p l i n e s " )
2
3 MIspl ine <− f unc t i on (x , y , bins , s p l i n e s=NULL) {
4
5 # Calcu la t e rank trans form f o r input data
6 xr <− rank ( x )
7 yr <− rank ( y )
8
9 # Compute b s p l i n e va lue s f o r lookup . Rank trans form a l l ows precomputation .
10 # S p l i n e s lookup can be precomputed and passed as a parameter
11 i f ( nco l ( s p l i n e s ) < 2) {
12 b = computeSpl ines ( bins , l ength ( x ) )
13 }
14 e l s e {
15 b = s p l i n e s
16 }
17
18 # Transform rank in bin p r o b a b i l i t i e s
19 xb = b [ xr , ]
20 yb = b [ yr , ]
21
22 # px = py
23 px = colSums ( xb ) / l ength ( x )
24
25 # Calcu la t e j o i n t p r o b a b i l i t y
26 pxy = t ( xb ) %∗% yb
27 pxy = pxy/sum( pxy )
28
29 # Calcu la t e MI
30 pxpy = px %∗% t ( px )
31 pdq = pxy/pxpy
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32 lpdq = log2 ( pdq )
33 lpdq [ which ( lpdq == −I n f ) ] = 0
34
35 re turn (sum( pxy∗ lpdq ) )
36 }
37
38 computeSpl ines <− f unc t i on ( bins , s i z e ) {
39 bb = ( 1 : ( bins −1)∗ s i z e ) / b ins
40
41 # Use bs func t i on from the s p l i n e package to c a l c u l a t e d i s c r e t e
42 # s p l i n e va lue s f o r rank transformed data
43 b = bs ( 1 : s i z e , degree =2, knots=bb)
44
45 # Correct the border c o n d i t i o n s f o r f i r s t and l a s t s p l i n e
46 # ( at every rank p o s i t i o n the sum of a l l s p l i n e s i s 1)
47 b [ , 1 ] = 0
48 b [ , 1 ] = 1−b [ ,2 ] −b [ , 3 ]
49 b [ bb [ 2 ] : nrow (b) , 1 ] = 0
50 b [ , b ins ] = rep (0 , s i z e )
51 b [ , b ins ] = 1− b [ , bins −2]−b [ , bins −1]
52 b [ 1 : ( bb [ bins −2]) , b ins ] = 0
53 b = b[ , − nco l (b) ]
54
55 re turn (b)
56 }
Algorithm A.3: Compute MI using bspline fuzzy binning.
A.1.2 Spatial bias removal
The spatial bias correction algorithm is applied on a gene expression matrix and well-sample
associations. The program is implemented in R.
1
2 # Calcu la t e the topology f o r a p l a t e . The p l a t e l a b l e s should match
3 # the r e g u l a r e x p r e s s i o n [A−Z] [0 −9 ]{1 ,2}
4 getTopology <− f unc t i on ( p la t e l ab , rownumber , colnumber ) {
5 l = l i s t ( )
6
7 # Mark w e l l s o f the p l a t e that do not have gene e x p r e s s i o n
8 cont = matrix (0 , rownumber , colnumber )
9
10 # Decode p l a t e l a b e l to we l l c o o r d i a n t e s
11 s1 = subs t r ( p la t e l ab , 1 ,1)
12 row = as . numeric ( subs t r ( p la t e l ab , 2 ,3) )
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13 c o l = match ( s1 , toupper ( l e t t e r s ) )
14
15 cont [ cbind ( row , c o l ) ] = 1
16
17 l [ [ 1 ] ] = row
18 l [ [ 2 ] ] = c o l
19 l [ [ 3 ] ] = cont
20
21 names ( l ) = c ( " row " , " c o l " , " f i l l e d " )
22
23 re turn ( l )
24 }
25
26 # Calcu la t e the Moran ’ s I s t a t i s t i c f o r a random v a r i a b l e
27 pcacorr <− f unc t i on ( c lu s t , f i l l e d ) {
28 cora = matrix (0 , dim ( c l u s t ) [ 1 ] , dim ( c l u s t ) [ 2 ] )
29
30 # Calcu la t e c o r r e l a t i o n o f random v a r i a b l e the the average va lue s o f
ne ighbor ing w e l l s
31 f o r ( i in 1 : dim ( c l u s t ) [ 1 ] ) {
32 f o r ( j in 1 : dim ( c l u s t ) [ 2 ] ) {
33
34 div = 0
35 i f ( f i l l e d [ i , j ] == 1) {
36 f o r ( k in max(1 , i −1) : min ( dim ( c l u s t ) [ 1 ] , i +1) ) {
37 f o r ( v in max(1 , j −1) : min ( dim ( c l u s t ) [ 2 ] , j +1) ) {
38 i f ( ! ( i==k && j==v ) ) {
39 i f ( f i l l e d [ k , v ] == 1) {
40 div = div+1





46 i f ( d iv == 0) {
47 f i l l e d [ i , j ] = 0
48 }




53 re turn ( cor ( c ( c l u s t ) [ which ( c ( f i l l e d )==1) ] , c ( cora ) [ which ( c ( f i l l e d )==1) ] , method
=" spearman " ) )
54 }
55
56 # Sigmoidal func t i on to down−weight b iased P r i n c i p a l components
57 co rMod i f i e r <− f unc t i on (x , o f f s e t =0.1 , cl imb =18) {
58 y1 = 1/(1+exp(−cl imb ∗ (x−o f f s e t ) ) )
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59 re turn ( y1 )
60 }
61
62 # Remove s p a t i a l b i a s g iven gene e x p r e s s i o n matrix , the topology o b j e c t
63 # and the o f f s e t parameter f o r the down weight ing o f b iased PCs
64 removeBias <− f unc t i on ( data , topo , o f f s e t =0.1) {
65 # Apply z−s c o r e norma l i za t i on f o r every row o f gene e x p r e s s i o n
66 data = t ( s c a l e ( t ( data ) ) )
67 data [ i s . na ( data ) ] = 0
68
69 # Calcu la t e p r i n c i p a l components
70 pp = prcomp ( t ( data ) )
71
72 c l u s t = matrix (0 ,max( topo [ [ 1 ] ] ) , max( topo [ [ 2 ] ] ) )
73
74 f o r ( i in 1 : nco l (pp$x ) ) {
75 c l u s t [ cbind ( topo [ [ 1 ] ] , topo [ [ 2 ] ] ) ] = pp$x [ , i ]
76 b ia s = pcacorr ( c lu s t , topo [ [ 3 ] ] )
77 pp$x [ , i ] = pp$x [ , i ]−pp$x [ , i ] ∗ co rMod i f i e r (max(0 , b i a s ) , o f f s e t )
78 }
79
80 # Reconstruct the gene e x p r e s s i o n with downweighted PCs
81 re turn (pp$ r o t a t i o n%∗%t (pp$x ) )
82 }




B.1 Usage guide for ARACNe-AP
ARACNe-AP is implemented as a standalone program to calculate gene regulatory networks
from gene expression and allows some configuration and different modes in which it can be
run. Here we introduce the input file format and parameters.
TF list
ARACNe requires a list of genes (TF) for which all pairwise mutual information will be
computed to all genes provided by the expression file. If genes in the file to not match
any gene in the expression file they will be ignored. Text file, containing one gene identi-











A text file, tab separated, with genes on the rows and samples on columns. The first row
must start with the keyword "gene" followed by the sample ids. The following rows start
with gene identifiers followed by the expression values for the corresponding samples. The
gene identifier have to match the gene identifier used in the TF-list (e.g. entrez gene id or
gene symbol).
Expression
gene sample1 sample2 . . .
g397 9.123 8.529 . . .
g6701 13.730 11.942 . . .
g8422 7.429 6.995 . . .





-d Optional second expression file. In case of two expression
files TF expression is used from file specified at -e and
target gene expression from -d.
-t TF list
-o Output folder path
--calculateThreshold Run ARACNe to establish MI threshold. Threshold file
output is used saved in output folder. In consecutive
ARACNe run the output folder should stay the same. The
program will look for the threshold file in the output folder.
--consolidatepvalue P-value threshold for the Poisson test of edge significance
in multi-bootstrap mode (if omitted, it is set to 0.05).
-s Optional seed, to make the threshold mode and the boot-
strap reproducible. A different seed has to be used for
every bootstrap run if seed parameters are used.
--threads Number of threads used.
--nodpi DPI will not be used to prune network.
--nobootstrap All samples are used to calculate MI.
--nobonferroni Bonferroni correction (based on the number of edges) from
the ARACNE Poisson consolidation step is omitted.
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Example 2: run 100 reproducible bootstraps

























Example 5: run a single ARACNe run with no bootstrap with
different expression inputs for tfs and targets
java -Xmx5500M
-jar /path/to/aracne
-e tfs.dat
-d targets.dat
-o outputFolder
-t tfs.txt
--threads 8
--pvalue 0.00000001
--nobootstrap
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