We give a necessary and sufficent condition which characterizes which continuous solutions of a multivariate Goldie functional equation are Popa homomorphisms and so deduce that all continuous solutions are homomorphisms between multivariate Popa groups. We use this result to characterize as Popa homomorphisms smooth solutions of a related more general equation, also of Levi-Cività type.
Introduction.
A Popa group on a real topological vector space X [BinO6] is obtained from ρ ∈ X * , a continuous linear map ρ : X → R, by defining, analogously to the real line context, the circle operation, as briefly first used by Popa [Pop] and Javor [Jav] , and extensively latterly in the theory of regular variation [BinO2, 4, 6] :
and applying it to the open set G ρ (X) := {x ∈ X : 1 + ρ(x) > 0}.
We fix such a group and recall the associated Goldie functional equation originally of (univariate) regular variation [BinO2] for the pair (K, g) :
interpreted now with g : X → R + := (0, ∞), K : G ρ (X) → Y, and Y again a real topological vector space. Here we call K the kernel, g the auxiliary function following usage in regular variation theory, where this equation plays a key role, see e.g. [BinO6] . This equation is a special case of the Levi-Cività functional equation [Lev] , [Stet, Ch. 5 ] (for the wider literature, see [AczD, Ch. 14, 15] ). We shall also study the generalized Goldie equation for the triple (K, h, g) :
which reduces to (GF E) for the choice below (for ρ ∈ X * ) of h(u) = η ρ (u) := 1 + ρ (u) .
For fixed K : G ρ (X) → Y and continuous linear map σ : X → R take g(u) = g σ (u) := η σ (K(u)) = 1 + σ(K(u)); (g σ ) then (GF E) reduces to the Popa homomorphism equation from G ρ (X) to G σ (Y ) :
For fixed ρ and given pair (K, g) satisfying (GF E) we identify below necessary and sufficient conditions on g so that there exists a linear σ = σ g with g = g σ as in (g σ ) above. From there we deduce that such a σ g always exists and is unique, and is continuous provided K(X) is a 'closed complemented' subspace of Y (see Proposition 1A §3). This extends to continuous functions on arbitrary linear domains the one-dimensional situation first recognized in [Ost, Th. 1] .
Initially we are concerned only with continuous pairs (K, g) satisfying (GF E), and then we regard X, Y and (for the most part) also ρ as fixed. If context requires, we refer to the equation as (GF E-ρ). We will require stronger regularity assumptions when we study (GGE) in Section 4; these will eventually imply that h ≡ η ρ = 1 + ρ for some ρ ∈ X * .
It emerges that intersections of the null spaces of various additive maps on X are of central significance. So, we put 
Of particular interest is
So we begin with a study of the auxiliary function g corresponding to a given solution (K, g) of (GF E).
Auxiliary functions: multiplicative nature.
We learn from Lemma 1 that g is ρ-multiplicative in the sense of (M) below, and so γ is ρ-additive. When context permits we omit the prefix.
Lemma 1 (cf. [BinO2, 4] , [Ste, Prop. 5.8] ). If (K, g) satisfies (GF E) and K is non-zero, then g is ρ-multiplicative:
and so γ is ρ-additive:
= 1 except at 0, then g(tu) takes one of the two forms:
(1 + tρ(u)) γ(u) for ρ(u) > 0, e γ(u)t for ρ(u) = 0.
Proof. By associativity of • ρ ,
and this yields (M) on comparison with
Put g u (t) := g(tu); then
So g u : G ρ(u) (R) → R + and satisfies (GF E) on the real line. This case is covered by established results, e.g. [BinO4] , yielding the cited formulas.
Remark. After we have proved Theorem 3 below, we will be able to write
whence, from the real context of [BinO4] , K u (tu) is proportional to one of:
This is implied by the Switching Lemma (Lemma 5), itself a corollary of Theorem 3 below.
We will see now that we are not constrained to having recourse to scalars by studying only the radial case g u . We can further describe g(x) explicitly by studying its associated 'index ', γ(x) , to borrow a term from extreme-value theory (EVT), for which see e.g. [HaaF, p.295] or [BieGST, §2.1]. Below we distinguish between linearity (in the sense of vectors and scalars), which γ exhibits only on N (ρ), and its more general property of ρ-additivity. To see the difference note that, for a fixed u with ρ(u) = 1 and any other w with ρ(w) = 1, taking x = tw in the principal formula below gives
Theorem 1 (Index Theorem). The auxiliary function g of (GF E) is ρ-multiplicative and its index ρ-additive.
So, for any u with ρ(u) = 1,
is linear and α(u) = 0. In particular, for any w ∈ G ρ (X) g(tw) = (1 + tρ(w)) γ(u)/ log 2 for ρ(w) = 0, g(tw) = e tγ(w) for ρ(w) = 0.
Conversely, for α additive and β a parameter, the following function is multiplicative:
Proof. By Lemma 1, γ satisfies (A). So γ : G ρ (X) → G 0 (R) = (R, +). Here γ(N (ρ)) ⊆ R = N (0). By an instance of a theorem of Chudziak [Chu2, Th. 1] as amended in [BinO6, Th. Ch., cf. Th. 4A] , for any u with ρ(u) = 1,
Then, taking x = tu ,
as ρ(tu) = t. For w with ρ(w) > 0, take u = w/ρ(w). Then
So if none of x, y, x • ρ y are in N (ρ), then (with t = 1):
as required.
As for the converse, for α additive and β constant,
, and N * (γ) is both a vector subspace and a G ρ (X)-subgroup of N (ρ).
Proof. By Lemma 1, γ is additive on G ρ (X), so linear on N (γ), by continuity of γ. The remaining assertions are clear.
Our main result follows. This is motivated by attempting an operation on the image K(X) utilizing a solution (K, g) of the (GF E) via:
which faces an obstruction, unless K(x 1 ) = K(x 2 ) implies g(x 1 ) = g(x 2 ), i.e. g(x 1 − x 2 ) = 1.
Inducing a Popa structure in Y from (GF E).
We now turn our attention to inducing a Popa-group structure on Y from a pair (K, g) satisfying (GF E). Below we denote by S the linear span of a set of vectors S.
Theorem 2. For (K, g) satisfying (GF E), there exists σ such that g = g σ iff one of the following two conditions holds:
Then σ is uniquely determined on K(X).
Proof. We first establish necessity. We suppose the pair (K, g) satisfies (GF E) with g = g σ for some continuous linear σ : Y → R. Then since σ(K(u)) = 0 iff g σ (u) = 1, N (σ) ∩ K(X) = K(N (g σ )).
By [BinO6, Theorems 4A and 4B], either K(N (ρ)) ⊆ N (σ) or K(N (ρ)) ⊆ K(u) σ for some u ∈ X with σ(K(u)) = 0, i.e. with g σ (u)) = 1. That is:
Sufficiency follows from Propositions 1A and 1B below. Uniqueness is straightforward: see Lemma 3.
Our main tool is Theorem 3 below. This asserts radiality, the property that the kernel function maps points on u to points on K(u) , and, furthermore, specifies precisely the linkage between the originating vector tu and its image K(tu) = λ u (t)K(u). The dependence is uniform through one and the same link function λ but with its parameters, the growth rates of the auxiliaries along u at the origin, varying continuously (given the 'smoothness' assumptions below).
To state it in a form adequate to cover both (GF E-ρ) and (GGE), we need several definitions and a Lemma. Notice that (GGE) implies that
so if h(0) = 0 and g(0) = 0 the map K is trivial; likewise if g(0) = 0 and h(0) = 0. Since Theorem 3 asserts that K(tv) = λ(t)K(v) for some monotone function λ, w.l.o.g. we standardize the auxiliary functions in (GGE), by taking h(0) = g(0) = 1. This then agrees with the counterpart values of (GF E) by Theorem 1.
Definition. 1.
For an arbitrary topological vector space X, say that f :
is differentiable at 0. That is, the following limit exists:
, and h is locally Gâteaux differentiable at 0. 2. Following the Index Theorem (Th. 1 above), the standard multiplicative radial function g : R → R with parameters ρ, γ is defined by
Thus g γ,ρ is locally Gâteaux differentiable at 0. 3. We define the function λ : R → R (with parameters γ and ρ in R), to be termed the Popa link or conjugacy function on account of its role below:
This function first arises in the context of GF E(K, g) as a map G ρ (R) → R with parameters ρ, γ and λ satisfies the equation (GF E-λ) below. But given smoothness assumptions, as it plays an equivalent role in (GGE), it is convenient to derive its properties in the more general setting. Its key elementary properties are summarized in the following Lemma.
Lemma 4. The Popa link function λ is separately continuous in t and in its parameters, with λ(0) = 0 and λ(1) = 1 and satisfies the equation
Except for γ = ρ = 0, the equation λ(t) = t has a unique solution t = 1.
Proof. We compute
The following result extends [BinO6, Th. 3A] .
Theorem 3 (Radiality and Linkage).
with the usual L'Hospital convention when the directional derivatives are zero. Thus
In particular, K is Gâteaux differentiable:
and the function λ u satisfies a corresponding scalar (GGE):
Proof. As before, for fixed u ∈ X, put
Context permitting, abbreviate this to • g etc. Starting from u and v := K(u), we define a pair of sequences of 'powers', by iterating the two operations • ρ and • g . These iterates are defined inductively:
Then, for n 1,
Motivated by the case
the recurrence ( * ) justifies associating with the iterates above a sequences of 'coefficients' a := (a n (.)), b := (b n (.)), by writing v n g = a n (u)K(u), u n h = b n (u)u.
Then K(b n (u)u) = a n (u)K(u).
Solving appropriate recurrences arising from ( * ) for the iterations u n+1
Replacing u by u/n,
Here a m (u/n)a n (u/n) −1 = (g(u/n) m − 1)/(g(u/n) n − 1) or m/n if g(u/n) = 1.
First suppose for all large n that g(u/n) = 1. Fix t. For each n ∈ N choose m = m(n) ∈ N, so that t(n) := m(n)/n → t, and write
by the mean-value theorem with 0 < ε n < 1/n. Then as n → ∞, since
Note that this still holds even if g(u/n) = 1 for infinitely many n. For then a m (u/n) = n, and a m (u/n)/a m (u/n) = m/n → t; furthermore,
Again this still holds even if h(u/n) = 1 for infinitely many n. For then b m (u/n) = m, and b m (u/n)/n = m/n → t; furthermore, again h ′ u (0) = 0.
Solving for s and substituting for t in terms of s gives for c(u) :
This yields K(su) = λ u (s)K(u).
The final assertion is now immediate.
Theorem 2 and Corollary 1 below will imply as immediate our first main result, Theorem 4 below, on the existence of σ g . Corollary 1. For g α,β as in Theorem 1 above, the restriction K α,β |N (ρ) is linear on N * (α). Furthermore, either (N A ) holds:
or else K α,β |N * (α) = 0, and then (N B ) holds:
g|N * (α) ≡ 1, and so additivity and hence (by continuity) linearity is immediate. If N (ρ) = N (α), then K|N (ρ) is linear. Otherwise N * (α) is of co-dimension 1 in the subspace N (ρ) [Con, 3.5.1] . In particular, we may choose and fix v 2 ∈ N (ρ)\N (α). Now take v 1 ∈ N * (α) arbitrarily. Then as v 1 , v 2 ∈ N (ρ) by commutativity and (GF E) :
(as e α(v 2 ) = 1).
That is, K α,β |N * (α) = 0, and, by Theorem 3, K α,β (N (ρ)) = K(v 2 ) .
The defining formula ( †) of the link function involves all the standard homomorphisms between different scalar Popa groups (i.e. Popa groups on R with (η ρ ) in §1 specialized to ρ ∈ R), as summarized below in Theorem BO ( [Ost] ; [BinO4, 5, 6] ).
Then the lifting Ψ : R → R of ψ to R defined by the canonical isomorphisms log, exp, {η ρ : ρ > 0} is bounded above on G ρ iff Ψ is bounded above on R, in which case Ψ and ψ are continuous. Then for some κ ∈ R one has ψ(t) as below:
Theorem 3 may now be interpreted as a shuffling via the link function of these Popa homomorphisms: explicitly, Theorem 3 may be read as saying (see Corollary 2 below) that for a given pair (K, g) solving (GF E), the kernel K induces a map between the canonical scalar Popa homomorphisms.
Corollary 2. For (K, g) a solution of (GF E) and fixed u ∈ X, with ρ(u) > 0 and γ(u) = 1, put a(u) := e ρ(u) − 1.
Then:
Proof. (i) Since ρ is additive, by definition of a :
(1 + a(u))(1 + a(v)) = e ρ(u)+ρ(v) = e ρ(u+v) = 1 + a(u + v).
That is,
As α := a(u) = 0, we may use the transformation η α (s) := 1 + a(u)s, and put
Then as a(u) := e ρ(u) − 1 and c(u) := γ(u)/ρ(u), by Theorem 3
(iii) As in (i) above
Substitution into the result in Theorem 3 yields the assertion.
As a further corollary of Theorem 3, we now have the following radial version of a familiar result (see e.g. [BinGT, Proof of Lemma 3.2 .1], [BinO2, Th. 1(ii) ], [BojK, (2. 2)], [AczG] , [BeiGST, Lemma 2.3] ), here written as switching between tu and u. (We have indeed already encountered a skeletal version in Corollary 1.)
Lemma 5 (Switching Lemma). For continuous (K, g) solving (GF E) with K(u) = 0 and with g = 1 on u ρ except at 0 :
Proof. Here u = 0 (since K(0) = 0, by (GF E)). As u ρ is abelian [BinO6] ,
As K(u) = 0 and g(su) = 1 for s = 0, by Theorem 3 we may represent K(tu) as Towards the end, note the reversal of the initial passage to the representation (R).
Lemma 6 (Non-triviality Lemma). For g continuous satisfying (M), if g(u) = 1 and ρ(u) = 1, then g(tu) = 1 for t = 0.
Proof. Like K, γ := log g satisfies (GF E),but in the simpler additive form (A). By Theorem 3, as γ(u) = 0 (so that "γ(u)t if γ(u) = 0" does not occur),
So for t = 0, γ(tu) = 0, and so g(tu) = 1.
Below we say that a vector subspace of Y is closed complemented if it has a closed algebraic complement, i.e. a topological complement. In the context of Y a Banach space, algebraically complementary subspaces are automatically topologically complementary [Con, Th. 13 .1].
Proposition 1A. If (K, g) satisfies (GF E) and (N A ), that is,
Proof. Here K|N (ρ) is linear, and so K (N (ρ) ) is a vector subspace of Y.
W.l.o.g. there is u ∈ X with: ρ(u) = 1, K(u) = 0 and g(u) = 1. We assume for now (see below) that Y = K(X) , the span here being assumed a complemented closed subspace.
We begin by defining a continuous linear map σ :
certainly holds for the one vector x = u. We first decompose K into summands and likewise g into factors, by projection along u . On these we act with σ, as σ has non-zero effect only on the K-image u . Thereafter we reassemble the components.
As ρ(x − ρ(x)u) = 0 and g(x − ρ(x)u) = 1,
Since x − ρ(x)u ∈ N (ρ) and the two null spaces coincide (and are closed), σK(x − ρ(x)u) = 0, so applying σ to the decomposition gives
As K(u) = 0 and g(u) = 1 we may put (by Theorem 3)
with λ w defined by the formula of Theorem 3. By (A1) and applying σ to (A2)
This completes the action on the K side. We decompose g similarly by (M), as N (ρ) = N (g),
We now act on the g side.
By the Non-Triviality Lemma (Lemma 5), g u (tu) = 0 for t = 0, so we may apply the Switching Lemma (Lemma 4). So
as g(u) − 1 = 0. That is,
We now reassemble the components to prove that (Eq) holds for all vectors x ∈ X.
Combining (A6) with (A4) and (A1) gives
This completes the reassembly. If Y = K(X) , choose in Y a subspace Z complementary to K(X) and define σ as above on K(X) ; then extend by taking σ = 0 on Z. Proposition 1B. If (K, g) satisfies (GF E) and (N B ), that is,
for some w ∈ K(N (ρ)), then g = g σ for some linear σ : Y → R which is continuous, provided K(N * (γ)) is closed complemented.
Proof. Here V 0 := N * (γ) is a subgroup of G ρ (X), as
and so K|V 0 is a homomorphism from G ρ (X) to Y . As in Proposition 1A, we work with a linear map, namely K 0 := K|V 0 , as V 0 is a subspace of N (ρ).
In summary: V 0 is a vector subspace of N (ρ), and K 0 :
In N (ρ) choose a subspace V 1 complementary to V 0 , and let π i :
= K 0 (π 0 (v)) + K(π 1 (v)).
Here K 0 π 0 is linear and g(v 1 ) = 1, unless v 1 = 0, as then v 1 /
for some scalar α and v 0 ∈ V 0 . So w.l.o.g.
The following defines a continuous linear map σ : Y → R :
So (Eq) holds for the two vectors x = v 1 and x = u.
As with (A6) in Proposition 1A, via the Switching Lemma,
Since v i are in N (ρ),
Using (σ B ) and applying σ gives K(u) , this span being assumed a closed subspace, choose in Y a subspace Z complementary to K(V 0 ), K(v 1 ), K(u) , define σ as above on K(V 0 ), K(v 1 ), K(u) ; then extend by taking σ = 0 on Z.
Theorem 3 (Existence Theorem). If (K, g) satisfies (GF E), then there is a unique linear map σ : Y → R such that
The map σ is continuous, provided K has closed complemented range.
Proof. By Corollary 1, one of (N A ) or (N B ) holds, and so either Proposition 1A or 1B implies the existence of σ, and its continuity conditional on K having closed range. Its uniqueness is assured by Lemma 3.
The generalized Goldie equation
This section is devoted to demonstrating in Theorem 4 below that (GGE) is reducible to (GF E) given reasonable smoothness assumptions at the origin. Our main tool is Theorem 3 above, and we will also use the Index Theorem.
Our first result identifies a known partially 'pexiderized' variant of the Gołąb-Schinzel equation, (P GS) below, studied in [Chu1] , [Jab1] ; see [Jab2] for a fully pexiderized equation. The solution is given by h(t) := 1 + ρt, for ρ = 0, and then: g = g γρ = (1 + ρx) γ/ρ ; 1, for ρ = 0, and then:
Proposition 2 (Radial Equivalence). For each w ∈ X with K(w) = 0,
In particular, if the auxiliary h satisfies the Gołąb-Schinzel equation, then g satisfies a partially pexiderized Gołąb-Schinzel equation: ρ (for some parameters γ, ρ) , and conversely if g has this form, then g satisfies (GS).
Proof. We compute in two ways the action of K on
We consider the two sides of the equality K(u+h(u)v+h(u+h(u) 
Here
Likewise,
on replacing w appropriately. Now for K(w) = 0, apply Theorem 3.
To proceed further we need to examine one special case. The result below will be applied to variables a, b, w ranging over u , say. It is convenient to suppress the subscript u in K u etc. We again write ρ(u) = h ′ u (0), γ(u) = g ′ u (0). and (D2) that h(su)(1 + ρ(su)) (γ/ρ)−1 = g(su).
On substitution back into (D1) with s fixed, using the identity But h(su)(1 + ρ(su)) (γ/ρ)−1 = g(su), as required.
Theorem 4. For X a normed vector space and (K, h, g) solving (GGE) with K non-trivial (i.e. there is w ∈ X with K(w) = 0 and λ w = id) : if h and g are locally Gâteaux differentiable at 0, and the Gâteaux derivative of h at 0 is continuous and linear, then for some ρ ∈ X * h(u) = 1 + ρ(u) (u / ∈ N (K)) with ρ := Dh(0).
So (K, • ρ , g) solves (GF E) with g multiplicative. That is, for any u with ρ(u) = 1, The remaining assertions then follow from the Index Theorem.
