megastudies and the potential advantages of megastudies, as mentioned by Balota, Yap, Hutchison, and Cortese (2012) , Brysbaert, Keuleers, and Mandera (2014) , and Keuleers and Balota (2015) .
-------------------------
Insert Table 1 about here -------------------------The megastudy approach was made possible by technical advances that allowed researchers to collect and analyze large-scale databases. In this respect, they are part of the big data movement currently seen in science at large (Boyd & Crawford, 2012; Howe et al., 2008; Wu, Zhu, Wu, & Ding, 2014) . In language research, the movement has been most prominent in natural language processing (NLP) where billion word corpora are used to algorithmically derive word and text features (Cambria & White, 2014) . In addition, increasingly large databases are collected that address typical psycholinguistic variables, such a word processing times and word features derived from human ratings.
Another motivation behind megastudies has been the realization that scientific progress not only relies on falsification but also on verification. For a long time, verification was the cornerstone of the scientific method, until Popper (1934 Popper ( , 1963 convincingly argued that falsification is a stronger test. However, the logical advantage of falsification does not imply that verification has no place in scientific research. Specifically related to word research, the concern has grown that the thousands of theory-driven, small-scale factorial studies testing specific hypotheses do not answer broad questions such as: Which word characteristics explain most of the variance in word recognition times? Are the measures of these characteristics good or can they be improved? Are the existing word features enough to explain all differences in word processing times or do we need more of them?
Studies focusing on the statistical significance of small-scale effects are good for theorydriven, detailed questions but should be embedded in more general, descriptive information about the phenomenon under investigation, to make sure that the hypotheses tested apply to phenomena of a worthwhile size and are examined accurately. The wider information is provided by datasets that acknowledge the importance of exploration and verification in scientific research, in addition to falsification. Table 2 summarizes the strengths and the weaknesses of falsification and verification in scientific progress (Brysbaert & Rastle, 2013; Ward, 1998 ).
Insert Table 2 about here -------------------------Analyses of megastudies are ideal for verification, but can also be used for hypothesis-driven falsification (Kang, Yap, Tse, & Kurby, 2011; Kuperman, 2015) . With respect to Kousta et al.'s (2011) research question, for example, it is perfectly possible to draw the data for the selected stimulus set from a megastudy database. Moreover, it is possible to automatically draw random samples repeatedly according to the same criteria, to see how well the finding generalizes beyond the specific sample studied (Kuperman, 2015) . 1 A final advantage of megastudies is their statistical power. Many factorial designs include too few stimuli and participants (Vankov, Bowers, & Munafo, 2014) , increasing the chances of spurious effects being published (Kühberger, Fritz, & Scherndl, 2014; Open Science Collaboration, 2015) , of flexible data collection and analysis being applied to get 'promising' trends beyond the statistical significance threshold (Francis, 2012; Simmons, Nelson, & Simonsohn, 2011) , and of demand characteristics playing a role in item selection (Forster, 2000; Kuperman, 2015) . Megastudy data can also be used to check the generality of a newly found effect by means of virtual replications, and to check whether the stimuli across conditions were properly matched.
Variables affecting performance in lexical decision tasks
As indicated above, one of the aims of megastudies is to find out which variables affect word recognition and what their relative importance is. Word recognition megastudies thus far mainly involved lexical decision and word naming (there are two studies with progressive demasking : Ferrand et al., 2011; Lemhöfer, Dijkstra, Schriefers, Baayen, Grainger, & 1 It is, of course, also possible to use regression analysis for falsification. This will be particularly interesting when the effect is reasonably large and the variable present for many stimuli in the megastudy data. Zwitserlood, 2008) . With respect to lexical decision (the task used in the present study), the following conclusions were reached.
First, there is good evidence that word frequency is the most important variable to predict lexical decision times and accuracy levels, at least if a good frequency measure is used. For all databases, word frequency correlates most with reaction times (RT). Yap and Balota (2009) reported that it accounted for over 40% of the variance in RT for monomorphemic words (both monosyllabic and multisyllabic) in the English Lexicon Project (see also Brysbaert & New, 2009 ). Ferrand et al. (2010) observed that 38% of the variance in RTs in the French Lexicon Project could be accounted for by frequency. Similar figures were reported by Keuleers, Diependaele, and Brysbaert (2010) for the Dutch Lexicon Project and by Keuleers et al. (2012) for the British Lexicon Project. The last two databases only include monosyllabic and disyllabic words.
A variable coming close to word frequency in the percentage of variance accounted for, is age-of-acquisition (AoA), the age at which the word was learned first. However, because
AoA is highly correlated with word frequency (r = -.63 for 30,389 ratings collected by Kuperman, Stadthagen-Gonzalez, & Brysbaert, 2012) , the percentage of additional variance accounted for after word frequency has been partialed out, is typically in the order of 5%.
Word familiarity also correlates highly with lexical decision times but it is uncertain whether it still explains unique variance once word frequency and AoA are taken into account (Brysbaert & Cortese, 2011; Ernestus & Cutler, 2015) , at least in a typical sample of university students (Kuperman & Van Dyke, 2013) .
Two more variables that seem to matter are the number of letters and syllables in a word:
Word processing times are longer for long words and words containing several syllables.
Word length accounts for 16% of the variance in English Lexicon Project (ELP), but for only 7% in the Dutch Lexicon Project (DLP) and the French Lexicon Project (FLP). The most likely reason for this difference is that in ELP all nonwords were made by changing a single letter in a word, whereas in DLP and FLP care was taken not to have a correlation between nonword length and word similarity. The percentages of variance accounted for by syllable length were 10% in ELP, 5% in DLP, and 2% in FLP. Because of the intercorrelations between the variables (short words tend to be of high frequency and acquired earlier), the percentage of additional variance accounted for by both variables is considerably smaller if they are entered after word frequency and AoA.
A final variable that seems to account for a decent part of variance in lexical decision times is the similarity to other words: Words that are orthographically similar to other words are responded to faster in lexical decision than words with unique letter sequences. This effect is usually explained by assuming that lexical decisions are partly based on the overall activation in the mental lexicon: When the overall activation exceeds a certain level, a word response is initiated before the target word itself has been identified (Andrews, 1997; Grainger & Jacobs, 1996) . The overall activation is higher when a target word activates many similar word forms than when it is a hermit. A measure that seems to capture most of the variance due to word similarity is the orthographic Levenshtein distance OLD20 (Yarkoni, Balota, & Yap, 2008) . It accounts for 20% of the variance in ELP, against some 5% in DLP and FLP. Again, the most likely origin of this difference is the strong word length effect in ELP because of the nonwords used. OLD20 is highly correlated with word length and, therefore, the additional variance it explains after the other variables have been taken into account is considerably less.
There is some discussion about whether the word length effect could be an OLD20 effect in disguise (Yarkoni et al., 2008) . If that is the case, the length effect would disappear if entered after OLD20.
Variables that do not seem to account for much variance in lexical decision times, are related to the phonology of the words. The study addressing phonological variables in greatest detail is Yap and Balota (2009) . They reported that word onset only accounts for .7% of variance in lexical decision times for the monomorphemic words in ELP, and that the stress pattern was no longer significant if entered after frequency, word length, and similarity to other words.
Semantic variables also predict a surprisingly small percentage of additional variance in lexical decision times, even though these effects are usually significant. Juhasz, Yap, Dicke, Taylor, and Gullick (2011) reported that the semantic variables imageability, sensory experience ratings (how much does the meaning of a word involve sensory experiences), and body-object interaction ratings together accounted for less than 1% of additional variance. To further examine the impact of semantic variables, we included the concreteness ratings recently collected by Brysbaert, Warriner, and Kuperman (2014) and looked at how much variance in the ELP data they accounted for after the other variables had been entered. Table 3 shows the results. The contribution of concreteness in this analysis (largely limited to lemmas 2 for which there were concreteness ratings) was no longer significant (either when tested linearly or nonlinearly). Table 3 about here Brysbaert, and Warriner (2014) reported that, for the ELP words with affective ratings, word valence accounted for an additional 2% of the variance (mainly because positive words are responded to faster) and arousal for .5% of the variance (highly arousing words are responded to more slowly). Other papers report that 1% extra variance may be accounted for by interactions between the variables (Cortese & Schock, 2013; Kuperman et al., 2014) . In general, the effects of the non-frequency variables are smaller for high frequency words than for low frequency words.
All in all, it looks like some 63-64% of the variance in the ELP lexical decision times can be accounted for by the variables we have at present. No big gain is to be expected from other variables correlating with any of the just mentioned word characteristics. Indeed, none of other variables listed on the ELP website substantially improved the fit of the model reported in Table 3 . This raises the question whether 64% represents the degree of variance in ELP that can be accounted for by word features, or whether we are missing some variable.
Word prevalence
Keuleers, Stevens, Mandera, and Brysbaert (2015) recently proposed a new variable, word prevalence, which may explain a decent share of the variance. They started from the observation that some low frequency words seem to be better known than predicted on the basis of their corpus frequency, as illustrated in Table 4 . The table contains 10 English words with a frequency of 0 according to SUBTLEX-US (Brysbaert & New, 2009 ) and HAL (Balota et al., 2007) . However, the words in the left column are words arguably known by many people, whereas the words in column 2 are unknown to many.
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A lemma is the uninflected, base form of a word. It is the form typically included in a dictionary. Table 4 about here
Although it is tempting to try to collect a language corpus that better reflects the difference in subjective frequency between the left and the right column of Table 4 (see the Discussion), Keuleers et al. (2015) opted for another strategy. They decided to use data from a very large group of participants who had answered whether they knew a word or not. The resulting percentages were seen as a measure of word prevalence, the degree of diffusion in the population.
When Keuleers et al. (2015) entered word prevalence as a predictor in a model trying to predict the lexical decision times of DLP, they observed that the variable added some 10% extra variance to the model (which further included word frequency, length, and OLD20).
Unfortunately, because DLP only contains monosyllabic and disyllabic words (many of which were inflected), the new variable could only be tested on 7,800 words, most of which were short words.
In the study below, we repeat Keuleers et al. (2015) but this time with a new study in which lexical decision data were collected for 30,000 words of various lengths. As the word prevalence measure is most informative for lemmas, only such forms were included in the list.
In addition, AoA and concreteness ratings were collected for all words (Brysbaert, Stevens, De Deyne, Voorspoels, & Storms, 2014) , so that, for the first time, we can run a full analysis on the word prevalence measure and see how it affects the impact of the existing set of variables. Importantly, we were not interested in whether word prevalence would predict the accuracy rates for the words (which is a no-brainer), but whether it would predict the reaction times to the words known by the participants.
Method

Participants
A total of 81 participants finished the experiment, 40 for the first list and 41 for the second list. 
Procedure
Each participant started with a one-hour startup session at the university. In that session, a reading questionnaire was filled in and the Lextale tests for Dutch, English, French and German were administered (Lemhöfer & Broersma, 2012; Brysbaert, 2013) .
The participants brought their own laptop to the lab and we installed the software for the lexical decision task on it. The software was written in C using an updated version of the Tscope library (Stevens, Lammertyn, Verbruggen, & Vandierendonck, 2006) , which runs on the latest versions of Windows and OS X. During the installation we made sure that the laptop could properly trace the vertical synchronization signal of the screen. Two participants had laptops that failed the test (early Windows Vista computers); they were given netbooks from the Department to use.
Once the software was installed, the participants did two practice blocks of 200 number decision trials. In that task, all two-digit number from 00 to 99 appeared. In the other half of the trials one digit was replaced by a letter, and the participants had to indicate whether the stimulus was a two-digit number or a letter-number combination. In the first block of practice trials the participants received trial-by-trial feedback about their response: On error trials the stimulus re-appeared on the screen in red and stayed on for an extra 1000 ms. After the first number block there was no trial-level feedback anymore; feedback was given at the end of the block. The practice blocks were used to make sure that participants clearly understood the response assignment and had the necessary familiarity with binary decision making.
After the two practice blocks the participants were sent home to run the experiment at their own speed in blocks of 500 trials. In each block there were pauses every 100 trials and feedback about mean reaction time and accuracy was provided at the end of the block. After each block the participants were asked whether they wanted to run a new block right away or later. If the accuracy of a block was below 75%, the participants were warned that they had to work more accurately. If the average reaction time of a block was more than 1000 ms, the participants were asked to work faster. The instructions stressed that if they got one of the warnings for more than three blocks in a row the experiment would self-abort. Participants were asked to complete the experiment in a time period of four weeks, but this was no strict requirement (i.e., they easily got an extension if they had made good progress). The procedure was the same as in DLP (Keuleers et al., 2010) , except for the fact that the participants were allowed to work at home.
Each trial began with two fixation bars above and below the center of the screen. After 500 ms the lines were replaced by the stimulus, which appeared in the gap between the lines and stayed on for 1500 ms or until the participant responded, whichever event occurred first.
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After the response the screen was cleared and a new trial began 500 ms later.
All participants responded 'word' with their dominant hand and 'nonword' with the other hand. The response keys were the S and L keys of the computer keyboard.
All data were stored on the participants' computer. No intermediate results were sent over the internet. This meant that the participants could run the experiment whenever and wherever they wanted, even when no internet connection was available.
The trial-data were pre-randomized and stored in encrypted files (one file per block) on the participants' computers. The results were also stored in an encrypted file per block. This ensured that a) the participants could not see the stimulus list in advance, b) they could not tamper with their output file, and c) if something went wrong with the program a maximum of 500 trials were lost. The program kept track of the blocks the participant had finished and automatically presented the next one.
The participants were asked to send an email about their progress after every 15 blocks. After the last block was finished, they came back to the university to transfer their results and to receive payment.
This procedure is preferred in our lab over a fixation cross, because the cross may mask the central letter. There was enough space between the lines so that the word could be presented without any visual superposition.
Stimuli
We started with a list of 29,601 words and for each word a matched nonword was generated using the Wuggy algorithm (Keuleers and Brysbaert, 2010; available from http://crr.ugent.be/Wuggy). This list was split randomly in two sublists, with the restriction that when a word was assigned to one list the matched nonword was assigned to the other list.
In-between the making of the list and the test, we found 415 extra interesting words 4 , which were distributed over both lists without matched nonwords. As a result, the first list contained 15,008 words and 14,800 nonwords and the second list contained 15,008 words and 14,801
nonwords.
Participants were assigned alternately to one of the lists. For each participant the words and nonwords were reordered at random, without any restrictions on the number of words/nonwords that could appear in consecution or per block of trials. The randomized lists were then cut in blocks of 500 trials each. The first two blocks of 500 trials were repeated at the end of the experiment, just before the final block of 308 (or 309) trials. All in all, participants completed 62 blocks.
Results
In line with an open data policy, all data discussed in this article are freely available on our website (http://crr.ugent.be/) and on the Open Science Framework website (https://osf.io/jfkvw/). There are two files with the raw data of DLP2 (one related to the stimuli; the other to the participants) and summary files (at the word level) for DLP2 and word prevalence.
Reaction times and accuracy in DLP2
Block 60 and 61 were exact replications of blocks 1 and 2. For the accuracy analysis we used the results of blocks 1 to 59 + block 62 (the first occurrence of each item); for the reaction time analyses we used the results of blocks 3 to 62. As can be seen in Figure 1 , this reduced the impact of the learning effect on RTs, which was particularly strong in the first two blocks.
The average correlation between block 1 and block 60 was 0.25, that between block 2 and block 61 was also 0.25, which is higher than the overall reliability (The ICC(C,1) reliability was 0.16). These correlations show that the RTs in both blocks were interchangeable except for the overall longer RTs in the early blocks (see Cortese, Hacker, Schock, & Santo, 2015, for a similar finding).
Reliability of the DLP2 measures
Reliability analyses were run on the reaction times (RTs) and the accuracy scores. For the RT analyses, some basic cleaning was done. First, items with accuracies below 65% were removed. For the remaining items, all trials with error responses were removed. Finally, outlier RT cutoffs were computed per block, participant and lexicality using the adjusted boxplot method (Hubert & Vandervieren, 2008) . The adjusted boxplot is similar to the regular boxplot, but acknowledges the fact that RT distributions are skewed by computing boundaries that are not symmetrical around the median.
To find out which dependent variable is best, we started by computing several RT averages per item: a) on the untransformed RTs or z-transformed RTs per participant per block; b) on RT in milliseconds or the response rate per second (1000/RT); c) on the observed RTs only or on RTs with the missing data estimated using an imputation method that adjusts for item mean, participant mean and the overall variance in the data. The latter matrix is interesting, because it allows all types of analyses (factor analyses, component analyses, item analyses, …), which require full datasets.
To get an idea of the stability of the RT averages, the reliability was estimated using ICC(C,k)
-the consistency type Intraclass Correlation Coefficient for the average of k participants (Shrout & Fleis, 1979 , McGraw & Wong, 1996 . Table 5 shows the results (as well as those of a similar analysis of the DLP data).
5
Another way to correct for practice effects, is to work with z-scores per block (Balota et al., 2007; Keuleers et al., 2010) . Table 5 about here
The results show that the reliability of the two item lists was about equal to that of DLP. This means that the reliability of the study was not attenuated by the fact that the participants did the task at home instead of in a laboratory room (which is interesting information for further megastudies). The second finding is that reliability was higher for z-scores: Removing between-block and between-participant variance from the RTs increases the reliability of the mean. The third finding is that the reliability of the response rate was higher than the reliability of the RTs. Table 5 does not include the results of the imputed data, as imputation did not affect the ICC (this was the aim of the imputation method: imputing the data without artificially increasing the ICC estimate).
Another way to estimate the degree of systematic variance in the database is to correlate the dependent variables of the present study with those of other studies. There were 7,530 items in common between DLP and DLP2. Table 6 shows the correlations between both datasets, together with the intraclass correlations calculated for the set of shared words. The observation that the correlation between tests is lower than the reliabilities of the tests themselves indicates that some of the systematic variance is experiment specific. Two elements that may have led to experiment-specific variance are that DLP only included short words and had inflected word forms on nearly half of the trials. The nonwords of DLP also shared these characteristics. Table 6 about here
Another dataset available for Dutch is BALDEY (Ernestus & Cutler, 2015) . This contains auditory lexical decision times for 2,780 words of which 1,160 were in common with DLP2
(the other words in BALDEY nearly all were inflected forms). The correlations between DLP2 and BALDEY for the raw RTs and the accuracies are shown in Table 7 . They show that in particular the correlation between RTs is limited, meaning that there are interesting differences between auditory and visual lexical decision times to be investigated. Table 7 about here
Predictors of the DLP2 lexical decision times
Now that we have assessed the usefulness of the DLP2 data, we can address the core question of the present study: To what extent does word prevalence account for variance in lexical decision times?
6 Although the reliability of the standardized RTs is higher, we will work with the raw RTs, because this variable is easier for the reader to relate to. The findings we report generalize to the other response time measures.
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For each word we had the following predictors:
-Word frequency: This is a word frequency measure based on subtitles, similar to the SUBTLEX-NL word form frequency published by Keuleers, Brysbaert, and New (2010) .
The new measure, however, is based on a larger corpus (120 million words instead of 41 million) and has also been cleaned better for optical character recognition errors and other spelling errors present in the corpus. This frequency measure correlates slightly better with the DLP2 RTs and accuracies, and, therefore, is preferred over the original SUBTLEX-NL measure, also because the larger database makes the estimate of the dominant part of speech more reliable. Word frequencies are expressed in Zipf values (van Heuven, Mandera, Keuleers, & Brysbaert, 2014) . They equal log10(frequency per billion words) and have the following interpretation: Zipf values 1-3 = low frequency (i.e., equal to or less than 1 per million words), Zipf values 4-7 = high frequency (i.e., equal to or more than 10 per million words). The problem of zero frequencies in the SUBTLEX-NL word list (i.e, assigning a frequency to words that were presented in the experiment,
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A similar question for the accuracy data is less interesting, because inherently there is a high correlation between word prevalence and word accuracy (r = .75 for the words in common between DLP, DLP2, and the crowdsourcing study), as word prevalence measures how many people know a word. 7 The percentages of variance accounted for were 53.6% for zRT, 52.9% for rate, and 56.5% for zrate.
but not in the SUBTLEX-NL corpus) was dealt with by using Laplace smoothing (i.e., by using observed frequency plus one and changing the denominator to take into account the extra unobserved frequencies; Brysbaert & Diependaele, 2013 ).
-Word length:
The number of letters in the word.
-Syllable length:
The number of syllables in the word.
-Age-of-acquisition: Age at which the word is thought to have been learned (based on ratings provided by university students; ).
-Concreteness: Degree to the word refers to an experience-based entity. Measured with a 5-point Likert scale ).
-Old20: The similarity to other words, calculated on the basis of the Celex vocabulary (Yarkoni et al., 2008; Keuleers, 2015) .
-PoS: Dominant part of speech of the word (is the word most often used as a verb, a noun, an adjective, an adverb, a function word, or a number word).
-Word prevalence: Measure of the number of people who knew the word in a crowdsourcing study involving over 100 thousand participants from Flanders, the Dutchspeaking half of Belgium (Keuleers et al., 2015) . Expressed as probit values. These are the z-values corresponding to the percentages known when the latter are considered as the cumulative probability function of the standardized normal distribution. So, a word known by 2.5% of the participants gets a word prevalence value of -1.96; a word known by 97.5% of the participants gets a word prevalence value of +1.96; and so on. The percentages known were based on an item response theory analysis (calculated by means of a mixed effects analysis) in order to correct for response biases in the participants (in particular the bias to say they knew the word when this was not true; the bias was measured by taking into account the 'acceptance rate' for nonwords). Table 8 shows the intercorrelations between the various predictor variables and the RTs from DLP2. As in Table 3 , the analysis was limited to the words that were recognized by at least 67% of the DLP2 participants (N = 24,560). After word frequency, word prevalence had the highest correlation with RT. At the same time, the correlation between word frequency and word prevalence is moderate (r = .51), indicating that both variables measure partially different aspects of word knowledge. As can be seen, word prevalence accounted for an extra 6% of the variance in RTs even after all the other variables had been introduced. Also the dominant part of speech (PoS) made a difference, particularly because responses to the function words and the number words were slower than predicted on the basis of the other features (see below). Table 8 about here
An interesting statistic to gauge the specific contribution of each predictor, independent of the other predictors, is to see how much extra variance it accounts for after all the other variables have been entered. 8 As can be seen in Table 9 , word prevalence resulted in the highest R²
change. This analysis also shows that the number of syllables no longer seems to have an effect, once all other variables are taken into account. Table 9 about here
To further test the robustness of the findings, we also ran cross-validation regression tests (using the validate() function of the rms package in R, run with 1000 bootstrap replications).
All findings (including the percentages of variance accounted for) were replicated, in line with the observation that overfitting is unlikely for the present analysis given the small number of predictors and the large number of observations.
The maximum variance each predictor accounts for is easily obtained by squaring the correlation between the predictor and the RT in Table 8 . The true contribution of each dependent variables lies between the minimum and the maximum depending on the order in which the variables are entered in the hierarchical regression analysis. For instance, word frequency accounts for 33.0%, 3.7% or somewhere in-between depending on whether it is entered first, last or inbetween in the hierarchical regression. Another way to test the robustness of the effects is to make use of the variability in the data and to run mixed effects models on the complete dataset. This, however, increases the number of data lines from 24K to almost 1M. We aborted the lme4() R program after 10 days of running, but were able to run the analysis on the new package developed by Bates in Julia (https://github.com/dmbates/MixedModels.jl, available at 05/19/2015). The results were comparable.
Interactions between the predictors
To test Cortese & Schock's (2013) finding of an interaction between AoA and word frequency (the AoA effect was stronger for low frequency words than for high frequency words), we included all two-way interactions in the regression model. Given that number of syllables did not have a significant effect, it was left out of consideration. Table 10 shows the results of the analysis. Table 10 about here
A first thing to notice in Table 10 is that the addition of the two-way interactions only adds 3.6% of the variance explained with no interaction term explaining more than .5%. This indicates that the interaction effects do not change the main effects dramatically (i.e., there is no evidence for cross-over interactions). Figure 2 shows the interactions between AoA and the other predictors. In these figures it can be seen that although the AoA effect exists as a general main effect, it is stronger for words with medium frequency, long words, concrete words and words of low prevalence. Figure 3 shows the interactions with the new variable, word prevalence. As can be seen, the word prevalence effect is particularly strong for words of medium frequency, short words, late acquired words, and words not resembling many other words (i.e., with high OLD20 values).
Word prevalence
This paper investigated the usefulness of a new variable, word prevalence, for understanding word processing times in lexical decision. The variable measures the number of people who indicate they know the word in a vocabulary test (Keuleers et al., 2015) . The reason why we thought this variable may be of importance is illustrated in Table 4. The table contains 10 English words that have a frequency of 0 according to SUBTLEX-US (Brysbaert & New, 2009 ) and HAL (Balota et al., 2007) . However, the words in the left column are words that are known to many people, whereas the words in column 2 are unknown to many.
The data of the present study clearly show that word prevalence has a strong impact on lexical decision times, which cannot be accounted for by other known variables (Tables 8 and 9 ). In our view, it is also the variable responsible for the potential of experimenter bias in word selection (Forster, 2000; Kuperman, 2015) . When one has to select words matched on (low) frequency, there is always the temptation of selecting words with a higher prevalence if one does not believe in the frequency effect, or words with a lower prevalence if one hopes to obtain a strong frequency effect.
For a good understanding of the word prevalence measure, it important to appreciate that the impact of variable is not limited to known vs. unknown words.
10 Figure 4 shows the impacts of the various predictors when the analysis is limited to the main effects. This graphs shows that prevalence, together with word frequency, has the strongest impact on RTs (over 100 ms).
The other important aspect of the figure, however, is that the effect is linear across the entire range of the variable. Given that word prevalence is expressed as probit values, it is good to repeat that a value of 1 means that the word is known by 84.1% of the people, a value of 2 means that 97.7% know the word, and a value of 3 means that 99.9% of the people know the word. So, a big part of the word prevalence effect is present in words that are quite well known overall. Indeed, most words in the list we tested have a prevalence scores of more than
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Many colleagues informally told us that they never present words they do not know themselves. In addition, they always try to gauge the percentage of students who are likely to know the word. Unfortunately, this does not correct for the difference of 50 ms between the words known by 95% of the population vs. the words known by 99.9% of the population (Figure 4) . Figure 5 (remember that we only included words with 67% correct responses in the lexical decision task).
2, as shown in
-------------------------Insert Figures 4 and 5 about here -------------------------
The easiest interpretation of the word prevalence effect is that it has the same origin as the word frequency effect: Words known by many people are likely to be produced regularly and, hence, likely to be encountered more often than words known by few people. According to this interpretation, the word prevalence measure corrects for gaps in the corpus materials on which the word frequency measures are based. Indeed, corpora are rarely representative for all language registers people use. In this respect, word prevalence has the same function as subjective word familiarity, proposed by Gernsbacher (1984) as a way to counteract the lack of validity of word frequency measures based on word counts. In the years since Gernsbacher (1984) , it was hoped that better frequency measures based on larger corpora would take away the need for a subjective familiarity measure, but thus far this has not panned out. Even with the best word frequency measure, some words remain better known than other words of the same frequency. This is what word prevalence corrects for. It is important, however, to realize that word prevalence is not the same as word familiarity or subjective frequency. If all people know an unfamiliar word, this word has a high prevalence but a low familiarity rating. This is the case for words like slush, oppress, conundrum, copious, alchemist, aboriginal, and plethora (familiarity ratings based on Coltheart, 1981, and Nusbaum, Pisoni, & Davis, 1984) .
Subjective ratings of word familiarity seem to be a combination of frequency and prevalence.
They correlate much more with word frequency than word prevalence does (e.g., r = .84 in Brysbaert & Cortese, 2011) .
A second origin of the word prevalence effect is that it seems to correct for the familiarity with objects many people know from daily life, but which rarely figure in language corpora.
These are words such as ladle, washing machine, eyeliner, hinge, …. Indeed, there may be a whole class of words with underestimated frequencies of usage, because word frequency measures are entirely based on written materials, and implements are rarely talked or written about except for conversations related to their use.
Third, a substantial number of low-frequency, high-prevalence words seem to be loan words from other languages (this may be stronger in Dutch than in English). Many scientific lowfrequency words come from English, French, or German. As a result, people with knowledge of these languages are likely to understand the words, even though they are infrequent in Dutch.
Finally, many of the words with discrepant word frequency and word prevalence measures are compound words and derived words that are low in frequency of occurrence but that are perfectly understandable because they can be decomposed. Words like distinctively, antioxidant, microbiologist, antivirus, reusable, legalization, unsaturated, relenting, and preconditioned all have high prevalence but low frequency (and familiarity). Indeed, an interesting use of the word prevalence measures will be to examine to what extent morphological complex words inherit the prevalence of their base words, and which variables influence the generalization.
If we accept that word prevalence compensates for poor estimates of word frequency, the variable can be integrated into existing computational models of word recognition by modifying the mechanisms currently in use for the word frequency effect. We broadly distinguish between two types of models: static models mimicking end-state functioning, and learning models. In the former type, the effect of word frequency is captured by increasing the activation levels of word representations as a function of word frequency. For instance, in the DRC model of visual word recognition (Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001) units in the orthographic lexicon are frequency-sensitive: The activation of high-frequency words rises more quickly than the activation of the low-frequency words, because the unit of increase depends on the log frequency of the word. In such a model, the simplest way to integrate word prevalence would be to make the unit increase dependent on both word frequency and word prevalence. Applied to the words of Table 4 , the well-known words from the left column would have a higher increase unit than the less-known words from the right column. In models that learn, the frequency effect is often mimicked by presenting the words unequal times to the model. For instance, in Seidenberg and McClelland's (1989) PDP model, the probability that a word was presented to the network for training during an epoch was a logarithmic function of its written frequency. Again, the most straightforward way to incorporate word prevalence in this model would be to make the presentation probability of the word dependent on both frequency and prevalence.
The considerations so far suggest that word prevalence has the same origin as word frequency and, therefore, can be integrated in our theories without much impact on our thinking about how word recognition is achieved. However, there may be another, theoretical reason why word frequency is not a perfect estimate of word knowledge. The word frequency effect is based on the assumption that each encounter with a word has equal impact. A word encountered twice is better mastered than a word encountered once, and less well than a word encountered three times. This is not always true. Goodman, Dale, and Li (2008) , for instance observed that although closed class function words (articles, determiners, prepositions) are among the most frequently used by parents in their speech to babies and toddlers, these are not picked up by the children until they are over two years old. Only when Goodman et al. (2008) made a distinction between several word types (among which nouns, verbs, and adjectives) did they find a relationship between word frequency in child-directed speech and the order of word acquisition. Similarly, children usually need only one story or movie about a unicorn to remember the word for the rest of their lives, even though its frequency is very low. So, some words are learned much more easily than other (sometimes called one-shot learning or fast mapping; Borovsky, Elman, & Kutas, 2012) .
11 These are words that fit in an existing memory schema and enrich it (Coutanche & Thompson-Schill, 2014; Tinkham, 1997; van Kesteren, Beul, Takashima, Henson, Ruiter, & Fernandez, 2013) , that have a personal (emotional?) value for the listener, and that have a perceived utility (Breton & Robertson, 2014; Fischer & Born, 2009 ). Other words are hardly picked up, even though they are encountered multiple times. Typical examples are words that are not central to the understanding of the ongoing events (e.g., specific names of plants, animals, or tools). This dynamic aspect of human learning is completely overlooked by the word frequency effect:
Not all words require many encounters to be acquired and (apparently) to be processed rapidly.
The most plausible way to integrate a frequency-independent effect of word prevalence in computational models of word processing is via the semantic route. It is well known that the semantic system is heavily involved in word reading (Taylor, Duff, Woollams, Monaghan, & Ricketts, 2015) , although this part of human cognition has not yet been integrated in computational models of word recognition (see Harm & Seidenberg, 2004 , for a first, simplified attempt). Words differ in their semantic richness and arguably also in the ease with which they activate meanings. There is a difference between encountering the word 'squall' in a list of weather phenomena in school and being in the middle of a squall when you are driving from Hamilton to London Ontario on your first trip to Canada, particularly if you drove despite warnings of a squall on television that morning. Chances are higher that you will remember the word after having experienced the second situation than after having been part of the first (see Barsalou, Santos, Simmons, & Wilson, 2008 , for the contribution of embodied experiences to the meaning of words). We think that differences in semantic depth and richness determine why knowledge of some words is highly prevalent despite these words being relatively rare. Another variable known to influence the encoding and consolidation of memory traces is the congruency with existing knowledge. Information that fits in existing schemas is remembered better than information not in line with prior knowledge. There is even evidence that different brain mechanisms are involved (van Kesteren, et al., 2013) . So, new words naming elements from familiar schemas are likely to be learned faster than new words referring to unfamiliar entities or contradicting prior knowledge.
A caveat with respect to the above considerations is that we must keep in mind that the evidence so far is limited to correlational data. As is well known, correlation itself does not inform about causation. Word prevalence and lexical decision time may be correlated with each other, not because word prevalence captures a feature that influences word processing efficiency, but because word processing efficiency affects word prevalence, or because both are the outcome of a third, underlying variable. This concern is often raised in word recognition research with respect to subjective evaluations, such as age-of-acquisition ratings.
A word may not be processed more easily because it has been acquired early in life, but the correlation between age-of-acquisition and word processing efficiency is observed because a person asked to assign an age of acquisition rating to a word gives a rating on the basis of how easy it is to process that word (this is an easy word; thus, I must have learned it early). The same concern has been raised with respect to objective measures such as word frequency.
Hayes (1988), for instance, wondered whether the observation that spoken discourse contains fewer low-frequency words than written texts could be due to people avoiding the use of lowfrequency words in spoken discourse to preserve the fluency of their speech. According to Hayes (1988) the difficulty of producing a word could therefore determine the frequency of occurrence (and not the other way around).
Word prevalence and word frequency share the advantage that they are objective measures rather than subjective impressions based in a small group of raters. The disadvantage of the word prevalence measure is that it is derived from a word judgment task ('Is this a word that you know? Yes/No'), which is very similar to the lexical decision task. The main difference between the tasks is that in the vocabulary test with which we measured word prevalence participants were motivated to obtain an estimate of the size of their vocabulary without time pressure while the typical lexical decision task instructs participants to perform as rapidly and as accurately as possible without further motivation. Still, there is no failsafe guarantee that word prevalence is a cause of word difficulty. One could argue that processing speed and word prevalence are correlated because they are both outcome variables caused by processing difficulty (whatever 'difficulty' then may be). Our only defense at the moment is that the prevalence measure follows well-known differences in word usage, such as an increase in vocabulary size with age and level of education (Keuleers et al., 2015) 12 . These are indications of construct validity, but in the end they are correlations as well.
There are three ways to further corroborate the causal role of word prevalence in word recognition. The first is to use different test formats, which probe more into the meaning of the words. Two such formats are multiple choice ('Which alternative agrees most with the target word?') and dictionary definition ('Is this definition correct?'). A challenge with these formats will be to ensure that all questions are matched in difficulty, because the difficulty not only depends on knowledge of the target word, but also on the similarity and difficulty of the answer alternatives. A second way to tackle the causality issue is to use word-learning studies, in which researchers have more control about which words are introduced at which moment in time and under which training regime. 13 If semantic richness is the causal factor, it must be possible to manipulate this variable, while keeping frequency of exposure constant. Examples of studies using the learning approach are Bowers, Davis, and Hanley (2005) , Merkx, Rastle, and Davis (2011), Catling, Dent, Preece, and Johnston (2013) , and Hawkins, Astle, and Rastle (2014). Finally, we can further corroborate the causal status of word prevalence by correlating the measure with performance in other tasks (e.g., word naming or gaze durations in reading).
12
There were also interesting differences between countries (Belgium vs. the Netherlands) and between genders. Some words were much better known to men than to women and other words were more prevalent among women. English equivalents of gender-specific words are paladin, kevlar, dreadnought, and golem (better known by men) and tresses, taupe, peony, and bodice (better known by women).
Independent of the ontological status of word prevalence, the correlation between prevalence and word processing speed means that the variable can be used for prediction and control.
Both Forster (2000) and Kuperman (2015) warned against the potential of experimenter bias in word selection on the basis of the features currently used (e.g., when the words in two conditions must be matched). Our data show that taking word prevalence into account will considerably alleviate this problem.
Word frequency, word length, and part of speech
Next to word prevalence, six other variables were investigated. As before, word frequency and word length (number of letters) had strong impacts. However, an interesting aspect of the present study is that both effects seem to have become linear, whereas in previous studies non-linear effects were described. Balota, Cortese, Sergent-Marshall, Spieler, and Yap (2004) , for instance, reported that the frequency effect reached a floor at high frequency levels, a finding subsequently confirmed by Keuleers, Diependaele, and Brysbaert (2010), among others. One reason for the higher than expected RTs for high frequency words is that many of these words are function words and number words (one, two, …), two types of words that take longer to respond to in a lexical decision than content words. Two reasons (not necessarily mutually exclusive) for the longer response times may be (1) the fact that function and number words form a minority in lexical decision tasks, and (2) that function and number words usually are accompanied by other words and, therefore, not seen in isolation. Even though part-of-speech has but a small impact on lexical decision times overall, it does have a strong impact on the high end of the frequency range and the low end of the word length range, which may be the origin of the nonlinearity of these effects reported in previous studies (see New, Ferrand, Pallier, & Brysbaert, 2006 , for nonlinearity in the word length effect). Of course, the introduction of word prevalence may have taken away some of the nonlinearity as well. The effect of number of syllables did not survive the introduction of the other variables.
Concreteness
Concreteness did not have a significant effect in the ELP data when the other variables were controlled for (Table 3 ). In contrast, the effect remains significant in the DLP2 dataset, but importantly is reversed from what is traditionally assumed: Reaction times to abstract words (low concreteness values) are faster than RTs to concrete words ( Figure 4 ). As we have seen in the introduction, this phenomenon has been observed before (Kousta et al., 2011) and related to the fact that abstract words tend to be more emotionally laden than concrete words:
Words with a strong valence (in particular positive words) tend to be responded to more rapidly than neutral words. The reason why the reverse concreteness effect has not been picked up more widely before is that it is usually disguised by confounded variables, such as word frequency, length, or OLD20.
Interestingly, the reversed concreteness effect seems to be particularly strong for late acquired words ( Figure 2 ) and low-frequency words (Figure 6 ). There is even some evidence that familiar, often encountered concrete words (arguably those acquired early) can be processed faster than matched abstract words.
OLD20
Words similar to many other words (i.e., with low OLD20 values) were responded to faster than more distinct words ( Figure 4 ). As explained in the introduction, this is usually explained by assuming that words with a high similarity to other words activate many lexical representations, so that the yes-response can be based on the total activation in the lexicon rather than on the activation level in the representation of the target word. In line with this idea, the word frequency effect and the word length effect are absent for words with low OLD20 values (Figure 7) . Also the prevalence effect is smaller for words with low OLD20 values. The same, however, is not true for AoA. It is not clear at the moment how to interpret these divergent findings.
AoA
The main effect of AoA survived the introduction of word prevalence (Table 9 ), in line with the finding that the order of acquisition has an effect on the ease of processing, independent of the cumulative frequency with which words or objects have been encountered (Catling, et al., 2013; Ellis & Lambon Ralph, 2000; Monaghan & Ellis, 2010) . The AoA effect is particularly strong for long, concrete words with medium frequency and non-maximal prevalence. This pattern seems to be most in line with those theories that see a semantic origin of (part of) the AoA effect (Brysbaert, Van Wijnendaele, & De Deyne, 2000; Steyvers & Tenenbaum, 2005) .
Conclusion
In this paper we introduced the Dutch Lexicon Project 2 (DLP2) and we showed that the addition of word prevalence increases the percentage of variance explained in lexical decision times to known words by 6%. The reason for this considerable increase is the high correlation of word prevalence with lexical decision times (outperformed only by word frequency) and the reduced correlations with the other predictors currently used: Word frequency, word length, age of acquisition, similarity to other words, concreteness, and part of speech. We also showed why taking word prevalence into account in stimulus selection is likely to reduce the potential of experimenter bias. At the same time, the maximal percentage of variance explained (52%) still remains well below the percentage of systematic variance in the database. This suggests that there may be other variables to discover.
At present, word prevalence is only available for the Dutch language. Given its importance, it is worthwhile to collect similar information for other languages. We have started to collect the necessary data for English (http://vocabulary.ugent.be/) and Spanish (http://vocabulario.bcbl.eu/) and hope to publish these soon. Balota et al., 2012; Keuleers & Balota, 2015) .
Factorial designs Megastudies
Research targets specific variables (e.g., word frequency and/or word concreteness)
Research targets the collection and analysis of large datasets (e.g., 2,500 English monosyllabic words)
Experimental approach with independent variables (frequency, concreteness) and control variables (word length, similarity to other words, age-of-acquisition, … )
Correlational approach with predictor variables (frequency, concreteness, length, similarity to other words, age-ofacquisition, …)
Selection of small samples of words (typically some 20 per condition) that make (orthogonal) testing of the independent variables possible and that meet the control requirements
No selection of words; all words with data are included in the analysis; preference for large datasets
Variables are tested in a categorical way (e.g., high frequency vs. low frequency)
Variables are tested in a continuous way along their entire range (e.g., frequencies going from 2 Zipf to 7 Zipf) Typically assumes linear effects (e.g., the frequency effect is a linear effect from high to low frequency) Uses nonlinear regression to establish the best fitting curve of the effect Primary interest in the statistical significance of the effect (p < .05) Primary interest in the size of the effect (e.g., percentage of variance accounted for) Primary interest in the position of the stimuli relative to each other (higher, lower frequency) Also interest for the absolute values of the measures (e.g., word frequencies expressed in Zipf units)
Tends to limit the study to words at the extremes of the variable (very low and very high on the continuum of interest) Takes all words into account, to make sure that the extreme words are no outliers. 
Falsification Verification
The ultimate method to find out whether a scientific theory is an adequate explanation or not. Corrects for the confirmation bias people have.
The most efficient method to find out whether an idea has practical value (i.e., accounts for variance in empirical data).
Requires a theory to test plus a good understanding of the assumptions one is making and the techniques one is using for the test.
Is especially useful when one does not (yet) have a full-fledged theory, is building a new artificial system (e.g., a computational model), or testing a new research method.
Focuses on radically new perspectives and theoretical breakthroughs: Scientific progress consists of replacing bad old ideas by good new ones.
Focuses on the improvement of existing systems; scientific progress is seen as incremental.
Is motivated by long-term, theoretical goals (full understanding of a phenomenon)
Is motivated by short-term, pragmatic goals (increased efficiency).
May lead to protracted yes-no discussions between opponent views.
May get bogged down in non-optimal, local minima (solutions that seem to slightly improve the fit to the empirical data, but that turn out to be fruitless).
Has a high risk of proposing false trails (bold new explanations that show some initial empirical support, but in the end fail the relentless empirical testing)
Has a high risk of overlooking theoretically important phenomena that account for a small amount of variance. Percent variance in RTs accounted for in regression analyses. We used restricted cubic splines with 3 knots used for frequency and N lett to take into account the nonlinear nature of these effects. The word length variables were entered before AoA, in order not to favor the latter. All variables had a significant contribution, except for concreteness. Percent variance in RTs accounted for in regression analyses. We used restricted cubic splines with 3 knots used for frequency and N lett to take into account the nonlinear nature of these effects. The word length variables were entered before AoA, in order not to favor the latter.
The intraclass correlation for this dataset was .83, which gives the upper limit of the variance that can be explained. 
