As the reader immediately realizes, (U) is the analogue of a similar assertion for the ordinary continued fraction for a real number (replace and metrical properties by Schweiger [9] .
There is, hovever, a loss compared to the ordinary continued fraction algorithm: a generalization of (U) does not hold for n 2 3 (then there exist n-tuples of real numbers a , a ? , ..., a which have a JacobiPerron algorithm without interruptions but for which 1, a., 0U, -, a is nevertheless linearly dependent over TL ) ; the case n = 2 is not yet clear for the algorithm from [7] .
Now there are different ways of generalizing the C-fraction algorithm to w-tuples of formal power series. For instance, see the work of Dubois [5] and Paysant Le Roux [6] .
They use the well known non-archimedean valuation on the field of formal power series to define the notions "distance" and "integer" and thereby reach an algorithm that satisfies a modified version of (k) with d[x3 replaced by the set of "integers". It is then possible to prove, see [5] , that the number of independent dependence relations is equal to the number of interruptions in the algorithm.
In this paper another generalization is considered which behaves very much like the ordinary C-fraction algorithm and which is also connected with the sequence of Pade approximants on the main stepline in a generalized Pade table, see de Bruin [2] , [3] , [4] .
T h e C-n-fraction algorithm
Consider an w-tuple of formal power series in an indeterminate x with complex coefficients
..,»; O W-
There is no loss of generality in requiring a ' = 1 as will be pointed out in the sequel. The use of this condition lies mainly in the fact that it enables one to recover many results for ordinary C-fractions as they appear in [«], [70] by simply taking n = 1 in the general theory, see [2] , [3] .
Also, for the sake of simplicity and because we are otherwise led to a , .-., /£ n ) , respectively (so An, 0) = 0 , bin, 0) = l)and a. ,x ' the second non-zero term in fn • Then uniquely defines the formal power series / with constant term equal to 1 . This f is then used to define the formal power series
.,»).
Thus we get another n-tuple of formal power series, /i » /T > • • • > f\ » of which the last one has constant term equal to one, and we can try to apply the method described in (6a, 6b) once more. Now, however, we have two different situations: /. is a monomial or not; they will be considered separately. Bl. k = n ; that is, all formal power series have at the most one nonzero term. ; J u + 1 1 S unique:
f o l l o w a s i n C a s e s A a n d B 2 :
(if m + k = n -1 , (9a), (9t>) have to be replaced by the second line of (9b) only).
The C-n-fraction for an arbitrary n-tuple of formal power series now follows by applying the construction given above, at each step choosing Case A or Case B and once Case B has been chosen, choosing Case B or Case C.
The construction terminates or not; this matter will be treated in the next section. For the sequel we only need the initial values (ll), the recurrence relation (12), and
(an empty product has to b e taken as 1 ; for the proof see [ 2 ] ) . 
This shows that the C-2-fraction is purely periodic (period length 1 ) and has the form EXAMPLE 2. Let g be the unique formal power series in x with constant term equal to 1 satisfying
Take f = g -g ; then (1, /, g) is linearly dependent over ff [x] [f + xg + x = o) , but /, g are not rational while (l6) is irreducible.
We have
Again period length 1 and (IT) gives the C-2-fraction f -f-x= 0 .
Then f, j are not rational and ( l , / , f) allows just "one" dependence
This time an interruption comes up:
x is a monomial, f = 1 + x/f . 
-x is a monomial, 1 is a monomial.
We have an interruption of order 2 at index 3 ; the C-2-fraction terminates
Interruptions and linear dependence
In the sequel the following abbreviations will be used:
be defined as in (llh (12). Then (i = 1, 2, n; 1 < v < y) , From (13) we derive (28) with v = \i ) induction shows that (28) holds for v = u+1, u+2, ..., T .
•
The following theorem is now obvious and will be given without proof.
The change in ( Proof. If k = n , the C-n-fraction terminates and thus f Q , f 0 , ..., /Q 6 G(x) from which the assertion follows.
Let now 1 < k 5 rz-1 and let u be the index at which the last of the interruptions occur(s).
According to Theorem 2 the rank of the matrix

An)
is n -k + 1 ; that is, it is possible to choose n -k + 1 rows which are linearly independent over l [x] . For the sake of simplicity let it be the 1st, 2nd, ..., (n-fc+l)st row:
(33) where the notation A = s and n a s been used. Thus
Multiplication by (-1) and expanding the determinant using the first column leads, for i = 0, 1, ..., k-X , to That this kind of behaviour is not restricted to the case n = 2 will be shown in the next section.
I n t e r r u p t i o n s versus linear d e p e n d e n c e
In this section we restrict ourselves to the case n > 2 (for n = 1 the problem is completely solved by (1*)) . For the sequel we need two types of formal power series to construct examples. is algebraic of degree n over tt [x] .
The number of (formal) solutions of (38) is different from that of , f^2 ) , ..., f£ n ) be given by -
{x-(n-2)}g + x n j by (37)
, ,> n -1 r n + 1 . > = -( n -l ) x + [x Ig) ; t h u s f ± 9 = fo while g has constant term equal t o 1 .
Furthermore we have, for i = 2 , 3, , w-1 ,
= f^) (i = 1, 2, . . . , n-2) . = g ) ,
Only the l a s t l i n e of (1*6) needs comment.
Multiplication of (35), with g substituted for X , by g -bx s leads to
(1*7) _ g » = Successive a p p l i c a t i o n of (1*1*) for j = n -1 , n -2 , combined with (1*7), . . , 2 , 1 y i e l d s , 
that is the last line of (k6).
The result of (1*6) gives the second column and the entry ( 2 ) The remaining part of the proof is now relatively simple: each time the C-n-fraction algorithm is applied, another U appears until we get (after application number n -1 ):
After that application, the algorithm is purely periodic with period 1) is a monomial. 
