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GEOMETRY OF MEROMORPHIC FUNCTIONS AND
INTERSECTIONS ON MODULI SPACES OF CURVES
S. SHADRIN
Abstract. In this paper we study relations between intersection
numbers on moduli spaces of curves and Hurwitz numbers. First,
we prove two formulas expressing Hurwitz numbers of (generalized)
polynomials via intersections on moduli spaces of curves. Then
we show, how intersection numbers can be expressed via Hurwitz
numbers. And then we obtain an algorithm expressing intersection
numbers 〈τn,m
∏r−1
i=1 τ
ki
0,i〉g via correlation functions of primaries.
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1. Introduction
In [10], Ionel developed a very beautiful approach to study intersec-
tion theory of moduli space of curves. Roughly speaking, the situation
is the following. Consider the space of meromorphic functions with
fixed genus, degree, and ramification type. There are two mappings
of this space. One mapping (ll) takes a meromorphic function to its
target curve (of genus zero) with marked critical values. Another map-
ping (st) takes a meromorphic function to its domain curve (of genus g)
with marked critical points. Then one can relate intersection theories
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in the images of these mappings. This idea was also used in [22, 3] in
low genera.
In this paper, we just study several applications of Ionel’s technique.
Concretely, we express Hurwitz numbers via intersection numbers and
vice versa. More or less, the same problem, but in much more general
case, is studied by Okounkov and Pandharipande in [20, 21].
Our results could be split into three parts, which we will describe
now.
1.1. Hurwitz numbers of polynomials. Consider polynomials with
fixed critical values and fixed ramification type over each critical value.
Roughly speaking, Hurwitz number is the number of such nonequiv-
alent polynomials, or it is better to say that Hurwitz number is the
multiplicity of the corresponding mapping ll. There are several com-
binatorial formulas for such numbers, see [6, 14, 15, 23, 28]. In this
paper, we express these numbers in terms of intersection numbers on
the moduli space of curves of genus zero with marked points.
Ionel’s theory (Sections 4 and 5) reduces the problem of counting a
Hurwitz number to the problem of calculating the homology class of
the image of the mapping st. We do this for polynomials in Section 6.3.
Really, the formula we have obtained is rather complicated (The-
orem 1. It uses some recursively defined classes (Section 3.2) and it
is hard to work with even in the simplest cases (see examples in Sec-
tion 6.4).
Nevertheless, we think that this formula is beautiful itself, and some
steps of its proof are excellent examples of the technique we use in this
paper.
1.2. Hurwitz numbers of generalized polynomials and two-
pointed ramification cycles. Consider a space of meromorphic func-
tions defined on genus g curves with a fixed collection of ramification
data. If only two critical values of these functions are not simple, then
the homology class of the image of this space under the mapping st is
called two-pointed ramification cycle.
The situation with Hurwitz numbers (multiplicities of the mapping
ll) in this case is just the same as for polynomials; we just have to
calculate the two-pointed ramification cycle. But in the case of an
arbitrary g, it is a hard problem.
We consider the case, when one nonsimple critical value is arbitrary
and the other one is the value at a point of total ramification. Such
functions defined on curves of arbitrary genus we call generalized poly-
nomials. In this particular case we did not manage to compute the
corresponding two-pointed ramification cycle, but we found a way to
simplify it.
Thus we obtain a formula expressing Hurwitz numbers of generalized
polynomials via simplified two-pointed ramification cycles (Theorem 2).
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This formula also could appear to be useless, but we found a remarkable
application of it.
Using the technique of Ionel many times (Lemmas 8 and 9), we
found an expression for some intersection numbers via these simplified
two-pointed ramification cycles (Lemma 7). This gives us an expres-
sion of these intersection numbers via Hurwitz numbers of generalized
polynomials (Theorem 3).
We consider the intersection numbers which look as follows. Let
Mg,1 be the compactified moduli space of genus g curves with one
marked point. By ψ denote the first Chern class of the line bundle
over Mg,1, whose fiber at a point of Mg,1 is the cotangent line at the
marked point of the corresponding curve. We consider the intersection
numbers
(1) 〈τ3g−2〉g =
∫
Mg,1
ψ3g−2.
Previously we knew the unique way to calculate such numbers. By
the Witten–Kontsevich theorem these numbers are equal to the coef-
ficients of the string solution of the KdV hierarchy, and it is easy to
compute these coefficients. Our formula leads to a combinatorial way
to calculate such numbers. We express these intersection numbers via
Hurwitz numbers, and it is a purely combinatorial problem to calculate
a Hurwitz number.
In addition our formula gives an infinite number of linear relations
for Hurwitz number, which can also be useful.
1.3. A way to compute 〈τn,m
∏r−1
i=1 τ
ki
0,i〉g. The intersection numbers
〈τn,m
∏r−1
i=1 τ
ki
0,i〉g are the natural generalization of the numbers 〈τ3g−2〉g.
The definition of these numbers is rather complicated, so we do not
recall it in the inroduction.
For these numbers, we try to do just the same as for 〈τ3g−2〉g. First,
we generalize Lemma 7 and we obtain an expression for these numbers
in terms of the integrals against two-pointed ramification cycles (The-
orem 4). This time these integrals do not correspond to any Hurwitz
numbers, but they are very similar to Hurwitz numbers. In particular,
we found a generalization of a standard recursive relation for Hurwitz
numbers, which works for our integrals (Theorem 5).
Theorem 5 reduces calculation of any of our integrals against two-
pointed ramification cycles to calculation of simple intersection num-
bers in genera zero and one. The computing of these simple intersection
numbers in genus one is not completely clear, but we discuss how it can
be reduced to the intersection numbers in genus zero (Section 12.6).
The motivation to study the intersection numbers 〈τn,m
∏r−1
i=1 τ
ki
0,i〉g
looks as follows. These numbers conjectured by E. Witten to coinside
with some coefficients of the string solution of the rth Gelfand–Dikii
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hierarchy (we recall this conjecture in Section 11). So, using our the-
orems, one can compute these numbers and compare them with the
coefficients of the string solution. Thus the Witten’s conjecture could
be checked in particular cases.
In the appendix, we compute the intersection number 〈τ6,1〉3 in the
case r = 3 in two ways, and thus we check the Witten’s conjecture in
a very particular case.
1.4. Organization of the paper. In Section 2, we define Hurwitz
numbers. In Section 3, we formulate our first theorem expressing Hur-
witz numbers of usual polynomials with arbitrary ramification via in-
tersections onM0,n. In Section 4, we recall the definition of admissible
covers. In Section 5, we formulate the lemma of E. Ionel which plays
the principal role in our paper. In Section 6, we prove our first theorem.
In Sections 7 and 8, we formulate and prove our second theorem.
There we give an expression for Hurwitz numbers of generalized poly-
nomials with one nonsimple critical value. In Sections 9 and 10, we
express the intersection number 〈τ3gτ 20 〉g via Hurwitz numbers.
In Section 11, we recall the definition of the intersection numbers
〈τn,m
∏r−1
i=1 τ
ki
0,i〉g. There we also recall the conjecture of E. Witten. In
Sections 12 and 13, we present an algorithm for calculating all intersec-
tion numbers of the type 〈τn,m
∏r−1
i=1 τ
ki
0,i〉g. In the appendix, we show
an example of usage of this algorithm.
1.5. Acknowledgments. The author is grateful to S. K. Lando, S. M.
Natanzon, and M. Z. Shapiro for useful remarks and discussions.
2. Definition of Hurwitz numbers
In this section, we give a definition of Hurwitz numbers (Section 2.2).
To define a Hurwitz number, we must fix a collection of passports whose
definition we give in Section 2.1.
2.1. Definition of passports. Consider a meromorphic function
f : C → CP1 of degree n defined on a smooth curve C of genus g.
Let z be a point of CP1. Then f−1(z) = a1p1 + · · · + alpl, where
p1, . . . , pl are pairwise distinct points of C and a1, . . . , al are positive
integers such that
∑l
i=1 ai = n. Suppose that a1 ≥ a2 ≥ · · · ≥ al.
Then the tuple of numbers (a1, . . . , al) is called the passport of f over
z.
For instance, the passport of f over a regular point is equal to
(1, . . . , 1) and the passport of f over a simple critical value is equal
to (2, 1, . . . , 1). If f is a polynomial of degree n, then the passport of
f over infinity is equal to (n).
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2.2. Definition of Hurwitz numbers. Two meromorphic functions,
f1 : C1 → CP1 and f2 : C2 → CP1, are isomorphic if there exists a
biholomorphic map ϕ : C1 → C2 such that f1 = f2ϕ.
Consider m distinct points of CP1. Let Ai = (a
i
1, . . . , a
i
li
), i =
1, . . . , m, be nonincreasing sequences of positive integers such that∑li
j=1 a
i
j = n. Up to isomorphism, there is a finite number of meromor-
phic functions f : C → CP1 of degree n defined on smooth curves of
genus g such that the passport of f over zi is equal to Ai, i = 1, . . . , m,
and f is unramified over CP1 \ {z1, . . . , zm}.
The Hurwitz number h(g, n|A1, . . . , Am) is the weighted count of
such functions, where a function f : C → CP1 is weighted by 1/|aut(f)|.
For example, the number h(g, 2|(2), . . . , (2)) is equal to 1/2.
In [2, 4, 7, 15], one can find some examples of formulas for Hurwitz
numbers in special cases.
3. Hurwitz numbers of polynomials
The goal of this section is to state our formula for Hurwitz numbers of
polynomials (Section 3.3). In Section 3.1, we fix notations for the ram-
ification data and recall the known combinatorial formula for Hurwitz
numbers of polynomials. In Section 3.2, we define the cohomological
classes which we use in our formula.
3.1. Introduction. Let us fix n ∈ N, g = 0, and a collection of
passports A1, . . . , Am with usual requirements (for any i we have
Ai = (a
i
1, . . . , a
i
li
), ai1 ≥ · · · ≥ aili , and
∑li
j=1 a
i
j = n). We assume that
l1 = 1 and A1 = (n). Also we assume that
∑m
i=1
∑li
j=1(a
i
j−1) = 2n−2
(the Riemann–Hurwitz formula).
The following formula is proved in [6, 28, 14]:
(2) h(0, n|A1, . . . , Am) = nm−3 · |aut(l2, . . . , lm)||aut(A2, . . . , Am)| ·
m∏
i=2
(li − 1)!
|aut(Ai)| .
In this paper, we prove another formula expressing the same numbers
via intersections.
3.2. Cohomological classes on M0,N . In Section 3.2.1, we fix nota-
tions and give the standard definition of ψ-classes on the moduli space
of curves. In Section 3.2.2, we give a rather complicated definition of
very specific Ψp-classes. We need this just to write down our formula
for Hurwitz numbers of polynomials in a compact way. In Section 3.2.3,
we prove that our Ψp-classes are well-defined. This is necessary since
the definition of Ψp-classes is a recursive one and it is not obvious that
the recursive relations are compatible.
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3.2.1. Standard definitions. Let N be equal to
∑m
j=1 lj . We con-
sider the moduli space of genus zero curves with N marked points
M0,N ∋ (C, x11, x21, . . . , x2l2 , . . . , xm1 , . . . , xmlm); we mean a one-to-one cor-
respondence between marked points and indices of aij .
By pip,q,k we denote the projection M0,N →M0,2+lp that forgets all
points except for x11, x
p
1, . . . , x
p
lp
, and xqk.
Consider the moduli space of genus zero curves with k marked points
M0,k ∋ (C, y1, . . . , yk). By ψ(yj) we denote the first Chern class of the
line bundle over M0,k whose fiber at the point (C, y1, . . . , yk) is the
cotangent line T ∗yjC.
For example, ψ(xpi ) stands for the first Chern class of the correspond-
ing cotangent line bundle overM0,N ∋ (C, x11, x21, . . . , xmlm) as well as for
the first Chern class of the corresponding cotangent line bundle over
M0,2+lp ∋ (C, x11, xp1, . . . , xplp , xqk).
3.2.2. Definition of Ψp-classes. We define classes Ψp(b
i
j)
i∈{2,...,m}\{p}
j=1,...,li
de-
pending on N − lp− 1 indices corresponding to all points xij except for
x11, x
p
1, . . . , x
p
lp
. If bij = 0 for all i and j, then we put Ψp(b
i
j) = 0.
We further give the following recursive definition. Suppose we have
already defined all classes with
(3)
∑
i∈{2,...,m}\{p}
li∑
j=1
bij ≤ s.
Consider a sequence (bij)
i∈{2,...,m}\{p}
j=1,...,li
such that
(4)
∑
i∈{2,...,m}\{p}
li∑
j=1
bij = s.
We fix q ∈ {2, . . . , m} \ {p} and k ∈ {1, . . . , lq}. Then we define
(̂bij)
i∈{2,...,m}\{p}
j=1,...,li
in the following way. We put b̂qk = b̂
q
k + 1; for all other
indices i, j we put b̂ij = b
i
j .
The formula for Ψp(̂b
i
j) is the following one:
(5) Ψp(̂b
i
j) = b̂
q
kpi
∗
p,q,kψ(x
q
k)Ψp(b
i
j)−
∑
U
aUDU∪{xq
k
}Ψp((bU)
i
j)
Here aU =
∑
xij∈U
bij ; if x
i
j 6∈ U ∪ {xqk}, then (bU)ij = bij ; if xij ∈ U ,
then (bU)
i
j = 0; and (bU)
q
k = aU + b
q
k. We take the sum over all U ⊂
{xij} \ {x11, xp1, . . . , xplp, xqk}.
By DV , where V ⊂ {xij}, we denote the Poincare´ dual of the cycle,
defined by the divisor inM0,N whose generic point is represented by a
two-component curve such that all points from U lie on one component
and all points from {xij} \ U lie on the other component.
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In the foregoing formulas, we will use only classes Ψp = Ψp(b
i
j), where
bij = a
i
j − 1.
3.2.3. The Ψp-classes are well-defined. We have to prove that our def-
inition of Ψp(b
i
j)-classes is correct.
We fix p, xq1k1, x
q2
k2
, and (bij)
i∈{2,...,m}\{p}
j=1,...,li
. Let b̂q1k1 = b
q1
k1
+1, b̂q2k2 = b
q2
k2
+1,
and b̂ij = b
i
j for all other i and j.
If we apply formula (5) twice, first for xq1k1 and then for x
q2
k2
, we obtain
the following expression:
(6) Ψp(̂b
i
j) = b̂
q1
k1
b̂q2k2pi
∗
p,q1,k1
ψ(xq1k1)pi
∗
p,q2,k2
ψ(xq2k2)Ψp(b
i
j)
−
∑
U
(
∑
xij∈U
bij )̂b
q2
k2
DU∪{xq1
k1
}pi
∗
p,q2,k2
ψ(xq2k2)Ψp(. . . )
−
∑
U
(bq2k2 +
∑
xij∈U
bij )̂b
q2
k2
DU∪{xq1
k1
,x
q2
k2
}pi
∗
p,q2,k2
ψ(xq2k2)Ψp(. . . )
−
∑
U
(
∑
xij∈U
bij )̂b
q1
k1
DU∪{xq2
k2
}pi
∗
p,q1,k1
ψ(xq1k1)Ψp(. . . )
−
∑
U
(̂bq1k1 +
∑
xij∈U
bij)(b
q1
k1
+ b̂q2k2 +
∑
xij∈U
bij)DU∪{xq1
k1
,x
q2
k2
}pi
∗
p,q1,k1
ψ(xq1k1)Ψp(. . . )
+
∑
U
(
∑
xij∈U
bij)DU∪{xq2
k2
}
∑
V
(
∑
xij∈V
bij)DV ∪{xq1
k1
}Ψp(. . . )
+
∑
U
(
∑
xij∈U
bij)DU∪{xq2
k2
}
∑
V
(bq2k2 +
∑
xij∈U∪V
bij)DU∪V ∪{xq1
k1
,x
q2
k2
}Ψp(. . . )
+
∑
U
(̂bq1k1 +
∑
xij∈U
bij)DU∪{xq1
k1
,x
q2
k2
}
∑
V
(
∑
xij∈V
bij)DU∪V ∪{xq1
k1
,x
q2
k2
}Ψp(. . . )
Here we take sums over all U ⊂ {xij}\{x11, xp1, . . . , xplp, xq1k1 , xq2k2} and over
all V ⊂ {xij}\{x11, xp1, . . . , xplp , xq1k1, xq2k2} such that U∩V = ∅. We do not
write down the indices in Ψp-classes since it is very easy to reconstruct
these indices from the rest of each summand.
Now, to ensure that the Ψp-classes are well-defined, it is enough to
prove the following lemma.
Lemma 1. The right-hand side of formula (6) is symmetric with re-
spect to the changes xq1k1 ↔ xq2k2 and bq1k1 ↔ bq2k2.
Proof. Obviously, this lemma can be reduced to the fact that the sum
of the last two terms of the expression is symmetric. We prove it as
follows.
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We fix the partition U ∪ V . On the divisor D = DU∪V ∪{xq1
k1
,x
q2
k2
}, the
first Chern class of the cotangent line at the double point is equal to
(7) ψ(∗)D = D ·
∑
W∋xα
β
(DW∪{xq2
k2
}+DW∪{xq1
k1
,x
q2
k2
}) =
∑
W
DW∪{xq1
k1
x
q2
k2
}D.
Of course ψ(∗) is symmetric.
Note that
(8) (bq2k2 +
∑
xij∈U∪V
bij)(
∑
xij∈U∪V
bij)ψ(∗)D =
(bq2k2 +
∑
xij∈U∪V
bij)
∑
xα
β
∈U∪V
bαβψ(∗)D,
(9) (bq2k2 +
∑
xij∈U∪V
bij)
∑
xα
β
∈U∪V
bαβψ(∗)D =
∑
W
(
∑
xij∈W
bij)(b
q2
k2
+
∑
xij∈U∪V
bij)DW∪{xq2
k2
}D
+
∑
W
(
∑
xi
j
∈W
bij)(b
q2
k2
+
∑
xi
j
∈U∪V
bij)DW∪{xq1
k1
x
q2
k2
}D,
(10)
(bq1k1 + 1)(
∑
xij∈U∪V
bij)ψ(∗)D = (bq1k1 + 1)(
∑
xij∈U∪V
bij)
∑
W
DW∪{xq1
k1
x
q2
k2
}D.
Thus we see that the sum of the last two terms of expression (6)
(with fixed U ∪ V ) is equal to
(11)
(bq1k1 + bq2k2 + 1)( ∑
xij∈U∪V
bij) + (
∑
xij∈U∪V
bij)
2
ψ(∗)DΨp(. . . )
−
∑
U
(bq1k1 + b
q2
k2
+ 1 +
∑
xij∈U
bij)(
∑
xij∈U
bij)DU∪{xq1
k1
x
q2
k2
}DΨp(. . . ).
This expression is obviously symmetric. Hence the right-hand side
of formula (6) is symmetric. 
3.3. Formula for Hurwitz numbers of polynomials.
Theorem 1. If m ≥ 3, then
(12) h(0, n|A1, . . . , Am) = n
m−3∏m
j=2 |aut(Aj)|
·
∫
M0,N
ψ(x11)
m−3
m∏
p=2
Ψp
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Recall that by Ψp we denote Ψp(b
i
j), where b
i
j = a
i
j−1, i = 2, . . . , p−
1, p+ 1, . . . , m, and j = 1, . . . , li.
Below we check this formula in some special cases independently of
its proof. It is probably helpful to look through this section in order
to see how to work with classes like pi∗p,q,iψ(x
q
i ), DU , and Ψp.
4. Admissible covers
4.1. Covering of M0,m. Let us fix the degree n, the genus g, and a
collection of passports A1, . . . , Am. Here, for any i = 1, . . . , m, Ai =
(ai1, . . . , a
i
li
), ai1 ≥ · · · ≥ aili , and
∑li
j=1 a
i
j = n.
Consider all meromorphic functions f : C → CP1 of degree n de-
fined on smooth curves of genus g such that, for certain distinct points
z1, . . . , zm ∈ CP1, the passports of f over z1, . . . , zm are equal to
A1, . . . , Am, respectively, and f is unramified over CP
1 \ {z1, . . . , zm}.
We consider such functions up to isomorphism and up to automor-
phisms of CP1 in the target. Then the space of such function is a
noncompact complex manifold of dimension m− 3. Denote this space
by H .
Consider (CP1, z1, . . . , zm) as a moduli point of M0,m. Then there
is a natural projection ll : H → M0,m. The mapping ll is usually
called the Lyashko-Looijenga mapping. Obviously, ll : H →M0,m is an
h(g, n|A1, . . . , Am)-sheeted unramified covering.
4.2. Boundary of M0,m. It order to geometrically obtain a moduli
point of M0,m \M0,m with k nodes, one can choose k pairwise nonin-
tersecting contours c1, . . . , ck on (CP
1, z1, . . . , zm) and contract each of
these contours. Contours c1, . . . , ck must contain no points z1, . . . , zm
and no points of self-intersections. The Euler characteristic of each
connected component of CP1 \
(⋃k
i=1 ci ∪
⋃m
i=1 zi
)
must be negative.
We give a more rigorous definition. A moduli point of M0,m is a
tree of rational curves. Any two irreducible components either are
disjoint or intersect transversely at a single point. Each component
must contain at least three special (singular or labeled) points. For
details see, for example, [16, 12].
4.3. Admissible covers. Our goal now is to extend the unramified
covering ll : H →M0,m to a ramified covering ll : H →M0,m.
Suppose that a moduli point on the boundary of M0,m is ob-
tained from a moduli point (CP1, z1, . . . , zm) by contracting contours
c1, . . . , ck. Consider a function f ∈ H , f : C → CP1 such that
ll(f) = (CP1, z1, . . . , zm). All preimages of contours c1, . . . , ck are con-
tours on C. We contract each of them.
Thus we obtain a point on the boundary of H. The axiomatic de-
scription of functions we obtain by such procedure gives us the defini-
tion of the space H .
10 S. SHADRIN
Consider a moduli point (C, z1, . . . , zm) on the boundary of M0,m.
Then ll
−1
(C, z1, . . . , zm) consists of holomorphic maps f : Cg → C of
prestable curves with m labeled points to C such that over each ir-
reducible component of C f is an n-sheeted covering, not necessarily
connected, with ramifications only over special points (labeled or sin-
gular). It is required that ramifications over marked points are deter-
mined by their passports, and the local behavior of f at a node in the
preimage is the same on both branches of Cg at this node.
Thus we defined the space H and the mapping ll. For more detailed
definitions, we refer to [9, 8, 10].
4.4. Space of admissible covers. The space H can be considered as
an orbifold with some glued strata. Actually, it can be desingularized,
but we only need this space to carry a fundamental class, see [1, 10].
5. Lemma of E. Ionel
5.1. Covering of space of admissible covers. Let us fix the degree
n, the genus g, and a collection of passports A1, . . . , Am. Consider the
corresponding space of admissible covers H .
We denote by Ĥ the space of functions from H with all labeled
preimages of all points z1, . . . , zm. The natural projection pi : Ĥ → H
is a (
∏m
i=1 |aut(Ai)|)-sheeted ramified covering.
We denote by l̂l : Ĥ →M0,m the mapping ll ◦pi. It is also a ramified
covering.
5.2. Example. Consider n = 3, g = 0, A1 = (3), A2 = A3 =
(2, 1), and A4 = (1, 1, 1). Then we expect l̂l : Ĥ → M0,4 to be a
h(0, 3|A1, . . . , A4) ·
(∏4
i=1 |aut(Ai)|
)
= 6-sheeted ramified covering.
Obviously, l̂l is ramified only over the boundary points of M0,4.
Denote these points by (14|23), (12|34), and (13|24) (we mean here,
that (14|23) corresponds to the curve, where z1, z4 and z2, z3 are labeled
points on different irreducible components).
It is easy to see that the passport of l̂l over (14|23) is equal to (3, 3)
and the passports of l̂l over all other boundary points are equal to
(2, 2, 2). Thus l̂l is a 6-sheeted covering of the sphere and it has 10
critical points. Hence, the covering space Ĥ is a sphere.
5.3. Lemma of E. Ionel. Let the passport Ai be equal to (a
i
1, . . . , a
i
li
).
Then a point of the space Ĥ is a function
(13) f : (Cg, x
1
1, . . . , x
1
l1
, . . . , xm1 , . . . , x
m
lm)→ (C0, z1, . . . , zm).
Here xi1, . . . , x
i
li
are labeled preimages of zi, f
−1(zi) =
∑li
j=1 a
i
jx
i
j .
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By st : Ĥ →Mg,N , N =
∑m
i=1 li we denote the mapping that takes
a function
(
f : (Cg, x
1
1, . . . , x
m
lm
)→ (C0, z1, . . . , zm)
) ∈ Ĥ to the moduli
point (Cg, x
1
1, . . . , x
1
l1
, . . . , xm1 , . . . , x
m
lm) ∈Mg,N .
Lemma 2. [10] For any i = 1, . . . , m and j = 1, . . . , li
(14) aij · st∗ψ(xij) = (l̂l)∗ψ(zi).
Here, by ψ(xij) (by ψ(zi)) we denote the first Chern class of the line
bundle whose fiber is the cotangent line at the point xij (resp., at the
point zi).
6. Proof of Theorem 1
This section is organized as follows. In Section 6.1, we recall notation
and the statement of Theorem 1. In Section 6.1, we prove the theorem.
This proof is based on the calculation of st∗[Ĥ ] given in Section 6.3.
In Section 6.4, we check Theorem 1 independently of its proof.
6.1. Reminder of notation. Recall that we fix n ∈ N, g = 0, and
passports A1, . . . , Am, Ai = (a
i
1, . . . , a
i
li
). We also assume that l1 = 1,
A1 = (n), and
∑m
i=1
∑li
j=1(a
i
j − 1) = 2n− 2.
Then, if m ≥ 3, we want to prove that
(15) h(0, n|A1, . . . , Am) = n
m−3∏m
j=2 |aut(Aj)|
∫
M0,N
ψ(x11)
m−3
m∏
p=2
Ψp.
6.2. Proof. Consider the corresponding space Ĥ defined in Sec-
tion 5.1. We have the following picture:
(16) (C0, x
1
1, . . . , x
m
lm) ∈M0,N
st←− Ĥ l̂l−→M0,m ∋ (C0, z1, . . . , zm)
Note that
∫
M0,m
ψ(z1)
m−3 = 1. Since l̂l is a ramified covering of
degree
(17) S = h(0, n|A1, . . . , Am) ·
(
m∏
i=2
|aut(Ai)|
)
,
it follows that
∫
Ĥ
l̂l
∗
ψ(z1)
m−3 = S.
Then, using the lemma of E. Ionel, we obtain that
(18) S = nm−3
∫
Ĥ
st∗ψ(x11)
m−3 = nm−3
∫
st∗[Ĥ]
ψ(x11)
m−3.
Below we prove that in our case the Poincare´ dual of st∗[Ĥ ] is equal
to Ξ =
∏m
p=2Ψp.
Thus we obtain our formula.
12 S. SHADRIN
6.3. The Poincare´ dual of st∗[Ĥ ]. In this subsection we prove that
st∗[Ĥ] is dual to Ξ. First we define a subvariety V ⊂ M0,M ; then we
prove that [V ] is dual to Ξ; and then we prove that [V ] = st∗[Ĥ ].
6.3.1. Subvariety V . Consider a moduli point (C, x11, . . . , x
m
lm
) ∈M0,M .
We fix p ≥ 2. Consider the meromorphic 1-form ωp with simple poles
at the points x11, x
p
1, . . . , x
p
lp
with residues −n, ap1, . . . , aplp respectively.
Let Cp ⊂ C be the union of those irreducible components of C,
where ωp is not identically zero. Obviously, Cp is a connected curve.
Consider the collapsing map cp : C → Cp. Since Cp is a connected
curve, it follows that the image cp(x
i
j) of any labeled point x
i
j is a
nonsingular and a nonlabeled point of (Cp, x
1
1, x
p
1, . . . , x
p
lp
).
Let x ∈ Cp be the image of the marked points xq1j1 , . . . , x
qk(x)
jk(x)
under
the mapping cp. Then we require that ωp has exactly
∑k(x)
i=1 (a
qi
ji
− 1)
zeros at x.
We define the subvariety V as follows. A moduli point
(C, x11, . . . , x
m
lm
) ∈M0,M belongs to V if and only if it satisfies the last
requirement for any p = 2, . . . , m and for any nonsingular nonlabeled
point x ∈ (Cp, x11, xp1, . . . , xplp).
6.3.2. [V ] is dual to Ξ. We fix p ≥ 2 and a sequence of numbers
(bij)
i∈{2,...,m}\{p}
j=1,...,li
. By Vp(b
i
j) denote the subvariety ofM0,M such that for
any (C, x11, . . . , x
m
lm
) ∈ V for any nonsingular nonlabeled point x ∈ Cp,
x = cp(x
q1
j1
) = · · · = cp(xqk(x)jk(x)), ωp has at least
∑k(x)
i=1 b
qi
ji
zeros at x.
Lemma 3. The subvariety Vp(b
i
j) determines a cohomological class
equal to Ψp(b
i
j).
Proof. Actually, if bij = 0 for all i and j, then Vp(b
i
j) = M0,M and
[Vp(b
i
j)] is dual to Ψp(0) = 1.
Suppose that we have already proved this lemma for all classes with
(19)
∑
i∈{2,...,m}\{p}
li∑
j=1
bij ≤ s.
Consider a sequence (bij)
i∈{2,...,m}\{p}
j=1,...,li
such that
(20)
∑
i∈{2,...,m}\{p}
li∑
j=1
bij = s.
We fix q ∈ {2, . . . , m} \ {p} and k ∈ {1, . . . , lq}. Then we define
(̂bij)
i=2,...,p−1,p+1,...,m
j=1,...,li
in the following way. We put b̂qk = b̂
q
k + 1; for all
other indices i, j we put b̂ij = b
i
j .
By L(xqk) denote the cotangent line bundle at the point x
q
k.
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On Vp(b
i
j), the restriction ωp|xqk determines a section of pi∗p,q,kL(x
q
k)
⊗b̂q
k .
Note that, at a generic point of Vp(b
i
j), the form ωp has exactly b
q
k zeros
at the point cp(x
q
k). Hence the restriction ωp|xqk vanishes at all the
curves where ωp has more than b
q
k zeros at the point cp(x
q
k).
Let us enumerate those divisors in Vp(b
i
j), where ωp has more than b
q
k
zeros at cp(x
q
k). The first one is the divisor where x
q
k ∈ Cp and ωp has
b̂qk zeros at x
q
k = cp(x
q
k). The second case is when x
q
k ‘run away’ from
Cp with some other points x
i1
j1
, . . . , xisjs. The section of pi
∗
p,q,kL(x
q
k)
⊗b̂q
k
has
∑s
r=1 b
ir
jr
zeros at such divisor.
Hence, the expression defining Ψp(̂b
i
j) is just the expression defining
the same cocycle as the first divisor described above. But the first
divisor is just Vp(̂b
i
j). Thus we made the inductive step which proves
this lemma. 
Note that V is a transversal intersection of Vp(a
i
j − 1), p = 2, . . . , m.
Then an obvious corollary of Lemma 3 is the following lemma
Lemma 4. The subvariety V determines a cohomological class equal
to Ξ.
6.3.3. [V ] is equal to st∗[Ĥ]. Obviously, V and st(Ĥ) are the closures
of V ∩ M0,M and st(Ĥ) ∩ M0,M , respectively. We can prove that
V ∩M0,M = st(Ĥ) ∩M0,M .
Let f : (CP1, x11, . . . , x
m
lm
) → (CP1, z1, . . . , zm) be a function in Ĥ .
Then ωp = f
∗ (dz/(z − zp)− dz/(z − z1)). Since xqk is a critical point
of f of the order aqk − 1, if follows that ωp has aqk − 1 zeros at xqk. Thus
we obtain that V ∩M0,M ⊃ st(Ĥ) ∩M0,M .
Conversely, let (CP1, x11, . . . , x
m
lm
) ∈ V ∩ M0,M . Then there is a
unique function fp such that f
−1
p (z1) = n·x11 and f−1p (zp) =
∑lp
i=1 a
p
i ·xpi .
Requirements for ωp mean that a marked point x
q
k is a critical point of
fp of order a
q
k − 1. Hence f = f2 = f3 = · · · = fm is the function in Ĥ
such that f−1(zi) =
∑li
j=1 a
i
jx
i
j , i = 1, . . . , m.
Since the map st has degree one over V ∩ M0,M , it follows that
[V ] = st∗[Ĥ ].
6.4. Independent check of Theorem 1.
6.4.1. Degenerate polynomials. Consider the first nontrivial degenerate
case. Let A1 = (n), A2 = (a
2
1, a
2
2), and A3 = (2, 1, . . . , 1). Then we
want to check that h(0, n|A1, A2, A3) = 1/aut(A2).
We have
(21)
Ψ2 = pi
∗
2,3,1ψ(x
3
1),
Ψ3 = (a
2
1 − 1)!(a22 − 1)!pi∗3,2,1ψ(x21)a21−1pi∗3,2,2ψ(x22)a22−1
−((n− 2)!− (a21 − 1)!(a22 − 1)!)D{x21,x22}pi∗3,2,1ψ(x21)n−3.
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Note that Ψ2 is dual to the divisor D whose generic point is rep-
resented by a two-component curve such that x11 and x
2
1 lie on one
component and x22 and x
3
1 lie on the other one. The restriction of Ψ3
to this divisor is obviously equal to
(22) (a21 − 1)!(a22 − 1)!ψ(x21)a
2
1−1ψ(x22)
a22−1
The divisor D consists of several irreducible components. One can
enumerate these components via subsets of {x32, . . . , x3n−1}. Let DU ,
U ⊂ {x32, . . . , x3n−1} be the divisor whose generic point is represented
by a two-component curve such that x11, x
2
1, and all x
3
i ∈ U lie on one
component and all other labeled points lie on the other component. So,
D = ∪UDU .
It is easy to see that
∫
DU
ψ(x21)
a21−1ψ(x22)
a22−1 is not vanishing if and
only if |U | = a21 − 1. In this case this integral is equal to 1. Hence,∫
D
ψ(x21)
a21−1ψ(x22)
a22−1 =
(
n−2
a21−1
)
. It follows that h(0, n|A1, A2, A3) =
1/aut(A2).
6.4.2. Generic polynomials. The natural desire here is to indepen-
dently check that out formula gives the same answer as in [15] in the
case of generic polynomials. The ramification data for generic poly-
nomials is the following: A1 = (n), m = n, and A2 = · · · = An =
(2, 1, . . . , 1). The answer given in [15] is h(0, n|A1, . . . , An) = nn−3.
We state that h(0, n|A1, . . . , An) counted with our formula is equal
to nn−3. But the argument we have is too complicated, so we give only
the sketch of the proof, which can be deciphered to the full proof by
the reader.
The first step looks as follows. One has to show that the ‘essen-
tial part’ of Ψp in this case is equal to the cocycle determined by the
subvariety Wp. Wp is a codimension n − 2 subvariety whose generic
point is represented by an (n − 2)-component curve such that on
one component there are points x11, x
p
1, and n − 2 singular points.
All other components, except for this one, contain exactly one point
from the set {x21, . . . , xp−11 , xp+11 , . . . , xn1}, exactly one point from the set
{xp2, . . . , xpn}, and exactly one singular point, attaching this component
to the first one.
The words ‘essential part’ mean that the integral
(23)
∫
M0,N
ψ(x11)
n−3Ψ2 . . .Ψp−1(Ψp − [Wp])Ψp+1 . . .Ψn
is equal to zero.
We remark that there are exactly (n − 2)! ways to split the sets
{x21, . . . , xp−11 , xp+11 , . . . , xn1} and {xp2, . . . , xpn} into pairs of points lying
on the same components. Then, via the standard calculations, one can
show that the integral part of formula (12) is equal to (n−2)!n−1. Then
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we obtain that
(24) h(0, n|A1, . . . , An) = n
n−3∏n
i=1 aut(Ai)
(n− 2)!n−1 = nn−3.
7. Hurwitz numbers of generalized polynomials
7.1. Two-pointed ramification cycles. In applications of the
lemma of E. Ionel to concrete calculations, one has to work with two-
pointed ramification cycles. We define them now.
Consider a moduli space Mg,k. Let x1, . . . , xk be marked points
of curves in Mg,k. Let b1, . . . , bk be integer numbers such that∑k
i=1 bi = 0. By W denote the subvariety of Mg,k consisting of curves
(C, x1, . . . , xk) ∈ Mg,k such that
∑k
i=1 bkxk is the divisor of a mero-
morphic function.
The closure ofW inMg,k determines a homology class ∆(b1, . . . , bk).
This class is called the two-pointed ramification cycle.
7.2. Hurwitz numbers of generalized polynomials. By a gener-
alized polynomial we simply mean the following ramification data. We
fix integers n > 0 and g ≥ 0. Let A1 = (n), A2 = (a1, . . . , al), and
A3 = · · · = Am = (2, 1, . . . , 1), where m − l − 1 = 2g (the Riemann–
Hurwitz formula).
Consider the space Mg,1+l ∋ (C, x11, x21, . . . , x2l ). There is a two-
pointed ramification cycle ∆(−n, a1, . . . , al), where −n corresponds to
x11, and ai corresponds to x
2
i , i = 1, . . . , l.
Theorem 2. If m ≥ 3, then
(25) h(g, n|A1, . . . , Am) = n
m−3(m− 2)!
aut(A2)
∫
∆(−n,a1,...,al)
ψ(x11)
m−3.
7.3. Genus zero case. We check formula (25) in the case of genus
zero. We have ∆(−n, a1, . . . , al) = [M0,1+l]. Hence,
(26) h(0, n|A1, . . . , Al+1) = n
l−2(l − 1)!
aut(A2)
.
The same answer is given by (2).
8. Proof of Theorem 2
8.1. The first steps of the proof. We start our proof in the same
way as in the case of usual polynomials. Let H be the appropriated
space of admissible covers. The mapping Ĥ → H has degree aut(A2) ·
(n− 2)!m−2. Then,
(27)
∫
Ĥ
l̂l
∗
ψ(z1)
m−3 = aut(A2) · (n− 2)!m−2 · h(g, n|A1, . . . , Am).
16 S. SHADRIN
Using the lemma of E. Ionel, we get
(28) nm−3
∫
st∗[Ĥ]
ψ(x11)
m−3 = aut(A2)·(n−2)!m−2 ·h(g, n|A1, . . . , Am).
8.2. The restriction of ψ(x11) to st(Ĥ). Let pi : Mg,1+l+(m−2)(n−1) →
Mg,1+l be the projection forgetting all marked points except for x11, x21,
. . . , x2l .
Lemma 5. pi∗ψ(x11)|st(Ĥ) = ψ(x11)|st(Ĥ).
Proof. Recall that pi∗ψ(x11) = ψ(x
1
1) − [Dpi]. Here [Dpi] is the cocycle
determined by the divisorDpi inMg,1+l+(m−2)(n−1). The generic point of
Dpi is represented by a two-component curve such that one component
has genus zero and contains x11, and the other component has genus g
and contains x21, . . . , x
2
l .
Let us prove that this divisor does not intersect st(Ĥ). Assume the
converse, that is, we assume that there exists a function in Ĥ such that
its domain belongs to Dpi.
Consider the image of such function. It is a stable curve of genus
zero with marked points z1, . . . , zm. It follows from the definition of
Dpi that z1 and z2 lie on different irreducible components of the target
curve.
Consider the irreducible component C1 of the target curve contain-
ing z1. This component also contains the point z∗ and at least one
more special point. (The point z∗ separates C1 from the component
containing z2.)
If follows from the definition of admissible covers that the point z∗ is
a point of total ramification. Since the preimage of C1 has genus zero,
it follows that any point of this component (except for z1 and z∗) has
exactly n simple preimages.
Note that all marked points in the target curve are critical values
of the function. After being cut at z∗, the target curve splits in two
halves, and the total preimage of the half containing z1 has genus 0.
It follows that the third special point on C1 has a ramification in the
preimage.
This contradiction proves that Dpi does not intersect st(Ĥ). Hence,
pi∗ψ(x11)|st(Ĥ) = ψ(x11)|st(Ĥ). 
8.3. Proof of Theorem 2. We have
(29) nm−3
∫
st∗[Ĥ]
ψ(x11)
m−3 = aut(A2)·(n−2)!m−2 ·h(g, n|A1, . . . , Am).
Using Lemma 5, we get
(30)
∫
st∗[Ĥ]
ψ(x11)
m−3 =
∫
pi∗st∗[Ĥ]
ψ(x11)
m−3.
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Since the mapping pi ◦ st|Ĥ has degree (m−2)! · (n−2)!(m−2), it follows
that
(31) pi∗st∗[Ĥ ] = (m− 2)! · (n− 2)!(m−2) ·∆(−n, a1, . . . , al).
Hence,
(32) h(g, n|A1, . . . , Am) = n
m−3 · (m− 2)!
aut(A2)
·
∫
∆(−n,a1,...,al)
ψ(x11)
m−3.
9. Amusing formulas for 〈τ3gτ 20 〉g
Consider the moduli space of curves Mg,n ∋ (C, x1, . . . , xn). By
〈τk1 . . . τkn〉g denote
∫
Mg,n
ψ(x1)
k1 . . . ψ(xn)
kn. It is known from [26, 13]
that 〈τ3gτ 20 〉g = 1/(24gg!).
In this section, we express 〈τ3gτ 20 〉g via Hurwitz numbers of general-
ized polynomials.
9.1. Formulas. By H(g;n) we denote h(g, n|A1, . . . , Am), where A1 =
(n), A2 = · · · = Am = (2, 1, . . . , 1), m = 2g + n.
Theorem 3. For any l ≥ 0,
(33) 〈τ3gτ 20 〉g =
g∑
i=0
(−1)i
(
g
i
)
(g + l + 1− i)!H(g; g + l + 1− i)
g!(3g + l − i)!(g + l + 1− i)3g+l−1−i .
Thus we have an infinite number (for any l ≥ 0) of formulas for
〈τ3gτ 20 〉g.
9.2. Check in low genera.
9.2.1. Genus zero. In genus zero, we have the following:
(34) 〈τ 30 〉0 =
(l + 1)!H(0; l + 1)
l!(l + 1)l−1
.
Since H(0; l + 1) = (l + 1)l−2, if follows that
(35) 〈τ 30 〉0 =
(l + 1)!(l + 1)l−2
l!(l + 1)l−1
= 1.
9.2.2. Genus one. In genus one, we have the following:
(36) 〈τ3τ 20 〉1 =
(l + 2)!H(1; l + 2)
(l + 3)!(l + 2)l+2
− (l + 1)!H(1; l + 1)
(l + 2)!(l + 1)l+1
.
From [25], it follows that
(37) H(1; l) =
(l + 1)!ll(l − 1)
l! · 24 .
Combining these formulas, we obtain that 〈τ3τ 20 〉1 = 1/24.
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10. Proofs of Theorem 3
We will give two proofs of Theorem 3. The first one is purely com-
binatorial. It is based on the formula of Ekedahl et al. [4]. The second
proof is purely geometric. This proof is based on Theorem 2.
Historically, the second proof was the first one. It is based on ideas
which will be very useful in the rest of the paper. We obtained the
second proof trying to check our formula in genera 2 and 3.
10.1. First proof.
Proof. We recall the formula for H(g; k) from [4]
(38) H(g; k) =
(2g + k − 1)! · kk
k!
∫
Mg,1
∑g
i=0(−1)iλi
1− kψ(x1) .
Here x1 is the unique marked point on curves in Mg,1, and λi = ci(E),
where E is the rank g vector bundle over Mg,1 with the fiber over
(C, x1) equal to H
0(C, ωC).
Putting this formula for H(g; k) in formula (33), we obtain the fol-
lowing:
(39)
〈τ3gτ 20 〉g =
1
g!
g∑
i=0
g∑
j=0
(−1)i+j
(
g
j
)
(g + l + 1− j)g−i
∫
Mg,1
λiψ(x1)
3g−2−i.
It follows from the combinatorial lemma below that the right hand
side of this formula is equal to
∫
Mg,1
ψ(x1)
3g−2. The equality 〈τ3gτ 20 〉g =
〈τ3g−2〉g follows from the string equation [26]:
(40) 〈τ0
m∏
i=1
τki〉 =
∑
i=1m
〈τk1 . . . τki−1τki−1τki+1 . . . τkm〉.

Lemma 6. There is a combinatorial identity:
(41)
g∑
i=0
(−1)i
(
g
i
)
(g + 1− i)k =
{
0, k < g,
g!, k = g.
Proof. By f(g, k) denote the left-hand side of the lemma statement.
Note that f(0, 0) = 1, and f(g, 0) = 0 if g > 0. Since
(42)
f(g + 1, k + 1) = (g + 1) ·
((
k + 1
0
)
f(g, k) + · · ·+
(
k + 1
k
)
f(g, 0)
)
,
the statement of the lemma follows. 
10.2. Second proof. First, we express the intersection number
〈τ3gτ 20 〉g = 〈τ3g−2〉g via integrals over two-pointed ramification cycles.
Then, using Theorem 2, we obtain formula (33).
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10.2.1. Two-pointed ramification cycles. We fix g ≥ 0. By ∆k denote
the two-pointed ramification cycle ∆(−k, 1, . . . , 1) in the moduli space
Mg,1+k ∋ (C, y, t1, . . . , tk).
Consider the intersection number 〈τ3gτ 20 〉g. We prove the following
lemma.
Lemma 7. For any l ≥ 0,
(43) 〈τ3gτ 20 〉g =
g∑
i=0
(−1)g
g!
(
g
i
)∫
∆g+l−i+1
ψ(y1)
3g+l−i−1.
10.2.2. Proof of Theorem 3.
Proof. From Theorem 2, we know that
(44)
∫
∆g+l−i+1
ψ(y1)
3g+l−i−1 =
(g + l − i+ 1)!H(g, g + l − i+ 1)
(g + l − i+ 1)3g+l−i−1(3g + l − i)! .
If we combine this with Lemma 7, we get
(45) 〈τ3gτ 20 〉g =
g∑
i=0
(−1)g
g!
(
g
i
)
(g + l − i+ 1)!H(g, g + l − i+ 1)
(g + l − i+ 1)3g+l−i−1(3g + l − i)! .

10.2.3. Proof of Lemma 7. Consider the moduli space Mg,2+g+l ∋
(C, y, t1, . . . , tg+l+1). By V (k1|i1, . . . , ik2) denote the subvariety of
Mg,2+g+l consisting of curves (C, y1, t1, . . . , tg+l+1) such that there ex-
ists a meromorphic function of degree k with pole of multiplicity k at
y and simple zeros at ti1 , . . . , tik2 .
Let E(k1|i1, . . . , ik2) be the cycle in homologies of Mg,1+g+l+1 deter-
mined by the closure of V (k1|i1, . . . , ik2). By S(k1, k2) denote
(46)
∫
E(k1|i1,...,ik2)
ψ(y)3g+l−1+k1−k2.
Obviously, the last number depends only on k1 and k2, but not on the
choice of i1, . . . , ik2 .
Below, we always suppose that k1 ≤ k2 + g and k2 ≥ 1.
The proof of Lemma 7 is based on the following lemma.
Lemma 8. If k1 > k2, then
(47) S(k1, k2) =
1
k2 − k1 (S(k1, k2 + 1)− S(k1 − 1, k2)) .
The dependence of S(k1, k2) on l is explained by the following lemma.
Lemma 9. The number S(k1, k2) does not depend on the choice of l
that satisfies g + l + 1 ≥ k2.
We prove Lemmas 8 and 9 in the next subsection.
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Proof of Lemma 7. Note that [M0,2+g+l] = E(g + l + 1|1, 2, . . . , l + 1).
(On the generic curve (C, y, t1, . . . , tl+1), there exists a meromorphic
function of degree g+l+1 such that y is the pole of multiplicity g+l+1
and t1, . . . , tl+1 are simple zeros. For the proof of such statements,
see [17, Section 7]). Then,
(48) 〈τ3gτ 20 〉g =
∫
Mg,g+l+2
ψ(y)4g+l−1 = S(g + l + 1|l + 1).
Lemma 8 implies that
(49) S(g + l + 1|l + 1) = 1
g
S(g + l + 1|l + 2)− 1
g
S(g + l|l + 1)
=
S(g + l + 1|l + 3)
g(g − 1) −
2 · S(g + l|l + 2)
g(g − 1) +
S(g + l − 1|l + 1)
g(g − 1)
= · · · =
g∑
i=0
(−1)i
g!
(
g
i
)
S(g + l − i+ 1|g + l − i+ 1).
Lemma 9 implies that
(50) S(g + l − i+ 1|g + l − i+ 1) =
∫
∆g+l−i+1
ψ(y)3g+l−i−1.
Combining (49) and (50) we obtain the statement of Lemma 7. 
10.2.4. Proofs of Lemmas 8 and 9.
Proof of Lemma 9. Let E = E(k1|1, . . . , k2) be the cycle in the homol-
ogy ofMg,2+g+l. Let Ê = E(k1|1, . . . , k2) be the cycle in the homology
of Mg,2+g+l̂, where l̂ = l + 1.
By pi : Mg,2+g+l̂ → Mg,2+g+l denote the projection forgetting the
labeled point tg+l̂+1. Note that ψ(y) in the cohomology of Mg,2+g+l̂ is
equal to pi∗ψ(y) + D, where D is the class dual to the divisor whose
generic point is represented by a two-component curve such that one
component has genus zero and contains points y and tg+l̂+1, and the
other component has genus g and contains all labeled points except for
y and tg+l̂+1.
It is easy to see that (pi∗ψ(y) + D)K = pi∗ψ(y)K + D · pi∗ψ(y)K−1.
Also note that pi∗(Ê ·D) = E.
Since (from dimensional conditions)
(51)
∫
Ê
pi∗ψ(y)3g+l̂−1+k1−k2 = 0,
it follows that
(52)∫
Ê
ψ(y)3g+l̂−1+k1−k2 =
∫
Ê
D ·pi∗ψ(y)3g+l−1+k1−k2 =
∫
E
ψ(y)3g+l−1+k1−k2 .
This proves the Lemma. 
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Proof of Lemma 8. Using Lemma 9 we can consider S(k1, k2) as
(53)
∫
E(k1|1,...,k2)
ψ(y)2g+k1−1,
where g + l = k2 (l can be negative).
Consider the following ramification data: A1 = (k1), A2 = · · · =
A2g+k1 = (2, 1, . . . , 1), A2g+k1+1 = A2g+k1+2 = (1, . . . , 1). Consider the
space Ĥ built using this ramification data. The map st takes a point
of Ĥ to a curve
(54) (C, x11, x
2
1, . . . , x
2
k1−1, . . . , x
2g+k1
1 , . . . , x
2g+k1
k1−1
, x2g+k1+11 , . . . ,
x2g+k1+1k1 , x
2g+k1+2
1 , . . . , x
2g+k1+2
k1
) ∈Mg,1+2k1+(2g+k1−1)(k1−1).
Consider the projection pi : Mg,1+2k1+(2g+k1−1)(k1−1) → Mg,2+k2 ,
which takes the labeled point x11 to y; x
2g+k1+1
1 , . . . , x
2g+k1+1
k2
to
t1, . . . , tk2 ; x
2g+k1+2
1 to tk2+1; and forgets all other labeled points. Note
that pi∗st∗[Ĥ] = K · E(k1|1, . . . , k2), where
(55) K = (k1 − 1)!(k1 − k2)!(2g + k1 − 1)!(k1 − 2)(2g+k1−1).
The Lemma of E. Ionel implies that
(56)
ψ(y) ·E(k1|1, . . . , k2) = 1
K
pi∗
(
1
k1
st∗(l̂l
∗
ψ(z1) · [Ĥ])−D · st∗[Ĥ ]
)
,
where D is dual to the divisor whose generic point is represented by a
two-component curve such that one component has genus g and con-
tains the preimages of the points t1, . . . , tk2+1, and the other component
has genus zero and contains the point x11. Here we use the standard
expression for ψ(x11) via pi
∗ψ(y).
One can consider D ·st∗[Ĥ ] as the class determined by D∩st(Ĥ). We
are interested only in the irreducible components of D ∩ st(Ĥ) whose
image under the map pi has codimension one.
We describe the generic point of such component. It is a three-
component curve. One component has genus zero and contains x11, the
whole tuple of preimages of one critical value, say x21, . . . , x
2
k1−1
, and
two nodes, ∗1 and ∗2. There exists a meromorphic function of degree k1
whose divisor is −k1x11+(k1−1)∗1+∗2, and x21, . . . , x2k1−1 are the preim-
ages of its simple critical value. The second component has genus zero
and is attached to the first one at the point ∗2. It contains exactly one
point from each of the sets {x32, . . . , x3k1−1}, . . . , {x2g+k12 , . . . , x2g+k1k1−1 },
{x2g+k1+1k2+1 , . . . , x2g+k1+1k1 }, and {x2g+k1+22 , . . . , x2g+k1+2k1 }. The last com-
ponent has genus g, is attached to the first component at the point ∗1,
and contains all other points. There is a function of degree k1− 1 such
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that ∗1 is the point of total ramification, x31, . . . , x2g+k11 are simple crit-
ical points, and all points xij with fixed superscript are the preimages
of a single point in the image.
From this description, it is obvious that
(57) pi∗(D · st∗[Ĥ ]) = K ·E(k1 − 1|1, . . . , k2).
Now we will describe pi∗st∗(l̂l
∗
ψ(z1)). Note that ψ(z1) is dual to the
divisor whose generic point is represented by a two-component curve
such that z1 lies on one component, and z2g+k1+1 and z2g+k1+2 lie on the
other component. We describe only those components of the preimage
of this divisor under the map l̂l whose pi∗st∗-image does not vanish
ψ(y)2g+k1−1.
There are two possible cases. The first one looks as follows. Con-
sider the divisor in M0,2g+k1+2 whose generic point is represented by a
two-component curve such that z1 and exactly one point from the set
{z2, . . . , z2g+k1} lie on one component and all other points (including
z2g+k1+1 and z2g+k1+2) lie on the other component. Then we obtain just
the same picture as in the case of D ·st∗[Ĥ ], but with coefficient k1−1,
since l̂l is ramified along this divisor with multiplicity k1 − 1.
The next case is as follows. Consider the divisor in M0,2g+k1+2
whose generic point is represented by a two-component curve such that
z2g+k1+1 and z2g+k1+2 lie on one component and all other marked points
lie on the other component. The map l̂l is not ramified over this di-
visor. There are k2 + (k1 − k2) possible cases in the preimage of this
divisor under the map l̂l.
The first k2 cases mean that x
2g+k1+2
1 lies on the same genus zero
irreducible component of the domain curve as one of the marked
points x2g+k1+11 , . . . , x
2g+k1+1
k2
. Under the map pi∗st∗ this gives us
k2 ·K · E(k1|1, . . . , k2) in the space Mg,2+l′+g, where l′ = l − 1.
The other k1 − k2 cases mean that x2g+k1+21 lie on the same genus
zero irreducible component of the domain curve as one of the marked
points x2g+k1+1k2+1 , . . . , x
2g+k1+1
k1
. Under the map pi∗st∗ this gives us K ·
E(k1|1, . . . , k2, k2 + 1) in the space Mg,2+l+g (it is easy to check the
coefficient by direct calculations).
Thus we obtain that
(58)
∫
E(k1|1,...,k2)
ψ(y)2g+k1−1 =
k1 − 1
k1
∫
E(k1−1|1,...,k2)
ψ(y)2g+k1−2
+
k2
k1
∫ ∗
E(k1|1,...,k2)
ψ(y)2g+k1−2 +
1
k1
∫
E(k1|1,...,k2,k2+1)
ψ(y)2g+k1−2
−
∫
E(k1−1|1,...,k2,k2)
ψ(y)2g+k1−2.
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Here the sign
∫ ∗
means that we calculate the intersection number in
the (co)homology of Mg,2+l′+g.
Combining the last equality and Lemma 9, we obtain that S(k1, k2) =
(S(k1, k2 + 1)− S(k1 − 1, k2))/(k1 − k2). 
11. The conjecture of E. Witten
In this section, we introduce intersection numbers which will be con-
sidered in the rest of the paper. There is a conjecture of E. Witten
relating these intersection numbers with the string solutions of the
Gelfand–Dikii hierarchies. Here we also recall this conjecture.
In Section 11.1, we give a definition of the intersection numbers. It
is enough to read only this section to understand the rest of the paper
except for the appendix.
In Section 11.2, we formulate the Witten’s conjecture. We recall the
necessary definitions for this conjecture in Section 11.3. In Section 11.4,
we give a recursive relation for the coefficients of the string solution of
the Boussinesq hierachy. This could be considered as an example of the
definitions of Section 11.3, but we also use this relation in the appendix.
We explain one more time the role of the Witten’s conjecture in this
paper. There are certain intersection numbers defined by Witten. We
give a way to calculate some of these intersection numbers. This is all
what we do in the rest of the paper.
But there is a possible application of these results. One can calculate
an intersection number using our algorithm. Then one can calculate
the corresponding coefficient of the string solution of the corresponding
Gelfand–Dikii hierarhy. After this one can compare if the results of
these calculations coinside. If yes, then we have checked the Witten
conjecture in a very particular case. If no, then the Witten conjecture
is false. This is what we do in the appendix for the intersection number
〈τ3,1〉3 in the case of the Boussinesq hierachy.
More detailed exposition of the Witten conjecture can be found
in [27, 11].
11.1. Intersection numbers 〈∏ τki,ji,j 〉g. Some of our definitions in
this section seem to be not entirely clear, but our goal now is only
to give a general idea of Witten’s definitions. As usual, we refer to
[27, 11, 24] for details.
11.1.1. A covering of Mg,s. Consider the moduli space Mg,s ∋
(C, x1, . . . , xs). Fix an integer r ≥ 2. Label each marked point xi
by an integer mi, 0 ≤ mi ≤ r − 1.
ByK denote the canonical line bundle of C. Consider the line bundle
S = K ⊗ (⊗si=1O(xi)−mi) over C. If 2g − 2 −
∑s
i=1mi is divisible by
r, then there are r2g isomorphism classes of line bundles T such that
T ⊗r ∼= S.
24 S. SHADRIN
The choice of an isomorphism class of T determines a cover M′g,s
of Mg,s. To extend it to a covering of Mg,s we have to discuss the
behavior of T near a double point.
11.1.2. Behavior near a double point. Let C be a singular curve with
one double point. By pi : C0 → C denote its normalization. The preim-
age of the double point consists of two points, say x′ and x′′. There are
r possible cases of behavior of T near the double point.
Cases 1, 2, . . . , r−1. The first r−1 cases are the following ones: T ∼=
pi∗T ′, where T ′ is a locally free sheaf on C0 with a natural isomorphism
T ′⊗r ∼= K⊗(⊗si=1O(xi)−mi)⊗O(x′)−m⊗O(x′′)−(r−2−m), m = 0, . . . , r−
2.
Case r. The last case is when T is defined by the following exact
sequence: 0 → T ′ → T → O →. Here T ′ = pi∗T ′′, where T ′′⊗r ∼=
K ⊗ (⊗si=1O(xi)−mi)⊗O(x′)−(r−1) ⊗O(x′′)−(r−1). The map T → O is
the residue map taking a section of T to the coefficient of (dx/x)1/r.
11.1.3. The top Chern class. If H0(C, T ) vanishes everywhere, then
one can consider the vector bundle V overM′g,s whose fiber is the dual
space to H1(C, T ). What we need is the top Chern class cD(V) of this
bundle; here
(59) D =
(g − 1)(r − 2)
r
+
1
r
s∑
i=1
mi.
In the case when H0(C, T ) is not identically zero, there is another
definition of the corresponding cohomology class which we will not
recall here. We denote this class by the same notation, cD(V).
We will use only the following properties of this class. First, con-
sider a component of the boundary consisting of curves with one dou-
ble point, where T is defined by one of the first r − 1 possible cases.
If this component of the boundary consists of two-component curves,
then cD(V) = cD1(V1) · cD2(V2), where V1 and V2 are the correspond-
ing spaces on the components, V = V1 ⊕ V2. If this component of
the boundary consists of one-component self-intersecting curves, then
cD(V) = cD(V ′), where cD(V ′) is defined on the normalization of these
curves. Second, consider a component of the boundary consisting of
curves with one double point, where T is defined by the rth case. In
this case, we require that the rescriction of cD(V) to this component of
the boundary vanishes.
These properties uniquely determine the desired intersection num-
bers in the particular case considered below. Nevertheless, it is not
obvious that there is a cohomological class which satisfies such proper-
ties. As far as we understand, the last problem is clarified in [11, 24].
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11.1.4. The Mumford-Morita-Miller intersection numbers. Let us label
each marked point xi by an integer ni ≥ 0. By
(60) 〈τn1,m1 . . . τns,ms〉g
denote the intersection number
(61)
1
rg
∫
M
′
g,s
s∏
i=1
ψ(xi)
ni · cD(V).
Of course, this number is not zero only if
(62) 3g − 3 + s =
s∑
i=1
ni +D.
11.2. Witten’s conjecture. Consider the formal series F in variables
tn,m, n = 0, 1, 2, . . . ; m = 0, . . . , r − 1;
(63) F (t0,0, t0,1, . . . ) =
∑
dn,m
〈
∏
n,m
τdn,mn,m 〉
∏
n,m
t
dn,m
n,m
dn,m!
.
The conjecture is that this F is the string solution of the r-Gelfand–
Dikii hierarchy.
11.3. Gelfand–Dikii hierarchies. We fix r. In this section, we define
the string solution of the r-Gelfand–Dikii (or r-KdV) hierarchy.
Consider the differential operator
(64) Q = Dr −
r−2∑
i=0
ui(x)D
i,
where
(65) D =
i√
r
∂
∂x
.
There is a pseudo-differential operator Q1/r = D +
∑
i>0wiD
−i. By
Qn+m/r denote (Q1/r)nr+m. Note that [Q
n+m/r
+ , Q] is a differential op-
erator of order at most r − 2.
The Gelfand–Dikii equations read
(66) i
∂Q
∂tn,m
= [Q
n+m/r
+ , Q] ·
cn,m√
r
,
where
(67) cn,m =
(−1)nrn+1
(m+ 1)(r +m+ 1) . . . (nr +m+ 1)
.
The string solution of the Gelfand–Dikii hierarchy is the formal series
F in variables ti,j , i = 0, 1, 2, . . . , j = 0, . . . , r − 1, such that
(68)
∂F
∂t0,0
=
1
2
r−2∑
i,j=0
δi+j,r−2t0,it0,j +
∞∑
n=1
r−2∑
m=0
tn+1,m
∂F
∂tn,m
,
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(69)
∂2F
∂t0,0∂tn,m
= −cn,mres(Qn+m+1r ),
where Q satisfies the Gelfand–Dikii equations and t0,0 is identified with
x.
One can prove that F is uniquely determined by this equations,
up to an additive constant. Below, we will discuss an effective way
to calculate the coefficients of F in the case of r = 3 (Boussinesq
hierarchy).
11.4. Boussinesq hierarchy. We need to calculate the coefficients of
F starting from the Gelfand–Dikii hierarchy. The general methods,
like [18], are very complicated. We show how to do this in the case
r = 3 (Boussinesq hierarchy).
We denote ∂kF/∂ti1,j1 . . . ∂tik ,jk by 〈〈τi1,j1 . . . τik,jk〉〉. Note that
(70) res(Q1/3) = −〈〈τ
2
0,0〉〉
3
, res(Q2/3) = −2〈〈τ0,0τ0,1〉〉
3
.
Since Q = D3 + 3(res(Q1/3))D + (3/2)(res(Q2/3) + D res(Q1/3)), it
follows that Q = D3 + γ1D + γ2, where γ1 = −〈〈τ 20,0〉〉 and γ2 =
−〈〈τ0,0τ0,1〉〉 − i〈〈τ 30,0〉〉/(2
√
3).
We consider the pseudodifferential operator Qn−1+m/r. Since
[Q,Qn−1+m/r] = 0, it follows that [Q,Q
n−1+m/r
− ] is a differential op-
erator. Let
(71) Q
n−1+m/r
− = α1D
−1 + α2D
−2 + . . . .
Then the coefficients at D−1 and D−2 of the operator [Q,Q
n−1+m/r
− ] are
equal to
(72) D3α1 + 3D
2α2 + 3Dα3 +D(α1γ1) = 0,
(73) D3α2+3D
2α3+3Dα4+γ1Dα2−α1D2γ1+2α2Dγ1+α1Dγ2 = 0,
respectively.
Note that res(Qn+m/3) = α4 − α1Dγ1 + α2γ1 + α1γ2. From the
Gelfand–Dikii equations, it follows that
i
√
3
cn−1,m
∂γ1
∂tn−1,m
= 3Dα1,
i
√
3
cn−1,m
∂γ2
∂tn−1,m
= 3D2α1 + 3Dα2,(74)
i
√
3
cn,m
∂γ1
∂tn,m
= 3D res(Qn+m/3).
Using (72), (73) we can express Dα4 in terms of α1 and α2. Using
the first two equations in (74) and the string equation, we can express
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α1 and α2 in terms of derivatives of F . If we replace all αi and γi in the
third equation in (74) with their expressions, we obtain the following:
(75) (3n+m+ 1)〈〈τn,mτ 20,0〉〉 = 〈〈τn−1,mτ0,1〉〉〈〈τ 30,0〉〉+
2〈〈τn−1,mτ0,0〉〉〈〈τ0,1τ 20,0〉〉+ 2〈〈τn−1,mτ0,1τ0,0〉〉〈〈τ 20,0〉〉+
2
3
〈〈τn−1,mτ0,1τ 30,0〉〉+ 3〈〈τn−1,mτ 20,0〉〉〈〈τ0,1τ0,0〉〉.
This equation allows us to calculate the coefficients of F in the ex-
amples below. The similar equation is used in [26] in the case of r = 2.
It is easy to see that, using the same argument, one can obtain the
similar equation for any Gelfand–Dikii hierarchy.
12. An algorithm to calculate 〈τn,m
∏r−1
i=1 τ
ki
0,i〉g
We fix r ≥ 2. In this section, we expalain how to calculate intersec-
tion numbers from the previous section in some particular cases. We
describe a way to calculate 〈τn,m
∏r−1
i=1 τ
ki
0,i〉g, which looks like follows.
First, there is a generalization of our Lemma 7. We express intersection
numbers 〈τn,m
∏r−1
i=1 τ
ki
0,i〉g via integrals against two-pointed ramification
cycles (see Section 12.1 for the definitions of the integrals against two-
pointed ramification cycles and Section 12.2 for the expression). These
integrals can be considered as a generalization of the notion of Hurwitz
numbers. Then we introduce a recursion relation for these integrals
(Section 12.3). This relation can be considered as a generalization of
a standard recursion relation for Hurwitz numbers, see [21]. Thus we
express our integrals via the simplest possible ones, defined only in
genera zero and one (Section 12.4).
The integrals in genus zero equal to the initial intersection numbers
〈∏r−1i=1 τki0,i〉0 in genus zero, which we suppose to be known. And the
integrals in genus one can be calculated using the topological recursion
relation (the last is not completely clear, so we give only the general
idea of such calculations, see Section 12.6).
For the simple examples for our algorithm, see Section 12.5. Another
example is computed in the appendix. The proofs of the theorems of
this section are collected in the Section 13.
12.1. Two-pointed ramification cycles. We introduce the integrals
against two-pointed ramification cycles which we will use in our formu-
las.
By V ∗g,m(
∏s
i=1 ηqi,ai) denote the subvariety of M′g,1+s consisting of
curves (C, x1 . . . , x1+s, T ) such that −(
∑s
i=1 ai)x1 +
∑s
i=1 aix1+i is the
divisor of a meromorphic function. The covering M′g,1+s →Mg,1+s is
defined here by m1 = m, m2 = q1, . . . , m1+s = qs. All ai are supposed
to be positive integers and also we require 0 ≤ m, q1, . . . , qs ≤ r − 1.
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We denote by Vg,m(
∏s
i=1 ηqi,ai) the closure of V
∗
g,m(
∏s
i=1 ηqi,ai) and
denote by Sng,m(
∏s
i=1 ηqi,ai) the intersection number
(76)
1
rg
∫
Vg,m(
∏s
i=1 ηqi,ai)
ψ(x1)
n · cD(V).
Note that Sng,m(
∏s
i=1 ηmi,ai) is defined if and only if g ≥ 0; 0 ≤
m, q1, . . . , qs ≤ r − 1; n ≥ 0; s ≥ 1; and a1, . . . , as ≥ 1. Moreover, for
convenience, we put Sn0,m(ηm1,1) = 0; and if g < 0, then we also put
Sng,m(
∏s
i=1 ηmi,ai) = 0.
Another definition we need is the following one. Consider the
moduli space M′1,k ∋ (C, x1, . . . , xk, T ) determined by some labels
m1, . . . , mk. Let b1, . . . , bk be nonzero integers such that
∑k
t=1 bt = 0.
By W (b1, . . . , bk) denote the closure of the subvariety consisting of
smooth curves (C, x1, . . . , xk, T ) such that there exists a meromorphic
function whose divisor is equal to
∑k
t=1 btxt.
By Ŝ1(
∏k
t=1 ηmt,bt) denote (1/r)
∫
W (b1,...,bk)
cD(V). We will discuss
later how to calculate Ŝ1(
∏k
t=1 ηmt,bt).
12.2. The first step. We state the formula expresssing the in-
tersection numbers 〈τn,m
∏r−1
i=1 τ
ki
0,i〉g via the intersection numbers
Sng,m(
∏s
i=1 ηqi,ai).
Theorem 4. If s ≥ 1, then
(77) 〈τn,m
s∏
i=1
τ0,mi〉g =
g∑
j=0
(−1)j
g!
(
g
j
)
Sn−jg,m (
s∏
i=1
ηmi,1 · ηg−j0,1 ).
This theorem can be generalized (one can add a parameter l as it is
done in Lemma 7).
12.3. The recursive relation. We state our recursive relation for the
numbers Sng,m(
∏s
i=1 ηqi,ai).
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Theorem 5. If n ≥ 1, then
(78) Sng,m(
s∏
i=1
ηmi,ai) =
∑
I⊂{1,...,s}
a(I)∑
j=1
∑
B(j,a(I))
(
|I|+ j − 2
(
∑s
r=1 ar) · (2g + s− 1)
·
∏j
r=1 br
aut(b1, . . . , bj)
·
r−2∑
u1,...,uj=0
Sn−1g+1−j,m(
∏
i 6∈I
ηmi,ai
j∏
t=1
ηut,bt) · 〈
j∏
t=1
τ0,r−2−ut
∏
i∈I
τ0,mi〉0
+
|I|+ j
(
∑s
r=1 ar) · (2g + s− 1)
·
∏j
r=1 br
aut(b1, . . . , bj)
·
r−2∑
u1,...,uj=0
Sn−1g−j,m(
∏
i 6∈I
ηmi,ai
j∏
t=1
ηut,bt) · Ŝ1(
∏
i 6∈I
ηmi,−ai
j∏
t=1
ηr−2−ut,bt)
 .
Here the first sum is taken over all subsets I of {1, . . . , s}. Then, a(I) is
defined to be
∑
k∈I ak. The third sum is taken over all possible partitions
B = (b1, . . . , bj) of a(I) of length j;
∑j
k=1 bk = a(I), b1 ≥ · · · ≥ bj, and
all bk are positive integers.
The examples of applying this recursive relation can be found in
Section 12.5 and in the appendix.
12.4. Initial values. The initial values look as in the following theo-
rem.
Theorem 6. We have
S0g,m(
s∏
i=1
ηmi,ai) = 0, if g > 1;(79)
S01,m(
s∏
i=1
ηmi,ai) = Ŝ1(ηm,−
∑s
i=1 ai
·
s∏
i=1
ηmi,ai);(80)
Sn0,m(
s∏
i=1
ηmi,ai) = 〈τn,m
s∏
i=1
τ0,mi〉0.(81)
So, applying (77) and then several times (78), we express the intersec-
tion number 〈τn,m
∏r−1
i=1 τ
ki
0,i〉g via the intersection numbers 〈
∏r−1
i=1 τ
pi
0,i〉0
and Ŝ1(
∏k
t=1 ηmt,bt). Later we will explain how to express the intersec-
tion numbers Ŝ1(
∏k
t=1 ηmt,bt) via 〈
∏r−1
i=1 τ
pi
0,i〉0.
12.5. Simple examples. Here, we use Theorems 4, 5, and 6 to com-
pute the Mumfor–Morita–Miller intersection numbers in some special
cases.
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12.5.1. 〈τ1,0〉1. We consider the case r = 4. From the topological re-
cursion relation (see [5]), we know that 〈τ1,0〉1 = 1/8. We can prove
this independently.
Note that 〈τ1,0〉1 = 〈τ2,0τ0,0〉1. Equation (77) implies that 〈τ2,0τ0,0〉1 =
S21,0(η
2
0,1).
We know from [27] that, in the case r = 4, 〈τ 20,0τ0,2〉0 = 〈τ0,0τ 20,1〉0 = 1,
〈τ 20,1τ 20,2〉0 = 1/4, 〈τ 50,2〉0 = 1/8, and all other 〈
∏r−1
i=1 τ
pi
0,i〉0 are equal to
zero. Another fact we need here is that Ŝ1(
∏k
t=1 ηmt,bt) is equal to zero
if one mi is equal to zero.
Then, from (78) and formulas for initial values, it follows that
S21,0(η
2
0,1) =
1
3
S11,0(η0,2)〈τ 20,0τ0,2〉0;
S11,0(η0,2) =
1
4
S00,0(η0,1η2,1)〈τ 20,0τ0,2〉0 +
1
8
S00,0(η
2
1,1)〈τ0,0τ 20,1〉0;
S00,0(η0,1η2,1) = 〈τ 20,0τ0,2〉0;
S00,0(η
2
1,1) = 〈τ0,0τ 20,1〉0.
Thus we obtain that 〈τ1,0〉1 = 1/8 as it has to be.
12.5.2. 〈τ1,1τ 30,1τ0,0〉0. We calculate 〈τ1,1τ 30,1τ0,0〉0 in the case r = 3. It
follows from the string equation that 〈τ1,1τ 30,1τ0,0〉0 = 〈τ 40,1〉0 = 1/3, but
we want to calculate this using our algorithm.
Recall that in the case r = 3, 〈τ 20,0τ0,1〉0 = 1, 〈τ 40,1〉0 = 1/3, and all
other 〈∏r−1i=1 τ pi0,i〉0 are equal to zero.
From our algorithm, we have the following
〈τ1,1τ 30,1τ0,0〉0 = S10,1(η31,1η0,1)
S10,1(η
3
1,1η0,1) =
1
2
S00,1(η
2
1,1η1,2)〈τ 20,0τ0,1〉0 +
1
2
S00,1(η0,3η0,1)〈τ 40,1〉0
S00,1(η
2
1,1η1,2) = 〈τ 40,1〉0
S00,1(η0,3η0,1) = 〈τ 20,0τ0,1〉0
Thus we obtain that 〈τ1,1τ 30,1τ0,0〉0 = 1/3.
12.6. Calculation of Ŝ1(
∏k
t=1 ηmt,bt). Here, we explain only a general
idea how to calculate any number Ŝ1(
∏k
t=1 ηmt,bt). Then we give the
concrete calculations in the case r = 4. It is the first case where such
numbers are not identically zero.
12.6.1. Our idea. There is a topological recursion relation expressing
intersection numbers in genus one via intersection numbers in genus
zero (see, e. g., [11]). We need the special case of this relation, which
looks as follows:
(82) 〈τn+1,m
s∏
i=1
τ0,mi〉1 =
1
24
r−2∑
l=0
〈τn,mτ0,lτ0,r−2−l
s∏
i=1
τ0,mi〉0.
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Using this relation we can calculate all intersection numbers
〈τn+1,m
∏s
i=1 τ0,mi〉1 (of course, we always suppose that we know all
intersection numbers in genus zero). Then we can try to calculate the
same intersection numbers using our algorithm based on Theorems 4,
5, and 6. This gives us a number of linear equations for the numbers
Ŝ1(
∏k
t=1 ηmt,bt). Then we just have to solve these equations.
Of course, it is not obvious that this way allows to calculate the
numbers Ŝ1(
∏k
t=1 ηmt,bt) in the case of arbitrary r. Nevertheless, we
are almost sure that this works for any r.
12.6.2. Example. Consider the case r = 4. It is easy to see that
Ŝ1(
∏k
t=1 ηmt,bt) 6= 0 if and only if k = 2, m1 = m2 = 2, and b1 = −b2.
We calculate Ŝ1(η2,2η2,−2) and Ŝ1(η2,3η2,−3).
Note that
(83)
1
3 · 25 = 〈τ1,2τ0,2〉1 = S
1
1,2(η2,1η0,1) =
1
3
Ŝ1(η2,2η2,−2).
Therefore, Ŝ1(η2,2η2,−2) = 1/2
5.
Then
〈τ1,2τ0,2〉1 = S11,2(η2,2η0,1)− Ŝ1(η2,2η2,−2);(84)
S11,2(η2,2η0,1) =
1
3
Ŝ1(η2,3η2,−3) +
4
9
Ŝ1(η2,2η2,−2).(85)
Therefore, Ŝ1(η2,3η2,−3) = 1/12.
13. Proofs of Theorems 4, 5, and 6
13.1. Initial values.
Proof of Theorem 6. Consider the intersection number S =
S0g,m(
∏s
i=1 ηmi,ai), where g > 1. We want to prove that S = 0.
Recall that S is defined as follows:
(86) S =
1
rg
∫
Vg,m(
∏s
i=1 ηqi,ai)
cD(V)
Note that dim Vg,m(
∏s
i=1 ηqi,ai) = 2g + s− 2 and D < g + s. If g ≥ 2,
then 2g + s− 2 ≥ g + s, and we obtain S = 0.
Since V1,m(
∏s
i=1 ηqi,ai) = W (−
∑s
i=1 ai, a1, . . . , as), where m1 = m,
m2 = q1, . . . , ms+1 = qs, if follows that
(87) S01,m(
s∏
i=1
ηmi,ai) = Ŝ1(ηm,−
∑s
i=1 ai
·
s∏
i=1
ηmi,ai).
The equality Sn0,m(
∏s
i=1 ηmi,ai) = 〈τn,m
∏s
i=1 τ0,mi〉0 is obtained just
from the fact that, in the case of genus zero, V0,m(
∏s
i=1 ηqi,ai) is equal
to the appropriate space M′0,1+s. 
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13.2. First step of the algorithm.
Proof of Theorem 4. Theorem 4 is proved by the very same argument
as Lemma 7. The only difference is the following one. We have to
formulate and prove an analogue of Lemma 8. Proving this analogue
and using the lemma of E. Ionel, we represent the ψ-class as a sum of
divisors. Then we choose only those divisors, where ψ(y)k · cD(V) is
not zero. Here we have to use one more additional argument: 〈τ0,0 ·∏l
i=1 τ0,mi〉0 6= 0 if and only if l = 2 and m1 +m2 = r − 2. Then this
intersection number is equal to 1. All other steps of the proof are just
the same. 
13.3. Recursion relation.
Proof of Theorem 5. This is also proved in the same way as Lemma 7.
We use the lemma of E. Ionel. In the target moduli space of the l̂l
mapping, we express the ψ-class as the divisor whose generic point is
represented by a two-component curve such that the point correspond-
ing to x1 lies on the first component and the point corresponding to
x2, . . . , xs with a fixed critical value lies on the other component.
Then we express ψ(x1) as a sum of some divisors in Ĥ . The map-
ping σ ◦ st (σ is the projection forgetting all marked point except for
x1, . . . , x1+s) takes each divisor to a subvariety of pi(Vg,m(
∏s
i=1 ηqi,ai))
(pi is the projection M′g,1+s → Mg,1+s). We only need subvarieties of
codimension one. This condition means that all critical points of the
corresponding functions are lying exactly on two components of a curve
in st(Ĥ). In other words, this means that a curve in σ(st(Ĥ)) consists
of two components.
Consider such irreducible divisor in pi(Vg,m(
∏s
i=1 ηqi,ai)) = σ(st(Ĥ)).
Two components of a curve representing a generic point of this divi-
sor can intersect at j points. One component contains points xi+1,
i ∈ I ⊂ {1, . . . , s}, and j points of intersection. The other component
contains points x1 and xi+1, i 6∈ I, and also j points of intersection. The
first component determines a two-pointed ramification cycle, where the
divisor is
∑
i∈I aix1+i −
∑j
t=1 bt∗t (by ∗t denote the points of intersec-
tion). The other component also determines a two-pointed ramification
cycle, where the divisor is −(∑st=1 at)x1 +∑i 6∈I aix1+i +∑jt=1 bt∗t.
Let the first component have genus g1 and the second one have genus
g2. We have g1+ g2+ j−1 = g. We must consider the preimage of this
divisor under the mapping pi and then integrate against it the class
ψ(x1)
n−1 · cD(V). Note that when cD(V) does not vanish, it factor-
izes to cD1(V1) · cD2(V2). Then we have to integrate cD1(V1) over the
two-pointed ramification cycle determined by the first component, and
ψ(x1)
n−1 · cD2(V2) over the two-pointed ramification cycle determined
by the second component.
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In the first case, we see that dimensional conditions (as in Sec-
tion 13.1) imply that the integral does not vanish if and only if g = 1
or g = 0. Thus we obtain the second multipliers in the formula. The
integral corresponding to the second component obviously gives us the
first multipliers in the formula.
Now we only have to explain the coefficients in the formula. The
coefficient 1/rg appearing in the definition of Sng,m(
∏s
i=1 ηmi,ai) behaves
properly since pi is a ramified covering with correspoding multiplicities.
Then
∏j
r=1 br is the multiplicity of l̂l along the corresponding divisor
in Ĥ; the coefficient aut(b1, . . . , bj) appears since we have to mark the
points of intersection of two components; (
∑s
r=1 ar) comes from the
lemma of E. Ionel; and (|I| + j − 2)/(2g + s − 1) in the case of genus
0 (or (|I| + j)/(2g + s− 1) in the case of genus onr) is the fraction of
multiplicities of σ ◦ st over the divisor and over the initial subvariety
pi(Vg,m(
∏s
i=1 ηqi,ai)).
Thus we obtain the required formula. 
Appendix A. Calculation of 〈τ6,1〉3 in the case r = 3
In this section, we calculate the intersection number 〈τ6,1〉3 in the case
r = 3 using our algorithm (Theorems 4, 5, and 6). Then we calculate
the corresponding coefficient of the string solution of the Boussinesq
hierarchy using the relation explained in Section 11.4. The results
will appear to be the same. Thus we check a very special case of the
Witten’s conjecture.
A.1. First step of the algorithm. The first step is the following:
〈τ6,1〉3 = 〈τ7,1τ0,0〉3 = 1
6
S73,1(η
4
0,1)−
1
2
S63,1(η
3
0,1) +
1
2
S53,1(η
2
0,1).
In the next three subsections, we calculate separately the summands
of this expression. We recall once again that, in the case of r = 3,
〈τ 20,0τ0,1〉0 = 1, 〈τ 40,1〉0 = 1/3, and all other 〈
∏r−1
i=1 τ
pi
0,i〉0 are equal to
zero.
For convenience, we shall denote 〈τ 20,0τ0,1〉0 by 〈1〉 and 〈τ 40,1〉0 by 〈1/3〉.
A.2. Calculations in degree 4. Using (78), we get
S73,1(η
4
0,1) =
1
3
S63,1(η
2
0,1η0,2)〈1〉.
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Then
S63,1(η
2
0,1η0,2) =
3
16
S53,1(η0,1η0,3)〈1〉++
1
16
S53,1(η
2
0,2)〈1〉+
1
32
S52,1(η
3
0,1η1,1)〈1〉;
S53,1(η0,1η0,3) =
1
7
S43,1(η0,4)〈1〉+
1
14
S42,1(η
2
0,1η1,2)〈1〉+
1
14
S42,1(η0,1η0,2η1,1)〈1〉;
S53,1(η
2
0,2) =
1
7
S43,1(η0,4)〈1〉+
1
14
S42,1(η0,1η0,2η1,1)〈1〉;
S52,1(η
3
0,1η1,1) =
3
14
S42,1(η
2
0,1η1,2)〈1〉+
3
14
S42,1(η0,1η0,2η1,1)〈1〉.
Therefore,
S73,1(η
4
0,1) =
1
84
S43,1(η0,4) +
3
448
S42,1(η
2
0,1η1,2) +
11
1344
S42,1(η0,1η0,2η1,1).
Then
S43,1(η0,4) =
1
8
S32,1(η0,1η1,3)〈1〉+
1
8
S32,1(η0,3η1,1)〈1〉+
1
6
S32,1(η0,2η1,2)〈1〉;
S42,1(η
2
0,1η1,2) =
1
4
S32,1(η0,1η1,3)〈1〉+
1
12
S32,1(η0,2η1,2)〈1〉+
1
48
S31,1(η
2
0,1η
2
1,1)〈1〉;
S42,1(η0,1η0,2η1,1) =
1
8
S32,1(η0,1η1,3)〈1〉+
1
12
S32,1(η0,2η1,2)〈1〉+
1
8
S32,1(η0,3η1,1)〈1〉+
1
24
S31,1(η
2
0,1η
2
1,1)〈1〉.
Therefore,
S73,1(η
4
0,1) =
15
29 · 7S
3
2,1(η0,1η1,3) +
13
26 · 32 · 7S
3
2,1(η0,2η1,2)+
9
29 · 7S
3
2,1(η0,3η1,1) +
31
210 · 32 · 7S
3
1,1(η
2
0,1η
2
1,1).
Note that
S32,1(η0,1η1,3) =
1
5
S22,1(η1,4)〈1〉+
1
10
S21,1(η0,1η1,1η1,2)〈1〉+
1
60
S20,1(η
4
0,0)〈
1
3
〉;
S32,1(η0,2η1,2) =
1
5
S22,1(η1,4)〈1〉+
1
20
S21,1(η0,1η1,1η1,2)〈1〉+
1
40
S21,1(η0,2η
2
1,1)〈1〉;
S32,1(η0,3η1,1) =
1
5
S22,1(η1,4)〈1〉+
1
10
S21,1(η0,1η1,1η1,2)〈1〉+
1
10
S21,1(η0,2η
2
1,1)〈1〉;
S31,1(η
2
0,1η
2
1,1) =
2
5
S21,1(η0,1η1,1η1,2)〈1〉+
1
10
S21,1(η0,2η
2
1,1)〈1〉+
1
20
S20,1(η
4
0,0)〈
1
3
〉.
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Then
S22,1(η1,4) =
3
16
S11,1(η1,3η1,1)〈1〉+
1
8
S11,1(η
2
1,2)〈1〉+
1
8
S10,1(η
2
0,1η0,2)〈
1
3
〉;
S21,1(η0,1η1,1η1,2) =
3
16
S11,1(η1,3η1,1)〈1〉+
1
8
S11,1(η
2
1,2)〈1〉+
1
4
S10,1(η
2
0,1η0,2)〈
1
3
〉+ 1
32
S10,1(η0,1η
3
1,1)〈1〉;
S21,1(η0,2η
2
1,1) =
3
8
S11,1(η1,3η1,1)〈1〉+
1
16
S10,1(η0,1η
3
1,1)〈1〉+
1
16
S10,1(η
2
0,1η0,2)〈
1
3
〉.
Since
S11,1(η1,3η1,1) =
1
6
S00,1(η
2
1,1η1,2)〈1〉+
1
2
S00,1(η0,1η0,3)〈
1
3
〉+ 1
3
S00,1(η
2
0,2)〈
1
3
〉
=
1
3
;
S11,1(η
2
1,2) =
1
12
S00,1(η
2
1,1η1,2)〈1〉+
1
2
S00,1(η0,1η0,3)〈
1
3
〉+ 1
3
S00,1(η
2
0,2)〈
1
3
〉
=
11
22 · 32 ,
it follows that
S22,1(η1,4) =
41
25 · 32 ;
S21,1(η0,1η1,1η1,2) =
7
22 · 32 ;
S21,1(η0,2η
2
1,1) =
1
2 · 3;
and, therefore,
S32,1(η0,1η1,3) =
77
25 · 32 · 5
S32,1(η0,2η1,2) =
61
25 · 32 · 5
S32,1(η0,3η1,1) =
31
25 · 3 · 5
S31,1(η
2
0,1η
2
1,1) =
1
32
.
Thus we have
S73,1(η
4
0,1) =
209
27 · 34 · 5 · 7 .
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A.3. Calculations in degree 3. We have
S63,1(η
3
0,1) =
1
4
S53,1(η0,1η0,2)〈1〉;
S53,1(η0,1η0,2) =
1
7
S43,1(η0,3)〈1〉+
1
21
S42,1(η
2
0,1η1,1)〈1〉;
S43,1(η0,3) =
1
9
S32,1(η0,1η1,2)〈1〉+
1
9
S32,1(η0,2η1,1)〈1〉;
S42,1(η
2
0,1η1,1) =
2
9
S32,1(η0,1η1,2)〈1〉+
1
9
S32,1(η0,2η1,1)〈1〉;
S32,1(η0,1η1,2) =
1
5
S22,1(η1,3)〈1〉+
1
30
S21,1(η0,1η
2
1,1)〈1〉;
S32,1(η0,2η1,1) =
1
5
S22,1(η1,3)〈1〉+
1
15
S21,1(η0,1η
2
1,1)〈1〉;
S22,1(η1,3) =
1
6
S11,1(η1,1η1,2)〈1〉+
1
36
S10,1(η
3
0,1)〈
1
3
〉;
S21,1(η0,1η
2
1,1) =
1
3
S11,1(η1,1η1,2)〈1〉+
1
12
S10,1(η
3
0,1)〈
1
3
〉;
S11,1(η1,1η1,2) =
4
9
S00,1(η0,1η0,2)〈
1
3
〉+ 1
18
S00,1(η
3
1,1)〈1〉 =
1
2 · 3 .
Thus we have
S21,1(η0,1η
2
1,1) =
1
22 · 3;
S22,1(η1,3) =
1
33
;
S32,1(η0,2η1,1) =
7
22 · 33 · 5;
S32,1(η0,1η1,2) =
11
23 · 33 · 5;
S42,1(η
2
0,1η1,1) =
1
2 · 33 · 5;
S43,1(η0,3) =
5
23 · 35 ;
S53,1(η0,1η0,2) =
37
23 · 35 · 5 · 7
and, therefore,
S63,1(η
3
0,1) =
37
25 · 35 · 5 · 7 .
A.4. Calculations in degree 2. We have
S53,1(η
2
0,1) =
1
7
S43,1(η0,2)〈1〉 =
1
7
· 1
12
S32,1(η0,1η1,1)〈1〉 =
1
22 · 3 · 7 ·
1
5
S22,1(η1,2)〈1〉 =
1
22 · 3 · 5 · 7 ·
1
16
S11,1(η
2
1,1)〈1〉 =
1
26 · 3 · 5 · 7 ·
1
6
S00,1(η
2
0,1)〈
1
3
〉 = 1
27 · 33 · 5 · 7 .
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A.5. Summary. We have
〈τ6,1〉3 = 209
28 · 35 · 5 · 7 −
37
26 · 35 · 5 · 7 +
1
28 · 33 · 5 · 7 =
1
27 · 35 .
We calculate the corresponding coefficient of the string solution of
the Boussinesq hierarchy. It follows from (75) that
26〈τ8,1τ 20,0〉3 = 2〈τ7,1τ0,0〉3〈τ0,1τ 20,0〉0 +
2
3
〈τ7,1τ0,1τ 30,0〉2;
20〈τ6,1τ0,1τ 20,0〉2 = 4〈τ5,1τ0,1τ0,0〉2〈τ0,1τ 20,0〉0 +
2
3
〈τ5,1τ 20,1τ 30,0〉1;
14〈τ4,1τ 20,1τ 20,0〉1 = 6〈τ3,1τ 20,1τ0,0〉1〈τ0,1τ 20,0〉0 +
2
3
〈τ4,1τ 30,1τ 30,0〉0.
Therefore, 〈τ6,1〉3 = 1/(27 · 35). Thus we have checked Witten’s
conjecture for 〈τ6,1〉3 in the case of Boussinesq hierarchy.
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