We present a probabilistic ego-lane estimation algorithm for highway-like scenarios that is designed to increase the accuracy of the ego-lane estimate, which can be obtained relying only on a noisy line detector and tracker. The contribution relies on a Hidden Markov Model (HMM) with a transient failure model. The proposed algorithm exploits the OpenStreetMap (or other cartographic service) road property "lane number" as the expected number of lanes and leverages consecutive, possibly incomplete, observations. The algorithm effectiveness is proven by employing different line detectors and showing we could achieve much more usable, i.e., stable and reliable, ego-lane estimates over more than 100Km of highway scenarios, recorded both in Italy and Spain. Moreover, as we could not find a suitable dataset for a quantitative comparison with other approaches, we collected datasets and manually annotated the Ground Truth about the vehicle ego-lane. Such datasets are made publicly available for usage from the scientific community.
I. INTRODUCTION
Autonomous vehicles require an accurate understanding of the surrounding environment in order to safely plan their actions. One such fundamental perception task concerns the localization of the vehicle. Autonomous vehicles cannot always rely on global positioning based on Global Navigation Satellite System (GNSS) signals (e.g., GPS, Beidu, Glonass, Galileo, etc.) because signals from satellites use to undergo multi-paths and physical barriers, leading sporadically to very poor position accuracy or even to no estimate at all. Therefore navigation modules usually couple the GNSS systems with cartographic maps and methods that leverage the road network graph as well as other common features [1] - [5] , like buildings, crossings or roundabouts, which are retrieved from cartographic services like OpenStreetMap. Therefore maps represent an important piece of information to exploit as prior in vehicle localization. Even though methodologies based on GNSS and maps, usually known as lock-on-road procedures, see e.g., [6] , [7] , lead to remarkable increases in the localization accuracy, they still do not use to achieve lanelevel localization, i.e., accuracies in the order of 0.1m [8] .
Lane-level localization is actually a term with broad meaning and it usually might refer to two different problems: on the one hand it might refer to the determination of the lane currently occupied by the vehicle, a problem which is also known as host-lane or ego-lane estimation; on the other hand it might refer to the estimation of the lateral position of the vehicle inside the lane or whole road. The latter problem is relevant for the lower level control of the vehicle, while the first is relevant in the higher-level (tactical) control of the vehicle, i.e., trajectory and manoeuvre planning. Solutions to the latter live in R, while solutions to the first live in N. This work deals with the ego-lane estimation problem.
In both cases, some form of optical detection of the road lines is usually exploited. Quite frequently images obtained from the forward-looking camera(s) of the vehicle are used, and processed in order to detect the road lines. Typically, such lines are in turn processed to infer the vehicle ego-lane at the time of the image capture.
In this paper we present a probabilistic algorithm aimed at enhancing the ego-lane estimation obtained from a line detector. The algorithm exploits a GNSS measure as well as the number of lanes of the road, retrieved from a service like OpenStreetMap, as prior. Differently from other works available in the literature, ours is a modular, hence reusable, algorithm for improving the ego-lane estimation that could be obtained from a generic line detector. Our algorithm relies on a Hidden Markov Model (HMM) with a transient failure model, which allows us to accommodate inaccurate or missing road line detections.
The paper is organized as follows. Section II provides a short overview of the existing ego-lane estimation literature, Section III describes the proposed algorithm and Section IV introduces the experimental configurations and datasets. Finally, Section V critically presents the experimental results of the algorithm, and is followed by concluding remarks.
II. RELATED WORK
Ego-lane estimation for autonomous driving has been extensively investigated in the last decades. The first achievements were obtained by the group of Prof. Dickmanns [9] , they introduced a road representation model based on clothoids, which were then updated with the image measurements by using Kalman filters.
Basing on these results, an active research has been conducted in the subsequent years [10] - [13] . Heterogeneous modeling techniques for the lane markings, including parabolas, clothoids, poly-lines or b-splines, were proposed, typically computed from images, after some preprocessing phases designed to remove clutter and irrelevant areas.
One of the most difficult tasks that are to be solved to identify the ego-lane is the detection of the road surface.
Achieving a good discrimination of the road surface from other parts is crucial since it is the basis for further processing, but this detection is usually adversely affected by the large amount of clutter usually found on real roads. While faded road markings, unusual or specific weather conditions, or even light variations might severely affect the road surface detection, the visibility of the road surface is quite frequently hampered by the presence of other vehicles, thus requiring different considerations to solve the problem.
Most of the current Advanced Driver Assistance Systems (ADAS), like Lane Departure Warning (LDW) or Adaptive Cruise Control (ACC), require just a partial understanding of the whole observed scene, like the lines of the vehicle's lane or the lane crossing points, in highway-like scenarios [14] , [15] .
For what concerns sensing, even though LIDAR-based algorithms sport the advantage of active lightening, vision-based algorithms are, as for today, the most frequently used sensing approach for line detection and ego-lane estimation, since road markings are designed to be human-visible in mostly all driving conditions, see e.g., [14] , which has an excellent review of approaches in lane localization.
With the objective to pursue lane-level localization, the authors in [16] propose to exploit the objects present in the surrounding of the vehicle and to describe the probabilistic dependencies between the object measurements, by means of a factor graph model. A similar proposal comes from the authors of [17] , where Histogram of Oriented Gradients are used to align the images acquired from a front facing camera to the road lane markings, to improve the vehicle localization.
Many authors propose, in order to increase the performance of ego-lane estimation algorithms, to exploit additional road information gathered by map services as well as information provided by GNSS. In this regard, an interesting approach is presented in [18] , where the authors tackled the ego-lane estimation as a scene-classification problem. They infer the lane number in a holistic fashion, leveraging both spatial information and objects around the vehicle, and finally training the best classifier with different learning algorithms. In [19] the author presented a robust lane-detection-and-tracking algorithm combining a particle filtering technique for lane tracking and RANSAC for the detection of lane boundaries. The work detects left and right lane boundaries separately, without exploiting fixed width lane models, and combining lane detection and tracking within a common probabilistic framework.
The authors in [20] , [21] , respectively in highway and urban scenarios, propose to exploit boosting classifiers and particle filtering approaches. A similar research was performed by [22] , where multiple evidence from a visual processing pipeline was combined within a Bayesian Network approach.
Closer to our proposal are the works in [23] - [25] , where the authors specifically address the multiple-lane detection problem. In [23] multiple lane detections are performed after a first processing phase, where the authors identify the egolane geometry. Then, adjacent lanes are first hypothesized and then tested, assuming same curvature and width for all lanes, a fair assumption for most of multi-lane roads, including highways. Similarly, the work proposed in [24] also considers highway scenarios and parallel lane markings, with respect to the detected ego-lane. More recently, the authors in [25] proposed a multi-lane detection algorithm based also on a hypothesis generation and testing scheme, ensuring an accurate geometric estimation by means of a robust line fitting pipeline and vanishing point estimation.
Differently from the other contributions, where the authors propose new detection pipelines for the ego-lane estimation problem, here we introduce a generic scheme aimed at improving the ego-lane estimation capabilities of potentially every line detector. Also, the output of a lane detection algorithm could be fed into our algorithm, to increase its performance in ego-lane estimation. Our aim was to enhance the localization capabilities of the scene understanding framework proposed in [7] , introducing a lane-awareness module capable of reducing localization errors in highway-like environments. As a byproduct of the modularity of the framework, we could easily compare the localization results obtained with and without the new proposed algorithm.
III. PROPOSED ALGORITHM
The goal of the proposed algorithm is to estimate the vehicle ego-lane in highway scenarios, i.e., when the topology of the roadway does not change, e.g., because of exit ramps, bifurcations, etc. The input of the proposed algorithm are both a global localization, at the level of accuracy provided by today GNSS, and the detections of the road line markings.
The algorithm is designed to tolerate occasional temporary failures of the underlying line detector as well as its noisy measurements. A line detector is a software component that detects and tracks the relative position of both dashed and continuous road lines, with respect to the vehicle.
Our algorithm relies on a probabilistic model of the functioning of the ego-lane estimation, and is designed to be independent from the line detector, so we can compare the results of our algorithm when working on the output of different line detectors.
Indeed, the estimation of the vehicle ego-lane can be regarded as a consequence of the outcome of the line detection procedure. Actually, the position of all the road lines w.r.t. the vehicle, allows to determine the ego-lane by using simple geometric considerations, on a per-frame basis. Unfortunately, line detections are usually not fully reliable, being hampered by faded road markings, cluttering elements from the nearby traffic, or weather conditions, see e.g., Figure 1 , 2a and 4. However, we combine the line detections with an index about how reliable each detection is, we call this index Line Reliability Index (LRI). This index, together with our proposed probabilistic model, allows an appropriate handling of the noisy output of the line detectors.
Furthermore, consider the situation depicted in Figure 2a , surely a critical situation for ego-lane estimation. Even though the exact lane cannot be estimated from the only detected line, the distance measured from such line would allow to limit the uncertainty only to the compatible lanes, as depicted by the green highlighted lanes in Figure 2b. Our proposal is to tackle the ego-lane estimation with a probabilistic model, in order to allow the system to infer the ego-lane by leveraging consecutive, yet incomplete, observations over time. An HMM is proposed, with a Lane variable that can take n values, corresponding to the number of lanes retrieved from an OpenStreetMap-like service.
A. Line detection and tracking
In this section, we shortly describe the line detection and tracking algorithms used in the experimental activity. We first introduce a "simple" line detector and tracker that is capable to work with both a stereo and a monocular camera configuration, requiring the projection of the camera(s) to be calibrated w.r.t. the vehicle frame before its usage. This algorithm consists of the following steps: Box 1: The line detector output for the image in Figure 3 . The isValid flag is set to TRUE when LRI=10, and reset using a hysteresis counting procedure. A negative offset refers to lines on the left of the vehicle. Line1: isValid = 1; continuous=1; LRI: 10; offset: -9.15m Line2: isValid = 0; continuous=0; LRI: 09; offset: -6.47m Line3: isValid = 1; continuous=0; LRI: 07; offset: -2.15m Line4: isValid = 0; continuous=1; LRI: 00; offset: +0.99m
• The contours of the road markings are extracted from the Bird Eye / Inverse Perspective view (BEV / IPV) of the left camera image and discarded if their area is below a threshold. To compute the BEV / IPV image an homography matrix is computed, basing on the intrinsic values of the projection model, and the extrinsic values w.r.t. the road surface. The contours in the BEV image are then determined using the algorithm proposed in [26] . • The algorithm then tries to fit, onto the detected contours, a fixed number of lines or clothoids (both the number and the type are parameters), trying to cover the highest number of contour areas; if the stereo configuration is available, the algorithm exploits it to exclude lines / clothoids not lying on the ground plane. The ground plane equation is evaluated using the output of the SGBM [27] or the ELAS [28] stereo-matching algorithm (this choice is a parameter). Concluding, both a monocular and stereo version of the algorithm is available. • The parameters of each line / clothoid are then updated by means of a Kalman filter.
W.r.t. the previous k (e.g., k = 10) frames, the number of times the line is detected is taken as the Line Reliability Index (LRI). Furthermore, again for each line, the LRI allows to set a flag, named isValid, once the counter reaches its maximum value; to reset the flag the counting goes on with hysteresis, so that the flag is not reset until LRI goes below a certain fraction of its maximum value.
This simple line detector and tracker achieves good performances only under optimal illumination conditions and, as depicted in Figure 3 and shown in the corresponding results in Box 1, dashed lines and shadows are not always handled correctly. However, it allowed to evaluate the effectiveness of our contribution, which is designed to enhance the vehicle egolane estimation by exploiting a noisy sensor as well as the road lane properties gathered from an OpenStreetMap-like service.
Moreover, to effectively assess the proposed probabilistic model, we performed an extensive search to find other line detectors, sporting a measure of the reliability of the detection of each line. Although the literature about line generic detection is huge, as the problem has been investigated since the beginning of digital image processing, solutions dedicated to detecting road lines that are also available with software reduce, to the best of our knowledge, to the following two.
• The proposal by Mohamed Aly [29] , which exploits a robust approach based on a line / bezier line tracker and misdetections. An error might also arise with dashed lines, whenever the space between two consecutive detected dashes is increased by some vehicle. The two rightmost lines are not detected because of their limited thickness; also in this case a different processing pipeline could detect such lines, usually introducing other errors.
a RANSAC procedure. As far as their publicly available results show, this algorithm is able to detect all the lines on the road surface, making it one of the most complete and well performing algorithms. Nevertheless, on one hand the software that is publicly available does not include the tracking module, and on the other the number of parameters is overwhelming (about one hundred). These aspects make this software extremely hard to use. We have not been able to find a reasonably good configuration in the limited time available. In conclusion, this option, although very appealing, could not be used in our experimental activity. • The solutions by Hur [30] (MLD in the following), which detects a maximum of four lines, corresponding to the markings of the current lane as well as of the two neighboring lanes. This software could be adapted to our requirements for this work, e.g., introducing a procedure for determining whether a line is dashed or continuous. Neither of the two solutions can exploit a stereo camera configuration, and both rely on the extrinsic projection parameters to determine the distance of each line from the vehicle, exploiting the BEV / IPM image.
B. Tentative vector and reliability of the whole detection
To exploit the measurements provided by a line detector and tracker like the ones mentioned before, we derived a probabilistic (inverse) sensor model, which exploits both the spatial information carried by the lines and the LRIs, both produced by the line detector and tracker. The processing pipeline is therefore composed as follows. First, the lines are sorted, in ascending order, based on their lateral offset w.r.t. the vehicle. Then, a vector of counters, of the size of the number of lanes, is created. This vector is called tentative (implied: distribution of the belief on the state as from the measurements, as usual for an inverse sensor model). The values in this vector are determined by iterating the following steps for all the valid lines, i.e., the lines whose isValid flag is set, taking into consideration whether each line is dashed or continuous.
• 1 is added to the i-th tentative vector value, if it is in accordance with the measurement, i.e., if being in the ith lane is compatible with the line position; this has the objective to cumulate the plausibility of being in the i-th lane, given the detected lines. • If the line has the continuous flag set, an additional Bonus Value (BV) is added to the tentative vector position (based on the distance w.r.t. the line); this has the objective to represent the fact that continuous lines are more informative, as they usually are the leftmost / rightmost lines of the road. After the evaluation of the line indicated with an arrow in Figure 3 , the resulting tentative vector would be [0; 1; 1].
During the iteration on all the lines, we also accumulate all the LRI counters, and compute the fraction w.r.t. the maximum LRI value times the current number of expected lines. This value is taken as an index of the overall reliability of all the line detections of the current frame, namely a Whole Output Reliability (WOR) of the detector. This in turn can be taken as an observation of the sensor being properly functioning or not.
It has to be noticed that some of these rules could be not adequate for all line detectors. For example, if a line detector could not provide a continuous flag or a reliability index for each line, the set of rules must be modified, in order to provide a frame-level tentative vector and an overall WOR.
C. HMM with Transient Failure Model
To tackle the unavoidable problem of sensor failures, i.e., the cases of the sensor not being able to correctly determine the value of the ego-lane state variable, we applied a filtering algorithm based on an HMM, which includes a state representing the functioning of the sensor itself. For an introduction to HMM see [31] . The proposed model allows to take advantage of incomplete and/or noisy road line observations in a probabilistic fashion, to better estimate the current egolane as well as whether the sensor is properly working or not. In our opinion, this extra degree of freedom, i.e., the explicit modeling of the sensor functioning state, allows a better performance, w.r.t. considering the ego-lane as the only unknown, as it gives an extra area of accommodation for matching the unknown value of the state variables to the observations.
The HMM implements a filtering procedure over discrete random variables, where each iteration depends on the parameterization in Equation 1, see below for an explanation of the parameters. HMM(n, σ 1 , σ 2 , p 1 , p 2 , p 3 , p 4 , BV )
There are four variables, for each time frame, see Figure 5 :
• Lane: represents the lane where the vehicle is (believed to be) located. This is a scalar variable, taking discrete values, which identify one of the road lanes. • Sensor State (also SS in the following): a scalar variable, taking one out of two values, which represents whether the sensor is properly working or not, and the taken values could be OK or BAD. • Detector Output: as we developed an inverse sensor model, this variable is homogenous to the Lane variable; in principle it would be a scalar that can assume one out of n values, in practice, to represent a belief over the ego-lane, it will be an n components vector, summing to 1, where each one represents the probability of that lane being the vehicle ego-lane. • Reliability Index (WOR): analogously to Detector Output, here we have in principle a scalar variable, taking one value out of the OK, BAD possible values; in practice WOR will be a 2 components vector, where each of the 2 values represents respectively how much the detector is believed to be properly working or not properly working.
The dependencies between these variables are described using Conditional Probability Tables (CPTs), i.e., tables that describe the probability distribution of a variable (the values the variable can take are in the columns), given the state of its parents in the graph (the values the state variables can take are in the rows) of the model in Figure 5 . In other words, the CPT tables allow to forward compute the expectations on the variables, which will be then updated with the observations. The first two variables (Lane and Sensor State) have temporal dependencies, while the others only depend from variables within the same time frame.
Table I basically describes the dynamics of the lane variable, i.e., the dynamics of the vehicle in the roadway. Thus, given a value of Lane at time t, we expect the Lane variable at time t + 1 to follow a normal distribution with the Lane at time t as mean and σ 2 1 as variance. This description needs a refinement, which is below; its functioning is indicated with F, applied to a normal. The variance σ 2 1 controls how likely is for the vehicle to change lane during a time interval. Notice that σ 2 1 is set according to both the actual speed of a vehicle in changing lane and the frequency of the ego-lane estimation, i.e., the image frame rate. For the belief on the lane to have the discrete domain of lanes, we transform (F) the normal into a discrete set of values as follows: consider the domain of the probability density function (PDF) to be orthogonal to the lane axis. The PDF is fixed on the center of the lane as in the Table I ; the integral across the lane is taken, from one sideline to the other. The lane widths could be assumed known, which is the approach taken in this work or, if available, they could be retrieved from an an OpenStreetMap-like service, as for the number of lanes. As the numbers obtained integrating across the lanes does not sum up to 1, e.g., because of the infinite extension of the normal vs. the finiteness of the roadway, the last step represented by F is their normalization. Table II describes the sensor dynamics w.r.t. its mistakes, which in turn is related to the conditions of the road markings, and to the lightening conditions. If the sensor is working properly, it will remain in the properly working state with probability p 1 , and switch to giving a wrong output with probability (1 − p 1 ). If the sensor is not in a properly working state, then it will remain in such a state with probability p 2 , and switch back to properly working with probability (1−p 2 ). This idea, by suitably setting p 1 and p 2 , aims to represent the real experience of the sensor working properly most of time, and then presenting a sequence of frames with the sensor providing a wrong output. Table III describes the detector output w.r.t. the state of its parents in the HMM: Sensor State and Lane. Therefore, the table has as many rows as the combinations of the values that the two conditioning variables can take, while it has as many columns as the values that the conditioned variable can take. As we have an inverse sensor model, the output of the detector is homogeneous to the Lane variable and we will have n columns. If Sensor State is OK, we expect the detector to provide an output represented by a discrete set of numbers, drawn from normal distributions like it was for the Lane variable, i.e., expected value set onto the real lane, F function steps like for the Lane variable, but variance described by the parameter σ 2 2 , to represent the accuracy of the sensor in determining the ego-lane when properly working; this is clearly a different value w.r.t. the lane-change dynamics of the vehicle. However, if Sensor State is BAD, the detector output will be independent of the real lane, thus the output will be uniformly distributed. 
We can similarly define the CPT for WOR, the expected overall reliability of the output of the sensor, e.g., as in Table IV. As in our model the WOR has only one parent, Sensor State, only two rows are needed in the Table. Notice though that a different model could be considered, where WOR depends on the Lane also, which might be more appropriate for certain situations and / or line detectors. The parameters p 3 and p 4 represents the probability of a correct evaluation of the Sensor State when the Sensor State is, respectively, OK and BAD. 
D. Inference
To perform inference with our model means to compute the most probable lane, given the tentative vector, i.e., the output of the (inverse) sensor for the Lane and the Sensor State, which are in turn based on the output of the line detector and tracker.
To compute the belief on the HMM state (i.e., Lane and Sensor State) at time t + 1, we start from the HMM state at time t. Firstly, leveraging Table I and Table II , we compute the expectation at time t + 1 on these variables. Sensor State is shortened in SS.
Then, in order to incorporate the new evidence carried by the Tentative vector and the WOR index, the Bayes formula has to be applied, so obtaining the belief over the HMM state at time t + 1. There are in general two ways of applying the Tentative vector and WOR index as evidence in the inference. The first way is to simply consider the most probable value of the Tentative vector and WOR index as an hard evidence for the belief on the state. The other way, instead, is to consider the Tentative vector and the WOR index as soft evidence [32] . Since this second way allows a more complete representation of the evidences, we have only considered this approach, also because the additional computation required for the inference is irrelevant, given the reduced size of the model.
In Figure 6 is depicted an overview of the proposed model. The blue box is the core of our model, i.e., the HMM, which is independent from the detector. The red box is the line detector and tracker, on which we tried to impose no constraint, keeping our model as general as possible. Lastly, the green box is the set of rules used to connect the line detector and tracker output to the HMM. This part may need to be changed with the output format of the line detector and tracker.
IV. EXPERIMENTAL CONFIGURATION
To effectively verify the improvements achieved by our model, we collected two datasets in real driving conditions. The first dataset was recorded in the A4 highway, Italy, from Bergamo to Milan. The second dataset is from the A2 highway area of Alcalá de Henares, Spain. Both the datasets were recorded at 10 fps and have a resolution of 1312x540 and 1392x400 pixels respectively. Differently from standard datasets like KITTI, in which the highway sequences only contain few lanes, we drove our vehicles on wider highways with 3 and 4 lanes (Spain and Italy respectively), including more than 100 lane changes in the A4 highway sequences. We manually annotated the ground truth (GT) about the correct lane for more than 20K frames, considering as Lane 1 the leftmost lane as in 2a. For each frame, we also included a "crossing flag" to indicate whether the vehicle is changing lane, so to exclude ambiguous lane assignments, see Figure 7 .
For each experimental setting, the parameterization of Equation (1) was empirically defined after an optimization phase, aimed at identifying the best parameter set w.r.t. the GT. Please, notice that the parameters are different since we changed either the detector configuration or the detector itself. The parameter values used during the experiments in Italy and Spain are reported in Table V and Table VI . As further research is required for this problem, and to allow future researchers to compare their work with ours, we published our datasets and the associated GT values online 1 .
V. RESULTS
We evaluated the localization performances of our proposal comparing the ego-lane estimates w.r.t. the GT, for a set of configurations (with / without the proposed model, line detector, etc.). The results are presented in the Tables, on a per-frame basis, reporting whether correct lane classifications were achieved. Lane 1  2079  27  0  0  2106  Lane 2  67  2284  346  67  2764  Lane 3  17  117  1853  409  2396  Lane 4  21  23  53  405  502  Unassigned  0  0  0  3  3  Support  2184  2451  2252  884 to clutter or illumination issues. In the figures this is depicted in black. A further confirmation of this can be found in Concerning the confusion matrices Tables VII to XXVI, it is worth noting that, for the dataset recorded in Spain, both all the algorithms and configuration settings achieve a better performance w.r.t. Italy. This is most likely related to the better view of the whole road in front of the vehicle, which contains 3 lanes instead of 4. We can also conclude that the localization results achieved by using our line detector are consistently higher, although this comparison might be unfair for the Italy A4 highway dataset, because of the limitations MLD algorithm (maximum 4 lines). However, our experiments prove the effectiveness of our proposal, as depicted in Figures 9i / 9j, and 10i / 10j.
From the result of the experiments we can observe that:
• using a line detector that is capable to classify the road line as dashed or continuous results in a better performance, see in Figure 11 an example of how the performance decreases when not using the BV. • in difficult situations that hampers the output of line detection and tracking, our approach is able to provide a valuable performance boost.
CONCLUSIONS
We presented an ego-lane estimation algorithm aimed at enhancing the accuracy of the vehicle localization at the lane level, in highway-like scenarios. Differently from other works, we proposed a method designed to cooperate with an existing line detector and tracker. With respect to the existing ego-lane estimation literature, our algorithm achieves good localization even when fed with noisy and/or occasionally missing data, i.e., the typical output of a real, and therefore faulty, line detector and tracker. We exploited an HMM-based scheme to take advantage of real road line observations in a probabilistic fashion. The proposed algorithm improves the localization robustness in conditions where lane markings are missing or are hidden by traffic clutter and/or by lightening issues, i.e., realistic conditions. We are currently preparing to collect and analyze the results of the proposed algorithm in urban scenarios.
