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L
INEAR programming and other classical optimization techniques have found important applications in communication systems for many decades. Recently, there has been a surge in research activities that utilize the latest developments in nonlinear optimization to tackle a much wider scope of work in the analysis and design of communication systems. These activities involve every "layer" of the protocol stack and the principles of layered network architecture itself, and have made intellectual and practical impacts significantly beyond the established frameworks of optimization of communication systems in the early 1990s. These recent results are driven by new demands in the areas of communications and networking, as well as new tools emerging from optimization theory. Such tools include the powerful theories and highly efficient computational algorithms for nonlinear convex optimization, together with global solution methods and relaxation techniques for nonconvex optimization.
The phrase "nonlinear optimization of communication systems" carries at least three different meanings. In the most straightforward way, an analysis or design problem in a communication system may be formulated as minimizing a cost function, or maximizing a utility function, or determining feasibility over a set of variables confined within a constraint set. In a more subtle and recent approach, a given network protocol may be reverse-engineered as a distributed algorithm solving an implicit, global optimization problem. In yet another approach, the underlying theory of a network control method or a communication strategy may be generalized using nonlinear optimization techniques, thus extending the scope of applicability of the theory.
Over the last few years, the nonlinear optimization framework has been successfully applied to a wide range of problems in communication systems, from the high-speed Internet core to wireless ad hoc networks, from coding and equalization to broadband access, and from information theory to network topology models. This Special Issue further showcases the roles of nonlinear optimization in our understanding and control of communication systems: more than a powerful modeling and design tool, it further provides a rigorous mentality and a common language for researchers to think about both performance and architectural issues. We have received a large number of submissions, 95 papers by the deadline of September 2005. After extensive and careful reviews followed by editorial board meetings, and under the constraint of total page count in a J-SAC Special Issue, we accepted 17 papers that are of both the highest quality and the best fit with the theme of this Special Issue. Guest Editors have also written three tutorials on the mathematical techniques and general themes that will help the readers further appreciate the wealth of materials covered in this Special Issue. These 20 papers provide an exciting view on the wide and expanding intellectual landscape of the subject. They cover a variety of topics on the applications of nonlinear optimization and Lagrange duality to many aspects of communication systems analysis and design, including parallel and distributed optimization techniques or problems whose data or control mechanisms are spatially distributed.
This Special Issue opens with three tutorial papers. In "An Introduction to Convex Optimization for Communications and Signal Processing," Luo and Yu first survey the basics of convex optimization, especially second-order-cone and semidefinite programming, then demonstrate several applications of conic programming and robust optimization to multiuser communications problems. In "A Tutorial on Decomposition Methods for Network Utility Maximization," Palomar and Chiang first survey the basics of decomposition theory and the construction of a variety of distributed algorithms based on the elements of primal and dual decomposition, then illustrate the search for alternative decompositions and hidden decomposability structures. In "A Tutorial on Cross-Layer Optimization in Wireless Networks," Lin et al. first survey the recent developments of using optimization theory for wireless resource allocation and "loosely coupled" cross-layer design, then discuss the open issues involving distributed and imperfect scheduling in medium access control (MAC) design.
The 17 contributed papers are grouped into four clusters according to topics. First are four papers on Optimization of Wired Networks. In "Layered Multicast Rate Control Based on Lagrangian Relaxation and Dynamic Programming," Kar and Tassiulas formulate a rate control problem for a layered multicast problem as a utility maximization that involves integer constraints. This paper applies dual decomposition to the Lagrangian relaxation of the problem and proves, using dynamic programming techniques, that the dual algorithm is approximately optimal. In "Distributed Utility Maximization 0733-8716/$20.00 © 2006 IEEE for Network Coding Based Multicasting: A Shortest Path Approach," Wu and Kung develop a utility maximization model for multicast sessions using network coding. The structure of the single-source multidestination multicast network is exploited using a dual decomposition method and a shortest path algorithm. In "Super-Fast Delay Tradeoffs for Utility Optimal Fair Scheduling in Wireless Networks," Neely considers the problem of utility-delay tradeoff in scheduling with time-varying channels, showing that a simple set of algorithms can achieve the best tradeoff of utility coming within of optimum and delay growing logarithmically with parameter . In "Distributed Nonlinear Integer Optimization for Data-Optical Internetworking," Elwalid et al. address the practical problem of bandwidth provisioning in networks, where the core of the network operate at substantially higher speeds than the periphery. The authors develop a bandwidth provisioning scheme based on Bender's decomposition technique whose performance is explicitly analyzed and solution implemented in a tractable, distributed manner.
Following the above are four papers on Optimization of Wireless Networks. In "Joint Congestion Control, Routing, and MAC for Stability and Fairness in Wireless Networks," Eryilmaz and Srikant propose a joint scheduling, routing, and congestion control mechanism that asymptotically guarantees stability of buffers and optimality of a primal-dual congestion controller. Stability is proved through a Lyapunov function and La Salle's invariance principle. In "Adaptive Sensor Activity Control in Many-to-One Sensor Networks," Hu et al. consider the problem of adaptively activating sensors in a way that maximizes sensor net lifetime subject to a constraint on sensing quality. This paper proposes algorithms and proves their optimality under various conditions on the knowledge of the total number of sensors and the number of currently active sensors. In "Mathematical Decomposition Techniques for Distributed Cross-Layer Optimization of Data Networks," Johansson et al. apply the techniques of primal and dual decompositions to distributively solve two resource allocation problems, one in wireless networks with orthogonal channels and network-wide resource constraints, and another in wireless networks with spatial-reuse time-division multiple-access (TDMA) physical layer. In "Cross-Layer Rate Optimization for Proportional Fairness in Multihop Wireless Networks With Random Access," Wang and Kar develop a rate control algorithm for multihop wireless networks such that both the end-to-end data rate of users and the static probability of link activation are controlled to maximize system utility. The authors exploit the special structure of the optimization problem to map it to an equivalent convex problem.
Then, we have four papers on Optimization in Communication Theory and Signal Processing. In "Robust Linear Receivers for Multiaccess Space-Time Block-Coded MIMO Systems: A Probabilistically Constrained Approach," Rong et al. consider the problem of designing multiuser multiple-input-multiple-output (MIMO) receivers, which are robust against imperfect channel state estimation. The authors model robustness using probabilistic chance constraints and reformulate the problem as a convex one under Gaussian assumption. In "Multiuser Margin Optimization in Digital Subscriber Line (DSL) Channels," Panigrahi et al. tackle the physical-layer power-spectrum-density optimization problem for the digital subscriber line (DSL) application, where crosstalk interference between neighboring lines is a major problem. The authors formulate a novel margin maximization problem and provide optimization solutions from this perspective. In "Optimizing Power Efficiency of OFDM Using Quantized Channel State Information," Marqués et al. develop loading algorithms to solve the problem of minimizing transmit power under rate and error probability constraints. Deterministic, statistical, and quantized channel state information are considered. In "Queue Proportional Scheduling via Geometric Programming in Fading Broadcast Channels," Seong et al. use the convexity of the broadcast channel capacity region and geometric programming in convex form to illustrate that several traffic scheduling problems can be formulated as convex optimization. The authors also prove that the resulting scheduling is throughput optimal.
The last set of five papers deals with Optimization in Information, Coding, and Queueing Theories. In "Nonlinear Programming Approaches to Decoding Low-Density ParityCheck Codes," Yang et al. develop nonlinear optimization-based decoding algorithms for low-density parity-check codes. The authors explore the use of the branch-and-bound method in decoding and introduce a quadratic programming technique to improve the efficiency of the decoding algorithm. In "Optimal Bandwidth Allocation in a Delay Channel," Ehsan and Liu consider the problem of allocating bandwidth among multiple queues so as to minimize the total packet holding cost. The results are derived for the case with two queues. The main contribution of this paper is to show that if the holding cost is of certain type (nondecreasing, supermodular, and superconvex), then the optimal policy for allocating over slots reduces to sequentially allocating one slot optimally at a time. In "Optimized Transmission for Fading Multiple Access and Broadcast Channels With Multiple Antennas," Mohseni et al. consider the problem of optimal resource allocation from an information-theoretic point of view. The authors use convex optimization to characterize the capacity and power regions for the fading multiple-access channel and fading broadcast channel with additive Gaussian noise and multiple transmit and receive antennas. In "An Iterative Water-Filling Algorithm for Maximum Weighted Sum-Rate of Gaussian MIMO-BC," Kobayashi and Caire provide an efficient numerical algorithm to solve for the optimal input covariance for the Gaussian multiple-access channel and the Gaussian broadcast channel with multiple antennas. The authors use an iterative water-filling algorithm to find the entire capacity region for both cases. In "Error Exponents for Channel Coding With Application to Signal Constellation Design," Huang et al. show that, under general assumptions on the channel statistics, the input distributions that maximize the random coding exponent have a finite number of mass points. The authors also introduce a new class of cutting-plane algorithms to efficiently compute the optimal distributions.
We are excited to put together, within one year since the submission deadline, a J-SAC Special Issue whose high quality is evidenced by these papers between the covers. This would have been impossible without all those who contributed their research results, hundreds of diligent reviewers from the research community, and the J-SAC Editorial Board and SeniorSteven H. Low (M'92-SM'99) received the B.S. degree from Cornell University, Ithaca, NY, and
