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1. INTRODUCTION 
Let a, b, and c be bounded functions with values in the set R of real num- 
bers for each (x, t) in a domain Q C R2. Consider the differential operator 
Lu = au,, + bu, - cut. (1.1) 
We assume that the functions a and c are nonnegative. Although we assume 
that a has a positive lower bound, we do not assume that c has such a lower 
bound. Thus, the operator L may be a degenerate parabolic operator. This 
occurs if c(x, t) = 0 for some (x, t) in Q. 
Classical maximum principles for parabolic operators [2] do not imme- 
diately apply to the operator L because of the degeneracy (nonuniformity) 
which may occur. Although this situation is alleviated by Hill’s excellent 
study [l], additional information can be obtained in the present context since 
Eq. (1.1) has a specific form while Hill’s work relates to a far more general 
class of problems. 
2. PRELIMINARY REHJLTS 
Protter and Weinberger [2, pp. 159-1751 develop a sequence of maximum 
principles for uniformly parabolic operators beginning with the heat operator 
%x - ut * The purpose of this section is to review these results as they apply 
to the present problem. 
Protter and Weinberger begin their study of parabolic operators with a 
theorem (on the heat equation) and a sequence of three lemmas. If we state 
these results in the present context, we find that the third lemma requires a 
substantial modification of the method of proof while the other results do 
not. 
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If u is a bounded function on a set S C R’, define 
and 
M(u; S) r-z sl.lp{u(x, t) : (x, t) E S), 
m(u; S) = inf{u(x, t) : (x, t) G S). 
If (x, t) E R2, let 
11(x, t)\12 = x2 + t2. 
THEOREM 2.1. Let 
E” = interior of E, a and c boundedfunctions on E, m(a; E) > 0, m(c; E) t 0, 
UC w-q’), {u t, uzJ C C(E” u ET), and au,, - cut > 0 on Eo u E7. Then 
M(u; E) = M(u; EB). 
LEMMA 2.1. Let a, 6, c, and u be bounded on a domain J?. Suppose 
( c, ut , u& C C(Q), m(a; 0) > 0, m(c; a) 3 0, and Lu > 0 on s;). Suppose K 
is an open disc such that a C Q, M(u; Q) = M, u < M on K, and u = M at 
some P = (x1, tI) E 8K. Then, the tangent to K at P is parallel to the x axis. 
LEMMA 2.2. Let a, b, c, and u be bounded on a domain Q. Suppose 
{ c, ut , u,,} C C(Q), m(a; Sz) > 0, m(c; Q) >, 0, and Lu >, 0 on Q. Let 
M = M(u; J2) and supp ose that u(xo , to) < M at some point (x0, t,,) E Q. Zf I 
is a horizontal (t = constant) Zinc segment such that (x0 , to) E 1 CQ, then 
u < M on 1. 
Proofs. Trivial modifications of the proofs in Protter and Weinberger 
[2, pp. 160-1671 suffice. 
LEMMA 2.3. Let a, b, c, and u be bounded on a domain 9. Suppose 
{c, ut , u,,j C C(G), m(a; Q) > 0, m(c; Q) >, 0, and Lu > 0 on 9. Moreover, 
let u < M on [R x (to, tl)] n Sz for some fixed to and t, . If a segment 
1 C [R x {tl}] n D contains a point where c is positive, then u < M on 1. 
Remark. The example given by a = 1, b = 0, c(x, t) = (1 - t>2, 
Q = (0,l) X (0, co), u(x, t) = - exp[- at/(1 - t)] sin 9rx on (0,l) X (0, l), 
and u 3 0 on (0, 1) x [I, 00) has the property that M(u; 52) = M = 0 is 
attained identically on the segment [0, I] x (1) even though u < M on 
(0, 1) x (0, I). Since Lu = au,, - cut = 0 on Q, this example shows that 
some condition on the segment I is necessary for the conclusion of Lemma 2.3. 
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Proof. Suppose u(xl , tr) = M for some (x1 , tJ E I C Q. If c(xl , tr) were 
positive, then some 6 > 0 would exist such that 8 < (tr - t,,), 
and m(c; K) > 0. 
The proof in Protter and Weinberger [2, p. 1681 could be used to obtain a 
contradiction. That is, it must be that c(xr , ti) = 0. 
By hypothesis, the segment Zcontains a point (x, , ti) such that c(xz , tl) > 0. 
No generality is lost if it is assumed that xi < X, . Let .% > x2 and Y = E - x1 . 
Let T = (x1, xa) x (ti}. Any point (x’, t’) such that x1 < x’ < x,, 
t, < t’ < tl , and /1(x’, t’) - (3, tl)ll = Y can be used to define the sets 
c = ((x, t) : l/(x, t) - (x, tJj1 = Y, x, < x < x’, t’ < t < 21) 
and 
w = {(x, t) : x = x’ + (x2 - x’) s, t = t’ + (tl - t’) s, 0 < s < 11. 
Choose (x’, t’) sufficiently near (x1 , 1 t ) that R C D where K is the bounded 
domain enclosed by kX = {(x1 , tl)} u T u C u W. Since c(xa , tJ > 0, it 
follows that u(xa , tr) < M. Thus, M(u; W) = M - 77 for some 71 > 0. Also, 
u < M on C even though 
Define 
M(u; C) = M = u(xl , tl). 
and 
Ax, t> = expl- Q! Il(x, t) - (% hW> 
v(x, t) = g(x, t) - exp{- f+j 
where 01 is a positive constant to be chosen later. Calculate 
Lv = 2ag[2aa(x - q2 - a - b(x - x) + c(t - tl)]. 
Since f - x 3 f - x, on K, choose the constant 01 sufficiently large that 
Lv > 0 on R. Now, let w = u + EV where E is a positive constant to be chosen 
later. Lw = Lu + ELV > 0 on R while w < M - 7 + EV on W, Choose 
E > 0 sufficiently small that H.J - 17 < 0 on W. That is, w < M on W. Note 
that w < M on C since v = 0 on C. 
Let (x, , ts) E K such that w(xa , t2) = M(w; a). Since M(w; if) > M, 
(x, 9 ts) E K u T u {(s , h)}. If (x, , tJ E K; ~t(xa , t,) = 4~ , t,) = 0, 
u&x3 , ts) < 0, andLw < 0. Thus, (x, , t2) $ K. If (~a, tJ E T; w&s , t,) = 0, 
c(xa , ts) = 0 as a consequence of the first paragraph of this proof, 
w,,(xs , t,) < 0, and Lw < 0. Thus, (x3 , t2) # T. That is, (x3 , t3) = (x1 , tJ. 
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However, since U(X, tr) < 0 for x < x1 and U(X, tI) < M for x < x1 with 
(x1 - X) sufficiently small, W(X, tl) < M for such values of X. Thus, 
0 = %(X1 , t1) = %+l , t1) + -,(X1 > tl) = 4% > t1) 
= 2$X - x1) exp{- ar2} > 0, 
and the proof is complete by contradiction. 
3. AN IMPROVED RESULT 
Lemma 2.3 and the example in the remark following the statement of 
Lemma 2.3 give us a rather incomplete picture. The purpose of this section 
is to repair this situation. 
THEOREM 3.1. Let a, b, c, and u be bounded on a domain 0. Suppose 
{ c, cut, ua2 ,Lu}C C(Q), m(a; Q) > 0, m(c;Q) 3 0, and Lu > 0 on 52. 
Let E = [x0 , x1] x [to , tJ C l2 and define EB , ET, and E” as in Theorem 2.1. 
Let u < M on E”. Suppose the existence of a constant K > 0, a constant 
a! E (0, l), and a point (5, tl) E ET such that c(%, t) 3 K(t, - t)” for all 
t E (to , tl). Define c*(x, t) = c(x, t)/c(%, t) for each (x, t) E E”. If c* can be 
continuously extended to E” u ET, then u < M on ET. 
Proof. Define the independent variable s by 
s tl da s=l- - t E (to , t1). tc(x, CT) ’ (3.1) 
Let U(x, s) = U(X, t). Then 
Lu = alJ,, + bU, - c*U, (3.2) 
on E”. Since {Lu, cut) C C(Q), c*U, is continuous. Since c* can be continu- 
ously extended to E” u ET, c*(f, tl) = 1 and U,(X, tl) exists. Thus, Lemma 
2.3 applies, U < M on ET, and the proof is complete. 
EXAMPLE. Let a = 1, b = 0, c(x, t) = 1 1 - t j1i2, Q = (0, 1) x (0, co), 
and 
‘lx’ t, = I 
exp{ - 29r2[ 1 - (1 - t)1i2]} sin WX, t < 1, 
exp{- 2rr2[1 + (t - 1)1/2]> sin rrx, t > 1. (3.3) 
Then, Lu = u,, - cul = 0 on Sz. Since cut = - fu on Q, ut is unbounded 
although cut is bounded. 
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4. THE PROPAGATION SET 
Let U represent a certain class of functions such that Lu is well defined for 
u E U. Let the point P E J2. A subset E of G may be such that P E E, u E U, 
Lu >, 0 on E, and M(u; E) = u(P) implies that u(Q) = u(P) for every Q E E. 
For example, {P} is a trivial example of such a set. Let S(P; Q, U) represent 
the maximal subset of Sz satisfying the conditions proposed for the set E 
above. That is, S(P; G, U) is the union of all sets of the type described 
above. 
Hill [1] describes a similar set S(P; Q) by means of two systems of traject- 
ories. The so-called dz@sion trajectories are defined by the differential system 
(-m<s<a3) 
2 = [a(x, t)]‘/2, x(O) = x0 9 
dt 0 z=, t(0) = to; 
(4.1) 
while the drift trajectories are defined by (0 < s < CQ) 
g = 6(x, t) - a&, t), 
dt 
z= - c(x, q, 
x(O) = x0 7 
(4.2) 
t(0) = to. 
The indicated maximal range of the parameter s in (4.1) and (4.2) is intended 
to suggest the fact that the drift trajectories are oriented (toward increasing S) 
while the diffusion trajectories are not oriented. It should be noted that the 
actual range of the variable s in (4.1) and/or (4.2) may be less than the indi- 
cated maximal range in case the functions a, b, c, a, , or the domain Sz force 
this to be so. Hill [I] defines the set S(P; J2) by the requirement that 
Q E S(P; G) if and only if there exists a path in D from P to Q consisting of a 
finite chain of trajectories (diffusion or drift) where the drift trajectories, if 
any, in the path are traversed in the correct direction (toward increasing s). 
We will adopt certain simplifying assumptions from this point. Assume 
that {b, c} C C(D) and b = a, on Sz. Also, assume that b and c are bounded on 
Sz while m(a; Sz) > 0 and m(c; 0) > 0. Let 7J be the class of functions such 
that u E U if and only if u,, and cut are continuous and bounded on G. 
Of course, the diffusion system in (4.1) can be written in the form 
t(s) ZIG to ) -09<s<<, 
2 = [u(x, to)]““, 
(4.3) 
x(0) = x0 . 
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The assumptions of the above paragraph lead to a drift system given by 
x(s) ZE x0 , o<s<co, 
dt -=-- 
ds 4x0, t), 
t(0) = t, . 
(4.4) 
Since b = a, is bounded and continuous on Jz, the diffusion trajectory through 
6 s , to) traverses the maximal horizontal segment in 9 containing (x0 , to). 
Thus, we will concentrate our attention on the drift trajectory system given 
in (4.4). 
Hill [I] used the differential systems describing the drift and diffusion 
trajectories in the determination of directions in J?. The direction determined 
by the drift trajectory system (4.4) is known to be vertically downward in our 
case. Thus, we are interested in the existence and length (in t as s varies) of 
the drift trajectory through (x ,, , to) ED rather than in the determination of 
direction. 
Some examples provide insight into the problem. Let a = 1 on 
Q = (0, 1) x (0, a~). If c is a function of t alone, the drift trajectory through 
(x0 , to) has the form 
s = - 1’ [dcr/c(q, u)], t < t, . 
Let c(x, t) = ) 1 - t IcL, ol>O,ol#l.Weobtain 
(1 - ty--or - (1 - top, 
(1 - 4 s = (@, _ l)l-LY - (t - 1)1-a, 1 > t, b t, t,>t>1. (4.6) 
Of course, these equations can be solved to express t as a function of s in each 
case. If 01 < 1, to can be taken to satisfy 1 = to >, t. That is, the drift trajectory 
beginning at (x0 , 1) is given by 
x(s) f x0 , (1 - CX) s = (1 - tp, s 3 0. (4.7) 
If we take to >, t = 1, the drift trajectory beginning at (x,, , to) reaches the 
point (x0 , 1) when s satisfies 
x(s) = XrJ , (1 - a) s = (to - l)l-a. (4.8) 
That is, the point (x0, 1) creates no difficulty in this case. On the other hand, 
no drift trajectory exists at (x0 , 1) if OL > 1. 
THEOREM 4.1. Let f2 = (0, 1) x (0, co), {b, c} C C(Q), b = a, , b and c 
bounded on Q, m(a; Q) > 0, and m(c; 52) > 0. Moreover, suppose that a drift 
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trajectory passes through some (x,, , O t>+slnfxr eacht,>O.LetuEUmean 
that u,, and cut are continuous and bounded on Q. If P = (xl , tJ E 8; then 
S(P; Q, U) = (0,l) x (0, tJ. 
Proof. Hill [l] and Theorem 3.1. 
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