Privacy protection and data security have recently received a substantial amount of attention due to the increasing need to protect various sensitive information like credit card data and medical data. There are various ways to protect data. Here, we address ways that may as well retain its statistical uses to some extent. One such way is to mask a data with additive or multiplicative noise and revert to certain desired parameters of the original distribution from the knowledge of the noise distribution and masked data. In this article, we discuss the estimation of any desired quantile of a quantitative data set masked with additive noise. We also propose a method to choose appropriate parameters for the noise distribution and discuss advantages of this method over some existing methods.
Introduction
In official statistics, the main goal of most studies is to analyze a data set to extract different statistics like mean, median, variance and so on, which may help in various statistical analyses. However, in case the data is sensitive (e.g., income data, medical data, marksheet data, etc.), it may be completely impossible to publish it in its raw form. In such cases, statistical agencies often release a masked version of the original data, sacrificing some information. Data obfuscation refers to the type of data masking where some useful information about the complete data set remains even after hiding the individual piece of sensitive information. Therefore, the main objectives of data obfuscation are (i) to minimize the risk of disclosure resulting from providing access to the data, and (ii) to maximize the analytic usefulness of the data.
There are various ways of obfuscating data, such as "Top-coding", "Grouping", "Adding Noise", "Rank Swapping", and so on. A detailed discussion on various ways of obfuscating sensitive data may be found in the papers by Fuller (1993) and Kim and Karr (2013) . Here, we deal with the obfuscation of data using multiplicative or additive noise. A typical problem involves a true quantitative data set X 1 , X 2 , : : : , X n ; Y 1 ,Y 2 , : : : ,Y n is a random sample from some known continuous distribution F(·), drawn independent of {X i , 1 # i # n}. Then the noised data looks as follows: In case {X i , 1 # i # n} is known or assumed to follow a certain distribution, it is enough to estimate the parameters of the distribution as discussed in the papers by Fuller (1993) , Mukherjee and Duncan (1997) , and Kim and Karr (2013) . If there is no distributional assumption on {X i , 1 # i # n}, except that it is continuous, estimating statistics like mean, variance or raw moments from a multiplicative noise model were studied by Zayatz et al. (2011) . However, the estimation of nonpolynomial statistics like quantiles may be a problem of concern. Some Bayesian methods to do the same were discussed in the article by Sinha et al. (2011) . In the article by Poole (1974) , he discussed the estimation procedure of the Distribution Curve of the true population from the data collected through randomized response, randomized with multiplicative noise of a particular form.
However, in all the above cases, authors have mainly concentrated on estimating the quantiles from data, obfuscated with multiplicative noise. In our problem, we work on estimating the quantiles in case the noise is additive instead of multiplicative. The goal of our study is to suggest a procedure with "reasonable" masking of the data set that may return a "good" guess of the quantiles, (one would prefer if estimation procedures of other statistics like mean, variance and so on, are also not harmed by the suggested method). We find an estimate of the distribution function for Normal, Laplace and Uniform errors that may be equated to 0 , a , 1 to find the required quantiles. A similar problem was discussed by Fan (1991) on a more general basis, popularly known as the deconvolution problem. However, we present an alternative way to look at the problem. We also propose (see subsec. 2.5) a technique for choosing the parameter for the noise distribution (statement may be found in Proposition 2.4). This is a modest attempt at solving the problem stated in the first paragraph of the introduction.
In Section 2, we describe our procedure with required proofs in the Appendix section, and in Section 3, we give some simulation results in support of our procedure. In Section 4, we give a real life example for further illustration. Finally, in Section 5, we conclude with some discussions on the whole procedure.
Additive Noise Model: Obfuscation and Estimation
We have a data set {X i , 1 # i # n} that is sensitive and hence cannot be released. We add an error {Y i , 1 # i # n} to each value in the data set that comes from some known distribution with a cumulative distribution function F(·). Z i ¼ X i þ Y i is the released data known as obfuscated or masked data. F(·) is the obfuscating distribution.
Let G(·), H(·) be the cumulative distribution functions of X and Z, respectively. We assume that (i) X and Y are independent, and (ii) X and Y (and hence Z) are continuous random variables.
Our aim is to find the quantiles of X from the knowledge of Z and F(·). Since we are interested in all the quantiles, we may try estimating the whole distribution curve G(·) of X, which can be used to find the required quantiles.
will not be convenient, since Z and Y are not independent. Instead, we try writing H(·) in terms of the others. For any real number z,
where f (·) denotes the probability density function of Y. Since X and Y are independent, we may write
Gðz 2 yÞf ð yÞdy Thus our main equation is,
Gðz 2 yÞ f ð yÞdy: ð3Þ
This is an integral equation with an infinite range, where G(·) is the unknown function to be solved, for f is known and H(·) is to be estimated from the data. Note that our equation says that H is a convolution of f and G. It can alternatively be written as
Various methods are known to solve integral equations of different kinds. In the following subsections, we will deal with some special cases that arise in practical life. Forms of estimated G(x) are given for Uniform, Normal and Laplace Error (all assumed to have zero mean). Gaussian Kernel and Silverman's Rule of Thumb bandwidth were used to estimate the densities. Then these forms ofĜ x ð Þ are equated to 0 , a , 1, to find the ath quantile of X. Moreover, we discuss (see subsec. 2.5) the choice of appropriate parameters of the Error Distributions, which minimize the risk of disclosure and error in estimation. As far as we know, this is a novel approach to the stated purpose.
Uniform Error
The following result holds if Y is Uniform(0,a); that is, if the density function of Y is of the following form, 
in a similar way. Note that if the mean is m -0 then
Normal Error
So without loss of generality, the mean can be assumed to be zero. The following Lemma 2.2 gives an estimated form of the distribution function of X. Before stating the next Lemma, we introduce the following assumption (A1) The probability densities of X and Y are bounded.
We also let F(x,m,s 2 ) denote the cumulative distribution function of the normal distribution with mean m and variance s 2 , evaluated at the point x. 
Laplace Error
The main reason behind the choice of such Error distribution is because the Laplace distribution has an "ordinary smooth density" (as defined by Fan (1991) ), unlike the Normal or Cauchy distributions that possess the supersmooth density, which results in an easy solution to the problem of estimating G(x) with Gaussian Kernel without any restriction on the choice of parameter.
is given by,
where G ða;bÞ ðxÞ is the cumulative distribution function of Gamma distribution with parameters (a,b) at x.
Note: The density function of a Gamma distribution with parameters (a,b) is given below: g ða;bÞ ð yÞ ¼ 1 GðaÞl a y a21 e 2ly ; y . 0 0; otherwise:
where G(·) denotes the Gamma function.
Choice of Parameters of Error Distribution
It is to be noted that if the variance of the Error distribution is very small compared to the range of X, then the error behaves like a known constant which can be easily subtracted from Z j to get a value very close to corresponding X i . Hence a very small variance means no obfuscation at all. On the other hand, a very large variance may increase the error in estimation to a large extent. Hence, we need a perfect choice of the parameters of the Error Distribution to efficiently deal with the whole problem. Towards that, we make the following observation. After obfuscating a particular value X i we cannot get it back from Z i ¼ X i þ Y i , but since we know the distribution of Y i , we will get a confidence interval for each X i . Assuming the mean of Y i is zero, that is, Z i and X i has same mean, suppose for each X i we want a minimum spread of 1 with confidence 100(1 2 d)%.
Proposition 2.4. For fixed d . 0 and 1 . 0 suppose we want a 100(12 d)% Confidence Interval to be (Z i 2 1, Z i þ 1) (1 moderately large), then the parameter s of the Error distribution can be taken as the solution of the equation
under the condition that F s (·) is the cumulative distribution function of a random variable symmetric about 0.
Since F(·) is symmetric around 0, we can write
Hence given 1 and d, we can find a value of s from the equation
Special Cases 
Some Simulation Results
In order to apply the above problem, we simulate a non-normal sample of size n ¼ 2,000, with IQR/1.34 < 1,000, and then add an error Y i to each sample unit X i , such that (Z i -1, Z i þ 1) is a 95% C.I. for X i . The parameter for the error distribution is chosen by the formula in Proposition 2.4. For small 1, we apply Uniform, Normal and Laplace Errors to the sample, while for larger 1, Normal is not applicable. We therefore check results for Uniform and Laplace only. First, we check if the obfuscation is good enough. It is obvious that obfuscation improves as 1 increases. In addition, for increasing 1, we also check how the estimation procedure works.
A sample of ten data points is taken from the data set and the corresponding obfuscated values are given for different errors. In the following Table 1 , 1 is assumed to be 200 (which is very small, since it is much smaller compared to the measure of dispersion of X ). Figure 1 shows the graph of the true distribution curve {G(x), x [ R} along with the ones estimated from obfuscated data. Table 2 will show estimates of the true quantile values which is computed from the knowledge of G(x) (Here, G(x) is Laplace(m ¼ 10; s ¼ 1,000) using the function qlaplace under package {rmutil} of R 3.3.2. The quantile values are calculated from data X 1 , X 2 ; : : : , X n using function quantile. Also, estimated values of the quantiles are shown which we get by equatingĜðxÞ with (a: 0 , a , 1) by an iterative search method using the function uniroot; found in the package {stats} of R 3.3.2.
Note that the true and obfuscated values in Table 1 are quite close, which makes it easier for an intruder to guess the original value based on the obfuscated one. However, the estimation works quite well. Now, we try increasing the value of 1. However, as the value increases, the Normal distribution is no longer an option; larger 1 will make s larger than the bandwidth of the corresponding Z.
The following Table 3 shows the true and obfuscated values of the same data points from Table 1 for increasing 1. Figure 2 will show how the estimated curve of G(x) deteriorates with increasing 1. Table 4 gives the estimated and true quantiles for increasing 1.
Note that as 1 increases the obfuscation improves but the estimation deteriorates. This is quite intuitive, since small 1 implies no masking at all. As 1 increases, both Uniform and Laplace gives result unlike Normal, but from the graph (Fig. 2) , we can clearly see that for Fan (1991) . To evaluate other properties, such as the bias and mean square error in estimation, we find the Monte Carlo estimates of the bias and root-mean-squared-error (RMSE) over a simulation of S error samples (We take S ¼ 500, 800 and 1,000). The Tables 5-8 present estimates of bias and RMSE for growing 1.
Compared to the dispersion of the data set (IQR ¼ 1:34 < 1,000), the RMSE does not seem to be very large for 1 ¼ 200, 500 or 1,000. 1 ¼ 2,000 gives very large bias and RMSE but that large 1 is rarely needed.
It can be easily observed that the bias and RMSE were consistent in the sense that 500, 800, and 1,000 simulations resulted in approximately similar values for all the cells in the above tables 5-8.
Observing the tables 5-8, we note that the main error in estimation comes from the bias of the estimate. Hence, an estimation of bias for the above problem can be a very interesting problem and a useful result for future research work.
But from this scenario, it is not clear whether the estimator is consistent, that is, with increasing n whether the bias decreases, although from Fan (1991) we can easily see that theoretically the estimate of G(x) is consistent for all x [ R. So, to investigate, we simulate some other samples X 1 , X 2 , : : : , X n using the same distribution as before, but larger n (we take n ¼ 5,000, 10,000), and obfuscate using Laplace error similarly to find the Monte Carlo estimates of bias and RMSE, using S ¼ 1,000.
One may easily observe from the tables (Table 7 and Table 8 ) that there is a decrease in the value of absolute bias and RMSE with larger n. Hence, with increasing n, ideally, the error tends to vanish.
A Real Life Example
For further illustration, we consider a real life application of the problem. We collect a data set of grades achieved by 445 students in the second year of the Masters of Statistics Figure 3 and Table 10 respectively. In this problem, s was chosen according to Proposition 2.4 with 1 ¼ 200. Without access of the obfuscated data, all one knew about the marks of an individual was that it ranged between 0 to 1,000. Consider the first individual in Table 9 . Its masked value after masking with Laplace(0,s 2 ) is 733.93. Now, we can say X i [ (533.93; 933.93 ) with 95%
confidence. Hence, a disclosure takes place here. Note that, as per our knowledge, Z i is the best estimator of X i , based on the available information. However, if the intruder has an algorithm that can be used to find a better estimator of X i using the knowledge of the obfuscating distribution and obfuscated data, this disclosure risk may not be valid (it can easily be shown that if true variance of Y is greater than n n21 times the true variance of X, thenẐ is a better estimator of X i than Z i ; that is, the mean squared error ofẐ about X i is less than that of Z i about X i but such a case is rare as s usually does not need to be so large). Ghatak and Roy: Quantile Estimation from Obfuscated Data Table 7 . Showing true values of quantiles of three data sets with sample size 2,000, 5,000, 10,000 and the corresponding estimated bias In this case, Y i is the error in estimation, and there is no risk of disclosure. However, there is a probability that the error is very small. Hence, the risk of disclosure with error less than d, is given by,
For S ¼ 1,000 simulations, an estimate of this risk is
where Z si is the masked value of X i for sth simulation and I [A ] ¼ 1, if event A occurs and zero otherwise. The following Table 11 shows estimates of disclosure risk for growing error values at ten selected points (the points in Table 9 ), and also a column giving the true risk value. We see the estimated risks are quite close to the theoretically determined risk at all the selected points.
Conclusion
Given the simulation results and also the real life example one can easily see that an increase in the value of 1, that is, an increase in obfuscation, results in weakly reliable estimates for both Laplace and Uniform Errors. However, we would prefer the use of Laplace over Uniform Error, since the Uniform has a serious drawback, as explained in the next paragraph.
In the case of Uniform Error, the estimate of G(x) is given by the expression GðxÞ ¼ a n
which is nondecreasing if, gðxÞ ¼ a n
where c is a positive constant. However, this term may become negative for certain cases.ĜðxÞ can therefore decrease at times, which is not at all desirable, since it is an estimate of a cumulative distribution function. In our simulations, we found that this problem arose several times, while in case of Laplace Error, this problem never arose. However, theoretically Equation (5), resulting from Laplace noise distribution, could not be proven to have a nondecreasing distribution function, either.
We have currently checked results for Uniform and Laplace distributions. However, the choice of an optimal density function for obfuscation and estimation has not yet been properly defined. It would be a challenging problem to define the optimal criterion and find a density that is capable of satisfying the criterion. The same challenge applies to finding an optimal 1 (as defined in subsec. 2.5) for a given data set (X 1 , X 2 , : : : , X n ).
As discussed in Section 3, the error in estimation is mainly a result of the bias of the estimate. Hence, an estimation of bias and its correction should lead to a better resolution of the problem. Table 11 . Showing estimated risk of disclosure at ten selected points for increasing error value and theoretically determined risk value. 
