Abstract. We prove a formula expressing the gradient of the phase function of a function f : R d → C as a normalized first frequency moment of the Wigner distribution for fixed time. The formula holds when f is the Fourier transform of a distribution of compact support, or when f belongs to a Sobolev space H d/2+1+ε (R d ) where ε > 0. The restriction of the Wigner distribution to fixed time is well defined provided a certain condition on its wave front set is satisfied. Therefore we first study the wave front set of the Wigner distribution of a tempered distribution.
Introduction
This paper treats a time-frequency version of the following trivial observation in Fourier analysis. Let f (t) = Ce 2πiξ 0 ·t , C ∈ C \ 0, ξ 0 ∈ R d , be a nonzero complex multiple of a character on R d . Its Fourier transform is f = Cδ ξ 0 so the frequency ξ 0 may be expressed using the Fourier transform as the normalized first order moment formula (0.1)
where f , ξ is the vector f , ξ = ( f , ξ j )
We will deduce a time-frequency version of this formula for more general functions, which looks like (0.2) 1 2π
In the formula (0.2) W f denotes the Wigner distribution, defined by
f (t + τ /2)f (t − τ /2)e −2πiτ ·ξ dτ for f ∈ S (R d ). For functions in F E ′ (R d ) which are not multiples of characters e 2πiξ 0 ·t , the frequency is not well defined. Therefore it is replaced in (0.2) by the natural generalization 1 2π
, that is, a normalized gradient of the phase function. We use the term instantaneous frequency, taken from the engineering literature [1, 4] , for this quantity. Thus (0.2) may be seen as a time-frequency version of the observation (0.1). We shall also prove a version of (0.2) for functions f that belong to a Sobolev space H d/2+1+ε (R d ) where ε > 0. Then the distribution actions W f (t, ·), ξ and W f (t, ·), 1 may be replaced by Lebesgue integrals.
In order to prove (0.2) we need to restrict the Wigner distribution as W f → W f (t, ·) to fixed time t ∈ R d . For f ∈ S ′ (R d ), the restriction is a map
Restriction of a distribution to a submanifold is possible under certain conditions on the wave front set [8] . More precisely, the restriction defines a well defined distribution provided the normal bundle of the submanifold has empty intersection with the wave front set of the distribution. Thus we are led to study the wave front set of the Wigner distribution first. We pursue this study in somewhat greater generality than actually needed in order to prove formula (0.2).
We define the space W F W ⊥ of tempered distributions such that the wave front set of the Wigner distribution is directed purely in the frequency direction, and the space W F W = of tempered distributions such that the wave front set of the Wigner distribution is nowhere parallel to the time direction. The latter space admits restriction W f → W f (t, ·). We show the inclusions C n |V ϕ f (x, η)| < ∞ ∀n > 0, for some B > 0. This means that the STFT decays polynomially in a conic neighborhood of the frequency axis. Recently Guo, Molahajloo and Wong have studied the instantaneous frequency and its relation to the modified Stockwell transform [7] . For other aspects of wave front sets and time-frequency analysis we refer to the recent papers [2, 3, 11, 12 ].
Preliminaries
The Schwartz space S (R d ) consists of smooth functions such that a derivative of any order multiplied by any polynomial is uniformly bounded. Its topological dual S ′ (R d ) is the space of tempered distributions. We denote by C supported functions, and D ′ (R d ) is its topological dual, the space of distributions. The compactly supported distributions are denoted E ′ (R d ). The normalization of the Fourier transform for functions f ∈ S (R d ) used in this paper is
where x · ξ denotes the inner product on R d . The inverse Fourier transform is then
The Fourier transform extends by duality to a homeomorphism on
and
< ∞ where ξ = (1 + |ξ| 2 ) 1/2 . Translation is denoted by (T y f )(x) = f (x − y) and modulation by M ξ f (x) = e 2πix·ξ f (x) for functions of one R d variable, and by (T y,w f )(x, z) = f (x − y, z − w), M ξ,η f (x, y) = e 2πi(x·ξ+y·η) f (x, y), respectively, for functions of two R d variables. The short-time Fourier transform (STFT) of f ∈ S ′ (R d ) with respect to a window function ϕ ∈ S (R d ) [5, 6] is defined by
where (·, ·) denotes the conjugate (for consistency with the
Thus the inner product on L 2 , also denoted by (·, ·), is conjugate linear in the second variable. We denote the linear (without conjugation) action of distributions on test functions by ·, · , and thus (u, ϕ) = u, ϕ .
We use the symbol C for a positive constant that may change value over inequalities and equalities. The space C 0 (R d ) consists of continuous functions that vanish at infinity. Thus f ∈ C 0 (R d ) means that for any ε > 0 there exists a compact set
is the space of functions such that all partial derivatives of order not greater than k are continuous everywhere, and
denote an open conic subset, where conic means ξ ∈ Γ ⇒ aξ ∈ Γ for all a > 0. The wave front set is defined as the complement
We have P 1 W F (u) = sing supp(u) where P 1 denotes the projection on the first R d variable. The singular support sing supp(u) is the complement of the largest open set where u is C ∞ . The cross-Wigner distribution is defined by
where κ(x, y) = (x + y/2, x − y/2) and F 2 denotes partial Fourier transformation in the second
, and then W f,g ∈ S ′ (R 2d ). The Wigner distribution has been studied thoroughly from many points of view, in particular quantum mechanics [1, 5] , pseudo-differential calculus [5] and signal analysis [6] . In signal analysis the Wigner distribution has been studied as a way to represent signals simultaneously in the time and frequency variables. The Wigner distribution satisfies many properties requested by an ideal time-frequency representation, among which the most important include the following, which holds for example when f ∈ S (R d ).
Formula (1.2) says that the Wigner distribution respects time-frequency shifts, (1.3) says that its integral equals the squared energy of the function, and (1.4), (1.5) say that W f has the correct marginal properties. This admits the interpretation of W f as a distribution of the energy of f over (t, ξ) ∈ R 2d . Alternatively, in quantum mechanics, W f is interpreted as a phase space probability density. However, these interpretations are in general not possible, since W f is not nonnegative everywhere unless f is a generalized Gaussian of the form
where c ∈ C, b ∈ C d , A ∈ C d×d is invertible and Re A > 0. This is Hudson's theorem [5, 6] . The function f has Wigner distribution
Thus W f is a function mainly concentrated along the submanifold
The formula (1.6) expresses a generalization of this observation, in the sense that the instantaneous frequency is a normalized first order frequency moment of the Wigner distribution, for fixed t ∈ R d . It is well known in the applied literature [1] where it is derived without precise assumptions for d = 1.
Janssen [9, 10] has studied the question whether the Wigner distribution (for d = 1) may be concentrated on a curve in the phase space. Under some assumptions on the curve it turns out that it must be a straight line and the distribution f is either a multiple of a Dirac distribution or a degenerate Gaussian of the form (1.7) with Re A = 0. This means that W f is of the form W f (t, ξ) = Cδ 0 (ξ − (2π) −1 ∇ arg f (t)) (assuming b = 0), i.e. supported on the subspace {(t, (2π)
For other functions the Wigner distribution gives a dispersion. However, (1.6) shows that the mean value of W f (t, ·) for fixed t ∈ R d agrees with intuition since it equals the instantaneous frequency. This paper concerns assumptions that imply that (1.6) holds true. It is relatively straightforward to relax
). This case is more subtle since restriction of a distribution to a submanifold is not always possible. However, there are conditions on the wave front set that are sufficient for a restriction to be well defined and continuous. Hence we need to investigate the wave front set of the Wigner distribution. This problem is a generalization of the study of the singular support of W f , considered by Janssen [9, 10] .
The paper is organized as follows. We investigate the wave front set of the Wigner distribution in Section 2. In Section 3 we study sufficient conditions for the restriction operator W f → W f (t, ·) to be well defined for t ∈ R d fixed. Finally in Section 4 we prove formula
2. The wave front set of the Wigner distribution
Two natural questions are to compare sing supp(f ) and P 1 sing supp(W f ), and to compare W F (f ) and P 1,3 W F (W f ). Here P 1 : R 2d → R d denotes the projection on the first variable, P 1 (t, ξ) = t, t, ξ ∈ R d , and P 1,3 : R 4d → R 2d denotes the projection on the first and third variables,
We do not know whether any of the following inclusions hold for
Note that the inclusion (2.2) is stronger than (2.1). In fact, assume (2.2). We have sing supp(W f ) = P 1,2 W F (W f ) and therefore P 1 W F (W f ) = P 1 sing supp(W f ). The assumption implies
and thus (2.1) follows from (2.2).
To produce a counterexample to the inclusion (2.1), it suffices to find a function f which is not C ∞ at t = 0 whose Wigner distribution W f is C ∞ in a neighborhood of (0, ξ) for all ξ ∈ R d . There is some weak evidence that such a function may exist: in fact the Wigner distribution is regularizing in the sense that
continuously. To see this, let (f n ) be a sequence of functions
by the Cauchy-Schwarz inequality, we see that W f is the uniform limit of C 0 (R 2d ) functions, and since C 0 (R 2d ) equipped with the supremum norm is a Banach space we have W f ∈ C 0 (R 2d ). A characterization of the wave front set W F (f ) in terms of the asymptotic behavior of W f for large frequencies is given in [5, Corollary 3.28] . Let φ ∈ S (R d ) be even, nonzero and define the dilation 
This criterion says that the convolution W f * W φ s decreases faster than any polynomial in the frequency direction in a neighborhood of (t 0 , ξ 0 ), conic in the second variable. Note that the function
, with which W f is convolved, concentrates around zero in the t variable and spreads out in the ξ variable as s → +∞.
In particular we have that f is smooth in a neighborhood of t 0 if and only if there exists a neighborhood V of t 0 such that for any a ≥ 1
which means that W f * W φ s decreases faster than any polynomial in any frequency direction in a neighborhood of t 0 . The criterion (2.4) says that the wave front set W F (f ) can be characterized by W f . Roughly speaking, the microregularity of f is characterized by the asymptotic behavior of W f at infinity in conic frequency domains. (More precisely, this behavior concerns the convolution W f * W φ s and not W f .)
In the remainder of the this section we will investigate the wave front set of the Wigner distribution W f for f ∈ S ′ (R d ). We introduce the following two subspaces of S ′ (R d ) for this purpose. Here we understand by subspace a subset which is not necessarily linear 1 .
Definition 2.1.
consists of the tempered distributions such that the wave front set of the Wigner distribution is directed purely in the frequency direction (or is empty). Definition 2.2.
The definition says that W F W = (R d ) consists of the tempered distributions such that the wave front set of the Wigner distribution does not contain vectors purely in the time direction. Obviously
The following example shows that for f (t) = exp(πit · At), A symmetric, we have
Example 2.3. Let f (t) = exp(πit · At) where A ∈ R d×d is a symmetric matrix (f is sometimes called a chirp [6] ). Then
Since the transformation T :
where
.e. ξ = At and suppose ϕ(t, At) = 0. If η 0 + Ax 0 = 0 then there is a conic neighborhood Γ containing (η 0 , x 0 ) such that |η + Ax| ≥ C > 0 when |(η, x)| = 1 and (η, x) ∈ Γ. This gives |η + Ax| ≥ C|(η, x)| for (η, x) ∈ Γ and thus, using the fact that
On the other hand, we may use the following result [8] 
→ {x}, and ϕ j u does not decay polynomially in any conical neighborhood of ξ for any j, then (x, ξ) ∈ W F (u).
Let ϕ satisfy ϕ(t, At) = 0 and ϕ ≥ 0. Then χ(0) = ϕ(u, Au)du > 0 and ϕW f (−Ax, x) = χ(0) = 0 for any x ∈ R d . Therefore ϕW f is not polynomially decreasing in any conic neighborhood of the manifold {(η, x) : η + Ax = 0}. By shrinking the support of ϕ we may thus conclude
since it is easier to prove inclusions of familiar spaces in W F W ⊥ (R d ). Next we define a linear space of smooth functions, whose derivatives are slowly increasing, uniformly with respect to the order of derivation.
is the space of smooth functions such that the derivatives satisfy (2.5) where N may depend on α.
we refer to [13] .
Lemma 2.5.
3. This shows that the wave front set of the Wigner distribution of a function
Next we shall make some preparations in order to introduce a linear space which is larger than C
Proof. We compute
This gives, using [8, Lemma 7.4 .1] and the fact that W ϕ is real-valued [6] ,
Lemma 2.9. Let g ∈ C ∞ (R 2d ) and suppose
: |ξ| > C|t|} for some C > 0, and
Proof. We have
Consider the first integral I 1 . For any C ′ > C and the corresponding cone
is sufficiently large. In fact, these assumptions imply
and the quotient approaches one as (t, ξ) → ∞, because |ξ| > C ′ |t|. Thus we have for any integer n ≥ 0 (2.7)
provided (t, ξ) is sufficiently large. Next let us look at the second integral I 2 . We have for any L > 0 (2.8)
provided that L > N + 2d and (t, ξ) is sufficiently large. Since L > 0 is arbitrary, (2.7) and (2.8) prove (2.6), that is g * ϕ(t, ξ) decays rapidly (polynomially) for (t, ξ) ∈ Γ ′ .
Remark 2.10. Obviously Lemma 2.9 is invariant under a change of roles of the variables, that is, with cones Γ, Γ ′ of the form Γ = {(t, ξ) : |t| > C|ξ|}, C > 0.
We are now prepared to define the following linear subspace of
According to this definition V ϕ con (R d ) consists of tempered distributions such that the STFT decays rapidly in some conical neighborhood of the frequency axis of the form
, but the next lemma shows that this is in fact not the case.
. According to [6, Lemma 11.3 .3] we have
) and by [6, Theorem 11.2.3] there exist C, N > 0 such that
The result now follows from Lemma 2.9.
As a consequence of the latter lemma we may denote V
, which is understood to be defined by an arbitrary ϕ ∈ S (R d )\ 0. Another consequence is that if (2.9) holds, that is V ϕ f (x, η) decays rapidly in a conical neighborhood of the frequency axis {(x, η) ∈ R 2d : |η| > B|x|}, then rapid decay holds for a neighborhood of the form
by the proof of Lemma 2.12 and Lemma 2.9.
Proposition 2.13. We have the inclusions
integration by parts and (2.5) give for some N > 0 (2.12)
Let B > 0 be arbitrary and define the cone Γ = {(x, η) ∈ R 2d : |η| > B|x|}. Then if (x, η) ∈ Γ, we have by (2.12) for any n > 0
which leads to
for any n > 0. Thus V ϕ f (x, η) decays rapidly in a cone |η| > B|x| for any B > 0. This proves the first inclusion in (2.11). By Lemma 2.8 we have
, and (2.14)
We have
) and W f W ϕ has polynomial growth by [15, Theorem 7 .19] since W f ∈ S ′ (R 2d ) and W ϕ ∈ S (R 2d ). This means that there exist C, N > 0 such that
Now (2.13), (2.14), Lemma 2.9 and Remark 2.10 says that for any B ′ > B and corresponding cone Γ ′ = {|η| > B ′ |x|} ⊂ Γ, it holds that F (W f W ϕ χ)(η, x) decays rapidly in the cone Γ ′ . Hence F (W f W ϕ χ)(η, x) decays rapidly in a cone |η| > B|x| for any B > 0. Therefore f ∈ W F W ⊥ (R d ). The inclusion (2.10) is therefore proved. It remains to prove the second inclusion in (2.11). Let f ∈ V con (R d ). This assumption and Lemma 2.8 imply that W f W ϕ (η, x) decays rapidly in a conic neighborhood |η| > B|x| for some B > 0 for any ϕ ∈ S (R d ). Hence by Lemma 2.9,
Remark 2.14. A combination of Lemma 2.5 and Proposition 2.13, (2.10),
. This admits the interpretation that the very high (analytic) regularity of f ∈ F E ′ (R d ) is reflected in the fact that W f inherits smoothness in the time direction. In fact the wave front set of W f is directed purely in the frequency direction and has no component in the time direction.
Remark 2.15. We note that an alternative proof of the inclusion
can be deduced from the results by Toft [17, 18] . In fact, [18, Proposition 1.8 and Theorem 4.1] imply the following result.
(Note the factor 2π that appears in front of x, due to different normalizations of the Wigner distribution.) Here A f is the so called ambiguity function of f [5, 6] , normalized for f ∈ S (R d ) as
One can show with computations resembling those of the proof of Lemma 2.8 that
. Hereφ(t) = ϕ(−t). Using Lemma 2.9 as in the proof of Proposition 2.13 with (χA ϕ )(0, 0) = 0 we ob-
We may summarize the inclusions we have found as follows.
The next example shows that
Example 2.16. Let η 0 ∈ R \ 0 and set f (t) = exp(2πiη 0 t 2 ). Then by Example 2.3 we have W F (W f ) = {(t, 2η 0 t;
If we choose ϕ(x) = exp(−2πx 2 ) then it can be verified that
If B > 0, |η| > B|x| and 0 < ε < 1/2 we have
provided B is sufficiently large. Thus
In fact, we have
where p α is a polynomial of order |α|. If we suppose that
We note furthermore that a cone |η| > B|x| where V ϕ f (x, η) decays rapidly has B ≥ 2|η 0 |. Therefore it is not always the case that the cone of decay for elements in V con (R d ) can be arbitrarily large, that is, B arbitrarily small.
Let A ∈ R d×d be symmetric. The transformation T A defined by
is continuous on S (R d ) and extends to continuous transformation on
The Wigner distribution is transformed according to (2.15)
The next result treats the invariance and noninvariance under T A of four of the spaces introduced above. However, for V con (R d ) we cannot prove or disprove invariance. 
where Q denotes the invertible matrix
According to [8, Theorem 8 
.2.4] we have
2.
1. An elaboration of the inclusion (2.10). In this subsection we prove a result related to the inclusion C
. We will prove a stronger statement under a stronger hypothesis. The conclusion again includes the fact that the wave front set is directed purely in the frequency direction. On top of that we add the statement that the location of the singular support is included in R d × 0. We begin by recalling the definition of two classes of symbols: the Hörmander classes S 
are Fréchet spaces with respect to the best constants appearing in the estimates. If we extend Definition 2.19 to ρ = 0 we note that
. A phase function φ on Γ is a real-valued smooth function that satisfies the conditions:
(ii) ∇φ(z, τ ) = 0 for every (z, τ ) ∈ Γ. We recall the meaning of oscillatory integrals of the type
where a ∈ S 
finite order, which is indicated by
and called an oscillatory integral of symbol a and phase φ.
A general result on the wave front set of oscillatory integrals is [8, Theorem 8.1.9], which follows. 
. Now we use the previous result in the study of the wave front set of the Wigner distribution. More precisely, in the following proposition we prove that, considering a function f in a Shubin class, the wave front set of the Wigner distribution W f is not only "vertical" in the dual variables (η, x), but the singular support of W f is also contained in the "horizontal" subspace ξ = 0 of the space variables (t, ξ).
ρ,0 (R 2d ). In fact, for every α, β ∈ N d and for t in a compact set K ⊂ R d , we have:
where Petree's inequality t ± τ /2 s ≤ C s t |s| τ s , s ∈ R, has been used.
We set now z = (t, ξ) ∈ R 
Thus we have W f = I a φ , and
which means that (2.18) implies the inclusion (2.19).
Restriction of the Wigner distribution to fixed time
In this section we shall study the restriction operator of a distribution
This map is not well defined for any F ∈ D ′ (R 2d ). But according to [8, Corollary 8.2.7] , the restriction (3.1) gives a well defined element in
is the normal bundle of the submanifold [6] , which has wave front set
This example shows that W F (W f ) ∩ N t = ∅ is not always satisfied. We will study the continuity properties of the restriction (3.1), and for that purpose we need the following definitions and results from [8] .
It is sometimes more convenient to use instead of (3.4) the equivalent requirement [8] (3.4)
For a closed set Γ ⊆ R 2d × (R 2d \ 0), conic in the second variable, we set
We will use [8, Theorem 8.
Next we study F ∈ C ∞ slow (R 2d ) and the following two operators: (i) the restriction (3.1) to the submanifold
fixed, and (ii) Fourier transformation in the second variable F → F 2 F . The following results say that these two operators commute for F ∈ C ∞ slow (R 2d ). First we need a lemma.
as j → ∞ and the first criterion (3.3) for (3.7) is proved. To prove the second criterion we use (3.4) ′ . Since
for j ≥ J for sufficiently large J. In fact, the last equality holds for such j since F −1 2 ϕ(·, y) has support in a fixed compact set, independent of y ∈ R d . The assumption implies that
for some C α , N > 0. By means of integration by parts, (3.8) and the observation that F −1 2 ϕ ∈ S , we obtain for j ≥ J and any
for some constant C α > 0. This gives for j ≥ J (3.9)
which by (3.6) means that (η, x) ∈ V \ 0 ⇒ |x| < |η|. Let n ∈ N \ 0 and let (η, x) ∈ V \ 0. Then we have
For j ≥ J (3.9) thus implies (3.10) sup
≤ C n for some C n > 0, independently of j ≥ J. This means that the second criterion (3.4) ′ for the convergence (3.7) has been proved. It remains to verify that
Proof. The result (3.11) says that
, where the equality is understood in D ′ (R d ). Let U ⊂ R 2d \ 0 be defined by (3.6) . Then Γ = R 2d ×U is a closed set, conic in the second variable, and by (3.2) we have
Thus the restriction (3.1) is a continuous map between distribution spaces according to (3.5) . By Lemma 3.1 and (3.5) we have (
We have in fact
for k 2 sufficiently large. The latter two estimates now give for
for j sufficiently large, since
. This proves (3.12). Now we use Lemma 3.1. The convergence (3.7), (3.5) and (3.3) give
, this finally gives, using (3.12) and Fubini's theorem,
, so the definition of the Wigner distribution (1.1) combined with Proposition 3.2 gives the following byproduct.
Finally Lemma 2.5 gives
A Wigner distribution moment formula for the instantaneous frequency
Denote the modulus of z = x + iy ∈ C by r = |z| and the argument (or phase) by ϕ = arg z. The polar-to-rectangular coordinate transformation on R 2 ≃ C is defined by (x, y) = g(r, ϕ) = (r cos ϕ, r sin ϕ). Denote the positive reals by R + . Then each of the restrictions g 1 and g 2 , defined respectively by
is an analytic map with an analytic inverse, mapping surjectively on the open sets U 1 and U 2 , respectively, defined by
The Jacobian of g is 
(Note that g −1 1 (z) and g −1 2 (z) have arguments that differ by 2π for Im z < 0, but this does not affect the partial derivatives of arg z.)
Let f (t) = u(t) + iv(t) be a function f :
} are open sets, and it follows from above that each of arg f (t) = (g
, likewise, each of arg f (t) : U f,1 → R and arg f (t) : U f,2 → R are differentiable. From (4.1) and the chain rule we obtain the partial derivative with respect to t j , in both cases, as
The instantaneous frequency [1] of f (t) is defined as the normalized gradient (2π) −1 ∇ arg f (t) with domain {t : f (t) = 0}. For a character e 2πiξ·t with frequency ξ the instantaneous frequency is thus ξ constantly, which means that the instantaneous frequency is a generalization of the concept constant (global) frequency.
There is a connection between the instantaneous frequency of a sufficiently smooth and decaying function and its Wigner distribution [1, 4] . In fact, the instantaneous frequency can be written, for fixed t ∈ R d , as a normalized frequency moment of order one of the Wigner distribution. (In the engineering literature a heuristic version of this result is well known [1] .)
and the Sobolev embedding theorem imply that
Cauchy-Schwarz and f ∈ L 2 give (4.5)
By (4.4), (4.5) and (4.7) we have g
, which means that the conditions for Fourier's inversion formula to hold pointwise [14] for the function g are satisfied. In particular (4.8)
in the last step using the definition (1.1). Concerning the numerator in (4.3) we obtain using integration by parts and the fact (4.4) that f vanishes at infinity (4.9)
Let us study the function g j := ∂ j f (t + ·/2)f (t − ·/2) and h j (τ ) := ∂ τ j f (t + τ /2)f (t − τ /2) = 1 2 (g j (τ ) − g j (−τ ))
the Cauchy-Schwarz inequality gives g j ∈ L 1 (R d ). From above we know that F (f (t − ·/2)) ∈ L 1 (R d ) and likewise we have
because of (4.6). Thus
Invoking (4.4) we have proved that g j ∈ (C 0 ∩ L 1 ∩ F L 1 )(R d ) which means that Fourier's inversion formula holds for g j and thus h j . Integration of (4.9) gives, denoting f (t) = u(t) + iv(t), (4.10)
∂ j f (t)f (t) − ∂ j f (t)f (t) = 1 2π (u(t)∂ j v(t) − ∂ j u(t)v(t)) .
Finally (4.3) follows from a combination of (4.2), (4.8) and (4.10).
Next we will prove a version of Proposition 4.1 for functions f ∈ F E ′ (R d ). Note that this assumption is neither a generalization nor a special case of the assumptions of Proposition 4.1. Proof. Let t ∈ R d be fixed such that f (t) = 0, and let f (t) = u(t)+iv(t). Set g t := f (t + ·/2)f (t − ·/2). By Corollary 3. By the Paley-Wiener-Schwartz theorem F g t ∈ E ′ (R d ) and F g t is supported in a fixed compact set independent of t ∈ R d . Since
. Because W f (t, ·) has compact support, F g t , 1 and F g t , ξ are well defined, where F g t , ξ means the vector ( F g t , ξ j ) d j=1 and ξ j : R d → R is the jth coordinate function. The inverse Fourier transform of a distribution u ∈ E ′ (R d ) is the entire function x → u, e 2πix· [8, Theorem 7.1.14] so we have g t (τ ) = F −1 F g t (τ ) = F g t , e 2πiτ · and in particular (4.12) W f (t, ·), 1 = F g t , 1 = g t (0) = |f (t)| 2 = u 2 (t) + v 2 (t).
In a similar way we have for 1 ≤ j ≤ d where A ∈ R d×d is symmetric, and h ∈ F E ′ (R d ). Then (4.14) 1 2π ∇ arg f (t) = W f (t, ·), ξ W f (t, ·), 1 , f (t) = 0.
Proof. Let t ∈ R d be fixed and satisfy f (t) = 0. We have arg f (t) = arg h(t) + πt · At, 
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