Correspondence should be addressed to adrianld@stanford.edu Turbulent flows in the presence of bounding surfaces, such as those occurring in many oceanic and atmospheric currents, around vehicles, or inside pipes, may be apprehended as a collection of whirls, or eddies, whose sizes differ by many orders of magnitude. These eddies follow a self-sustaining cycle, i.e., existing eddies are seeds for the inception of new ones, and so forth. Understanding this process is critical for the modeling and control of geophysical and industrial flows, in which a non-negligible fraction of the energy is dissipated by turbulence in the immediate vicinity of walls. In this study, we examine the causal interactions of energy-containing eddies (energy-eddies) in wall-bounded turbulence by quantifying how knowledge of the past states of eddies reduces the uncertainty of their future states. Our approach unveils, in a simple manner, that causality of energy-eddies at a given scale is universal and independent of the eddy size. We further show an example of how novel flow control and modeling strategies can take advantage of this universal causality.
Since the first drawings by Leonardo Da Vinci in the 15th century (1) , and later the experiments by Klebanoff (2) and Kline (3) in the modern era, it became clear that, even at moderate velocities, the flow over solid surfaces moves in highly chaotic patterns known as turbulence.
Despite this conspicuous disorder, wall-bounded turbulence is not completely structureless but rather a collection of recurrent coherent fluid motions usually referred to as eddies (4) . Particularly interesting are those eddies carrying most of the kinetic energy and momentum, often categorized as streaks (regions of high and low velocity aligned with mean flow direction) and rolls/vortices (regions of rotating fluid). These eddies are considered the most elementary structures capable of explaining the energetics of wall-bounded turbulence as a whole, and are the cornerstone to model and control geophysical and industrial flows (5, 6) . The practical implications of wall turbulence are evidenced by the fact that about 25% of the energy used by the industry is spent in transporting fluids along pipes, or in propelling vehicles through air or water (7) . Hence, understanding the dynamics of energy-eddies has attracted enormous interest within the fluid mechanics community.
Energy-eddies can be found in a region of abrupt drop in velocity close to solid surfaces, known as the boundary layer. These eddies form a multiscale population of organized flow motions starting from the wall and spanning a wide range of sizes (8) , as highlighted in Figure   1 (a) [see also Movie S1]. The smallest energy-eddies are located closer to the wall, in the region referred to as the buffer layer, and their sizes are dictated by the limiting effect of the fluid viscosity. For example, the size of the smallest energy-eddies may be of the order of millimeters for atmospheric flows (9) . The consensus is that these eddies are involved in a selfsustaining cycle (10-13) based on the emergence of streaks from rolls via wall-normal ejections of fluid (14) , followed by the breakdown of the streaks (15, 16) . The cycle is restarted by the generation of new vortices from the perturbations created by the disrupted streaks. A similar but more disorganized scenario is hypothesized to occur for larger energy-eddies within the socalled logarithmic layer (log-layer) (17, 18) . There, the flow is also organized into streaks and rolls that differ from those in the buffer layer by their larger dimensions (19, 20) , e.g., of the order of hundreds of meters for atmospheric flows (9) .
Although it is agreed that both the buffer and log-layer eddies are involved in a self-sustaining cycle, their causal relationships have only been assessed indirectly by altering the governing equations of fluid motion (13, 21) . Moreover, the underlying processes in both layers are challenging to compare, and there is no conclusive evidence on whether the mechanisms controlling eddies at different scales are of similar nature. The major obstacle stems from the lack of a tool in turbulence research that resolves the cause-and-effect dilemma and unambiguously attributes a set of observed dynamics to well-defined causes. In this study, we present a novel approach rooted in information theory (22) that captures the causal relation in the motion of energyeddies, and we show that these eddies follow comparable self-sustaining processes despite their vastly different sizes. We use our findings to inspect their implications for control and modeling of wall turbulence.
To investigate the self-sustaining process of the energy-eddies at different scales, we examine data from two spatially and temporally resolved simulations of an incompressible turbulent flow confined between two flat walls (23) . Each simulation is performed within a numerical domain tailored to isolate the most energetic eddies in either the buffer (smallest eddies) or log-layer (medium-size eddies), respectively, and can be considered as the simplest model to study wall-bounded energy-eddies of a given size (24) . The configuration of the two simulations is illustrated in Figures 1(b) and (c). Hereafter, the streamwise, wall-normal, and spanwise directions are denoted by x, y, and z, respectively, and the corresponding flow velocity components by u, v, and w. An important parameter of the problem is the Reynolds number, which characterizes the ratio between the largest scale δ and the smallest scale δ v in the flow. The length δ is half of the gap between the two walls, whereas δ v is the viscous length scale defined in terms of the molecular viscosity, the fluid density ρ, and the shear stress at the wall ρu To quantify causality between time signals, we use the framework provided by information theory (28) . The central quantity is the Shannon entropy (or uncertainty) of the signals, which is intimately related to the arrow of time (29) . Hence, causality from a time-signal V j to V i is defined as the decrease in uncertainty of V i by knowing the past state of V j . The method exploits the principle of time-asymmetry of causation (causes precede the effects), and it is mathematically formulated through the transfer entropy between signals (22). More specifically, if
, the transfer entropy (or causality) from V j to V i is defined as
where T j→i is the causality from V j to V i , ∆t is the time-lag to evaluate causality, H(V i |V) is the conditional Shannon entropy (28) (i.e., the uncertainty in a variable V i given V), and V C j is equivalent to V but excluding the component j. We are concerned with the cross-induced causalities T j→i , with j = i, hence, T i→i are set to zero. Moreover, we aim to evaluate the causal effect of T j→i relative to the total causality from V j to all the variables. Thus, we define the normalized causalityT j→i as T j→i /T j→all such that the value ofT j→i is bounded between 0 and 1.
Assessing causality in Eq. (1) requires the identification of a meaningful time-lag, ∆t. In the present study, we seek ∆t for maximum causal inference. The behavior of T j→i (∆t) can differ for each (j, i) pair, but a sensible choice is obtained by defining a global measure based on the summation of all causalities for each ∆t, j,i T j→i . The results are shown in Figure 3 , where ∆t is scaled by the average shear S in each layer. Interestingly, causalities for both the buffer layer and log-layer peak at ∆t ≈ 0.8S
, which is the time-lag selected for the remainder of the study. Incidentally, this causal time-horizon is consistent with previous works, which reported The key result is shown in Figure 4 , which contains the causal relationsT j→i among the six flow components. The observation of universal causality of energy-eddies at different scales has striking implications for control and modeling. As an example, we show how new models can be conceived for the computationally affordable smaller eddies in the buffer layer, to later model eddies at larger scales, which cannot be efficiently simulated with our current computing resources. This is demonstrated using a model to predict |v 1,1 | 2 in the log-layer as representative of the bursting phenomena, e.g., intense wind gusts relevant for buildings and aircraft structural loads (32) . We model |v 1,1 | 2 at time t using a nonlinear autoregressive exogenous neural network (NN) (33) . The input of the network is the assumed known past states of the log-layer signals V at times t − ∆t, ..., t − 4∆t, with ∆t = 0.8S −1 (24) . Three datasets are considered to train the NN prior to performing the predictions shown in Figure 5 . In the first case, the NN is trained using signals from the log-layer that are independent of the dataset we aim to predict. As expected, the NN model provides satisfactory predictions of |v 1,1 | 2 ( Figure 5a ). In the second case, the NN is trained exclusively with signals from the buffer layer. The accuracy of the forecast (Figure 5b) is comparable to the first case, consistent with the universal causality argued above. The result is remarkable, as the buffer layer training set is thousands of times more economical than the log-layer set used in the first case. The third training set is a control case, where the NN is fed with signals from the buffer layer randomly permuted in time. Unsurprisingly, the third case yields erroneous predictions of the bursts (Figure 5c ).
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In conclusion, despite the extensive data provided by simulations of turbulent flows, the causality of coherent flow motions has often been overlooked in turbulence research. Our analysis has disclosed the underlying causal network of energy-eddies at different scales using a novel, nonintrusive technique that does not rely on direct modification of the equations of motion. We have established that the causal interactions of energy-eddies are essentially universal and independent of their size, which carries important consequences for turbulence control and modeling. Future efforts should be devoted to studying the causal interaction between eddies of distinct nature (temperature, density,...), and the investigation of key processes, such as the cas- 
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Numerical simulations
We respectively. These dimensions correspond to a minimal box simulation for the log-layer and are considered to be sufficient for isolating the relevant dynamical structures involved in the bursting process (15) . Minimal log-layer simulations have also demonstrated their ability to reproduce statistics of full-size turbulence computed in much larger domains (32) .
The simulations are performed with a staggered second-order finite difference (33) and a fractional-step method (34) with a third-order Runge-Kutta time-advancing scheme (35) . The code has been validated in previous studies in turbulent channel flows (36, 37) and flat-plate boundary layers (38) . The streamwise and spanwise resolutions are ∆x + ≈ 6.5 and ∆z + ≈ 3.3, respectively, and the minimum and maximum wall-normal resolutions are ∆y (after transients) for both the buffer and log-layer cases, where S is the mean shear within the y + ∈ [40, 80] and y + ∈ [500, 700] for the buffer and log-layer, respectively, in accordance with the limits reported in the literature for each region (25) . The calculations were advanced in time using a constant time step such that the Courant-Friedrichs-Lewy condition is below 0.5, and velocity fields were stored every ∼ 0.2S and log-layer to generate a time-resolved dataset.
Definition of time-signals
We defineû n,m (y, t) (respectively,v n,m andŵ n,m ) as the two-dimensional streamwise and spanwise Fourier transform of u(x, y, z, t) (respectively, v and w) where k xn = 2πn/L x and k zm = 2πm/L z are the corresponding wavenumbers, with n = −N x /2, . . . , N x /2 − 1 and m = −N z /2, . . . , N z /2 − 1. N x and N z are the number of Fourier modes in the streamwise and spanwise direction, respectively. The velocitiesû n,m (y, t),v n,m (y, t), andŵ n,m (y, t) are averaged in the range of wall-normal distances y + ∈ [40, 80] in the buffer layer, and y + ∈
[500, 700] for the log-layer. The average in the wall-normal direction are defined aŝ
n,m (y, t) dy, and similarly forv n,m (t) andŵ n,m (t).
Calculation of transfer entropy
We use the framework provided by information theory to quantify the causality between a set of temporal signals by their associated transfer entropy (26) . Given a set of time-dependent random variables V k (t), k = 1, · · · , n, the transfer entropy from V j to V i is defined as
where
and ∆t is the time-lag in the signal considered to evaluate causality at the current state. H(V i |V j ) is the conditional Shannon entropy, that is, the uncertainty of a variable V i given V j , and is defined as
where f (·) is the probability density function, and E[·] signifies the expected value. In this form, the transfer entropy (or causality) from V j to V i can be interpreted as the decrease in uncertainty in V i by knowing the past state of V j . We define the self-induced transfer entropy as T i→i , and the cross-induced transfer entropy as T j→i for j = i. As we are interested in the interaction of different signals, T i→i is set to zero. We define the normalized transfer entropy as
The term T Shuffled j→i aims to remove spurious contributions due to statistical errors, and it is the transfer entropy computed from the random variables
is V j randomly permuted in time in order to preserve one-order statistics while breaking time-delayed causal links. The calculations of Eq. (3) are numerical performed by estimating the probability density functions and their corresponding entropy discretizing the phase space in ten uniform bins. It was tested that doubling the number of bins did not altered the conclusions presented above. 
Assessment of statistical convergence
We assess the statistical convergence of the causal maps shown in Figure ? ?. Figure 1 shows the values ofT j→i using the complete dataset (Figures 1a,b , equivalent to Figure ? ?), and a reduced dataset by shortening the time-signals by half (Figures 1c,d) . The results indicate that variations in the most intense transfer entropies are below 10% and, thus, our conclusions are not subjected to statistical uncertainties.
NARX Neural Network
To model the bursting phenomena, we utilize a nonlinear autoregressive neural network with exogenous input (NARX) (39, 40) typically employed for time series modeling and prediction.
The model relates the current value of a time series to both past values of the same series and current and past values of the driving (exogenous) series, that is, of the externally determined series that influences the series of interest. For the current case, the model for V 5 =v 1,1 is 
where the function F is a recursive neural network, V is vector of all variables, ∆T the time-lag, and is the error term.
The neural network was developed based on the time signals from the numerical simulations described above and is trained using Bayesian regularization backpropagation with five hidden layers. The architecture of the nueral network is depicted in Figure 2 . The model is stored as a set of connection weights and biases. The training data, which consists of 20,000 time steps, is divided randomly into two groups, the training (80%) and validation (20%) sets. The training set is used for computing the gradient and updating the network weights and biases. The error of validation set is monitored during the training process to avoid overfitting. Mean squared error is used as the performance measure, calculating the mean squared difference between the expected target output and the actual output. Training is stopped when any of these conditions occurs:
(1) The maximum number of training repetitions is reached. 
