Nonparametric identification of finite-state hidden Markov models (HMMs) is investigated. We obtain identification of the parameters as well as the order of the Markov chain in the class of HMMs which have full-rank, ergodic transition probability matrices and for which the state-dependent distributions are all distinct. We also show how our result implies that the asymptotic contrast for ML-estimation, the Kullback-Leibler distance of the HMM, identifies the true parameter vector uniquely, thus paving the way for nonparametric maximum likelihood estimation in HMMs.
mixtures of product distributions by considering the joint distribution of two successive observations.
In order to achieve greater flexibility and to avoid model misspecification, nonparametric modeling of the component distributions may be of some interest. However, the first and most basic question is whether such models are still identified.
We give an affirmative answer in great generality: If the transition probability matrix Γ is ergodic and of full rank, and if the state-dependent distributions are all distinct, then the parameters, together with the number of states, are all identified.
In contrast, for independent finite mixtures, identifiability can only be achieved under restrictive assumptions, such as a location mixture of one symmetric density (Bordes et al. [3] , Butucea and Vandekerkhove [4] ), a known component (Bordes et al. [3] , Hohmann and Holzmann [12] ), or a product structure of each component (Hall and Zhou [11] ). Thus, in order to achieve stronger results for HMMs, some conditions on the t.p.m. have to be imposed. If some states of the Markov chain can be reduced to mixture components as discussed in Holzmann and Schwaiger [14] , general nonparameteric identifiability can also not be expected. Thus, the assumption of a full-rank t.p.m. seems to be reasonable.
We also show that the identification results imply that the asymptotic contrast for ML estimation (the generalized Kullback-Leibler distance of the HMM) uniquely identifies the true parameter, thus paving the way for consistency statements of nonparametric maximum likelihood estimates. While for independent finite mixtures, nonparametric ML estimation has been numerically employed through the EM algorithm (e.g. for log-concave component densities, see Cule et al. [5] , Cule et al. [6] , George and Walter [10] ), estimation theory seems inaccessible due to lack of identifiability.
Our results generalize previous ones by Gassiat et al. [8] , Gassiat and Rousseau [9] , for a more detailed discussion see Section 2. Methodologically, we relay on Allman et al. [1] , who discussed generic identification of HMMs with finite-valued observations. Section 3 contains our main results, the proofs are given in Section 4.
Throughout the paper, we use the following notation. For 1 ≤ s < t < ∞ we let Y t s = (Y s , . . . , Y t ) ′ , and for y ∈ S, Y t ≤ y is meant for each component.
Discussion of previous results
In a seminal paper, based on a result by Kruskal [15] on the identification of factors in three-way tables, Allman et al. [1] showed generic identifibility of various latent-state models, including HMMs with finite-valued observations. Strict point identification, up to label swapping, for general-valued HMMs was recently discussed by Gassiat et al. [8] and Gassiat and Rousseau [9] .
Using analytic arguments, Gassiat and Rousseau [9] showed that if the t.p.m. has full rank, and if the state-dependent distributions are from a location family of an arbitrary density, then all parameters as well as the number of components are identified from the joint distribution of two observations. While certainly of interest, merely the assumption of equal scale in each component which is implied by the model may be too restrictive for most applications.
For a given K, Gassiat et al. [8] show identification if the true distribution of the HMM has a full-rank t.p.m. and if the state-dependent distributions are linearly independent. The result follows from arguments given in Allman et al. [1] .
While the assumption of linearly independent state-dependent distributions is convenient for making the arguments in Allman et al. [1] work, it is not intuitive, and also difficult to interpret for nonparametric classes such as smooth classes of densities, or shapeconstrained classes such as log-concave densities, where more than two distinct distributions may well be linearly dependent.
Our result for distinct state-dependent distributions is better suited for such nonparametric classes. In its proof, the main challenge is to find a substitute for the linear independence of the state-dependent distributions.
3 Nonparametric identification
The stationary case
Let us first consider identification in the stationary case for a fixed number of components. Consider the following assumptions.
A1. The transition probability matrix (t.p.m.) Γ = (α j,k ) j,k=1,...,K of (X t ) has full rank and is ergodic.
Further, in this section we consider the stationary case.
A3. (X t ) is stationary and hence has the stationary starting distribution π, the stationary distribution of Γ. 
General starting distribution
Now let us turn to the case of a general starting distribution. The result will in particular be required when proving identification of the true parameter vector from the KullbackLeibler distance of the HMM in Section 3.4.
A4. (X t ) has the starting distribution λ. 
Identifying the number of states
Since we may interpret an L-state HMM as a K-state HMM, L < K, where K − L states are never visited, the following result is now obvious. 
The Kullback-Leibler distance of an HMM
In this section we indicate how the identification results can be used for nonparametric ML estimation. Algorithmic aspects, in particular the EM algorithm, are discussed in Dannemann [7] .
Let ν be a σ-finite measure on S, and let D be a class of densities on S w.r.t. ν.
Suppose that (Y t , X t ) is a K-state HMM with t.p.m. Γ 0 satisfying Assumptions A1 and A3 having stationary distribution π 0 , and that the state-dependent distributions F 1,0 , . . . , F K,0 are all distinct and have densities f 1,0 , . . . , f K,0 from the class D.
First, we consider a blockwise likelihood function. For parameters λ, Γ,
. . .
the joint density w.r.t. ν ⊗T of T observations under these parameters. Now, set
a blockwise likelihood with blocklength T , which uses nT observations. From the ergodic theorem, we have a.s. that
where KL is the Kullback-Leibler distance between the two densities on S T . If T = (2K + 1)(K 2 − 2K + 2) + 1, Corollary 4 implies that this asymptotic contrast will identify the true parameter vector uniquely up to label swapping. Now we show that the true parameter (except for the starting distribution) is also identified from the asymptotic contrast of the full-model log-likelihood, that is, the Kullback-Leibler distance of the HMM.
We let Then we have that a.s., 
Proofs 4.1 Preliminaries
Let us recall a result of Kruskal in its precise form. For given matrices
denote the three-way array
The Kruskal rank of a matrix M ∈ R K×n , denoted rank K M , is the maximal j with 0 ≤ j ≤ K, for which each set of j rows in M are linearly independent (as vectors in R n ).
Theorem A (Kruskal [15] , Theorem 4a).
be two sets of real matrices such that
Suppose that
Then there exists a permutation matrix P and diagonal matrices Proof of Lemma 1. The distribution functions G 1 , . . . , G K are distinct, hence for every pair 1 ≤ i < j ≤ K there exists a y ∈ S such that G i (y) = G j (y). Let y 1 , . . . , y ( 
Then there exists y ∈ S and a 1 ≤ j ≤ t for which the K × (t + 1)-matrix 
where the -1 is at the n + i'th place, after possibly relabeling the coordinates of R K . Indeed, observe that the K × t matrix Γ · [v 1 , . . . , v t ] has rank K, so that there are t linearly independent rows. Denote by M the t × t matrix formed from these rows, and by N the (K − t) × t matrix consisting of the remaining rows, and assume (after relabeling) that
For e i ∈ R K−t the i th unit vector, we may set
Γv j cannot be contained in the t-dimensional subspace span {Γv 1 , . . . , Γv t } of R K , and the assertion of the lemma follows.
Thus assume that
this will lead to a contradiction. Let γ 1 , . . . , γ K denote the row vectors of Γ. For i = 1, . . . , K − t set
Then (2) implies that
We first argue that if (3) holds,
To this end we assert that among the first t elements of o (i) there is at least one non-zero entry. Indeed, suppose that all n entries were equal zero, then by the construction of o (i) , definition of S i and (3), we get that
a contradiction since γ ′ t+i v 1 > 0 (since we assume that v 1 has strictly positive entries).
Thus, assume that j ∈ {1, . . . , t} is such that o and
are linearly independent, and hence so are the vectors
of coefficients of the linearly independent vectors γ 1 , . . . , γ t , γ t+i , which shows (4).
To conclude the proof, we observe that due to the linear independence of γ 1 , . . . , γ K and the definition of the S i , we have that
Together with (4) we obtain that dim span S 1 , . . . , S K−t ≥ K − t + 1, a contradiction to (3). This concludes the proof of the lemma.
Proofs for Section 3.1
Proof of Theorem 1.
Step 1: Linear independence. Let T ≥ K − 1, and consider
The conditional distribution functions of W T given X T +1 = k, k = 1, . . . , K, are given by
. . . ,
Lemma 3. Under Assumptions A1 and A2, for
Proof of Lemma 3. Since marginal distributions of linearly dependent distributions remain linearly dependent, it is enough to show linear independence for T = K − 1.
We construct y 1 , . . . , y K ∈ S K−1 , for which the K × K matrix G K−1 (y t ; k) k,t=1,...,K has full rank K (k is the row index and t the column index).
For y = (y 1 , . . . , y t ) ′ ∈ S t consider
where as above, D y = diag F 1 (y), . . . , F K (y) and γ k are the row vectors of Γ. Since
it is enough to find y 1 , . . . , y K ∈ S K−1 for which G K−1 (y t ; k k,t=1,...,K has full rank K. We show by induction:
Claim: For t = 1, . . . , K − 1 there exist vectors y (t) 1 , . . . , y (t) t+1 ∈ S t for which the vectors
are linearly independent, and v (t) 1 has only strictly positive entries. The case t = K − 1 will establish the lemma.
Proof of Claim. For t = 1, we find y
are linearly independent, and for which v (1) 1 has only positive entries. Now, suppose that the claim is valid for t. We apply Lemma 2 and find a y 0 ∈ S and a 1 ≤ j ≤ t + 1 for which the K × (t + 2) matrix
has full rank t + 2, which means that it has a (t + 2) × (t + 2) submatrix of non-zero determinant. Since D y → I K , as all coordinates of y tend to ∞,
and the corresponding submatrix will also be of non-zero determinant for an appropriate y ∈ S (for which also D y has positive entries on its diagonal). The claim for t + 1 now follows by setting
′ ′ , s = 1, . . . , t + 1, and y
Similarly, consider the time reversalΓ = α j,k j,k=1,...,K with
=:H T (y T , . . . , y 1 ; k).
Lemma 4. Under Assumptions A1 and A2,
This is immediate sinceΓ has full rank as well.
Step 2: Identification of conditional distributions.
Lemma 5. Under Assumptions A1 and A2, for
Proof of Lemma 5. ¿From the proof of Lemma 1 we know that there exist points y j ∈ S, j = 1, . . . , K 2 , such that the matrix
where 1 is a K-dimensional column-vector consisting of ones, has Kruskal rank at least 2.
¿From Lemma 3, we may choose y 1 , . . . , y K ∈ S T such that the K × (K + 1)-matrix
has full rank K, see Lemma 17 in Allman et al. [1] or the argument in Step 1. Similarly accordingly to Lemma 4 we findỹ 1 , . . . ,ỹ K ∈ S T such that the K × (K + 1)-matrix
has rank K.
We conclude that
where rank K denotes the Kruskal rank of a matrix. Now, consider the triple product M := M 1 , M 2 , M 3 , which is the three-dimensional array defined by
T +2 ≤ y r ) (9) Similarly, setting m = . Now, using (8) we apply Theorem A to show that the matricesM 1 , M 2 and M 3 are identified from M up to scaling and permutation, that is there exist a permutation matrix P and diagonal matrices Λ 1 , Λ 2 , Λ 3 , such that Λ 1 PM 1 , Λ 2 P M 2 , and Λ 3 P M 3 are known and the relationship Λ 1 Λ 2 Λ 3 = I holds.
Since we know that in the last column of M 2 there are only ones, we obtain the i th diagonal element of the scaling matrix Λ 2 as (Λ 2 P M 2 ) i,K+1 for each i = 1, . . . , K. Similarly we find the matrix Λ 3 . The elements of Λ 1 can then be determined by the relationship
Hence we identified the matricesM 1 , M 2 and M 3 up to simultaneous row permutations.
In order to identify the values of H T (y; k), F k (y), G T (ỹ; k) at any arbitrary points y,ỹ ∈ S T , y ∈ S, we insert the corresponding columns into matricesM 1 , M 2 and M 3 respectively without changing the validity of (8).
Step 3: Identification of Γ.
We choose T = K−1, and after applying the result in Step 2, fix a labeling H T (; k), F k , G T (; k), k = 1, . . . , K. It remains to identify the t.p.m. Γ.
Again, we choose y 1 , . . . , y K ∈ S T such that the K × K-matrix 
. . , K, and hence A 2 are identified up to joint label swapping. Since the F k are all distinct, we may choose the same labeling as the one fixed for
In this case, we have that
Choose y so that F k (y) = 0, k = 1, . . . , K, so that Γ is identified as
More precisely, letting
we have that for y = (y 1 , . . . , y T ) ′ ∈ S T that
Since all entries in λ are strictly positive, the matricesΓ (t) , t = 1, . . . , T all have full rank. The argument in Step 2 of the proof of Theorem 1 now still applies to show that the distribution functions H T (·; k), k = 1, . . . , K, are linearly independent.
Step 2.: If both Γ and λ have only strictly positive entries, then all parameters λ, Γ and
Proof of Step 2. It remains to identify λ. We may follow the argument in Step 3 of Theorem 1: For T = K − 1, we may identify both H T (·; k) as well as H T +1 (·; k), where we have chosen a fixed (equal) labeling for both distribution functions.
Again, we may choose y 1 , . . . , y K ∈ R T such that the identified K × K-matrix
We have that
which, for y large enough so that F k (y) = 0, k = 1, . . . , K, allows to identifyΓ (T +1) . Therefore, for each j, we identifỹ
where c j is a positive constant. If we fix j, this identifies λ (T +1) up to scale. Since λ (T +1) is a probability vector, it is itself identified and since Γ is identified and λ (T +1) = λΓ T , λ itself is identified.
Step 3: Conclusion of the proof. Now we conclude the proof of the theorem. Let t 0 = K 2 − 2K + 2. Then from Holladay and Varga [13] , Γ t 0 has strictly positive entries.
Observe that Y t 0 +1 , . . . , Y t 0 +2K+1 with starting vector λΓ t 0 , which has only positive entries. Using Step 1 we therefore identify Γ and F 1 , . . . , F K . Then, using the result in
Step 2, from
which is a segment of an HMM where the Markov chain starts in λΓ t 0 and has t.p.m. Γ t 0 , and the state-dependent distributions are F 1 , . . . , F K , we identifyλ = λΓ t 0 , and therefore also λ =λΓ −t 0 .
Proof of Theorem 5. The case L = K follows immediately from Corollary 4. Consider the case L < K. We add K − L states which are never visited to the L-state HMM, say with state-dependent distribution equal toF 1 , without changing its distribution. Then from Corollary 4, we directly get a contradiction.
Proof of Theorem 7. The existence of the limit as well as its independence from the starting distributions may be deduced from Kingman's subadditive ergodic theorem. To show definiteness, we briefly recall a construction from Leroux [16] . For a sequence (y n ) in S, define sequences
, k = 1, . . . , K, n = 1, 2 . . .
, k = 1, . . . , K, n = 1, 2 . . . .
where π 0 is the stationary distribution of Γ 0 , and we set 0/0 = 0. Let Ω = {(y n , u (n) , v (n) ) n∈N }. Leroux [16] shows that there is a probability measure on Ω, such that if Q(u, v) denotes the distribution of u (1) , v (1) under this measure, for any T ∈ N we have that 
