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Abstract
One of the prominent open problems in combinatorics is the discrepancy of set
systems where each element lies in at most t sets. The Beck-Fiala conjecture sug-
gests that the right bound is O(
p
t), but for three decades the only known bound
not depending on the size of set system has been O(t). Arguably we currently lack
techniques for breaking that barrier.
In this paper we introduce discrepancy bounds based on Fourier analysis. We
demonstrate our method on random set systems. Suppose one has n elements and
m sets containing each element independently with probability p. We prove that
in the regime of n ≥Θ(m2 log(m)), the discrepancy is at most 1 with high probabil-
ity. Previously, a result of Ezra and Lovett gave a bound of O(1) under the stricter
assumption that n ≫mt .
1 Introduction
Let ([n],Σ) be a finite set system. For a coloring χ : [n]→ {−1,1} of the elements, we define
the discrepancy of the coloring to be the maximum imbalance over all subsets in Σ. The
discrepancy of the set system is then defined to be the minimum discrepancy over all
possible colorings, that is
disc(Σ) := min
χ:[n]→{−1,1}
max
S∈Σ
∣∣∣ ∑
i∈S
χ(i )
∣∣∣.
Using equivalent matrix notation, we can consider A ∈ {0,1}m×n as the incidence matrix
of the set system, where m is the number of sets. Then a vector x ∈ {−1,1}n corresponds
to a coloring and ‖Ax‖∞ is its discrepancy.
One of the seminal results in the field is the theorem of Spencer [Spe85], which says
that the discrepancy of a set system is always bounded by O(
√
n log(2m/n)), assuming
that m ≥ n. The original result was based on the pigeonhole principle, going back to
work of Beck [Bec81], and the argument did not provide a polynomial time algorithm to
actually find those colorings. A recent line of work [Ban10, LM12, Rot14], starting with
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and a David & Lucile Packard Foundation Fellowship.
1
the breakthrough of Bansal, provides algorithms to find colorings that match Spencer’s
Theorem [Spe85]. All of these algorithms iteratively update a fractional coloring starting
at 0 and aim to increase the norm until all elements are colored.
In a setting that has a quite different flavor one assumes that the set system is sparse
in the sense that each element is allowed to be in at most t sets. The Beck-Fiala The-
orem [BF81] shows that the discrepancy is at most 2t − 1, using a linear algebraic ap-
proach. On the other hand, one can prove an upper bound O(
√
t log(m)) using a result
by Banaszczyk [Ban98]. In fact, Banaszczyk’s Theorem says more generally that for any
vectors v1, . . . ,vn ∈Rm of length ‖vi‖2 ≤ 15 and any convex body K ⊆Rm with a Gaussian
measure of γm(K ) ≥ 1/2, there is a coloring x ∈ {−1,1}n so that
∑n
i=1 xi vi ∈ K . This re-
sult was also non-constructive and based on an operation that deforms the convex set
iteratively. Only recently, Bansal, Dadush and Garg [BDG16] found an algorithmmatch-
ing the O(
√
t log(m)) bound for coloring t-sparse set systems; see also the determin-
istic approach by Levy et al. [LRR17]. Even more recently, Bansal, Dadush, Garg and
Lovett [BDGL17] obtained a polynomial time algorithm that provides the general ver-
sion of Banaszczyk’s Theorem. Their result can be rephrased as follows: given any vec-
tors v1, . . . ,vn ∈ Rm with ‖vi‖2 ≤ 1, one can sample a coloring x ∈ {−1,1}n in polynomial
time so that the resulting vector
∑n
i=1 xi vi is O(1)-subgaussian. Note that these algo-
rithms still iterately update a fractional coloring, but additionally make sure that there is
“local progress” compared to the suffered discrepancy.
Still, if we ask for a bound in the Beck-Fiala setting that only depends on the fre-
quency parameter t , no asymptotic improvement has been made beyond the 2t bound
of [BF81]. To understand the issue, let us make the additional assumption that all sets
have size at most O(t ). Then a folklore argument shows that the discrepancy is bounded
by O(
√
t log(t )). To see this, color each element independently at random. Then for an
individual set, the probability of having discrepancy larger thanO(
√
t log(t )) is bounded
by 1poly(t ) . On the other hand, the dependence degree is at most O(t
2). Then the Lovász
Local Lemma [EL75] implies that there is a positive chance for a good coloring. Inter-
estingly, assuming that all sets are large, say bigger than t100 does not seem to give any
advantage. One can use linear algebraic methods to reduce the number of elements to
at most the number of sets, but this reduction would destroy the advantage we had in
the first place. For a more extensive introduction to the field of discrepancy theory we
recommend the excellent textbooks of Chazelle [Cha00] andMatousek [Mat99].
This is the initial motivation for us to introduce a very different technique into the
field of discrepancy minimization that is based on Fourier analysis. A few years ago Ku-
perberg, Lovett and Peled [KLP12] used a Fourier-analytic approach to show the exis-
tence of rigid combinatorial structures. For example they can show that there is a set
Π of |Π| ≤O(nk) many permutations on n symbols so that if we sample a permutation
π ∼Π then any k-tuple of indices in π is distributed as if π was a uniform permutation.
Kuperberg et al. [KLP12] achieve this by sampling a large enough set of permutations
and then analyzing the Fourier transform. In fact, Fourier analysis is an often used tool
in probability theory. We would also like to point out the work of Borgs, Chayes and
2
Pittel [BCP01] who prove that for uniform random integers a1, . . . ,an ∈ {1, . . . ,2o(n)}, with
high probability there is an x ∈ {−1,1}n so that |∑ni=1 ai xi | ≤ 1.
We apply our method to the setting of random set systems. The model is as follows:
we fix a numbern of elements and a numberm of sets, wherewewill assume thatn ≫m.
Then for a probability p ∈ [0, 12 ], we draw amatrix A ∈ {0,1}m×n at randomby setting each
entry Ai j to 1 independently with probability p . If we later talk about sets and elements,
then this refers to the set system that has A as its incidence matrix. In other words, the
sets are S1, . . . ,Sm and for an element j ∈ [n] one has j ∈ Si ⇔ Ai j = 1. We set t := pm, as
the expected frequency of the elements. Our main result is as follows:
Theorem 1. Suppose that n ≥ C m2 log(m) and t ≥ C log(n) where t := pm for p ∈ [0, 12 ]
and C > 0 is a large enough constant. Draw A ∈ {0,1}m×n by letting Pr[Ai j = 1]= p. Then
with high probability there is a vector x ∈ {±1}n so that ‖Ax‖∞ ≤ 1.
Here the phrase “with high probability” means with probability 1− 1poly(n) where the
exponent of the polynomial can be made as large as desired, depending on the con-
stant C . The discrepancy of random set systems has been studied before by Ezra and
Lovett [EL16]. Their random model is slightly different as for each element they pick
exactly t random sets that will contain it. Either way, for m ≥n, they can show a discrep-
ancy of O(
√
t log(t )) based on the Lovász Local Lemma argument that we mentioned
earlier. In the somewhat extreme case of n ≫ mt they obtain a discrepancy of O(1).
Their argument relies on the observation that in this regime, the matrix A will contain
every possible column a large constant number of times.
For notation, note that we write all vectors and matrices in bold font.
2 Overview and Preliminaries
In the remainder of this paper we study the following random experiment: we pick a col-
oring x ∼ {−1,1}n uniformly at random and let D := Ax ∈Zm be the random variable that
gives the signed discrepancy. It would be too naive to hope that Pr[D = 0] > 0 for most
matrices A. For example if there is even a single set i with an odd number of elements,
then Pr[D = 0]= 0, so we need to allow some error ∆ ∈N. Note that in our setting we will
be able to choose ∆= 1, but since our framework may apply to settings with larger ∆ we
give a more general definition.
Let R(∆) be the distribution of a random variable R =∑∆j=1 r j that is the sum of in-
dependent random variables r j ∈ {−1,0,1} with Pr[r j = 1] = Pr[r j = −1] = 14 . By R(∆)m
we denote the distribution of an m-dimensional random vector R that has every coor-
dinate independently drawn fromR(∆). To complete our random experiment, we draw
R ∼R(∆)m and set X :=D +R . Then we will prove that Pr[X = 0]> 0, which implies that
Pr[‖D‖∞ ≤∆]> 0 as clearly R ∈ {−∆, . . . ,∆}m .
It appears challenging to show Pr[X = 0]> 0 as the probability in question will be ex-
ponentially small. Similar to Kuperberg et al. [KLP12], this can be done using a custom-
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tailored multi-dimensional central limit theorem.
For a vector-valued random variable X ∈ Rm , the Fourier Transform is the complex-
valued function
Xˆ :Rm →C with Xˆ (θ)= E
[
exp(2πi 〈X ,θ〉)
]
∀θ ∈Rm .
The crucial property of the Fourier coefficients is that they can be used to reconstruct
the probability of events:
Lemma 2 (Fourier Inversion Formula). For any integer-valued random variable X ∈ Zm
and vector λ ∈Zm one has
Pr[X =λ]=
∫
[− 1
2
, 1
2
)m
Xˆ (θ) ·exp
(
−2πi 〈λ,θ〉
)
dθ
The proof is standard, but for the sake of completeness it can be found in the Ap-
pendix. As a side remark, note that the coefficients Xˆ (θ) are Zm-periodic and instead of
integrating over [−12 , 12 ]m one could have integrated over any set Q ⊆ Rm that provides a
tiling in the sense thatZm+Q partitions thewholeRm apart frommeasure-0 boundaries.
As we are interested in the case of λ= 0, the Fourier inversion formula simplifies to
Pr[X = 0]=
∫
[− 1
2
, 1
2
)m
Xˆ (θ)dθ
independence=
∫
[− 1
2
, 1
2
)m
Dˆ(θ) · Rˆ(θ)dθ. (1)
Note that |Xˆ (θ)| ≤ 1 for all θ ∈ Rm and since X is a symmetric random vector, we even
have Xˆ (θ)∈Rm (the same holds for Dˆ(θ) and Rˆ(θ)). So the challenge is to prove that the
positive terms in (1) dominate the negative terms. Let Bp (c ,r ) := {x ∈ Rm : ‖x − c‖p ≤ r }
be the ℓp-ball centered around c . Our analysis works along the following lines:
(1) It is not hard to obtain an explicit expression for the value of Dˆ(θ) and with high
probability for all ‖θ‖2 ≤O( 1pt ) that expression can be simplified to
Dˆ(θ)= exp
(
−2π2θT (A AT )θ±O(nt2) · ‖θ‖42
)
In particular the good news is that for ‖θ‖2 ≤ O( 1pt ) one has Dˆ(θ) > 0. In fact, a
large enough fraction of this positive mass is already contained in the significantly
smaller ball B2(0,O( 1p
n
)). Integrating gives
∫
‖θ‖2≤O( 1pn )
Xˆ (θ)dθ≥ 1
2
∫
‖θ‖2≤O( 1pn )
Dˆ(θ)dθ ≥ n−c1m (2)
for some constant c1 > 0. Here we use that 12 ≤ Rˆ(θ)≤ 1 for all ‖θ‖2 ≤O( 1pn ) as we
will later see. Note that the very modest positive weight of (2) has to compensate
for all negative contributions elsewhere.
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(2) A crucial observation is that the quantity |Dˆ(θ)| is 1
2
Z
m-periodic, meaning in par-
ticular that for θ ∈ Rm and s ∈ Λ := {−1
2
,0, 1
2
}m we have |Dˆ(θ+ s)| = |Dˆ(θ)|. While
for ‖θ‖2 ≤O( 1pt ), we know that Dˆ(θ)> 0, the values Dˆ(θ+ s) can be either positive
or negative if s ∈Λ \ {0}. In fact, it is a good idea to imagine the Fourier landscape
as visualized in the figure below with “spikes” around all half-integral points.
b b b
b b b
b b b
0
[−12 , 12 ]m
s ∈ {−12 ,0, 12 }m
B2(0,O(
√
1
t
))
Visualization of |Dˆ(θ)|
This is the point where the properties of the additional random term R ∼R(∆)m
come into play. First, we are able to show that for s ∈Λwe have
Rˆ(θ+ s)≤ Rˆ(θ) ·
∏
si 6=0
θ2∆i .
Using this we are able to show that if ∆≥ 1 and ‖θ‖2 ≤ c2 for a small enough con-
stant c2 > 0, then
|Xˆ (θ)| > 2
∑
s∈Λ\{0}
|Xˆ (θ+ s)|.
In particular this means the positive spike close to the origin can compensate
simultaneously for all the potentially negative spikes around the 2Θ(m) points in
Λ\ {0}.
(3) Finally we need to argue that the coefficients |Dˆ(θ)| decay quickly if θ is far from
any half-integral vector. In fact, if d2(θ,Λ) := min{‖θ − s‖2 | s ∈ Λ} denotes the
Euclidean distance toΛ, then one can show that
E[|Dˆ(θ)|]≤ exp
(
−c3n ·min
{
p ·d2(θ,Λ)2,1
})
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where the expectation is over the random choice of the incidence matrix A. Then
with highprobability even the integral over all points that are far fromany {−1
2
,0, 1
2
}-
point is extremely tiny:∫
θ∈[ 1
2
, 1
2
)m :d2(θ,Λ)≥Θ(1/
p
t )
|Dˆ(θ)| ≤ exp
(
−c4 ·
n
m
)
for some c4 > 0.
We will spend the remainder of this paper to fill in the details.
3 Properties of R
Recall that we have defined R(∆) as the sum R =∑∆j=1 r j of independent random vari-
ables r j ∈ {−1,0,1} with Pr[r j = +1] = 14 = Pr[r j = −1]. In this paper, we are able to take
∆ = 1 and so the distribution takes on a very simple form. However, we would like our
framework to be useful in other settings where ∆≥ 1 is needed, and so we give the prop-
erties of R in this more general setting.
Defined as above, the distribution of R ∼R(∆) is approximately a discrete Gaussian
with variance Θ(∆). We will need a couple of estimates in particular concerning the rate
of decay of Rˆ(θ). First, for θ ∈Rwe have
Rˆ(θ)= E
[
exp
(
2πi ·θ ·
∆∑
j=1
r j
)]
independence=
∆∏
j=1
E
[
exp(2πi ·θr j )
]
=
(1
2
+ 1
2
cos(2π ·θ)
)
∆
using that exp(i z)= i sin(z)+cos(z) for all z ∈R. Using the fact that the Taylor expansion
of f (z)= ln(1
2
+ 1
2
cos(z)) around z = 0 is f (z)=−1
4
z2− 1
96
z4±O(z6), we obtain
Rˆ(θ)≤ exp(−π2 ·∆ ·θ2) ∀|θ| ≤ 1
2
. (3)
The Taylor expansion also gives a lower bound of
Rˆ(θ)≥ exp(−π2 ·∆ ·θ2−20 ·∆ ·θ4) ∀|θ| ≤ 1
4
. (4)
From these formulas we can derive the following:
Lemma 3. The random vector R ∼R(∆)m has the following properties where θ ∈Rm :
(i) For ‖θ‖∞ ≤ 12 one has Rˆ(θ)≤ exp(−π2∆ · ‖θ‖22).
(ii) For ‖θ‖∞ ≤ 14 one has Rˆ(θ)≥ exp(−π2∆ · ‖θ‖22−20∆ · ‖θ‖42).
(iii) For ‖θ‖∞ ≤ 18 and s ∈ {−12 ,0, 12 }m , one has
Rˆ(θ+ s)
Rˆ(θ)
≤
∏
i∈supp(s)
(
32θ2i
)
∆
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Proof. Using (3) and the fact that the coordinates of R are chosen independently we get
Rˆ(θ)= E
[
exp
(
2πi
m∑
i=1
θi Ri
)]
independence=
m∏
i=1
Rˆi (θi )
(3)≤ exp
(
−π2∆ · ‖θ‖22
)
for ‖θ‖∞ ≤ 12 , where Ri ∼R(∆) is the one 1-dimensional distribution. The lower bound
in (i i ) follows along the same lines using (4) instead.
To show (i i i ), consider the function g (z) := 12 + 12 cos(2πz). In particular for all |z| ≤ 18
one has g (z)≥ 1−16z2 ≥ 12 and g (12 + z)≤ 16z2 as well as g (−12 + z)≤ 16z2. Then
Rˆ(θ+ s)
Rˆ(θ)
=
∏
i∈supp(s)
g (si +θi )∆
g (si )∆
≤
∏
i∈supp(s)
(
32θ2i
)
∆
4 The Fourier transform close to the origin
In this section we work toward estimating the integral
∫
‖θ‖2≤r Dˆ(θ)dθ for suitable small
radius r . We begin with obtaining an explicit formula for the Fourier coefficients:
Lemma 4. For any θ ∈Rm one has
Dˆ(θ)=
n∏
j=1
cos
(
2π〈A j ,θ〉
)
Proof. We can write
Dˆ(θ) = E
[
exp(2πi 〈D ,θ〉)
]
= E
[
exp
(
2πi 〈
n∑
j=1
x j A
j ,θ〉
)]
indep.=
n∏
j=1
E
x j∼{±1}
[
exp
(
2πi · 〈A j ,θ〉 ·x j
)]
=
n∏
j=1
(1
2
exp
(
2πi 〈A j ,θ〉
)
+ 1
2
exp
(
−2πi 〈A j ,θ〉
))
=
n∏
j=1
cos
(
2π〈A j ,θ〉
)
where we use again the elementary fact that exp(i z)= cos(z)+ i ·sin(z) for z ∈R.
Notice that ifθ is too large, then it is possible that | 〈A j ,θ〉 | ≥ 14 and the factor cos(2π〈A j ,θ〉)
might be negative. But for ‖θ‖2 ≤O( 1pt ), we can show that Dˆ(θ) is positive and we will
give a good estimate for it.
Let Im ∈Rm×m be the identity matrix. We abbreviate
Σ[D] := A AT , Σ[R] := ∆
2
· Im and Σ[X ] :=Σ[D]+Σ[R].
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Aswewill see, these are them×m covariance matrices ofD , R and X . Note thatΣ[D]i ,i ′ =
〈Ai ,Ai ′〉 = |Si ∩ Si ′ | for i , i ′ ∈ [m]. In particular E[Σ[D]i ,i ] = E[|Si |] = np and for i 6= i ′,
E[Σ[D]i ,i ′]= np2. Then coordinate-wise
E[Σ[D]]= (1−p)pn · Im +p2n ·11T (5)
where 11T ∈Rm×m is the rank-1 all-ones matrix.
Lemma 5. With high probability over the choice of A, for all ‖θ‖2 ≤ 116pt we have
1
Dˆ(θ)= exp
(
−2π2θTΣ[D]θ±O(nt2‖θ‖42)
)
Proof. Since t ≥C log(n), we know via a standard Chernov bound argument that no el-
ement will be in more than 4t sets, which means that ‖A j‖2 ≤ 2
p
t for each column
j ∈ [n]. Then for any ‖θ‖2 ≤ 116pt we can use the Cauchy-Schwarz inequality to get
|〈A j ,θ〉| ≤ ‖A j‖2 · ‖θ‖2 ≤ 18 . Using a similar Taylor expansion as before one can show
that exp(−12 z2− z4)≤ cos(z)≤ exp(−12 z2+ z4) for all |z| ≤ 18 . Therefore we can express
Dˆ(θ)
Lem.4=
n∏
j=1
cos(2π〈A j ,θ〉)
= exp
(
−2π2
n∑
j=1
〈A j ,θ〉2± (2π)4
n∑
j=1
〈A j ,θ〉4
)
= exp
(
−2π2θT (A AT )︸ ︷︷ ︸
=Σ[D]
θ±O(1)nt2‖θ‖42
)
as claimed. Here we use in the last step that 〈A j ,θ〉4 ≤ ‖A j‖42 · ‖θ‖42 ≤ (2
p
t )4 · ‖θ‖42.
4.1 Comparison with a Gaussian distribution
It will be instructive to compare Dˆ(θ) to the Fourier transform of an appropriately scaled
Gaussian and separately obtain an integral for theGaussian. So, consider anm-dimensional
Gaussian Y with expectation 0 and covariancematrixΣ[Y ]. Then the density function is
well-known to be
fY (x)=
1
(2π)m/2
p
det(Σ[Y ])
exp
(
− 1
2
x
T
Σ[Y ]−1x
)
and the Fourier transform is Yˆ (θ)= exp(−2π2θTΣ[Y ]θ).
Lemma 6. Consider a Gaussian Y with covariance matrixΣ[Y ]. Then for λ≥ 0,∫
θ:θTΣ[Y ]θ≤ 1
4π2
(
p
m+λ)2
Yˆ (θ)dθ≥ fY (0) · (1−2e−λ
2/2).
In particular, if Σ[Y ]= r Im , then
∫
‖θ‖2≤ 1π
p
m/r Yˆ (θ)dθ ≥ 12 · (2πr )−m/2.
1By Dˆ(θ)= exp(a±b) what we mean precisely is that there is β(θ) ∈ [−b,b] with Dˆ(θ)= exp(a+β(θ)).
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Proof. Let G ∼ N m(0,1) be the standard Gaussian with covariance matrix Im . Then
E[‖G‖22]=m and by Jensen’s inequality E[‖G‖2]≤
p
m. Observe that ‖ ·‖2 is a 1-Lipschitz
function, so in particular Pr[‖G‖2 >
p
m+λ] ≤ 2e−λ2/2 using the inequality of Sudakov-
Tsirelson2. Then we estimate∫
θ:θTΣ[Y ]θ≤ 1
4π2
(
p
m+λ)2
Yˆ (θ)dθ
=
∫
θ:‖2πΣ[Y ]1/2θ‖2≤
p
m+λ
exp
(
− 1
2
· ‖2πΣ[Y ]1/2θ‖22
)
dθ
transformation= (2π)
m/2
det(2πΣ[Y ]1/2)
1
(2π)m/2
∫
z :‖z‖2≤
p
m+λ
exp
(
− 1
2
‖z‖22
)
d z
= 1
(2π)m/2
p
det(Σ[Y ])
Pr
G∼N m (0,1)
[‖G‖2 ≤
p
m+λ]
≥ fY (0) · (1−2e−λ
2/2)
Here we use an integral transformation in the form
∫
x∈Rm f (B x)d x = 1det(B )
∫
x∈Rm f (x)d x .
For the second claimwe setλ :=pm. Then forΣ[Y ]= r ·Im onehasθTΣ[Y ]θ≤ 14π2 (2
p
m)2⇔
‖θ‖2 ≤ 1π ·
√
m
r
and moreover fY (0)= 1(2π)m/2
1p
det(r ·Im )
= (2πr )−m/2.
Lemma 7. With high probability over the choice of A, we have∫
‖θ‖2≤ 116pt
Xˆ (θ)dθ≥ n−Θ(m).
Proof. We will actually integrate over a radius that is quite a bit smaller than 1
16
p
t
, but
note that Xˆ (θ)> 0 for all ‖θ‖2 ≤ 116pt . In fact, we will lower bound this integral by com-
parison with the Gaussian with covariance matrix r · Im for parameter r := mn. Then
by Lemma 6 it suffices to integrate over θ’s with ‖θ‖2 ≤ 1π
√
m
r = 1π 1pn . Note that even
deterministically θTΣ[D]θ ≤ 1
2
nm · ‖θ‖22 for all θ ∈ Rm (using (5) with p ≤ 12 ). With the
assumptions ‖θ‖2 ≤ 12πpn and ‖A
j‖2 ≤ 2
p
t , and ∆≤ n
8
we can write
Xˆ (θ) = Rˆ(θ) · Dˆ(θ)≥ exp
(
− (π2+20)∆‖θ‖22
)
︸ ︷︷ ︸
≥1/2
·exp
(
−2π2θTΣ[D]θ︸ ︷︷ ︸
≤nm‖θ‖22/2
−ct2n ‖θ‖22︸ ︷︷ ︸
≤1/n
‖θ‖22
)
≥ 1
2
exp
(
−2π2θT
(
(
1
2
mn+ ct
2
2π2
)︸ ︷︷ ︸
≤mn
Im
)
θ
)
≥ 1
2
Yˆ (θ).
Here we use the lower bound on Rˆ(θ) from Lemma 3(ii) and the estimate on Dˆ(θ) from
Lemma 5. By Lemma 6, we can then simply use that∫
‖θ‖2≤ 1πpn
Yˆ (θ)dθ ≥ (2πnm)−m/2.
2Arguably, this is overkill. For our purpose it would also suffice to apply Markov’s inequality to get
Pr[‖G‖2 > 2
p
m]≤ 12 .
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The reader might have observed that the bound we used was terribly wasteful. Ef-
fectively we have upper boundedΣ[X ]¹ nm · Im. Instead one could have used powerful
matrix Chernov bounds and argue that Σ[X ]¹ (1+ε)E[Σ[X ]] as long as t ≫ log(n)ε2 . Then
one could have done amore careful integration. However, even such a careful treatment
would only affect the constant in the exponent of the right hand side quantity n−Θ(m).
For that reason we skip such amore careful estimate.
5 Dominance of the central spike
Recall that for half-integral points s ∈ Λ := {−12 ,0, 12 }m and θ ≈ 0 we have |Dˆ(s +θ)| ≈ 1
while we lack control of the sign for all points s 6= 0. But we know that Dˆ(s +θ) = Dˆ(θ)
and Xˆ (θ) = Dˆ(θ) · Rˆ(θ). So the crucial argument will be that, if weighted with the fast
decaying Fourier coefficient Rˆ(θ), the “central spike” around 0 has a larger contribution
than all the 3m −1 other spikes.
Lemma 8. For a small enough constant c > 0, let ∆ = 1 and draw R ∼R(∆)m . Then for
‖θ‖2 ≤ c one has
|Rˆ(θ)| > 2
∑
s∈{− 1
2
,0, 1
2
}m\{0}
|Rˆ(θ+ s)|.
Proof. Using Lemma 3 (iii) we obtain
∑
s∈Λ\{0}
|Rˆ(θ+ s)| ≤ Rˆ(θ) ·
∑
s∈Λ\{0}
( ∏
si 6=0
32θ2i
)
= Rˆ(θ) ·
( m∏
i=1
(64θ2i +1)−1
)
≤ Rˆ(θ) · (e64‖θ‖22−1)
‖θ‖22≤ 164≤ Rˆ(θ) ·128‖θ‖22.
Here the equality follows from expanding the product
∏m
i=1(32θ
2
i
+32θ2
i
+1), which gives
a corresponding term for every possible s. For ‖θ‖2 small enough, the claim holds.
Since D is Λ-periodic, this implies the same relation for the Fourier coefficients of
X =D +R :
Lemma 9. For ∆= 1 and ‖θ‖2 ≤ c for a small enough c > 0 one has
|Xˆ (θ)| > 2
∑
s∈Λ\{0}
|Xˆ (θ+ s)|.
Proof. Use that Xˆ (θ)= Dˆ(θ) · Rˆ(θ) and |Dˆ(θ+ s)| = |Dˆ(θ)| for all s ∈Λ.
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6 Bounding the Fourier transform far from any half-integral point
Finally, we will show that with high probability over the random choice of A, the Fourier
coefficients |Dˆ(θ)| decay very quickly as we move away from half integral points. We
define the ℓp distance to Λ as dp (θ,Λ) =minz∈Λ ‖θ− z‖p , where again Λ = {−12 ,0, 12 }m .
We will show the following:
Lemma 10. With probability at least 1− exp(−Θ(n/m)) (over the random choice of A)
one has ∫
θ∈[− 1
2
, 1
2
)m :d2(θ,Λ)≥ 116pt
|Dˆ(θ)|dθ ≤ exp(−Θ(n/m)).
Recall that
Dˆ(θ)=
n∏
j=1
cos
(
2π
m∑
i=1
Ai jθi
)
for all θ ∈Rm and A ∈ {0,1}m×n is a randommatrix with Pr[Ai j = 1]= p for each entry in-
dependently. We want to show that Dˆ(θ) is decaying for all points that are far from half-
integral points. But by periodicity of the cosine, |Dˆ(θ)| = |Dˆ(θ+s)| for any s ∈ {−12 ,0, 12 }m ,
and so it suffices to consider the points with ‖θ‖∞ ≤ 14 . We begin with a bound that is
useful if θ has a large entry and analyze the contribution of each of the n factors sepa-
rately:
Lemma 11. Let θ ∈ Rm with ‖θ‖∞ ≤ 14 . Draw a ∈ {0,1}m with Pr[ai = 1] = p indepen-
dently. Then E[|cos(2π∑mi=1 aiθi )|]≤ 1− π24 ·p · ‖θ‖2∞.
Proof. W.l.o.g. θ1 = ‖θ‖∞ ≥ 0. Fix any outcome for a2, . . . ,am and let s := 2π
∑m
i=2 aiθi .
Note that |2πθ1| ≤ π2 . Then at least one of the outcomes {s, s + 2πθ1} has a distance of
at least πθ1 to the nearest multiple of π. Pessimistically that outcome is attained with
probability p . Hence
E
a1
[|cos(s+2πa1θ1)|]≤ (1−p)·cos(0)+p ·|cos(πθ1︸︷︷︸
≤π/2
)| ≤ (1−p)+p ·
(
1−1
4
·(πθ1)2
)
= 1−π
2
4
pθ21
using that |cos(x)| ≤ 1− 1
4
x2 for |x| ≤ π
2
.
The orthogonal case that we need to analyze is the following:
Lemma 12. For a small enough constant b > 0 the followingholds: Suppose that y1, . . . , ym ∈
R are independent random variables with |yi | ≤ 1,E[yi ] = 0 and p2 ≤ E[y2i ] ≤ p with 0 ≤
p ≤ 12 . Suppose that θ ∈ Rm is a vector with ‖θ‖∞ ≤ 14 , p‖θ‖22 ≤ b. Then for all s ∈ R one
has
E
[∣∣∣cos(s+2π m∑
i=1
θi yi
)∣∣∣]≤ 1− 1
2
·p · ‖θ‖22
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Proof. Since |cos(x)| isπ-periodic, wemay assume that−π
2
≤ s ≤ π
2
andhence 0≤ cos(s)≤
1. If −π
2
≤ s < 0, we can also replace yi with−yi and s with−s without affecting the claim
and hence assume that 0≤ s ≤ π
2
.
Consider the random variable Z :=∑mi=1θi yi . First of all, we have E[Z 2] = Var[Z ] =∑m
i=1θ
2
i E
[y2
i
]. The 4th moment of Z can be written as:
E[Z
4] = E
[( m∑
i=1
θi yi
)4]
=
m∑
i1=1
m∑
i2=1
m∑
i3=1
m∑
i4=1
θi1θi2θi3θi4 E[yi1 yi2 yi3 yi4] (∗)
=
m∑
i=1
θ4i E[y
4
i ]+
1
2
(
4
2
) ∑
i 6= j
θ2i θ
2
j E[y
2
i ] ·E[y2j ]
|yi |≤1≤ ‖θ‖2∞
m∑
i=1
θ2i E[y
2
i ]︸ ︷︷ ︸
=E[Z 2]
+3 ·
( m∑
i=1
θ2i E[y
2
i ]︸ ︷︷ ︸
=E[Z 2]
)2
≤‖θ‖2∞ ·E[Z 2]+3 ·E[Z 2]2.
Note that the expectations E[yi1 yi2 yi3 yi4] are 0 unless i1 = i2 = i3 = i4 or there are two
identical index pairs, for example with i1 = i2 and i3 = i4. We distinguish two further
cases for the regime of s:
• Case 0≤ s ≤ π12 : One can check that
|cos(s+x)| ≤ 1− 1
3
x2−sin(s) ·x+ 1
8
x4 ∀x ∈R
Then
E[|cos(s+2π ·Z )|] ≤ 1− (2π)
2
3
E[Z
2]−2πsin(s)E[Z ]︸︷︷︸
=0
+ (2π)
4
8
E[Z
4]
≤ 1− (2π)2
(1
3
− (2π)
2
8
‖θ‖2∞−3 ·
(2π)2
8
E[Z
2]︸ ︷︷ ︸
≤b
)
︸ ︷︷ ︸
≥1/2
·E[Z 2]≤ 1− 1
2
E[Z
2]
using that ‖θ‖∞ ≤ 14 and b is small enough.
• Case π
20
≤ s ≤ π
2
. In this case one can verify that |cos(s+x)| ≤ 0.99−sin(s)x+100x2
for all x ∈R. Then
E[|cos(s+2πZ )|]≤ 0.99−2πsin(s)E[Z ]+100 · (2π)2 E[Z 2]︸ ︷︷ ︸
≤b
≤ 0.999
for small enough b.
The next lemma will summarize the two cases that we have distinguished so far and
show that for ‖θ‖∞ ≤ 14 , every column of A reduces the value |Dˆ(θ)| by a factor of 1−
Θ(min{p‖θ‖22,1}) in expectation.
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Lemma 13. There is a constant c > 0 so that the following is true: Let θ ∈Rm with ‖θ‖∞ ≤
1
4
. Draw a ∈ {0,1}m by letting Pr[ai = 1]= p independently for 0≤ p ≤ 12 . Then
E
[∣∣∣cos(2π m∑
i=1
aiθi
)∣∣∣]≤ 1−min{1
4
p‖θ‖22,c
}
Proof. If p‖θ‖2∞ ≥ c , then Lemma 11 bounds the left hand side of the claim even by
1− π24 c and we are done. Then we can assume from now on that p|θi |2 ≤ c for all i =
1, . . . ,m for an arbitrarily small constant c .
We set yi := ai −p , so that the yi ’s are “centered” random variables in the sense that
E[yi ] = 0. Note that |yi | ≤ 1 and E[y2i ] = p · (1−p)2+ (1−p) · (−p)2 = p(1−p) ∈ [
p
2 ,p] as
0≤ p ≤ 12 .
If p‖θ‖22 ≤ b then we can apply Lemma 12 to obtain
E
[∣∣∣cos(2π m∑
i=1
aiθi
)∣∣∣]= E[∣∣∣cos(2π ·p · m∑
i=1
θi︸ ︷︷ ︸
=:s
+2π
m∑
i=1
θi yi
)∣∣∣]≤ 1− 1
4
p‖θ‖22.
Otherwise suppose that p‖θ‖22 > b. Assuming that c ≤ b/2, there is an index k so that
b
2 ≤ p
∑k
i=1 |θi |2 ≤ b. Then fixing any outcome for ak+1, . . . ,am we get
E
a1,...,ak
[∣∣∣cos(2π m∑
i=1
aiθi
)∣∣∣] = E
y1,...,yk
[∣∣∣cos(2π ·p m∑
i=1
θi +2π
m∑
i=k+1
θi yi︸ ︷︷ ︸
=:s
+2π
k∑
i=1
θi yi
)∣∣∣]
≤ 1− p
2
k∑
i=1
θ2i ≤ 1−
1
4
b
again applying Lemma 12.
The next step is to show that with high probability even the integral over the Fourier
coefficients that are far fromΛ is tiny:
Lemma 14. For parameters p ∈ [0, 1
2
] and δ> 0 so that pδ
2
6
≤ 1 and pδ2 ≤ c , define
K :=
{
θ ∈
[
−1
2
, 1
2
)m | d2(θ,Λ)≥ δ} .
Then with probability at least 1−exp
(
− 1
96
pδ2n
)
one has
∫
θ∈K |Dˆ(θ)|dθ ≤ exp(−δ
2
24
pn).
Proof. Let us abbreviate φk (θ) :=
∏k
j=1 |cos(2π
∑m
i=1θi Ai j )| and Φk :=
∫
θ∈K φk(θ)dθ. In-
tuitively,φk (θ) gives the contribution of the first k columns of thematrix A to the Fourier
coefficient |Dˆ(θ)|. In particularφ0(θ)= 1 andφn(θ)= |Dˆ(θ)|. Wehaveproven in Lemma13
that for any fixed columns A1, . . . ,Ak−1 we will have E[φk(θ)] ≤ (1− p12δ2) ·φk−1(θ) and
13
hence by linearity also E[Φk ]≤ (1− p12δ2)·Φk−1. Let uswriteαk ∈ [0,1] as the randomvari-
able so thatΦk = (1−αk )·Φk−1. Then E[αk |α1, . . . ,αk−1]≥ pδ
2
12 and E[
∑n
k=1αk ]≥ 112pδ2n.
By standard Chernov/Martingale concentration bounds, we have
Pr
[ n∑
k=1
αk <
1
2
E
[ n∑
k=1
αk
]]
≤ exp
(
− 1
8
E
[ n∑
k=1
αk
])
≤ exp
(
− 1
96
pδ2n
)
Assuming that this event does not happen, we have∫
θ∈K
|Dˆ(θ)|dθ = Φ0︸︷︷︸
≤1
·
n∏
k=1
(1−αk )≤ exp
(
−
n∑
k=1
αk
)
≤ exp
(
− 1
24
pδ2n
)
.
It remains to finish the proof of Lemma 10. For this sake we can choose δ := 1
16
p
t
and
write ∫
θ∈[− 1
2
, 1
2
)m :d2(θ,Λ)≥ 116pt
|Dˆ(θ)|dθ Lem. 14≤ exp
(
− δ
2
24
pn
)
= exp
(
− 1
(16)2 ·24 ·
n
m
)
as claimed.
7 Proof of the main theorem
Finally, we can put everything together.
Proof of Theorem 1. Assume that t ≥ C log(n) and n ≥ C m2 log(m) for a large enough
constant C > 0. We can apply Lemmas 7, 9 and 10 to obtain that with high probabil-
ity we have
Pr[X = 0] =
∫
[− 1
2
, 1
2
)m
Xˆ (θ)dθ
≥
∫
‖θ‖2≤ 116pt
Xˆ (θ)dθ−
∫
d2(θ,Λ\{0})≤ 116pt
Xˆ (θ)dθ−
∫
d2(θ,Λ)> 116pt
|Xˆ (θ)|dθ
︸ ︷︷ ︸
≤exp(−Θ(n/m)) by Lem. 10
≥ 1
2
∫
‖θ‖2≤ 116pt
Xˆ (θ)dθ
︸ ︷︷ ︸
≥n−Θ(m)
−e−Θ(n/m)
n≥Cm2 log(m)
> 0.
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8 Alternate analysis for ∆= 1
In the case of ∆ = 1, we can simplify our analysis by choosing R in such a way that X =
D +R will always be even. This allows us to integrate only over [−1
4
, 1
4
)m , so that we do
not need to bound the half-integral points. This approach is a bit simpler, but it does not
seem to extend to larger ∆. For this reason we give themore general version above.
More precisely, suppose we have a fixed A ∈ {0,1}m×n . Choose x ∼ {−1,1}n uniformly
at random and define D = Ax ∈ Zm . For all i with ‖Ai‖∞ odd, choose Ri ∼ {−1,1} uni-
formly. For all other i , set Ri = 0. Then define X =D +R .
Notice thatD andR are still independent randomvariables and so Xˆ (θ)= Dˆ(θ)·Rˆ(θ).
Moreover, regardless of the choice of x , Di has the same parity as ‖Ai‖1. In particular,
we have X ∈ 2Zm .
We then obtain
Pr[X = 0]= 2m
∫
θ∈[− 1
4
, 1
4
)m
Xˆ (θ)dθ.
We can compute that Rˆ(θ)=∏i :‖Ai‖∞ oddcos(2πθi ) and so Rˆ(θ)> 0 for θ ∈ [−14 , 14 )m .
Moreover, for ‖θ‖∞ ≤ 18 we still have Rˆ(θ)≥ exp(−π2‖θ‖22−20‖θ‖42).
In particular, for this choice of R , Lemmas 7 and 10 still hold. Since we are only
integrating over [−14 , 14 )m , we do not need to bound the half-integral points by the decay
of Rˆ , and Theorem 1 follows.
9 Open problems and conjectures
As we have seen, the Fourier-analyticmethodworks particularly well for random set sys-
tems. But there is no a priori reason why it could not be made to work for arbitrary set
systems. As a first step, one should wonder whether one can reprove Spencer’s theorem
in our framework:
Open Question 1. Can one use the Fourier-analytic framework to show that an arbitrary
set system with m = n has discrepancy O(pn)?
On the one hand, it is clear that the Fourier coefficients Dˆ(θ) may be less well be-
haved than for random set systems. But on the other hand the value of ∆ can be chosen
a lot larger than in our application leading to a faster decay of Rˆ(θ).
Here we give one extra remark: One could wonder, what is the random variable R
supported on {−∆, . . . ,∆} whose Fourier tails decay fastest? A possible way to quan-
tify this is to define ρ(R) := max{|Rˆ(θ)| : 14 ≤ θ ≤ 12 } and ask how small ρ(R) can be in
terms of ∆. Note that the concrete choice of the interval [ 14 ,
1
2 ] is arbitrary as long as
it does not contain an integer. For our choice of R ∼ R(∆) we have seen in (3) that
ρ(R) ≤ exp(−Θ(∆)). An elegant complex-analytic argument by Chris Bishop (personal
communication via Yuval Peres) shows that this bound is asymptotically tight.
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The next question deals with the tightness of our bound. Consider for the sake of
simplicity the case of p = 1
2
and let us remind ourselves of the lower bound on the dis-
crepancy of randomset systems. The argumentwill work up to a threshold of∆ := n1/2−ε.
Fix a coloring x and pick the matrix A ∈ {0,1}m×n at random. Then for any set index i ,
we will have Pr[|Ai x| ≤ ∆] ≤ O( ∆pn ) using that the standard deviation of Ai x is Θ(
p
n).
Then for that particular coloring x we have Pr[‖Ax‖∞ ≤ ∆] ≤ ( ∆pn )
m . This bound holds
for each of the 2n possible colorings, and so the expected number of good colorings is
bounded by 2n ·( ∆p
n
)m . For n ≤ cεm ln(n) and 0<∆≤n1/2−ε, the expected number is less
than 1
2
, and so a good coloring cannot exist with high probability. This argument breaks
down if n ≫Θ(m log(n)). Naturally one wonders whether this is a tight construction and
whether there is a matching upper bound:
Open Question 2. For a large enough constant C > 0, suppose that n =C m log(m). Pick
amatrix A ∈ {0,1}m×n where each entry is uniformly and independently drawn from {0,1}
(i.e. p = 12 ). Is then disc(A)≤n1/2−εwith high probability? Can one even showan optimal
bound of disc(A)≤ 1 already in this regime?
Next, the random model where each incidence appears with probability p will in
particular create sets that have about the same size, assuming the parameters are cho-
sen so that concentration effects kick in. The same holds for the model of Ezra and
Lovett [EL16]. Here is a more challenging semi-random model. Let m,n, t ∈ N and
0< δ≤ 1 be parameters. Suppose an adversary picks a distribution matrix P ∈ [0,δ]m×n
with column sum ‖P j‖1 ≤ t for all j ∈ [n]. Then a randommatrix A ∈ {0,1}m×n is chosen
where each entry is sampled independently with Pr[Ai j = 1]= Pi j . A natural question is
the following:
Open Question 3. Suppose that m,n ∈ N are arbitrary, t ≥ C log(m+n) and 0 < δ≪ 1.
Sample a random matrix A according to a distribution matrix P ∈ [0,δ]m×n . Can one
show that the discrepancy of A bounded by O(
p
t ·polylog(t )), assuming that δ is small
enough andC > 0 is large enough?
Note that for δ = 1, the adversary could choose a deterministic hard matrix P ∈
{0,1}m×n and enforce that A =P . Hence δ≪ 1 would be needed and the question should
be easier to answer the smaller δ is, as this adds more randomness. As an intermediate
model that still allows the adversary to create sets of various sizes, one could also con-
sider the restriction of the model where all entries in the same row of P are identical.
Finally, the reader will have observed that our bound is non-constructive and we do
not know a polynomial time algorithm to find the corresponding colorings.
Open Question 4. For n ≥C m2 log(m) and p ∈ [0, 1
2
] and t = pm with t ≥C log(n), draw
a random A ∈ {0,1}m×n with Pr[Ai j = 1] = p independently for each entry. Is there a
polynomial time algorithm that finds a coloring x with ‖Ax‖∞ ≤ 1 with high probability?
In fact, also for the result of Kuperberg, Lovett and Peled [KLP12], no polynomial time
algorithm is known to find the constructions that are proven to exist. Hence answering
this particular question is likely to have an impact far beyond the scope of this paper.
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Independent work. An independent work of Franks and Saks [FS18] uses similar tech-
niques to show the discrepancy of randommatrices in the regime n = Θ˜(m3) is bounded
by 2with highprobability. Theirwork applies to amore general settingwhere the columns
are chosen from a distribution on a lattice.
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10 Appendix
Here is the proof of Lemma 2:
Lemma (Fourier Inversion Formula). For any integer-valued random vector X ∈Zm and
λ ∈Zm one has
Pr[X =λ]=
∫
[− 1
2
, 1
2
)m
Xˆ (θ) ·exp
(
−2πi 〈λ,θ〉
)
dθ
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Proof. We have∫
[− 1
2
, 1
2
)m
Xˆ (θ) ·exp
(
−2πi 〈λ,θ〉
)
dθ =
∫
[− 1
2
, 1
2
)m
E
[
exp
(
2πi 〈X −λ,θ〉
)]
dθ
= E
[∫
[− 1
2
, 1
2
)m
exp
(
2πi 〈X −λ,θ〉
)
dθ︸ ︷︷ ︸
=1 if X−λ=0,=0 otherwise
]
= Pr[X −λ= 0]
Here in the last step, we have used a cancellation that we prove inmore detail in the next
lemma.
Lemma 15. Let D := [−12 , 12 )m and t ∈Zm . Then
∫
D
exp(2πi 〈t ,θ〉)dθ=
{
1 if t 6= 0
0 if t = 0.
Proof. If t = 0, then
∫
D exp(0)dθ = voln(D)= 1. Now suppose that t 6= 0. W.l.o.g. assume
that t1 6= 0. We split the integral as∫
D
exp(2πi 〈t ,θ〉)dθ
=
∫
θ2,...,θn∈[− 12 , 12 )
exp
(
2πi
n∑
j=2
θ j t j
)
·
(∫1/2
−1/2
exp(2πi t1θ1)dθ1︸ ︷︷ ︸
=0 (∗)
)
dθ2, . . . ,θn = 0
Here (∗) is true since the integral starts and ends at the samepoint exp(−πi t1)= exp(+πi t1)
and goes through the complex unit circle t1 times. Hence all values must cancel out.
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