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Abstract
We implement a diﬀusion model for an innovative product in a market with
a structure of social relationships. Diﬀusion is described with a percolation ap-
proach in the price space. Percolation shows a phase transition from a diﬀusion
to a no-diﬀusion regime. This has strong implications for market demand and
pricing. We study the eﬀect of network structure on market diﬀusion eﬃciency
by considering a number of cases, such as one-dimensional and two-dimensional
lattices, small worlds, Poisson networks and Scale-free networks. We consider two
measures of diﬀusion eﬃciency: the size of diﬀusion and the diﬀusion time-length.
We ﬁnd that network connectivity “spreading” is the most important factor for the
size of diﬀusion. Clustering is ineﬀective. This means that societies with higher
dimensionality are better markets for diﬀusion. This result is most evident for the
size of diﬀusion, while a short average path-length is more important for the speed
of diﬀusion. Endogenous learning curves shift the percolation threshold to higher
prices, and constitute an endogenous mechanism of price discrimination. The best
market strategy of innovation diﬀusion is to start with high price and allow for a
learning curve.1
1 Introduction
1.1 Modelling innovation diﬀusion as percolation
The success of an innovative technology and the market penetration of a new product
largely depend on the diﬀusion process. Seminal works on innovation diﬀusion (Griliches,
∗Corresponding author. Email: p.zeppini@tue.nl
1We are grateful for feedback from presentations at the College of Management, EPFL Lausanne, the
LATSIS Symposium, ETH Zurich, the ABMCTS conference Agent-based models and complex techno-
social systems, ETH Zurich, and the Economic Colloquia of the University of Amsterdam.
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1957; Mansﬁeld, 1961; Bass, 1969; Davies, 1979) have identiﬁed a number of factors that
drive and sometimes delay the establishment of new technologies, as consumer hetero-
geneity, imperfect information, sunk costs of adoption. Yet, the role of market network
structure in the diﬀusion of innovations is a rather recent research topic (Banerjee et al.,
2012), and can play a fundamental role in the success or failure of innovations. This is
particularly relevant to the problem of more eﬃcient innovations that do not diﬀuse in
face of less desirable incumbent technologies.
In this article we study innovation diﬀusion in networks with a percolation model.
Percolation refers to the slow ﬂow of liquid through a porous medium, and is a natural
model to describe phenomena that present a sharp separation between a diﬀusion and
a no-diﬀusion regimes (phases) (Stauﬀer and Aharony, 1994). Percolation models has
been successfully applied to epidemiology (Davis et al., 2008). We claim that percolation
is a very ‘economic’ model in that it combines the contagion mechanism of information
diﬀusion (Bass, 1969) with the economic approach of rank models (Stoneman, 2002).
Several empirical studies document the presence of these two factors behind diﬀusion
patterns (Canepa and Stoneman, 2004). Moreover, a percolation model introduces a
network structure, which allows to study local eﬀects in adoption decisions and to derive
diﬀusion patterns with a bottom-up approach. This gives a micro-founded explanation
of S-shaped adoption time series, and allows to evaluate the eﬀect of diﬀerent market
network structures on innovation diﬀusion.
In our model consumers are the nodes in a network of social relationships, and are
heterogeneous in terms of their preferences, which are expressed as a reservation price. A
consumer adopts the innovation only if two conditions are met: ﬁrst, she is informed about
its existence, second, the innovation price is below her reservation price. We make the
two following assumptions: ﬁrst, information is local, meaning that one consumers knows
about the innovative product only if a neighbour consumer adopts. Second, reservation
price levels are random, and follow a uniform distribution. The uniform distribution of
reservation prices would lead to a linear demand in case of perfect information. We show
how the percolation mechanism of innovation diﬀusion modiﬁes the demand with respect
to this benchmark.
The assumptions above deﬁne a social “percolation” model, where the price plays the
role of the density in a material layer: the higher the price, the less likely percolation
occur. Drawing consumers’ reservation prices is like randomly “shutting down” or re-
moving nodes from the network. Consumers with too low reservation price stop diﬀusion
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locally. Diﬀusion has a sizable extent only if a giant connected component remains after
the removal. As it happens, the size of the connected component depends non-linearly
on the innovation price, with a critical transition that separates the diﬀusion from the
non-diﬀusion regime.
A model of social diﬀusion suggests a number of variants. We consider two major
modiﬁcations of the traditional percolation model. First, we consider a number of dif-
ferent network structures, other than the two-dimensional lattice. Second, we introduce
learning curves, with an innovation price decreasing in the number of adopters. Learning
curves are a stylized fact of technological change (Wright, 1936; Abernathy and Wayne,
1974; Argote and Epple, 1990), which can strongly aﬀect the diﬀusion process. With
our model we address the following questions. How the market network structure aﬀects
diﬀusion eﬃciency, and what are the main structural drivers of diﬀusion? What are
the implications of the diﬀusion phase transition for market demand? How endogenous
learning curves aﬀect the percolation phase transition, and for which network structures
learning is most eﬀective?
Our methodology is based on batch simulation experiments. The model is run a
number of times in each parameter setting, and the parameter space is searched system-
atically for all diﬀerent network structures. The main ﬁndings are the following. The
average degree of the network has a moderate eﬀect on the extent of diﬀusion, while
the average path-length is far more important. Even more important is that a market
presents connectivity “spreading”, meaning that neighbours of successive orders (friends
of friends) are increasing in number. Connectivity spreads in networks where nodes can
be arranged in more dimensions. In a society, dimensions are identiﬁed with the number
of diﬀerent social domains or environments, from family ties and friendship relations to
professional activities, sports, leisure, and so on. The message from our analysis is that
societies with higher dimensionality are better markets for diﬀusion.
The accent on connectivity spreading reconciles results on regular lattices with results
on random networks. A popular hypothesis is that connectivity dispersion favours diﬀu-
sion (Vega-Redondo, 2007; Goyal, 2007). This does not apply to regular lattices, where
the degree is ﬁxed. However, in the limit of inﬁnitely many dimensions a regular lattice
is a Poisson random network (Albert and Barabasi, 2002). By evaluating networks in
terms of connectivity spreading allows to compare regular lattices and random networks.
A further result of our analysis is that markets structured as small-worlds are relatively
ineﬃcient in a percolation model, showing a relatively small diﬀusion size. This result
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is relevant to the question whether clustering (which is relatively high in a small-world)
is good or bad for diﬀusion: as far as diﬀusion is driven by a percolation mechanism,
clustering is ineﬀective. The intuition is that clusters have many redundant links. A
triplet is useless for the percolation process, since a consumer does not need to have more
than a friend adopting to be informed, and the adoption decision is independent on the
number of neighbours adopting.
The result on the eﬀect of clustering is in line with empirical evidence on technology
diﬀusion (Fogli and Veldkamp, 2012) and against experimental evidence on behaviour
diﬀusion (Centola, 2010). For technology diﬀusion highly clustered collectivist societies
present lower innovation diﬀusion rates, compared to individualist societies. On the other
hand, high clustering favours behaviour diﬀusion, due to social reinforcement. Our per-
colation model oﬀers a clear benchmark for the adoption mechanism: when innovation
adoption is driven by individual preferences only, and links only bring information, clus-
tering does not favour diﬀusion. This is true also in presence of local reinforcement: while
small-worlds beneﬁt strongly from learning, one-dimensional lattices do not, which indi-
cates that learning eﬀects are not favoured by clustering, but by a relatively low average
path-length.
Learning curves have a strong impact on diﬀusion eﬃciency, shifting the percolation
threshold so as to enlarge the diﬀusion phase. Learning is particularly eﬀective in a two-
dimensional lattice and in small-worlds. By shifting the percolation threshold, learning
reduces the elasticity of demand of a structured market. This fact has strong implica-
tions for pricing in a monopoly. Learning curves can be used as a price discrimination
mechanism. As with durable goods (Tirole, 1988), the best strategy is to start with a
high price of the innovation, and let learning lower the price adaptively, as diﬀusion goes
through. This allows to selectively reach the consumers with the higher reservation prices
at the right time.
1.2 Models of economic diﬀusion
Most economic literature on the diﬀusion of ideas or products is based on the idea of
contagion. Geroski (2000) is a survey of models that use diﬀerent mechanisms to explain
the stylized fact of S-shaped diﬀusion curves. A stronger accent on social interactions
is in Young (2009), who classiﬁes diﬀusion mechanism as either social contagion, social
inﬂuence and social learning. These models deliberately discard the role of a network
topology of social interactions in the diﬀusion dynamics.
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Standard contagion models in theoretical epidemiology are the SI (Susceptible-Infected)
model, the SIS (Susceptible-Infected-Susceptible) model and the SIR (Susceptible-Infected-
Recovered) model. A review of these models is in Vega-Redondo (2007). Network models
of information cascades such as Watts (2002) are slightly diﬀerent from percolation, since
they are generally based on social pressure as decision mechanism. Pastor-Satorras and
Vespignani (2001) study epidemic spreading in scale-free networks using the SIS diﬀu-
sion rule. Lopez-Pintado (2008) extends this model to other diﬀusion rules, as imitation
and threshold rule. Both these models rely on a mean-ﬁeld approximation of the social
interaction network that allows to derive analytical results
In the game-theoretic literature models of local strategic interaction address the issue
of diﬀusion of strategies or more generally of behaviours. Blume (1995) considers regular
lattices of strategic local interactions. Morris (2000) develops analytical techniques for the
study of general local interaction networks. Although the diﬀusion of strategic behaviours
shares many aspect with the diﬀusion of new products or ideas, peculiar issues of strategic
interactions, as revision of strategies, and best-response equilibrium constitute important
diﬀerences.
In the management literature there are models that consider the role of complex
network structures on product diﬀusion. Lee et al. (2006) address market competition
of two products, and show that in some cases the network structure allows a laggard
product to survive even in presence of positive adoption externalities. Choi et al. (2010)
instead focus on the eﬀect of network structure on diﬀusion rates and market penetration.
Pegoretti et al. (2012) extend the two models above by considering competition of more
than two products. Their main focus is on the role of information. They show that in
a small-world network imperfect information increases the probability of one innovation
becoming dominant in the market, while at the same time it favours market adoption.
This is possible due to frictions between non-compatible products, which have a lower
impact when there is one dominant product.
1.3 Percolation models of economic diﬀusion
The ﬁrst percolation model of innovation diﬀusion has been proposed by Solomon et al.
(2000). They address the metaphorical example of movies markets, and show how “hits”
and “ﬂops” can be explained by the critical transition of percolation. Moreover, when-
ever movies producers and consumers “adapt” by adjusting the product quality and the
subjective quality requirement, respectively, the market presents a self-organized criti-
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cality that drives it to the percolation threshold. Silverberg and Verspagen (2005) bring
percolation into the realm of technological change, introducing a complex space where
one dimension is the product performance and the other is a measure of technological
distance. Their main focus is on stylized facts of technological change such as cumula-
tiveness and clustering in time. Hohnisch et al. (2008) show how learning curves explain
the empirical evidence of delayed diﬀusion take-oﬀ.
Frenken et al. (2008) extend the percolation model to the competition of diﬀerent
products in a Hotelling space. Consumers can choose to buy a product that is similar
but not identical to the one purchased by the neighbour. An application of the perco-
lation model of product diﬀusion to environmental economics is proposed by Cantono
and Silverberg (2009), who study the eﬀect of subsidies for green energy technologies on
the percolation threshold. Iribarren and Moro (2011) ist a study of information diﬀu-
sion on real social networks. They show the importance of “aﬃnity” between the carrier
of the information message (the agent) and the message content in sustaining a path
of diﬀusion. In a recent work Campbell (2012) analyses the micro-economic eﬀects of
percolation, focusing on monopoly pricing and advertising strategies.
Percolation models and epidemic diﬀusion network models are very much related:
the susceptible and infected states of an SI model correspond to accessible and inac-
cessible states of percolation. Percolation is a peculiar model of diﬀusion in a network.
When nodes’ accessibility is drawn from a probability distribution inaccessible nodes
are “switched-oﬀ”, their links deleted, and a random network results, that we name the
operational network. This is deﬁned by two factors: the initial network (which can be
a regular lattice or a random network) and the preference distribution. An interesting
technical question is how the starting network and the preferences distribution jointly
determine the resulting operational network.
Random networks present a second order critical transition in the connectivity space:
there is a threshold value of connectivity such that below all connected components have
negligible size, while above a component of macroscopic size is present, the so-called
giant component. The critical transition of a giant component is at the core of all critical
transitions of processes on networks, including percolation. Percolation occurs whenever
a giant operational component is created after the draw of nodes accessibility (material
porosity, consumers reservation price, etc.). In a social percolation model, the ﬁnal
number of adopters is the size of the giant operational component, as long as at least an
initial adopter (seed) belongs to it.
6
Two important points must be kept in mind when studying diﬀusion with a percolation
model. The ﬁrst is that whenever we use a regular lattice, connectivity in the resulting
operational network is bounded by the connectivity of the starting network. For instance,
if we start with a regular squared lattice, four is the upper bound of connectivity in
the operational network. The second diﬀerence hinges on the diﬀerent nature of the
two factors giving place to the operational network in percolation: the starting network
represents physical or social connections between nodes, while the accessibility random
variable represents a speciﬁc state of the node, which may change as it happens with
endogenous learning curves in our model.
The reminder of this article is organized as follows. Section 2 presents the standard
social percolation model, and addresses the implications for demand theory. Section 3
compares diﬀerent network structures for the market. Section 4 addresses the eﬀects on
endogenous learning curves on percolation for the diﬀerent networks. Section 5 concludes.
2 Percolation, diﬀusion and market demand
We consider the market for an innovative product, where the producer acts as a monop-
olist and N consumers form a network of social relationships. Consumers i and j are
friends if there is a link ηi,j connecting them. Such links are either existing (ηi,j = 1)
or absent (ηi,j = 0), and are constant through the diﬀusion process. The product price
assumes values in the interval [0, 1], and it is assigned before diﬀusion starts. Consumers’
preferences are expressed by a reservation price, below which the consumer adopts, and
above which she does not. Reservation prices are drawn from a uniform distribution,
pi ∼ U [0, 1], which would deﬁne a linear demand if information was global. Drawing
individual reservation prices amounts to randomly shut down nodes (Fig. 1). The in-
willing to buy
unwilling to buy
Figure 1: Drawing consumers’ reservation prices amounts to randomly shut down nodes.
formation about the product is local, meaning that only the purchase by a neighbour
informs an agent about its existence. If an agent does not buy the product, she does
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not spread information, possibly preventing the adoption by a neighbour with a higher
reservation price.
Our methodology is based on batch simulations, where we run the model a given
number of times for a speciﬁed setting, and compute the average outcomes. The model
is initiated by setting the initial adopters (seeds).2 The percolation model is setup with
the following steps:3
1. model settings: network structure, number of consumers N , product price p;
2. draw consumer reservation prices (uniform distribution)
3. draw initial adopters (uniform distribution)
In this section we show the implications of a percolation critical transition for market
demand. With this aim we consider the standard percolation framework used in physics,
a regular two-dimensional lattice (henceforth the ‘grid’, Fig. 2). Diﬀerent structures are
studied in Section 3. The network structure of the market introduces a non-linearity in
Figure 2: A grid with 100 consumers and degree 4.
the adoption process. If the innovative product has a price p, with a uniform distribution
of reservation prices the probability that a consumer is willing-to-buy is q = 1 − p. If
there were not local eﬀects, the expected number of adopters would be N(1−p). Instead
the social network structure of the market introduces a threshold level of the price above
which product diﬀusion is way below its potential market penetration (Fig. 3). Below the
threshold the product diﬀuses (percolates) and reaches its potential penetration. This is
2These can be consumers that are given the product for free. Our model also allows for a diﬀerent
setting where initial consumers are like other consumer, and evaluate the product based on their reser-
vation price. We do not use this setting, because the number of seeds becomes a random variable which
aﬀects the comparative analysis of diﬀerent simulations of the model in diﬀerent conditions.
3The model is implemented in NetLogo, a programmable framework for agent-based modelling
(http://ccl.northwestern.edu/netlogo/)
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a second-order critical transition. In the non-diﬀusion phase, the number of adopters is
negligible. In the diﬀusion phase, this number is almost equal to the number of willing-
to-buy consumer N(1 − p), and the relationships with the product price is linear as it
would be without a network structure.
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Figure 3: Simulated diﬀusion in a percolation model with a two-dimensional lattice. Left: number
of adopters as a function of the product price. Centre: adoption values reported as a demand curve.
Right: monopoly revenues. Model setting: N = 10000 consumers, 10 seeds. Values are averages over
50 simulation runs. The standard deviation is maximum at the critical transition (about 25%).
In Fig. 3 the values reported for the ﬁnal number of adopters (squared symbols)
are averages from 50 simulation runs, which are repeated in each setting of the model
(here is the product price p that changes in the range [0, 1] with steps Δp = 0.05). The
dashed red line represents the theoretical values N(1−p), that is the expected number of
adopters without local eﬀects. In this simulation experiment there are 10000 consumers
arranged in a thorus (a 100x100 grid wrapped horizontally and vertically, which rules
out boundary problems), with ten seeds. The diﬀusion is very low above 0.5. Between
0.5 and 0.4 there is an abrupt increase of the ﬁnal diﬀusion size, towards full eﬃciency
below 0.4. The critical transition of percolation is not sharp due to the ﬁniteness of the
network. For an inﬁnite two-dimensional lattice with degree 4 the percolation threshold
is about 0.407.4 Diﬀerent regular lattices have diﬀerent percolation thresholds (Stauﬀer
and Aharony, 1994). These values are a static topological characteristic of the lattice.
The negative eﬀect of a percolation mechanism on diﬀusion size is a market ineﬃciency
due to local information eﬀects. Many consumers with high reservation price are willing
to buy the innovative product above the threshold, but do not buy because they are not
informed.
The total number of adopters is a measure of the aggregate market demand (Fig.
3, central panel). Without a network structure, if all consumers would be exogenously
informed, we would have a linear demand expressed by Q = N(1 − p). The percolation
4Often percolation is deﬁned in the dual space q = 1− p, where the threshold is 1-0.407=0.593.
9
phase transition strongly aﬀects the demand (Campbell, 2012). Consider the market
equilibrium where demand equals supply, and assume the monopolist sets supply where
the marginal revenues equal marginal costs, as in a standard monopoly framework. Above
the percolation threshold, the demand is more elastic. In a monopoly market, the price
corresponding to the quantity level where marginal revenues equal marginal costs is lower
due to the percolation phase transition. The best strategy for a monopolist is to price
just above the threshold. This carries a large increase of adoption for a relatively small
increase of the price (Fig. 3), and consequently an increase of monopoly revenues, the
price that maximizes revenues is just above the threshold. (Fig. 3, right panel).
3 Market network structures
Diﬀerent network structures are expected to present diﬀerent features of percolation crit-
ical transition. Here we consider two-dimensional regular lattice, one-dimensional regular
lattice, Small-worlds as deﬁned by Watts and Strogatz (1998), Poisson random networks,
and Scale-free random networks. Moore and Newman (2000) provide analytical results
for percolation thresholds in one dimensional small-world networks. Newman et al. (2002)
introduce a formalism for the study of percolation in two-dimensional small-world net-
works. We compare these diﬀerent network structures by looking at the following diﬀusion
outcomes: the extent of diﬀusion, measured by the ﬁnal number of adopters, the result-
ing demand curve, the monopoly revenues associated to such demand and the speed of
diﬀusion, measured by the time required to reach an equilibrium value of adoption.
We consider two levels of network connectivity (number of links per node), a degree
4 and a degree 8 (for the power law network we use degree 2 and degree 4). For random
networks these values are the mean of the degree distribution.
3.1 Two-dimensional lattices
We start by considering again a two-dimensional lattice with degree 4. In Fig. 4 we
report the diﬀusion time-length (right) beside diﬀusion size (left). The time-length of
diﬀusion has a pronounced spike which is typical of phase transitions (Watts, 2002). At
the threshold price the percolation operational component has a macroscopic size already,
but many nodes are connected with only one link, which makes diﬀusion slow. The time-
length spike can be used to locate the critical transition threshold, which here occurs at
p = 0.4. The threshold value gives an indication of the optimal price for a monopolist.
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Figure 4: Percolation in a Two-dimensional lattice with degree 4. Left: ﬁnal number of adopters.
Right: diﬀusion time-length. Values are 50 runs averages. The standard deviation of the number of
adopters is maximum at the threshold (about 25%). For the diﬀusion time-length it is larger in the
no-diﬀusion phase (about 40%).
Moreover, above the threshold diﬀusion is relatively faster, which is another desirable
aspect.
A higher connectivity of the market network is expected to enhance diﬀusion. This
is what happens, as testiﬁed by simulation results reported in Fig. 5. The percolation
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Figure 5: Percolation in a Two-dimensional lattice with degree 8. Left: ﬁnal number of adopters.
Right: diﬀusion time-length. Values are averages over 50 runs. The standard deviation for adoption
size is 40% at the threshold, 25% in the no-diﬀusion phase, and below 1% in the diﬀusion phase. For
diﬀusion time the standard deviation is 35% in the no-diﬀusion phase and 10% in the diﬀusion phase.
critical transition occurs at a threshold price p  0.6. A higher threshold means that
local eﬀects in a market with higher connectivity are less severe, and consequently the
demand elasticity above the threshold is less aﬀected. This allows the monopolist to
charge a higher price. We may conclude that higher connectivity is good for the extent of
diﬀusion, but bad for consumers, who are better oﬀ when they are less informed Campbell
(2012).
3.2 One-dimensional lattices
A completely diﬀerent way of arranging nodes is a one-dimensional lattice (“circle” in
short). This can be ﬁgured placing nodes on a circle, and connecting a given number of
neighbours on either side. Fig. 6 is an example with 20 nodes and degree four. One-
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Figure 6: A circle with 20 nodes and degree 4.
dimensional lattices and two-dimensional ones are very diﬀerent, even if the degree is
the same. The structural diﬀerence is well expressed by the average path-length and
the clustering coeﬃcient (Wasserman and Faust, 1994). The ﬁrst is a measure of how
many steps it takes to cover the average distance between two any nodes, and gives an
indication of how closely connected is the network. The second measures the relative
number of clusters. Technically this is given by the number of triads. Loosely speaking,
it tells how often two neighbour nodes are also neighbour of each other. Compared with
two-dimensional lattices of the same degree, one-dimensional lattices have much larger
average path-length and and clustering (the latter is zero in two-dimensional lattices with
degree 4).
Fig. 7 and Fig. 8 report simulation results of the percolation model for one-dimensional
networks with degree 4 and 8, respectively. In this case we run only 20 simulations for
each setting, due to a longer values of diﬀusion time-length. One-dimensional lattices
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Figure 7: Percolation in a One-dimensional lattice with degree 4. Left: ﬁnal number of adopters.
Right: diﬀusion time-length. Values are averages over 20 runs. Standard deviation is 10% - 25% for
the number of adopters and 20% - 40% for the diﬀusion time-length.
present much lower diﬀusion levels than two-dimensional lattices. This translates into
lower prices and lower revenues for the monopolist. For a given connectivity, the one-
dimensional structure is less eﬃcient than the two-dimensional one: the grid with degree
4 does better than the circle with degree 8. This indicates that average connectivity is
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Figure 8: Percolation in a One-dimensional lattice with degree 8. Left: ﬁnal number of adopters.
Right: diﬀusion time-length. Values are averages over 20 runs. Standard deviation is 10% - 25% for
the number of adopters and 25% - 40% for the diﬀusion time-length.
not very important for the diﬀusion in a network. A crucial aspect for diﬀusion is whether
the network connectivity “spreads”. Starting from any node, one should consider how
the number of successive order neighbours evolve. In a circle with degree 4 the r-order
neighbours (number of neighbours after r steps) are always 4. In a grid of degree 4 the
number of r-order neighbours is 4r: with one step 4 neighbours can be reached, with two
steps 8 neighbours, 12 with three steps, and so on. Topological “spreading” multiplies
diﬀusion size.
The spreading of connectivity reﬂects onto the average path length. Consider the limit
case of only one initial adopter. Assume that all consumers are willing to buy. In order
to cover the entire market, we must look at the diameter of the network (the maximum
distance between two nodes). For a regular grid of degree 4 and N nodes, the diameter
is
√
N . For a circle of degree 4 and the same number of nodes, the diameter is N/4. If
N = 10000, adoption in a circle must “travel” for distances that are 25 times longer than
in a grid, to reach the whole network.
The low diﬀusion extent of circles reﬂects in a very high elasticity of demand. Due
to a low percolation threshold, the monopoly price mark-up is very little compared to
the two-dimensional lattice. As a consequence, equilibrium prices are much lower in a
market structured as a circle than in a market structured as a grid.
3.3 Random networks
In this sub-section we study percolation in a number of diﬀerent random networks, namely
Small-worlds, Poisson networks and Scale-free networks. Small-worlds were introduced by
Watts and Strogatz (1998). They are constructed starting with a regular one-dimensional
lattice as the ones of Section 3.2. One deﬁnes a rewiring probability μ based on which
any link can be re-wired. Fig. 9 shows examples with N = 50 nodes and degree 4 (the
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total number of links is 4 × 50/2 = 100). In the middle panel there is a small-world
network where eleven links have been rewired (the rewiring probability was μ = 0.1). For
Figure 9: Small-worlds construction process: example with 50 nodes and degree 4. Left: regular lattice
(μ = 0). Centre: Small-world with μ = 0.1. Right: Poisson network (μ = 1).
μ = 0 we have the starting regular lattice, while for μ = 1 we have a fully random Poisson
network of the type introduced by Erdos and Renyi (1960). It is important to notice that
while the rewiring process strongly aﬀects the degree distribution, the average degree
remains unchanged, since the numbers of nodes and links are ﬁxed. In the examples of
Fig. 9 the average degree is 4.5
Figures 10 and 11 report simulation results for percolation in a small world with
rewiring probability μ = 0.01 and degree 4 and 8, respectively. Fig. 10 should be
compared to Fig. 7 and Fig. 4. As we see, the diﬀusion extent is still relatively low, and
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Figure 10: Percolation in a small-world (rewiring probability μ = 0.01) with average degree 4. Left:
ﬁnal number of adopters. Right: diﬀusion time-length. Values are averages over 10 runs. Standard
deviation for diﬀusion size is 40% at the threshold and lower elsewhere, and 10% - 40% for diﬀusion
time.
little better than in the circle. This means even if the average path length is mach reduced
due to the rewiring process, the critical transition of percolation still occurs at relatively
5The degree distribution of a Poisson random network is p(k) = 1ke
−zzk, where k is the degree, and
the parameter z is the average degree. Each possible link has a probability q such that, given the total
number of nodes N , the average degree z = qN is constant (Vega-Redondo, 2007).
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low values of price. Demand is still very elastic, giving a relatively low monopoly price
mark-up. Equilibrium prices increase little with respect to the regular circle. Similar
considerations hold true for the case of a degree 8.
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Figure 11: Percolation in a small-world (rewiring probability μ = 0.01) with average degree 8. Left:
ﬁnal number of adopters. Right: diﬀusion time-length. Values are averages over 10 runs.
Small-worlds do a little better in terms of diﬀusion time-length. The peak value of
the time required to reach an equilibrium, which is always at the threshold, is reduced
about four times both for degree 4 and degree 8. This is an indication that a reduced
average path-length aﬀects more the diﬀusion time than the diﬀusion size.
Percolation in a Poisson random network (rewiring probability μ = 1) are shown in
Fig. 12. The critical transition occurs at a relatively high price, meaning that diﬀusion
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Figure 12: Percolation in a Poisson network (average degree 4). Left: ﬁnal number of adopters. Right:
diﬀusion time-length. Values are averages over 10 runs.
works very well in a fully random Poisson network. Consequently, the demand is less
elastic than in Small-worlds. In a monopoly, equilibrium prices can be higher. Random
networks present a smoother critical transition with respect to regular structures. This
is due to the dispersion of degree across nodes, which reﬂects into a broad critical range
of values that separate the non-percolating from the percolating phases.
Percolation results in terms of diﬀusion size for diﬀerent networks are compared in Fig.
13 and Fig. 14 for degree 4 and degree 8, respectively. The eﬀect of rewiring on diﬀusion
is strong: with only 10% of links rewired, the degree 4 small-world network is closer to the
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Figure 13: Percolation in diﬀerent networks with degree 4. Left: ﬁnal number of adopters. Right:
diﬀusion time-length.
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Figure 14: Percolation in diﬀerent networks with degree 8. Left: ﬁnal number of adopters. Right:
diﬀusion time-length.
random network than to the starting circle. And with just as low as 1% of links rewired,
the degree 8 small-world network is mid-way between the starting circle and the random
network. Usually the diﬀusion results on small-worlds are ascribed to the virtue of long-
distance weak ties, as the rewired links are referred to. The intuition is that rewired
links strongly reduce the average path length, while leaving practically untouched the
clustering coeﬃcient. Fig. 15 reports clustering coeﬃcient C(p) and average path-length
L(p) in Small-World networks from Watts and Strogatz (1998). The combination of low
average path-length and high clustering characterizes the typical small-world network,
which in our theoretical setting is obtained with a rewiring probability μ = 0.01. The
popular hypothesis is that such combination is good for diﬀusion. Our results challenge
this hypothesis. In Fig. 16 we compare the ﬁnal number of adopters for a selection
of networks studied so far. Two groups of networks show similar diﬀusion results. In
the ﬁrst group are the grid with degree 4, the small-world with degree 4 and μ = 0.1
and the small-world with degree 8 and μ = 0.01. The grid performs less well in terms
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Figure 15: Clustering coeﬃcient C(p) and average path-length L(p) in Small-World networks.
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Figure 16: Percolation in diﬀerent networks with degree 4 and 8.
of diﬀusion size below the threshold, but better above the threshold. In particular, the
onset of Fig. 16 shows how the grid performs better even than the random network at low
prices. The second group of networks consists of the grid with degree 8 and the Poisson
network with degree 4. Again, the grid performs less well above the threshold and better
below. The message from this analysis is the following: the crucial factor for diﬀusion as
percolation is not the average path-length itself, but the topological “spreading” of the
network, a structure where neighbours of successive order are increasing in number (see
Section 3.2). In a random network the number zr of neighbours at distance r is given by
(Vega-Redondo, 2007)
zr =
[
z2
z1
]r−1
. (1)
Connectivity spreads whenever the second order neighbours are in larger number than
direct neighbours, z2 > z1. This is the case if the connectivity variance is large enough,
〈k2〉 > 2〈k〉. For Poisson random networks this simpliﬁes to 〈k〉 > 1. In other words,
nodes must have more than one link, on average.
Usually a low average path-length and topological spreading are associated Albert
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and Barabasi (2002). But small-world show that this is not necessarily the case: a small-
world with μ = 0.01 has a quite low average path-length (Fig. 15), but presents diﬀusion
sizes that are by far lower than a random network or even a grid with same degree.
Whenever diﬀusion is based on a percolation mechanism, a small-world only works well
when it gets close to a random network. This means that connectivity spreading is the
key-factor, which is high in random networks and in grids. Clustering is quite high in
a small-world with μ = 0.01, but this does not help diﬀusion quite at all. Clustering is
ineﬀective in a percolation process, not entering either the information diﬀusion and the
adoption decision. This result is in line with empirical evidence on technology diﬀusion
Fogli and Veldkamp (2012), and against results on behaviour diﬀusion in online social
networks experiments Centola (2010). This suggests that a percolation model may be
better suited for technological innovation diﬀusion than for behaviour diﬀusion.
As a ﬁnal remark, we observe that random network often do not present full diﬀusion
at zero price, and regular lattices have higher diﬀusion sizes at low prices. The reason is
that a random network may present unconnected component, which are never reached by
the information about the new product, so that some consumer never buy even at zero
price.
Often social networks present a “hubs” structure, which is not captured by Small-
worlds or Poisson random networks. Few nodes, the hubs, have many links (high degree),
while the majority as only a few links (low degree). The hubs network structure is
characterized by degree distribution that follows a power law, or Pareto distribution.
Such random networks were studied extensively for the ﬁrst time by Barabasi and Albert
(1999). They noticed an important characteristics of networks with hubs, which is a
“scale-free” distribution. Technically such distribution is linear on a double logarithmic
plot. The implication is that at any scale or value of the degree, the probability of
occurrence of nodes with such degree “scales” with the same rate. Scale-free networks are
found in many socio-economic systems (Albert and Barabasi, 2002). Here we study how
percolation works on scale-free networks. Fig. 17 compares diﬀusion sizes in two scale-
free networks with a small world and a Poisson random network. We consider scale-free
networks with average degree 2 and 4. The case of degree 4 shows that scale-free networks
are quite eﬃcient in terms of diﬀusion size, being comparable with the Poisson random
network. In particular, the scale free-network with degree 4 has a critical transition
threshold at a higher price than the random network, meaning that it favours diﬀusion
when the price is relatively high. Below the threshold the Poisson network catches-up
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Figure 17: Percolation in scale-free, small-world and Poisson networks.
and overcomes the scale free-network. The reason is that when the innovation price is
relatively high hubs are useful, because whenever a hub adopts the innovation, it can
“test” many neighbours and very likely ﬁnd some with reservation price high enough.
This eﬀect is even more striking when comparing a scale-free network of average degree 2
to a small-world of average degree 4: below p = 0.6 percolation in the scale-free network
takes oﬀ, with sizeable diﬀusion values where the small-world networks have negligible
results. The critical transition in small-worlds is sharper though, and for low prices
diﬀusion is larger than in the scale-free network. These observation point to a trade-oﬀ
in the eﬀect of hubs compared to the small-world structure: hubs favour diﬀusion when
this is more diﬃcult (high prices), but fails to reach high diﬀusion sizes when it is easier.
In that regime, a low average path-length is more eﬀective. One ﬁnal remark: if we look
at the diﬀusion results in terms of a demand curve, the scale-free network with degree 2
presents a relatively constant elasticity, which the shape of a hyperbolic demand.
The number of initial adopters is important whenever we deal with diﬀusion in a ﬁnite
network. In a physical percolation model the usual assumption is a layer with an inﬁnite
horizontal dimension, and an inﬁnite number of seeds (the liquid) located on one edge. In
other words, only the ﬁnite dimension counts, and percolation occurs whenever the liquid
goes through the layer. This is by no means a good schematization of a socio-economic
systems. We have run a number of batch simulations to study which network structures
are more sensitive to the number of seeds. In Fig. 18 we report percolation results for ﬁve
diﬀerent network structures with 10 seeds and 100 seeds. Obviously a larger number of
seeds positively aﬀects the diﬀusion size. This eﬀect is more pronounced in less eﬃcient
networks, as the circle and the small-world. In Poisson and scale-free networks the eﬀect
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is negligible. Notice that in all networks when the price is high and above the percolation
threshold the diﬀusion time-length is shorter with 10 seeds than with 100 seeds. By no
means more seeds slow down diﬀusion, but when seeds are too few the diﬀusion size is
small and the process ends relatively soon.
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Figure 18: Eﬀect of the number of seeds on diﬀerent networks (average degree 4).
4 The eﬀect of technological progress
The price of an innovative technology or product may change during diﬀusion. For
technological innovations there is wide empirical evidence of so-called learning curves,
a stylized fact showing that prices fall dawn as output quantity increases (Argote and
Epple, 1990). There are many reasons behind learning curves: technological progress,
upfront investment costs, economies of scale, learning-by-doing. In our model a proxy
for output is the number of adopters. We model endogenous learning by assuming the
following relationship between the price pt and the number of adopters Nt at time t:
pt = pN
−α
t , (2)
where p is the initial price and α is the price reduction rate. The value of α is an empirical
issue, and varies across sectors. For our purposes a value around 0.2 is a good estimate.6
A stylized fact of innovation diﬀusion is a S-shaped time series of diﬀusion size (Rogers,
1995). For illustrative purpose we report this time series in ﬁve diﬀerent networks, without
and with endogenous learning. In the ﬁve examples of Fig. 19 the innovation price is
p = 0.1, which is well into the diﬀusion phase for all networks but the circle, for which
we are just at the threshold. The percolation model is able to reproduce the S-shape
6Learning curves are diﬃcult to measure because often price reduction goes along with increased
product quality or increased proﬁtability of the technology under study. As a consequence, falling prices
are always an underestimate of technological progress.
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Figure 19: Adoption time series in ﬁve diﬀerent networks, without learning (α = 0) and with learning
(α = 0.1). The innovation price is p = 0.1 in all examples, with N = 10000 consumers and 10 seeds.
of empirical diﬀusion patterns. Diﬀerent networks present diﬀerent features, in terms of
steepness of the curve and position of the inﬂection point. The features of innovation
diﬀusion curves have been explained with learning mechanisms of adoption dynamics
(Young, 2009) and with rational expectations logic combined with social interactions
(Brock and Durlauf, 2010). Our illustrative comparative analysis shows how the time-
pattern of diﬀusion dynamics is also inﬂuenced by the topological structure of social
interactions.
Learning curve introduce a positive feedback in the model. Although the network
topology is unaﬀected, the ‘accessibility’ of nodes increases with diﬀusion. The network
does not just ‘aﬀect’ but is also ‘aﬀected’ by the diﬀusion dynamics, so that network and
diﬀusion co-evolve. Diﬀerent network structures are aﬀected diﬀerently by endogenous
learning. Fig. 20 reports percolation results from simulations on a two-dimensional
regular lattice. The left panel reports the ﬁnal number of adopters as a function of
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Figure 20: Percolation model with an endogenous learning curve. Two-dimensional lattice with degree
4. Left: ﬁnal number of adopters. Right: diﬀusion time-length.
the initial price value. The ﬁrst eﬀect of learning is a shift of the percolation critical
transition threshold to higher prices, as it is also testiﬁed by a shift of the diﬀusion time-
length peak in the right panel. The diﬀusion phase enlarges due to learning, and one
obtains sizeable market penetration for values of the initial price where it is negligible
with a ﬁxed price. The relative eﬀect of learning is indeed larger in this price range, that
in the example of Fig. 20 is [0.5, 0.8]. The implication for market equilibrium and pricing
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are also important. Although it is diﬃcult to visualize a demand curve that change
in time due to diﬀusion, learning allows to charge a higher price initially, and lower it
adaptively as adoption takes place. In other words, learning is an endogenous adaptive
price discrimination mechanism that resembles price discrimination for durable goods
(Tirole, 1988), based on which a monopolist can extract more surplus from demand.
Fig. 21 shows how learning aﬀects percolation in a one-dimensional regular lattice.
The eﬀect is lower and more gradual than in two-dimensional lattices. In particular
we notice that one-dimensional lattices present quite similar shapes of diﬀusion size and
diﬀusion time as functions of price. This means that diﬀusion in one-dimensional networks
is a linear process, so that size and time of diﬀusion are interchangeable. The intuition
is that a one-dimensional lattice does not “spread”, and adoption has only one route to
travel. The linearity of diﬀusion in one-dimensional lattices is also testiﬁed by the overall
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
n-
of
-a
do
pt
er
s
price
D 
D 
D 
D 
number of adopters
0
100
200
300
400
500
600
700
800
900
1000
0 0.2 0.4 0.6 0.8 1
tim
e
price
D 
D 
D 
D 
time to equilibrium
Figure 21: Percolation model with an endogenous learning curve. One-dimensional lattice with degree
4. Left: ﬁnal number of adopters. Right: diﬀusion time-length.
increase in the diﬀusion time-length in the whole price range, which reﬂects a larger size
of potential adopters to fulﬁll.
In a small world endogenous learning has a strong eﬀect (Fig. 22). The relative shifts
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Figure 22: Percolation model with an endogenous learning curve. Small-world (rewiring probability
μ = 0.01) with average degree 4. Left: ﬁnal number of adopters. Right: diﬀusion time-length.
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of the percolation threshold are comparable to a two-dimensional network. A learning
rate α = 0.2 moves the percolation threshold by half the price range, from 0.2 to 0.7.
An explanation resides on the fact that a small-world represents a middle state between
two very diﬀerent structures as the one-dimensional lattice and the Poisson network,
which makes it very sensitive to changes. Learning ‘switches-on’ links. Re-wired links are
very important, as they make the average path-length low. Whenever learning happens
to switch-on a re-wired link, diﬀusion has a sudden increase, because a new region of
adopters is accessed. Since re-wired links are relatively few (only 1% in the example of
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Figure 23: Percolation model with an endogenous learning curve. Poisson network with average degree
4. Left: ﬁnal number of adopters. Right: diﬀusion time-length.
Fig. 22), this event has a larger impact than in other structures, such as the Poisson
network (Fig. 23). The Poisson network is a fairly homogenous structure, and the link
switching-on process of learning has a lower impact. This is particularly true at high
learning rates. In a small world the marginal impact of increasing the learning rate
is always large, while, in a Poisson random network the biggest improvement realizes
already for α = 0.1, while more sustained learning have an ever decreasing impact.
The picture is quite diﬀerent for scale-free networks (Fig. 24). Here we notice the
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Figure 24: Percolation model with an endogenous learning curve. Scale-free network with average
degree 2. Left: ﬁnal number of adopters. Right: diﬀusion time-length.
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following. First, learning has relatively little eﬀect on scale-free networks compared to
other structures. Second, the percolation threshold is less evident with learning, and
almost no phase transition occurs above α = 0.2. In other words, learning reduces the
demand elasticity in a quite homogenous manner, so as to make the resulting demand
curve quite linear. Third, in this scale-free network we ﬁnd again a tight correspondence
between extent and time of diﬀusion, as it is the case with regular one-dimensional lattices.
In this case the explanation of a linear diﬀusion process is diﬀerent: the reason is the
very nature of a scale-free network, which is the lack of a characteristic scale. Learning
enlarges the network by switching-on nodes (and links). This enlargement process is
linear, and there is not a point where the increase in network size is higher or lower.
We may say that percolation is a way to elicit the fundamental property of a scale-free
network. A ﬁnal remark is that simulation results have a large variability for scale-free
networks. This is due to the randomness of the construction of a scale-free network,
which is based on a preferential attachment stochastic process.
The conclusive message for this section is that learning curves favour innovation dif-
fusion in very diﬀerent ways depending on the network structure. In all cases though,
learning curves are an adaptive price discrimination tool. In the case of a monopoly
market for the innovation, the best strategy is to target consumers in connected net-
work components, and initially charge a high price. Then let the price fall, and reach
consumers with lower reservation prices. This allows to extract the most surplus from
demand. This message is opposite to the popular idea based on which the innovator
should initially price low, in order to launch the product and only later increase the
price. Both strategies may be right, depending on the adoption mechanism at work. If
there are strong network externalities that generate increasing returns on adoption (Katz
and Shapiro, 1986; Arthur, 1989), the popular strategy makes sense. This is the case
with communication technologies, for instance, as the fax machine or mobile telephones.
Network externalities can be accounted for in a percolation model by having reservation
prices go up with the number of adopters. Percolation results would be identical to what
has been presented for learning curves, because the adoption decision is still based on
comparing the product price with a reservation price: with learning curves the product
price reaches reservation prices from above, while network externalities take reservation
prices up to the product price. But the message for pricing is opposite in the two cases.
24
5 Conclusions
We have developed an agent-based percolation model to study how market network struc-
ture aﬀects innovation diﬀusion. This study is relevant both for market diﬀusion eﬃciency
and for the analysis of market demand. The variable of interests are the diﬀusion size
(number of adopters) and the diﬀusion time-length. Our methodology is based on batch
simulations, with results that are averages over a number of diﬀerent simulation runs.
A percolation model combines two important factors of economic diﬀusion, which are
information diﬀusion and individual preferences. This allows to obtain insightful results
in an economic perspective. First of all, the percolation model is able to reproduce S-
shaped time patterns of innovation adoption with a bottom-up approach. This result
indicates that social network interactions are another factor shaping innovation diﬀusion
dynamics beside rational expectations and learning mechanisms considered in the liter-
ature. Moreover, the percolation process shows a phase transition from a diﬀusion to a
no-diﬀusion regime (phase), with a price threshold value which depends on the network
structure. The percolation critical transition has two economic implications. First, it is
a result of market ineﬃciency: a sizeable portion of the demand is not satisﬁed in the
no-diﬀusion phase regime. Second, the demand curve is more elastic in the no-diﬀusion
phase, and the market equilibrium price is lower.
The comparative analysis of percolation in diﬀerent network structures indicates the
main structural factors that aﬀect innovation. We consider one-dimensional and two-
dimensional regular lattices, Small-worlds networks, Poisson networks and Scale-free net-
works. The main results are the following. The higher average degree favours diﬀusion,
as expected, but it is not the main driver. Structural factors may be more important.
The crucial factor for diﬀusion in a percolation model is not the average path-length,
but “connectivity spreading”, that is a topology where neighbours of successive order
are increasing in number. Connectivity spreading is a diﬀusion multiplier, whose eﬀect
is striking when comparing a two-dimensional lattice to a one-dimensional lattice with
the same degree. Spreading is also a characteristic of Poisson random network, but not
of Small-worlds, where a relatively low average path-length is not enough to ensure high
diﬀusion eﬃciency. In particular clustering is useless for diﬀusion in a percolation model:
the triads that characterize clusters structures (where often two neighbours are also neigh-
bour of each other) have redundant links, which do not contribute to diﬀusion eﬃciency.
The reason is that in a percolation model links carry information, but adoption decisions
are based only on individual preferences. This result is relevant to the debate regarding
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whether clustering is good or bad for diﬀusion. In this perspective, a percolation model
constitutes a clear benchmark: clustering is useless whenever adoption is based on indi-
vidual preferences and not on social pressure. The ﬁnal message from this analysis is that
more individualist societies with high dimensionality are better markets for innovation
diﬀusion.
One-dimensional lattices and scale-free networks surprisingly present one similar fea-
ture, a linear correspondence between diﬀusion size and time-length: whenever the dif-
fusion extent is larger, also the time required to reach an equilibrium is longer, and
viceversa. This is true also with learning. The explanation for this result is diﬀerent for
the two network structures. In a one-dimensional lattice connectivity does not “spread”,
and adoption has only one route to travel. For scale-free networks the reason behind such
linear correspondence between time and size of diﬀusion is the lack of a characteristic
network scale, the main property of a scale-free network. These results indicate that al-
though one-dimensional lattices and scale-free networks are very diﬀerent structures, they
can be two paradigmatic benchmarks for less-developed societies, with low dimension-
ality, high clustering, and a hierarchical structure. On the contrary non-linear diﬀusion
patterns may be an indication of an individualist society, with low clustering and high
dimensionality, better represented by a two-dimensional lattice or a Poisson network.
Dimensionality is not captured by small-world networks, which are a popular model for
many social systems. Beside connectivity spreading, dimensionality is the second main
factor for innovation diﬀusion that we identify with our percolation model.
We have studied the eﬀect of endogenous learning on percolation. During diﬀusion
the learning feedback enlarges the network connected component of consumers willing
to buy, and the percolation threshold shifts to a higher (initial) price. This has strong
implications for market demand and pricing. The price elasticity of demand decreases,
leading to a higher equilibrium price. In a monopoly market this eﬀect can be used as
a price discrimination tool: the best strategy is to start charging a high price, targeting
consumers with high reservation price, and allow for a learning curve which adaptively
reaches consumers with lower reservation price. This strategy allows to extract more
surplus from the demand. For this strategy it is important that one consumer may be
reached by the information about the new product more than one time. This is why
learning has a strong impact on two-dimensional lattices and Poisson networks, and a
relatively low impact on one-dimensional lattices and scale free networks. The eﬀect of
learning is particularly strong on small-world networks. Learning “switches-on” nodes
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and consequently activates links progressively, with a strong eﬀect on small-worlds where
only few links are responsible of a relatively low average path-length. Again, clustering
is unimportant for percolation also when learning is at work. Interestingly, learning has
the lower eﬀect in structures where there is a linear correspondence between diﬀusion size
and diﬀusion time.
The two following tables summarize our ﬁndings by classifying the diﬀerent network
structures on four dimensions related to the percolation process. Table 1 reports on the
small diﬀusion size large diﬀusion size
linear size-time relation One-dimensional lattices Scale-free networks
non-linear size-time relation Small-world networks Two-dimensional lattices
Poisson networks
Table 1: Classiﬁcation of network structures based on the diﬀusion size and the relationship between
the size and the time-length of diﬀusion.
diﬀusion size together with the relationship between diﬀusion size and diﬀusion time-
length. Table 2 considers the impact of learning, and the eﬀect of the number of seeds
(initial adopters).
low impact of seeds large impact of seeds
low impact of learning Scale-free networks One-dimensional lattices
large impact of learning Poisson networks Small-world networks
Two-dimensional lattices
Table 2: Classiﬁcation of network structures based on the impact of endogenous learning and the
impact of the number of initial adopters (seeds).
We conclude with some ideas for future research. The percolation model can accom-
modate the diﬀusion of multiple innovations. Goyal and Kearns (2012) study the strategic
implications of diﬀusion for two competing innovative ﬁrms. An interesting question is
whether competition aﬀects diﬀusion, and how the percolation critical transition aﬀects
competition. Another possibility is to introduce local reinforcement beside the global
feedback of learning curves. Local reinforcement can work at reservation prices level,
accounting for imitation, peer-eﬀect, and social pressure in general. A further modiﬁ-
cation involves the distribution of reservation prices. The uniform distribution deﬁnes
a linear demand as the perfect information benchmark. A Pareto distribution (power-
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law) better describes the social income distribution, and can shed light on the eﬀects of
economic inequality on innovation diﬀusion. The analytical study of percolation with
non-uniform reservation price distribution can be approached with generating functions
(Callaway et al., 2000). Finally, a big step for a theoretical model of innovation diﬀusion
is to match empirical evidence. Percolation constitutes a simple benchmark of diﬀusion
dynamics, with clear results regarding the eﬀects of structural factors of social networks.
A useful study would be to test innovation diﬀusion in a controlled web experiment (Cen-
tola, 2010), to see if the percolation mechanism is grounded on the evidence of human
behaviour.7
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