Abstract. Self-renewal is a constitutive property of stem cells. Testing the cancer stem cell hypothesis requires investigation of the impact of self-renewal on cancer expansion. To understand better this impact, we propose a mathematical model describing dynamics of a continuum of cell clones structured by the self-renewal potential. The model is an extension of the finite multicompartment models of interactions between normal and cancer cells in acute leukemias. It takes a form of a system of integro-differential equations with a nonlinear and nonlocal coupling, which describes regulatory feedback loops in cell proliferation and differentiation process. We show that such coupling leads to mass concentration in points corresponding to maximum of the self-renewal potential and the model solutions tend asymptotically to a linear combination of Dirac measures. Furthermore, using a Lyapunov function constructed for a finite dimensional counterpart of the model, we prove that the total mass of the solution converges to a globally stable equilibrium. Additionally, we show stability of the model in space of positive Radon measures equipped with flat metric. The analytical results are illustrated by numerical simulations.
Introduction
This paper is devoted to analysis of a structured population model describing clonal evolution of acute leukemias. Leukemia is a disease of the blood production system leading to extensive expansion of malignant cells that are non-functional and cause impairment of blood regeneration. Recent experimental evidence indicates that the cancer cell population are composed of multiple clones consisting of genetically identical cells [10] and maintained by cells with stem-like properties [5, 18] . Many authors have provided evidence for the heterogeneity of leukemic stem cells (LSC) attempting to identify their characteristics, for review see [24] . This heterogeneity is further supported by the results of gene sequencing studies [10, 22] . However, it was shown in those studies that very few clones contribute to the total leukemic cell mass. At most 4 contributing clones were detected in case of acute myeloid leukemia (AML) and at most 10 in case of acute lymphoblastic leukemia (ALL) [10, 24] . Moreover, in most cases of ALL, the clones dominating relapse have already been present at diagnosis but undetectable by routine methods [37, 9, 25] . Due to quiescence, very slow cycling or other intrinsic mechanisms, [25, 9] these clones may survive chemotherapy and eventually expand [25, 9] . This implies that the main mechanism of relapse in ALL might be based on a selection of existing clones and not an acquisition of therapy-specific mutations [9] . Similar mechanisms have been described for AML [10, 19] .
Based on these findings the evolution of malignant cells can be interpreted as a selection process of cells with properties that enable them to survive treatment and to expand efficiently. The mechanism of the underlying process and its impacts on the disease dynamics and on the response of cancer cells to chemotherapy are not understood. Gene sequencing studies allow to decipher the genetic relation between different clones, nevertheless the impact of many detected mutations on cell behaviour remains unclear [10] . The multifactorial nature of the underlying processes severely limits the intuitive interpretation of experimental data.
To investigate the impact of cell properties on multi-clonal composition of leukemias and elucidate possible mechanisms of the clonal selection suggested by the experimental data, a multi-compartmental model was proposed and studied numerically in [35] . It takes the form of the following system of ordinary differential equations,
, supplemented with nonnegative initial data.
The model describes time dynamics of a healthy cell line, denoted by c j , j = 1, 2 and of n clones of leukemic cells l i j , for j = 1, 2, and i = 1, ..., n, at time t. Each population consists of two different cell types, proliferating and non-proliferating, denoted by j = 1 and j = 2 respectively. This two-compartment model is a simplification of a more realistic model with multiple differentiation stages; see Ref. [27, 36] for the model introduction and the application to healthy hematopoiesis, Ref. [12, 29, 33] for its analysis and Ref. [11] for a continuous-structure extension. This model can be seen as a structured population model with a discrete structure describing 2 differentiation stages and n + 1 cell types. The model is based on the assumption that leukemic clones and their normal counterparts depend on hematopoietic feedback signalling and compete for signalling factors (cytokines). We assume that the feedback signal s(t), decreases if the number of non-proliferating cells increases. The derivation of such nonlinear feedback loop was proposed in [27] . It results from a Tikhonov-type quasi-stationary approximation of dynamics of the extracellular signalling molecules, such as G-CSF cytokine, which are secreted by specialised cells at a constant rate and degraded by receptor mediated endocytosis. Numerical simulations of model (1) suggest that cells with superior self-renewal potential, i.e. maximal value of the parameter a, reflecting the probability that a daughter cell has the same properties and fate as its parent cell, have an advantage in comparison to their counterparts, which leads to expansion of this cell subpopulation [35] . The phenomenon was shown analytically solely in the case of two competing populations, the healthy and the cancerous cell line, in Ref. [34] .
To elucidate further mechanisms of clonal selection, we propose an infinitely dimensional extension of the multi-compartment model (1) . We introduce a continuous variable x ∈ Ω that represents the expression level of genes (yielding a phenotype) influencing self-renewal properties of the cells. It leads to a system of integro-differential equations describing dynamics of a structured population with continuum of cell clones and two-compartment differentiation structure. Cells in Population 1 (dividing cells) proliferate and may self-renew or differentiate into Population 2 cells (differentiated cells); while Population 2 cells do not proliferate and die after an exponentially distributed lifetime, see Fig. 1 . Cells in both populations are stratified by a structure variable x. We assume that the self-renewal parameter depends on x, i.e. the parameter a becomes a function a(x). These assumptions lead to the model
where taking
results in a nonlocal and nonlinear coupling of the two equations. Figure 1 . Schematic representation of model 2, consisting of two compartments corresponding to undifferentiated cells (dividing cells) and mature cells (differentiated cells). Undifferentiated cells (stem cells and early progenitors) divide symmetrically or asymmetrically. Consequently, they produce cells of the same type (self-renewal process) and mature cells (differentiation). Mature cells do not divide and they die after an exponentially distributed lifetime. The cells in each compartment are heterogenous. They are stratified by a structure variable x that represents the expression level of genes (yielding a phenotype and eg. influencing selfrenewal properties of cells). Self-renewal and differentiation of cells are regulated by cytokine feedback which, in turn, depends on the total count of differentiated cell.
Our approach is motivated by the theory of mutation-selection in adaptive evolution. Cells with different mutations might possess different growth properties allowing them to expand more efficiently. The phenomenon is closely related to the process of Darwinian evolution, according to which certain rare mutants may have positive growth rates and be selected in environments that would otherwise result in ecological extinction. In this view, cells with a fitness advantage may expand and dominate dynamics of the whole population leading to extinction of other cell clones. The proposed model belongs to a class of selection models exhibiting mass concentration effect, similar to those studied in [31] .
In the current work, we do not model mutations. Motivated by the experimental findings described above [25, 9] , we rather aim to understand which aspects of the dynamics of leukemias can be explained by a selection process alone. It is interesting, since expansion of a clone at relapse that could not be detected at diagnosis due to limited sensitivity of methods can be misinterpreted as occurrence of mutations [9] .
The mathematical interest of our study is in the analysis of nonlocal effects and development of singularites in integro-differential equations. We show that solutions of (2) may tend to Dirac measures concentrated in points with the largest value of self-renewal potential. Such dynamics can be interpreted as a selection process, in which heterogeneous initial data converge to a stationary solution with the mass localised on a set of measure zero. Similar results have been recently shown for some scalar equations including diffusion, see for instance [3, 4, 26] . The novelty of our work is in considering a two-dimensional system of equations. Difficulty of the analysis is related to the specific nonlinearities in the model. Finally, the phenomenon of mass concentration provides a motivation to consider the model in the space of positive Radon measures, i.e.
supplemented with the initial data
where µ 0 i are nonnegative Radon measures for i = 1, 2; x ∈ Ω denotes the state of an individual and, for every Borel set A ∈ B(R n ), with n = dim(Ω), µ(t)(A) = {A} dµ(t) is the measure of cells being in state x ∈ A at time t. ρ i denotes, then, the mass of all cells from the i − th compartment.
We show that the results obtained for the integro-differential equations (2) can be extended to model (3) , since the initial data in the space of positive Radon measures can be approximated by continuous functions with respect to flat metric. The results on stability in the space of positive Radon measures equipped with flat metric allow for developing a stable numerical algorithm based on particle methods, similar to that applied in [6] and [15] for structured population models.
The paper is organised as follows: In Section 2, main results of this paper are formulated. Analytical results are illustrated by numerical simulations. Proofs of the results on the asymptotic dynamics of model (2) and mass concentration are presented in Section 3. Section 4 is devoted to a proof of convergence of the mass to a globally stable equilibrium. Finally, in Section 5, we show how to extend analysis of our model to the framework of differential equations in the space of positive Radon measures with appropriate metric.
Main results
We consider the following system of integro-differential equations
where
and Ω ⊂ R open and bounded.
In the remainder of this work we make the following assumptions on the model parameters.
Assumption 1.
(i) a ∈ C(Ω) with 1 2 < a < 1.
(ii) p, d and K are positive constants.
Remark 2.1. The assumptions on the self-renewal fraction a(x) are made to streamline the presented analysis. If a(x) ≤ 1 2 for some points x ∈ Ω, the solutions of the model converge point-wise to zero, which is a straightforward consequence of Eq. (6). Therefore, we are interested in evolution of the system with a(x) > 1 2 . The subpopulations with a(x) ≤ 1 2 could affect short time dynamics of the whole system, however they have no influence on the asymptotic behaviour of the model.
Existence and uniqueness of a classical solution u = (u 1 , u 2 ) follow by the standard theory of ordinary differential equations in Banach spaces. More delicate is the question of asymptotic behaviour of the solutions of system (6) . Our goal is to show that the solution u tends asymptotically to some stationary measure, as it is observed in numerical simulations, see Fig. 2 and Fig. 3 . The phenomenon is characterised by the following Theorem. Theorem 2.2. Let Assumptions 1 hold and let (u 1 , u 2 ) be a solution of (6). Then, (i) Both u 1 and u 2 converge to measures with support contained in the set Ω = {x :x = arg(max x∈Ω a(x))} as t tends to infinity.
(ii) If Ω consists of isolated points, then the solutions converge to a linear combination of Dirac deltas. Specifically, if Ω consists of a single pointx, then the solutions converge to a single Dirac measure localised atx.
If Ω is a set with positive measure, then the solutions converges to a discontinuous bounded function.
Details of the proof are presented in Section 3 and Section 4. The key step in the proof is to show uniform boundedness and strict positivity of masses
Lemma 2.3. Let Assumptions 1 hold and let (u 1 , u 2 ) be a solution of (6), then both ρ 1 and ρ 2 are uniformly bounded and strictly positive.
To show asymptotic behaviour of model solutions, we start with characterising of the asymptotic behaviour of fractions of solutions taken at different x points.
Lemma 2.4 yields the following result
As a consequence of Lemma 2.4 we obtain also Lemma 2.6. Suppose that Assumptions 1 hold. Then, u(x, t) → 0, exponentially, as t → ∞ for every x =x, wherex = arg max x∈Ω a(x).
The respective proofs are presented in Section 3. Finally, we show that the limit solutions are stationary.
Theorem 2.7. Suppose that Assumptions 1 hold. The solution of (6) converges to a stationary measure.
The proof of this theorem follows from the property of total masses of the solutions ( Ω u 1 , Ω u 2 ). We show that they converge to stationary values which correspond to the stationary state of the system withā = max x∈Ω a(x). Theorem 2.8. Suppose that Assumptions 1 hold and (ρ 1 , ρ 2 ) = ( Ω u 1 , Ω u 2 ) be total masses of solutions of (6). It holds (ρ 1 , ρ 2 ) → (ρ 1 ,ρ 2 ), where (ρ 1 ,ρ 2 ) are solutions of the corresponding ordinary differential equations model with the maximal value of the self-renewal parameter,
Convergence of total masses together with Corollary 2.5 about a stationary distribution of masses between different domain points yield convergence of solutions to stationary equilibria. The details of the proofs are deferred to Section 4.
Remark 2.9 (Co-existence of different stationary solutions). If the support of the limit solution contains more than one point, then the stationary distribution of masses is not unique and depends on initial conditions. This fact can be observed on the example with the self-renewal function a(x) achieving its maximum in a discrete set of point, which results in the model equilibrium in the form of linear combination of Dirac deltas, see (6) with the selfrenewal function a(x) having two equal local maxima (shown in the upper panel) and the parameters the same as in Fig. 2 . We observe mass concentration in the two points corresponding to the maximum in the function a(x) with unequal distribution of the mass between the two points.
Biological implications.
Our results suggest that the selection process may be governed by the cell's property of self-renewal. This ability determines the fitness of each cell and ultimately leads to survival or extinction. Theorem 2.2 shows that, in a well-mixed cell production system, a negative nonlinear feedback such as that proposed in [27, 21, 20] leads to the selection of the subpopulation with the superior self-renewal potential. The assumption that the cell population is wellmixed leads to the nonlocal effect and is modelled using the integral term. This assumption reflects well the structure of blood system. Consequently, our results suggest that the greater clonal heterogeneity observed in solid cancers than in blood cancers may be due to spatial effects in cell-cell interactions. Furthermore, the results stress the importance of self-renewal in cancer dynamics and allow concluding that slowly proliferating cancer cells are able to explain clinical dynamics and observations such as treatment resistance. The importance of this observation in the context of leukemia evolution, response to chemotherapy and dynamics of the disease relapses is discussed in [35] . The results obtained allow explaining recent experimental results on clonal selection in AML (acute myeloid leukemia) during disease development and relapse after chemotherapy [10] . 
and the right-hand side of (8) is a logistic type nonlinearity, we conclude that
By definition of U we can infer that
As a straightforward consequence of Lemma 3.1, we deduce
Corollary 3.2. Under the assumptions of Lemma 2.3, it holds
Ω u 1 (t, x) dx ≤ M 1 Ω u 2 (t, x) dx = M 1 ρ 2 (
t). (9)
Proof of Lemma 2.3. (i) First, we show uniform boundedness of masses ρ 1 and ρ 2 : To show boundedness of ρ 1 , we apply inequality (9) to the first equation of (6)
Integrating this inequality with respect to x yields
Similarly as in the proof of Lemma 3.1, we conclude that
Boundedness of ρ 2 results from the second equation of (6), nonnegativity of ρ 2 and the assumptions on a. It holds
Integrating over Ω and using (11), we obtain
Hence, we conclude that
(ii) Then, we show that the masses ρ 1 and ρ 2 are strictly positive: Having boundedness of ρ 2 we are able to deduce positivity of ρ 1 , and hence also positivity of ρ 2 . First, we state another technical result in the spirit of Lemma 3.1. Proof. Calculating the derivative of the quotient of these two quantities, we obtain
This estimate holds for arbitrary γ, so in particular for those satisfying γp − d < 0. Arguing as before, we deduce that
Equipped with Lemma 3.3, we estimate the growth of ρ 1 using the first equation of (6), after integrating it over Ω.
where a = min x∈Ω a(x) > 1 2 due to Assumptions 1. The latter inequality guarantees that the term in brackets is strictly positive for ρ 1 small enough. It allows us to conclude about the strict positivity of ρ 1 . Consequently, using the second equation of (6), we obtain also the strict positivity of ρ 2 .
Asymptotic behaviour of solutions.
In the next step, we show that the first component of the solution of (6) tends to zero everywhere except the point x = arg max x∈Ω a(x).
Proof of Lemma 2.4. We choose two points x 1 , x 2 ∈ Ω such that a(x 1 ) − a(x 2 ) < 0, and calculate
Solving the above ordinary differential equation for
u1 (x2) u1 (x2) , we obtain the assertion of this Lemma by the choice of x 1 and x 2 . Lemma 3.4. Let x 1 , x 2 ∈ Ω be such that a(x 1 ) − a(x 2 ) < 0, then
Proof. We use a similar ansatz as in Lemma 2.4 and calculate
Applying Lemma 2.4, we obtain
.
Thus, we can deduce the following bound for
, where the right hand side tends exponentially to zero, as t tends to infinity. This concludes the proof.
Having shown the dynamics of the quotients between solutions at different x points, we can prove that the solutions converge to zero outside the set of points with a maximal value of the parameter a(x).
Proof of Lemma 2.6. Letx be a point different thatx and assume that lim t→∞ u(x, t) > 0. Continuity of a(x) implies that the set of x, such that a(x) > a(x), is an open nonempty set and, therefore, it has a positive measure. Since Lemma 2.4 holds for every x,x ∈ Ω such that a(x) − a(x) > 0, we conclude that u(x, t) tends exponentially to +∞ for every x such that a(x) > a(x). This is, however, in contradiction with the uniform boundedness of mass Ω u(x, t).
Finally, we obtain our main assertion.
Proof of Theorem 2.2. (i) Lemma 2.6 implies that the solution of system (6) decays exponentially to zero in all points x except the set Ω = {x :x = arg max x∈Ω a(x)}. Furthermore, strict positivity of masses excludes extinction of the solution. Together with boundedness of mass, it leads to the conclusion that the solutions converge to measures with a support contained in the set Ω.
(ii) In case where Ω is a set of isolated points, it follows that the model solutions converge to a linear combination of Dirac deltas localised at those points. Using Corollary 2.5, we conclude that the distribution of the total mass between the points is not unique and it depends on initial conditions. Nevertheless, the proportion between masses concentrated in different points is constant in time. If Ω consists of a single point, then the solutions converge to a single Dirac measure.
(iii) If Ω is a set with positive measure, no singularities emerge due to the uniform boundedness of the total mass. In this case, the solution tends to zero outside Ω and to a positive bounded function on Ω. The shape of the limit solution depends on the initial distribution.
Proof of the convergence of mass
We begin the proof of Theorem 2.8 by showing the following lemma, which allows comparing two dynamical systems. 
where f ∈ L 1 (R + ), thenũ →ū for t → ∞.
Proof. We consider the equation
with a unique globally stable stationary solutionū and assume that V ∈ C 1 (R + ) is a strict Lyapunov function for this equation. It holds
and V has compact level sets. Letũ be a solution of
where f ∈ L 1 (R + ) ∩ C(R + ). For arbitrary a > δ, we define a cutting function
(Ω), then we can define the time derivative of V a (ũ(t)) based on the chain rule. ∇ũV a (ũ) is defined in classical sense only outside the curve V (ũ(t)) = a, but it has Clarke derivative (generalised subdifferential for a locally Lipschitz function, [8] ) on the curve V = a.
In the following, in notion of ∇ũV a (ũ) we extend the classical definition with the maximal element of the Clarke derivative on the set where the classical derivative is not defined.
Furthermore, for the cutting function V a and any strictly positive function β(V a ), there exists a positive constantβ a such that β(V a ) ≥β a V a . Hence, we obtain
where the right-hand side is a L 1 -function. Using compactness of the level sets, we estimate ∇ũV a (ũ(t)) by its L ∞ norm, which yields the following inequality,
Integrating the above estimate, we obtain
Since, by definition, f ∈ L 1 (R + ), we conclude that V a (u(t)) → 0 for t → ∞. The convergence holds for every a which yields convergence V (u(t)) → δ, which is the minimum of the function V . In turn, it ensures that u(t) →ū.
Proof of Theorem 2.8. To apply Lemma 4.1 to our system (6), we consider a finite dimensional model obtained by setting a(x) to a constant value a
A Lyapunov function for this system has been constructed in [12] . It takes the form
is the stationary solution and
Compactness of level sets of V follows from uniform boundedness of model solutions. Direct calculations, presented in [12] , allow to check that
We define
where Σ is the closure of Σ. Let M be the maximum invariant set in E. Then M consists of the positive equilibrium. By La Salle's invariance principle, we conclude that every solution in Σ tends to M . Thus, the positive equilibrium of (14) is globally attractive.
To show convergence of the total mass of a solution of (6) to a global equilibrium, we integrate the equations of (6) with respect to x and obtain
This can be rewritten as
whereã is a constant value.
Takingã =ā, we show that the two systems (14) and (20) fulfill the assumptions of Lemma 4.1 and therefore solutions of (20) converge to the stationary solution of (14) with a =ā. Consequently, we conclude that the total mass of (6) converges to a globally stable equilibrium, which is equal to the equilibrium of ordinary equations model (14) with the maximal value of self-renewal parameterā.
To show that the perturbation function on the right-hand side is indeed L 1 function, we estimate
where Ω = {x :x = arg max x∈Ω a(x)}.
Consequently, using boundedness of u 1 , boundedness of a(x) as well as Lemma 2.6, we obtain that
and hence we conclude that f is a L 1 -function of time and system (20) fulfills the assumptions of Lemma 4.1. Thus, we have proven the assertion of the theorem.
Extension to initial data in space of Radon measures
Convergence of the model solutions to Dirac deltas motivates formulation of the model in the space of positive Radon measures given by equations (3) . In this section we show how to extend our results to this framework.
A general idea to tackle problem (3) is to regularise the initial data to obtain a system of ordinary differential equations defined in Banach space L 1 (Ω) × L 1 (Ω) given by (6) . It can be achieved using a smoothing kernel (δ ε ) ⊂ C ∞ (Ω) with
Taking (u 0 ) ε (x) := µ 0 1 * δ ε leads to (6) with u ε being a solution for (u 0 ) ε , i.e.
Since system (3) defined on the space of nonnegative Radon measures exhibits Lipschitz dependence of solutions on the initial data with respect to suitably chosen metric, eg. flat metric, we can pass to the limit in the approximate equations and obtain a solution of the original problem that exhibits the same dynamics.
We apply here flat metric ρ F , known also as a bounded Lipschitz distance [30] .
It metrizes both weak* and narrow topologies on each tight subset of Radon measures with uniformly bounded total variation [32] , [1] .
Corollary 5.2. Flat metric satisfies the following properties:
• translation-invariance
Flat metric has proven to be useful in analysis of a variety of transport equations models, for example to study Lipschitz dependence of solutions of nonlinear structured population models on the model parameters and initial data [13, 7] .
We apply flat metric for the analysis of problem (3), since it allows for approximation of the initial data, which cannot be achieved in the strong topology of Radon measures. Furthermore, (M + (R + ), ρ F ) is a complete space, which is convenient for proving convergence results.
The completness is a result of (M + (R + ), ρ F ) being a subspace of W 1,∞ (R + ) * and the equivalence of the flat metric convergence and weak* convergence in M + (R + ), which is complete with respect to weak* convergence.
can be seen by using a standard approximation argument for the test functions and Corollary 5.2
Thus the flat metric is the metric induced by the dual norm of W 1,∞ (R + ) (see e.g. [13] , [28] , [39] ).
We show that solutions of (22) converge for ε → 0. For this we prove that u ε are Cauchy sequences. 
Similar calculations yield
∂ t ρ F (u 2 λ,ũ 2 λ) = ρ F (∂ t u 2 λ, ∂ tũ2 λ) = ρ F ((f 2 (ρ 2 )u 1 − du 2 )λ, (f 2 (ρ 2 )ũ 1 − µũ 2 )λ)
By the definition of flat metric, it holds |ρ 2 −ρ 2 | ≤ ρ F (u 2 λ,ũ 2 λ).
Hence, we can infer that
+ ρ F (u 2 λ,ũ 2 λ)) .
Defining α(t) := max 
