Reading comprehension has recently seen rapid progress, with systems matching humans on the most popular datasets for the task. However, a large body of work has highlighted the brittleness of these systems, showing that there is much work left to be done. We introduce a new English reading comprehension benchmark, DROP, which requires Discrete Reasoning Over the content of Paragraphs. In this crowdsourced, adversarially-created, 96kquestion benchmark, a system must resolve references in a question, perhaps to multiple input positions, and perform discrete operations over them (such as addition, counting, or sorting). These operations require a much more comprehensive understanding of the content of paragraphs than what was necessary for prior datasets. We apply state-of-the-art methods from both the reading comprehension and semantic parsing literatures on this dataset and show that the best systems only achieve 32.7% F 1 on our generalized accuracy metric, while expert human performance is 96.0%. We additionally present a new model that combines reading comprehension methods with simple numerical reasoning to achieve 47.0% F 1 .
Introduction
The task of reading comprehension, where systems must understand a single passage of text well enough to answer arbitrary questions about it, has seen significant progress in the last few years, so much that the most popular datasets available for this task have been solved (Chen et al., 2016; Devlin et al., 2018) . We introduce a substantially more challenging English reading comprehension dataset aimed at pushing the field towards more comprehensive analysis of paragraphs of text. In this new benchmark, which we call DROP, a system is given a paragraph and a question and must perform some kind of Discrete Reasoning Over the text in the Paragraph to obtain the correct answer.
These questions that require discrete reasoning (such as addition, sorting, or counting; see Table 1 ) are inspired by the complex, compositional questions commonly found in the semantic parsing literature. We focus on this type of questions because they force a structured analysis of the content of the paragraph that is detailed enough to permit reasoning. Our goal is to further paragraph understanding; complex questions allow us to test a system's understanding of the paragraph's semantics.
DROP is also designed to further research on methods that combine distributed representations with symbolic, discrete reasoning. In order to do well on this dataset, a system must be able to find multiple occurrences of an event described in a question (presumably using some kind of soft matching), extract arguments from the events, then perform a numerical operation such as a sort, to answer a question like "Who threw the longest touchdown pass?".
We constructed this dataset through crowdsourcing, first collecting passages from Wikipedia that are easy to ask hard questions about, then encouraging crowd workers to produce challenging questions. This encouragement was partially through instructions given to workers, and partially through the use of an adversarial baseline: we ran a baseline reading comprehension method (BiDAF) (Seo et al., 2016) in the background as crowd workers were writing questions, requiring them to give questions that the baseline system could not correctly answer. This resulted in a dataset of 96,567 questions from a variety of categories in Wikipedia, with a particular emphasis on sports game summaries and history passages. The answers to the questions are required to be spans in the passage or question, numbers, or dates, which allows for easy and accurate evaluation metrics.
We present an analysis of the resulting dataset to show what phenomena are present. We find that many questions combine complex question semantics with SQuAD-style argument finding; e.g., in the first question in Table 1 , BiDAF correctly finds the amount the painting sold for, but does not understand the question semantics and cannot perform the numerical reasoning required to answer the question. Other questions, such as the fifth question in Table 1 , require finding all events in the passage that match a description in the question, then aggregating them somehow (in this instance, by counting them and then performing an argmax). Very often entity coreference is required. Table 1 gives a number of different phenomena, with their proportions in the dataset.
We used three types of systems to judge baseline performance on DROP: (1) heuristic baselines, to check for biases in the data; (2) SQuAD-style reading comprehension methods; and (3) semantic parsers operating on a pipelined analysis of the passage. The reading comprehension methods perform the best, with our best baseline achieving 32.7% F 1 on our generalized accuracy metric, while expert human performance is 96.7%.
Finally, we contribute a new model for this task that combines limited numerical reasoning with standard reading comprehension methods, allowing the model to answer questions involving counting, addition and subtraction. This model reaches 47% F 1 , a 14.3% absolute increase over the best baseline system.
The dataset, easily-extendable code for the baseline systems, and a leaderboard with a hidden test set can be found at https://allennlp.org/ drop.
Related Work
Question answering datasets: With systems reaching human performance on the Stanford Question Answering Dataset (SQuAD) (Rajpurkar et al., 2016) , many follow-on tasks are currently being proposed. All of these datasets throw in additional complexities to the reading comprehension challenge, around tracking conversational state (Reddy et al., 2018; Choi et al., 2018) , requiring passage retrieval (Joshi et al., 2017; Yang et al., 2018) , mismatched passages and questions (Saha et al., 2018; Kociský et al., 2018; Rajpurkar et al., 2018) , in-tegrating knowledge from external sources (Mihaylov et al., 2018; , or a particular kind of "multi-step" reasoning over multiple documents (Welbl et al., 2018; Khashabi et al., 2018) . We applaud these efforts, which offer good avenues to study these additional phenomena. However, we are concerned with paragraph understanding, which on its own is far from solved, so DROP has none of these additional complexities. It consists of single passages of text paired with independent questions, with only linguistic facility required to answer the questions. 1 One could argue that we are adding numerical reasoning as an "additional complexity", and this is true; however, it is only simple reasoning that is relatively well-understood in the semantic parsing literature, and we use it as a necessary means to force more comprehensive passage understanding.
Many existing algebra word problem datasets also contain similar phenomena to what is in DROP (Koncel-Kedziorski et al., 2015; Ling et al., 2017) . Our dataset is different in that it typically has much longer contexts, is more open domain, and requires deeper paragraph understanding.
Semantic parsing: The semantic parsing literature has a long history of trying to understand complex, compositional question semantics in terms of some grounded knowledge base or other environment (Zelle and Mooney, 1996; Zettlemoyer and Collins, 2005; Berant et al., 2013a, inter alia) . It is this literature that we modeled our questions on, particularly looking at the questions in the Wik-iTableQuestions dataset (Pasupat and Liang, 2015) . If we had a structured, tabular representation of the content of our paragraphs, DROP would be largely the same as WikiTableQuestions, with similar (possibly even simpler) question semantics. Our novelty is that we are the first to combine these complex questions with paragraph understanding, with the aim of encouraging systems that can produce comprehensive structural analyses of paragraphs, either explicitly or implicitly.
Adversarial dataset construction: We continue a recent trend in creating datasets with adversarial baselines in the loop (Paperno et al., 2016; Minervini and Riedel, 2018; Zellers et al., 2018b; Zellers et al., 2018a) . In our case, instead of using an adversarial baseline to filter automatically generated examples, we use it in a crowdsourcing task, to raise the difficulty level of the questions provided by crowd workers.
Neural symbolic reasoning: DROP is designed to encourage research on methods that combine neural methods with discrete, symbolic reasoning.
We present one such model in Section 6. Other related work along these lines has been done by Reed and de Freitas (2015), Neelakantan et al. (2015) , and Liang et al. (2017) .
DROP Data Collection
In this section, we describe our annotation protocol, which consists of three phases. First, we automatically extract passages from Wikipedia which are expected to contain an interesting semantic structure. Second, we crowdsource question-answer pairs on these passages, eliciting questions which require discrete reasoning. Finally, we validate the development and test portions of DROP to ensure their quality and report inter-annotator agreement.
Passage extraction We searched Wikipedia for passages that had a narrative sequence of events, particularly with a high proportion of numbers, as our initial pilots indicated that these passages were the easiest to ask complex questions about. We found that National Football League (NFL) game summaries and history articles were particularly promising, and we additionally sampled from any Wikipedia passage that contained at least twenty numbers. 2 This process yielded a collection of about 7,000 passages.
Question collection We used Amazon Mechanical Turk 3 to crowdsource the collection of questionanswer pairs, where each question could be answered in the context of a single Wikipedia passage. In order to allow some flexibility during the annotation process, in each human intelligence task (HIT) workers were presented with a random sample of 5 of our Wikipedia passages, and were asked to produce a total of at least 12 question-answer pairs on any of these.
We presented workers with example questions from five main categories, inspired by questions from the semantic parsing literature (addition/subtraction, minimum/maximum, counting, selection and comparison; see examples in Table 1 ), to elicit questions that require complex linguistic understanding and discrete reasoning. In addition, to further increase the difficulty of the questions in DROP, we employed a novel adverserial annotation setting, where workers were only allowed to submit questions which a real-time QA model BiDAF could not solve. 4 Following, each worker answered their own question with one of three answer types: spans of text from either question or passage, a date (which was common in history and open-domain text) and numbers, allowed only for questions which explicitly stated a specific unit of measurement (e.g., "How many yards did Brady run?"), in an attempt to simplify the evaluation process.
Initially, we opened our HITs to all United States workers and gradually reduced our worker pool to workers who understood the task and annotated it well. Each HIT paid $5 and could be completed within 30 minutes, compensating a trained worker with an average pay of $10 / hour. Overall, we collected a total of 96,567 questionanswer pairs. The dataset was randomly partitioned into training (80%), development (10%) and test (10%) sets, with mutually exclusive passages across the splits.
Validation In order to test inter-annotator agreement and to improve the quality of evaluation against DROP, we collected at least two additional answers for each question in the development and test sets.
In a separate HIT, workers were given context passages and a previously crowdsourced question, and were asked to either answer the question, or mark it as invalid (this has occurred for 0.7% of the data, which we subsequently filtered out). We found that the resulting inter-annotator agreement was good and at par with other QA tasks; overall Cohen's κ was 0.74, with 0.81 for numbers, 0.62 for spans, and 0.65 for dates.
DROP Data Analysis
In the following, we quantitatively analyze properties of passages, questions, and answers in DROP. Different statistics of the dataset are depicted in Table 2 . Notably, questions have a diverse vocabulary of more than 17.5K different words in our training set.
Question analysis
To assess the question type distribution, we sampled 250 questions from the training and development sets and manually annotated the categories of discrete operations required to answer the question. Table 1 shows the distribution of these categories in the dataset. In addition, to get a better sense of the lexical diversity of questions in the dataset, we find the most frequently trigram patterns in the questions per answer type. We find that the dataset offers a huge variety of linguistic constructs, with the most frequent pattern ("Which team scored") appearing in only 4% of the span type questions. For number type questions, Table 3 : Distribution of answer types in DROP, according to an automatic named entity recognition.
the 5 most frequent question patterns all start with "How many", indicating the need to perform counting and other arithmetic operations. See Appendix for a more detailed question analysis.
Answer analysis In order to discern the level of passage understanding needed to answer the questions in DROP, we annotate the set of spans in the passage that are necessary for answering the 250 questions mentioned above. We find that on an average 1.99 spans need to be considered to answer a question and the average distance between these spans is 23 words, with 15% samples needing at least 4 spans (See appendix for examples). Finally, we assess the answer distribution in Table 3 , by running Part-of-Speech tagger and Named Entity Recognizer from spaCy 5 to automatically partition all the answers into various categories. We find that a majority of the answers are numerical values and proper nouns.
Baseline Systems
In this section we describe the initial baselines that we evaluated on the DROP dataset. We used three types of baselines: state-of-the-art semantic parsers ( §5.1), state-of-the-art reading comprehension models ( §5.2), and heuristics looking for annotation artifacts ( §5.3).
Semantic Parsing
Semantic parsing has been used to translate natural language utterances into formal executable languages (e.g., SQL) that can perform discrete operations against a structured knowledge representation, such as knowledge graphs or tabular databases (Zettlemoyer and Collins, 2005; Berant et al., 2013b; Yin and Neubig, 2017; Chen and Mooney, 2011, inter alia) . Since many of DROP's questions require similar discrete reasoning, it is appealing to port some of the successful work in semantic parsing to the DROP dataset. Specifically, we use the grammar-constrained semantic parsing model built by Krishnamurthy et al. (2017) (KDG) for the WIKITABLEQUESTIONS tabular dataset (Pasupat and Liang, 2015) .
Sentence representation schemes
We experimented with three paradigms to represent paragraphs as structured contexts: (1) (2017), we use the argument and return types of these functions to automatically induce a grammar to constrain the parser. We also add context-specific rules to produce strings occurring in both question and paragraph, and those paragraph strings that are neighbors of question tokens in the GloVe embedding space (Pennington et al., 2014) , up to a cosine distance of d. 8 The complete set of functions used in our language and their induced grammar are included in the Appendix.
Training and inference During training, the KDG parser maximizes the marginal likelihood of a set of (possibly spurious) question logical forms that evaluate to the correct answer. We obtain such a set by performing an exhaustive search, driven by the grammar, up to a preset tree depth. At test time, we use beam search to produce the most likely logical form, which is then executed to predict an answer.
SQuAD-style Reading Comprehension
We test four different SQuAD-style reading comprehension models on DROP: (1) BiDAF (Seo et al., 2016) , which is the adversarial baseline we used in data construction (66.8% EM on SQuAD 1.1); (2) QANet (Yu et al., 2018) , currently the best-performing published model on SQuAD 1.1 without data augmentation or pretraining (72.7% EM); (3) QANet + ELMo, which enhances the QANet model by concatenating pretrained ELMo representations (Peters et al., 2018) to the original embeddings (78.7% EM); (4) BERT (Devlin et al., 2018) , which recently achieved improvements on many NLP tasks with a novel pretraining technique (84.7% EM). 9 These models require a few minor adaptations when training on DROP. While SQuAD provides answer indices in the passage, our dataset only provides the answer strings. To address this, we adopted the marginal likelihood objective function proposed by , which sums over the probabilities of all the matching spans. 10 We also omitted the training questions which can not be answered by a span in the passage (45%), and could therefore cannot be represented by these systems.
Heuristic Baselines
A recent line of work (Gururangan et al., 2018; Kaushik and Lipton, 2018) has identified that popular synthetic NLP datasets (such as SQuAD (Rajpurkar et al., 2016 ) or SNLI (Bowman et al., 2015 ) are prone to have artifacts and annotation biases which can be exploited by supervised algorithms that learn to pick up these artifacts as signal instead of more meaningful semantic features.
We estimate artifacts by training the QANet model described in Section 5.2 on a version of DROP where either the question or the paragraph input representation vectors are zeroed out (question-only and paragraph-only, respectively). Consequently, the resulting models can then only predict answer spans from either the question or the paragraph.
In addition, we devise a baseline which estimates the answer variance in DROP. We start by counting the unigram and bigram answer frequency for each wh question-word in the train set (taken as the first word in the question). The majority baseline then predicts an answer as the set of 3 most common answer spans for the input question word (e.g., for "when", these were "quarter", "end" and "October").
Augmented QANet
DROP is designed to encourage models that combine neural reading comprehension with symbolic reasoning. None of the baselines we described in Section 5 can do this. As a preliminary attempt toward this goal, we propose an augmented QANet model, which allows the state-of-the-art reading comprehension system to produce three new answer types: (1) spans from the question; (2) counts;
(3) addition or subtraction over numbers. To predict numbers, the model first predicts whether the answer is a count or an arithmetic expression. It then predicts the specific numbers involved in the expression. This can be viewed as the neural model producing a partially executed logical form, leaving the final arithmetic to a symbolic system. While this model can currently only handle a very limited set of operations, we believe this is a promising approach to combining neural methods and symbolic reasoning. The model is trained by marginalizing over all execution paths that lead to the correct answer.
Model Description
Our augmented QANet model follows the typical architecture of previous reading comprehension models, which is composed of embedding, encoding, passage-question attention, and output layers. We use the original QANet architecture for everything up to the output layer. This gives us a question representation Q ∈ R m×d , and a projected question-aware passage representationP ∈ R n×d . We have four different output layers, for the four different kinds of answers the model can produce:
Passage span As in the original QANet model, to predict an answer in the passage we apply three repetitions of the QANet encoder to the passage representationP and get their outputs as M 0 , M 1 , M 2 respectively. Then the probabilities of the starting and ending positions from the passage can be computed as:
where FFN is a two-layer feed-forward network with the RELU activation.
Question span Some questions in DROP have their answer in the question instead of the passage.
To predict an answer from the question, the model first computes a vector h P that represents the information it finds in the passage:
Then it computes the probabilities of the starting and ending positions from the question as:
where the outer product with the identity (e |Q| ⊗ ·) simply repeats h P for each question word.
Count We model the capability of counting as a multi-class classification problem. Specifically, we consider ten numbers (0-9) in this preliminary model and the probabilities of choosing these numbers is computed based on the passage vector h P :
Arithmetic expression Many questions in DROP require the model to locate multiple numbers in the passage and add or subtract them to get the final answer. To model this process, we first extract all the numbers from the passage and then learn to assign a plus, minus or zero for each number. In this way, we get an arithmetic expression composed of signed numbers, which can be evaluated to give the final answer.
To do this, we first apply another QANet encoder to M 2 and get a new passage representation M 3 . Then we select an index over the concatenation of M 0 and M 3 , to get a representation for each number in this passage. The i th number can be represented as h N i and the probabilities of this number being assigned a plus, minus or zero are: Answer type prediction We use a categorical variable to decide between the above four answer types, with probabilities computed as:
where h Q is computed over Q, in a similar way as we did for h P . At test time, we first determine this answer type greedily and then get the best answer from the selected type. 
Results and Discussion
The performance of all tested models on the DROP dataset is presented in Table 4 . We employed the standard implementation of Exact-Match accuracy as used by SQuAD, however, in case of F1, if the number in predicted answer does not match the number in gold (wherever applicable) we assign F1 as zero for that answer. Most notably, all models perform significantly worse than on other prominent reading comprehension datasets, while human performance remains at similar high levels. 12 For example, BERT, the current state-of-the-art on SQuAD, drops by more than 50 absolute F1 points. This is a positive indication that DROP is indeed a challenging reading comprehension dataset, which opens the door for tackling new and complex reasoning problems on a large scale.
The best performance is obtained by our augmented QANet model. Table 6 shows that our gains are obtained on the challenging and frequent number answer type, which requires various complex types of reasoning. Future work may also try combining our model with BERT. Furthermore, we find that all heuristic baselines do poorly on our data, hopefully attesting to relatively small biases in DROP.
When examining the performance of the semantic parsing baselines, we find that they all perform quite poorly on DROP. This is partly since we had to limit the search space for logical forms up to depth 9 due to its exponential run time (finding 12 Human performance was estimated by the authors answering 420 questions from the test set. a plausible logical form for less than 20% of the training questions), indicating that more research is needed to address the scalability of these models to large-scale reading comprehension datasets.
Error Analysis Finally, in order to better understand the outstanding challenges in DROP, we conducted an error analysis on a random sample of 100 erroneous augmented QANet predictions. The most common errors were on questions which required complex type of reasoning, such as arithmetic operations (evident in 51% of the errors), counting (30%), domain knowledge and common sense (23%), co-reference (6%), or a combination of different types of reasoning (40%). See Table 5 for examples of some of the common phenomena.
Conclusion
We have presented DROP, a dataset of complex reading comprehension questions that require Discrete Reasoning Over Paragraphs. This dataset is substantially more challenging than existing datasets, with the best baseline achieving only 32.7% F1, while humans achieve 96%. We hope this dataset will spur research into more compre-hensive analysis of paragraphs, and into methods that combine distributed representations with symbolic reasoning. We have additionally presented initial work in this direction, with a model that augments QANet with limited numerical reasoning capability, achieving 47% F1 on DROP.
A Distribution of question patterns 
B Experimental Setting
For the BiDAF baseline, we use the implementation in AllenNLP but change it to marginal objective. For QANet model, our settings differ from the original paper only in the batch size (16 v.s. 32) and number of blocks in the modeling layer (6 v.s. 7) due to the GPU memory limit. We adopt the ELMo representations trained on 5.5B corpus for the QANet+ELMo baseline and the large uncased BERT model for the BERT baseline. The hyperparameters for our augmented QANet model are the same as the QANet baseline. 
