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1. INTRODUCTION 
In Iwasawa’s [ 11 work on class numbers of cyclotomic fields an impor- 
tant role is played by the finite index of an ideal, called later on the 
Stickelberger ideal, of the p”th cyclotomic field, where p is an odd prime. 
The index has been computed by means of the representation theory of 
algebras. 
The elementary approach of Skula [7] to Iwasawa’s results is based on 
a new computation of the index. Skula finds a basis for the Stickelberger 
ideal, and then obtains the index by computing the determinant of a 
suitable transition matrix. 
Iwasawa’s theorem was generalized to any cyclotomic field by Sinnott in 
[6] who defined Stickelberger ideal and computed its index by means of 
the theory of cohomology of groups. Our intention was to find a basis of 
Stickelberger ideal in the case of any cyclotomic field and to prove 
Sinnott’s theorem by Skula’s method. But finding a basis in this case is not 
so easy as for the p”th cyclotomic field. However, it can be shown that this 
ideal can be described by means of the module generated by values of an 
odd Kubert’s universal ordinary distribution (see [3]). 
There are other important examples of modules describable by modules 
generated by values of an odd or even Kubert’s universal ordinary distribu- 
tion, e.g., Sinnott’s Stickelberger ideal or the group of circular units of a 
cyclotomic field (see [6]). Hence we were interested in searching for the 
bases of these modules (compare with [23, where the easier case of . . . 
Z,?,-dlstnbutlon IS solved). 
In this paper we shall consider a more general type of modules. For any 
direct product G = n;= 1 T, of finite abelian groups Ti with elements ji E T, 
of order 2 we define a module U, in the group ring Q[ G] depending on 
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chosen elements I,, . . . . 2, E G. The main result of this paper is a description 
of some bases of the modules (1 + j) U, and (1 - j) U,, where j = nl= i ji 
(see Theorem). This result is useful in the theory of cyclotomic fields 
because we can use it for the construction of a basis of the Stickelberger 
ideal and of an independent system of generators of the group of circular 
units for the mth cyclotomic field which both have been known only in the 
case of m being an odd prime power. For details of this construction see 
[S]. A brief survey of results of this paper and [S] is given in [4]. 
2. MODULE U, 
Let n be a positive integer and Ti be a finite abelian group for any 
i=l , . . . . n. Let ji E T, be an element of order 2, i.e., jj # 1, jf = 1. We denote 
G = n;= i Ti product of these groups. We set j = nr= i ji. Let Ai E G be any 
chosen element of G for any i= 1, . . . . n. 
For any subset H of the group G we define the following element of the 
group ring Q[G] 
s(H)= c TEQ[G]. 
refi 
Let ei= (l/card Ti) s( Ti) be the idempotent of the group ring and 
ci = iiei for any i = 1, . . . . n. For any A G Q[G] let 
A+ = {aL4;ja=a), 
A- = {afzA; ja= -a}, 
and 
AH= {aeA;VzEH:za=a}, 
for any subgroup H of the group G. 
In this paper any additive subgroup A z Q[G] is called an H-module if H 
is a subgroup of G and zA = A for any r E H. Module denotes { 1 }-module. 
An H-module A is called free if there exist elements aI, . . . . a, E A such that 
any a E A can be uniquely written in the form a = Cicl biai, where 
~,EZ[H]. The set {a,, . . . . a,} is called the basis of the H-module A. 
We choose a new element g: and construct abelian semigroups TF = 
Tiu (g+) for any i= 1, . . . . n by the following way. The product of 
p, 0 E TT is defined as g,+ if p = g,? or o = g* and as their product in Ti if 
both p E Tj and o E Ti. Let G* = nl=, Ty be the product of these semi- 
groups and rci: G* + Ti* the projections. 
For any i=O, 1, . . . . n we define the mappings ai: G,+ Q[G], where G,= 
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niC1 Tz .n~=j+, Tk, by the following way: we set a,(r)= 7 for any 
TEG~ and 
for any 0 < i 6 n and r E Gi_ , . It is easy to see that the definition is correct. 
For any i = 0, 1, . . . . n let U, be the module generated in Q[G] by the set 
{a,(r); 7 E Gj}. Because 
uj~,(r)=u,(z)+ & uAAg3) I 
foranyi=l,..., nandtEG,_,,wehave 
which implies Ui Q Q = Q [G] for any i = 0, 1, . . . . n. 
LEMMA 1. (1) ~~(~)s(TJ=(l-~~~)u~(g,%) for any ldi<kQn, 
TEG~, ri(T)#g*. 
(2) (l-ei+,)Ui=(l-e,+,)Ui+,forunyi=O,l,...,n-1. 
(3) A~={~~~A;e~cl=a}forunyi=l,...,nundunysetA~Q[G]. 
(4) U,?;+;’ E UI?g+’ fir any i=O, 1, . . . . n- 1. 
(5) If H is a subgroup of the group G and A cQ[G] is a free 
H-module then AH = s(H) A. 
(6) If H is a subgroup of the group G, j$ H and A G Q[G] is a free 
{l,j}H-module then (AH)+=(l+j)s(H)A and (AH)-=(l-j)s(H)A. 
Proof This is easy. 1 
Let Si=n;=i+r Tk c G for any i = 0, 1, . . . . n and S:= {l,j} Sj=SiujSj 
for any i = 1, . . . . n. For any i = 1, . . . . n we choose a subset Tl c Ti such that 
JET,!, T,!njiT(=O, and TivjiTi=Ti. 
We define the following subsets of the set { 1, . . . . n}: 
v(T) = {k; n/c(T) = g,*}, 
W(T) = (k; %(T) = j,}, 
Y(T)= {k; n,(T)= I}, 
for any T E G*. 
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LEMMA 2. (1) Ui is a free S,-module with a basis 
for any i = 0, 1, . . . . n. 
(2) Ui- I is a free S:-module with a basis 
for any i= 1, . . . . n. 
(3) Let l<k<i<n and K={zEGi;xk(~)#g~}. For any TEK we 
set 
b(r)=ai(,)+& J-kai(tTk*z). 
k 
Let F= {k} u {i+ 1, . . . . n} and X be the module generated by the set 
{b(z);rEK}. Then X@Q=Q[G] and X is a free ((1, j} nrSF,ir) T’)- 
module with a basis 
for any r E F. 
Proof: We shall prove only part (3) because the proofs of parts (1) and 
(2) are similar. 
It is easy to see that ,M E K and pb(z) = b(p) for any r E K, p E G. 
For any v E K there exist uniquely determined elements t,~ 
nf, {I,...,iJ\(k) Tf*, cJ,E i”L, PYE (l,j>, K,E~J-~F\(~) T’ such that V= 
tvc,P,K,. 
We define the ordering D on the set K by 
for any v, ~1 E K. 
For any VE K such that W(r,) #@ we shall prove that b(v) can be 
written as a Z-linear combination of b(p), where p E K and v D p. Let 
f E W(r,). Hence 1 <f <i and f #k. Lemma l(1) implies 
S(Ty)b(v)=(l-3L/) ai(g:v)+& ~kai(gf*g,*v) 
k > 
= Cl- $1 bk,*v) 
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b(v)=h(gf*v)-h(l, gp- c h(cm~). 
rut7, ;I; 
If p= g?v or ~=A~g,?v then V(r,,)= C’(r,.) u if’;, i.e., v D p. For any 
o~T~,w# 1 we have V(t, ,,,, )= V(z,,), W(T, ,,,, )= lV(r,,)\{.f), i.e., v > WV. 
We can prove by induction with respect to v E K and the ordering D that 
b(v) can be written as a Z-linear combination of h(p), where /J E K and 
W(r,) = @, for any v E K. Hence X is the module generated by the set 
Because s( Tk) ai (gzr) = (card Tk ) a,( gfr ), Lemma 1( 1) implies 
~(T~)b(z)=(l -E+)a,(g;~)+&~~~(g+)=u;(g$) 
for any t E K, hence 
u-ak)hw=b(r)-~ i,q(g,*r) = Ui(T). 
k 
It implies that Ui@Q~X@QcQ[G], hence X@Q=Q[G] 
Because 
card ( n (TT\{j,))).card Ti.2.card ( n TY) 
f;;i..i feWir: 
= card G = dim X@ Q, 
the set 
is a basis of the free ({ 1, j} nf cf,iri Tf )-module X 1 
LEMMA 3. 
(1 -P)(dSi) ui)+ C (1 + j)s(Sj) U,, 
(l-P)(4S,) ui)p G(l -j)s(S,) Ui, 
for any i=O, l,..., n unduny PEG. 
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Proof. We prove both inclusions together. Because G = nl=, Ti it is 
enough to prove them with the assumption that p E Tk for any fixed 
kE { 1, . . . . n}. Let XE (s(Si) Vi)*. We can choose YE Ui such that 
x =s(S,)y. If k > i then p E Si, (1 -p)x= (1 -p) s(Si) y = 0, and the 
lemma follows. Let us suppose k 6 i. The definition of Uj implies that 
(1 -p) y is a Z-linear combination of (1 -p) a,(r), where r E Gi. If 
rck(r)= gz for some teGi, then pt=t and (1 -p) a,(z)=O. Hence 
(1 - p) y is a Z-linear combination of (1 - p) q(r), where T E Gi, TC~(T) # 
gz. We shall use Lemma 2(3) for r = k: 
thus (1 -p)y~X, hence (1 -p)x=s(S,)(l -p)y~J?,. But Lemma 2(3) 
implies that X is a free &-module. Because j( 1 - p)x = f(1 - p)x, we 
obtain from Lemma l(6) that there exists z E X, such that 
(l-p)X=(l +j)S(Si)Z. 
Therefore 
(1 -p)x=(l --p)(l-0,)x=(1 f j)s(S,)(l -ok)z. 
Because (1 - gk) b(r)=a,(r) for r~ Gi, rtk(r)# gz, we have 
(1 - g,)Xz Ui. Hence 
(l-P)xE(l+j)S(Si) uj. I 
Because (l+j)AzA+ and (l-j)AzA- forany G-moduleA wehave 
factorgroups A+/(1 +j)A and A-/(1 -j)A. 
The following result can be obtained with the help of cohomology theory 
of groups, too (see [6]). 
LEMMA 4. For any i = 0, 1, . . . . n - 1 there exist homomorphisms @ +, W, 
Y+, and Y- such that the following sequences are exact: 
O - (dsi) ui)+l(l +j)(s(si) ui) 
z (S(sj+l) ui+l)+/(l +j)Cs(Si+l) uj+l) 
z (S(Si) Ui)-/(l -j)(s(Si) Uj)- 0 
0 - tstsi) ui)-/(l -j)(s(si) ui) 
rp- (S(Sj+ I) ui+ l)-/(l -j)(S(Sj+ 1) uj+ 1) 
z (S(Si) Ui)+/(l + j)(S(Si) Ui)- 0. 
641/40/1-2 
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Proqf: We prove both cases together. For any r E G, 
S(Si)u;(T)=s(S,+,)S(Ti+~)u,(T)=S(S,+~)U,+~(g,*+~r), 
hence s(S,) Ui z s(S, + , ) U, + , . We can define 
@‘(x+(l+j)s(S,) ui)=x+(l +j)s(s;+r) u;+,, 
for any xEs(Si) Ui. 
For any XE(~(S,+,)U~+,)’ we can choose yeUitl such that x= 
s(Si+ ,) y. Lemma l(2) implies that there exists 2 E Ui such that 
(1 -e,+,)==(l -ei+,)y. 
Because 
(l-ei+l)(lfj)s(Si+,)z=(l-e,+,)(lfj)s(Si+*)y 
=(l -ei+,)(l Tj)x=O, 
it follows from Lemma l(3) that 
(1 Tj),s(S,+,)ZE((l Tj)s(S,+,) uJ~+‘s(u~+‘)~+‘= u,s’. 
From Lemma 2( 1 ), U, is a free Si-module, hence Lemma l(5) implies 
Us’=s(Si) Ui. Thus (1 T~)s(S~+~)ZE(S(S;) Uj)T and we can define 
Let us prove this definition is correct: for any x1, x2 E (s(S,+ ,) Uj+ 1)k such 
that xl-x2~(1&j)s(S,+,)Ui+, let us choose any y,,y,~U~+~, 
z,,z,~U~ such that x,=s(S,+,)y,, (l-ei+r)z,=(l-ei+r)y, for 
k=l,2. We must show (lTj)s(S,+,)(z,-zZ)~(lTj)s(S,)Ui. Because 
Lemma l(2) implies there exists u E Ui such that 
(l-ei+I)s(Si+,)(z,-z*)=(l-ei+,)(l~j)s(Si+,)u. 
For u=z,--z,-(lfj)u~U~ we have (l-e,+,)s(Si+,)u=O. Hence 
Lemmas l(3), (5) and 2(l) imply 
s(S,+ l)U E (S(Si, 1) Ui)K+’ = (us,+y+I = us, = s(S,) ui, 
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thus 
(lrj)s(S,+l)(z,--*)=(1Tj)s(~,+,)(~+(1+j)u) 
=(lTj)s(S,+,)uE(lfj)S(S,) ui. 
It is easy to see that Yy’ and @ * are homomorphisms. 
We shall prove that @’ are injections if we show 
Let x=s(S,)y=(l f j)s(Si+i)z, where YE Ui, ZE U,+,. There exist 
u,u~U~such that z=(l-ai+,)u+s(T,+,)o. Because 
we have 
(l-ei+~)(lfj)s(Si+,)u=(l-ei+l)(lfj),(Si+,)Z 
=(l-e,+,)x=(l-e,+,)s(S,)y=O, 
hence 
(l*j).S(Sj+i)uE(S(S;+i) U;)~+'=(Usl+')T,+'=U;Tr=S(Sj)Ui 
from Lemmas l(3), (5) and 2( 1). There exists w  E Ui such that 
(l*j)~(~~+,)u=s(~,)w 
and 
(l-ai+l)(l +j)S(Si+l)U 
=(l -CTi+,)s(S;)w 
=(l-~;+l)S(Ti+l)s(Sj+,)w=(l-~i+,)s(Si)w, 
Because (l~j)s(S,)w=(l~j)(l+j)~(S,+,)u=O, we have 
(l-aj+l)(l+j)s(Sj+*)uE(l--~+,)(s(Si) ui)+ c(l+j)s(si) ui 
from Lemma 3. Hence there exists t E Uj such that 
(1 -or+, )(l~j)S(Si+,)u=(l+j)S(Si)t 
272 
and 
RAVAN KUt’ERA 
=(I +j)S(S,)(f+U)E(l *j)s(S;) u,. 
Let us prove Im @ * c Ker Y *. For any x E (s(Si) U,) * there exists 
MEU~ such that x=s(S,)u. Let ~=s(T,+,)~EU,+,. Hence .u=s(S,+,).~ 
and (1 -ei+,))‘=O. We can take z=O and 
Y*(@*(x+(l *j)s(s,) U,))=O+(l Tj)S(S;) u,. 
We shall prove Im @* ZKer YI-“. Let XE (s(Si+ ,) U,, ,)‘, J’E Ui+ ,, 
and ZEU, be such that .u=s(S,+,)1;, (l-e,+,)y=(l-e,+,)z, and 
(lTj)s(S,+,)~~(lTj)s(S,)U~. Let wEUj satisfy (lTj)~(S,+,)z= 
(1 T j)s(Si)w. Hence 
s(S,+,)(z--(Ti+I)W)E(S(S,+I) ut)’ =(U~+‘)’ =(l IkjJs(Sz+,) u, 
from Lemmas l(5), (6) and 2(l), (2) and there exists UE Uj such that 
s(Si+,)(;-s(T;+,)M’)=(l+j)S(S,+,)u. 
Because (l-ai+i)~~Ui+i weobtainfor t=(l+j)s(S,+,)(l-ai+,)u 
,~-t=s(Si+,)(~-(l_+j)(l-aj+,)U)~S(Si+1) U[+I. 
But 
(l-ei+*)(X-tt)=s(Si+,)(l-e,+,)(z-(l+j)U) 
=s(S,+,)(l -ei+l)(z-(z-S(Ti+,)w))=O, 
and Lemmas l(3), (5), (4) and 2(l) imply 
x-fE(S(S,+,) ui+,)c+l 
= (uf;+y,+l= (ujT+p+I E((-Jf;+qS’+1= @L@,) ui. 
Because 
(1Tj)(X-~)=(1Tj)x-(1Tj)t=0, 
we have Ic- te (s(Sj) U,)* and 
@‘((X-t)+(lfj)S(Sj) ui)=(X-t)+(l+j)S(Si+l) ui+l 
cX+(l+j)s(si+l) ui+l. 
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The lemma will be proved if we show Y” are surjections. Let 
UE (s(S,) Uj)T, LIE Ui, and u=s(S,+,)s(T,+,)v. Lemmas l(5), (6) and 
2( 1 ), (2) imply 
hence there is z E Ui satisfying u = (1 T j) s(S,+ 1 )z. Therefore 
(1-oi+I)u=(1-ai+,)S(Tj+l)s(Si+,)v=(1-~i+*)s(Ti+,)s(Si+,)u 
=(l-~i+,)u~(l-~j+,)(s(Si)Ui)‘~(lTj)s(S,)Ui 
from Lemma 3 and there exists w  E Uj such that 
(1 -ai+r)u=(l T j)s(S;)w. 
Let y=(l -cJ~+,)z-s(T~+~)wE U,+, and x=s(S,+,)y. But 
and 
imply x~(s(S,+,) U,,,)’ and 
Vv’(x+(l *A.dsi+l) U,,l) 
=(l~j)s(S,+,)z+(lTj)~(S~)U,=U+(lfj)s(S,)U,. 1 
LEMMA 5. (1) card((s(S,) U,)‘/(l+j)s(S,) UO)=2, card((s(S,) U,)-/ 
(1 - j)s(S,) U,)= 1. 
(2) card((s(S;) U,)*/(l+ j)s(Si) Uj)=22’m’for any i= 1, . . . . n. 
ProoJ The lemma is a corollary to Lemma 4. I 
LEMMA 6. (1) ((1 f j) U,pI)T”= (s(T,) Unpl)*, 
(2) ((1 *A UJTn=(l *j)dT,) U,-,. 
Proof: (1) For any x E (( 1 f j) U,- ,)T” there exists y E U, _, satisfying 
x=(l-kj)y. Lemmas l(5) and 2(l) imply x~lJ:~,=s(T,) U,-, and 
(lTj)x=(lTj)(lfj)y=O.Hencex~(~(T,,)U,~~)’. 
For any ~E(s(T,) U,-,)’ there is ZEU,_, such that x=s(T,)z. 
Because xEU,‘_,=(l&j)U,_, from Lemmas l(6) and 2(2) and 
(1-e,)x=(l -e,)S(T,)z=O, Lemma l(3) implies xE((1 *j) U,-,)Tn. 
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(2) For any .Y E (( 1 f,j) U,,)‘n there are J’E U,, and o, H’E U,,- , such 
that x=(1 fj)~> and ?,=(I -~,,)~+s(T,,)M’. Lemma l(3) implies 
hence (1 fj)o~ U,::, =s(T,,) U,, , from Lemmas l(3), (5) and 2( 1). 
Moreover (1 fj)r~(~(T,) U,, ,)+ because (1 fj)( 1 -tj)r = 0. Hence 
x=(1 +J)((l -a,)u+S(T,)rV)=(l k,j)((l -a,)e,u+S(T,)M’) 
=(1+j)((l-n,,e,~u+S(T,,)~)=(1f~)((l-3”,)u+S(T,)~v) 
and 
from Lemma 3. Hence there is 2 E U, ~, such that (1 - A,)( 1 k j)o = 
(1 &j)s(T,,)z and so 
x=(1 ,j)((l -~,)u+s(T,)w)=(l +j)S(T,)(,?+w)E(l kj)s(T,) u,-,. 
On the other hand let us suppose x E (1 + j) s( T,) U,-, . There is 
?E U,-, satisfying x=(1 +j).r(T,,)t. But s(T,,)t~ U,, and x~(l +j) U,,. 
Because (1 -e,)x=(l -e,,).r(T,)(l +j)t=O, Lemma l(3) implies XE 
((1 ?A UJTn. I 
For free modules A, B E Q[G] satisfying A @ Q = B @ Q let (A : B) 
denote the absolute value of the determinant of the transition matrix from 
some basis of A to some basis of B. The following lemma describes the 
basic properties of this symbol. 
LEMMA 7. Let A, B, CC Q[G] be free modules satisfying A @ Q = 
B@Q=C@Q. 
(1) (A : C)=(A : B)(B: C). 
(2) IfBsA then (A: B)=card(A/B). 
(3) Let HEQ[G] and A,= {x~A;clx=O}, B,= {x~B;ax=O}. 
Then A,, B,,aA,aB are free modules, A.@Q=B,@Q, (aA)@Q= 
(MB) 0 Q, and 
(A : B) = (A, : B,)(aA : aB). 
Proof: See 161. 1 
LEMMA 8. 
for any n 2 2. 
((1 +J) u,_, : (1 +j) Un)=22n+2 
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Proof. Lemma 7(3) for A=(l+j)U,-,, B=(l+j)U,, N=l-ee,, 
and Lemma l(3) imply 
((1 kj) u,-, : (1 *A U,) 
= (((1 +A u,-,)Tn : ((1 +A UJTm) 
.(((I -e,)(l +A U,-,) : ((1 -eJl +A u,)). 
It follows from Lemma l(2) that (1 -e,) U,- 1 = (1 -e,,) U,. Hence 
((1 +A u,-, : (1 *A U,,)=((s(Tn) un-I)’ : ((1 kj)s(T,) u,-,I) 
from Lemma 6. Because S,- , = T, the lemma fohows from Lemmas 5(2) 
and 7(2). 1 
LEMMA 9. (1) For any <EQ[G] and any set FL { 1, . . . . n- l} the 
element 
can be written as a Q-linear combination of (1 f j) a,-, (DT), where o E Tk 
andrEn;I:(T.r*\(j~))sati~~e~nf(z)=gfforeachf~F. 
(2) For any i=O, 1, . . . . n and t E G, there is 5 E Q[G] such that 
ai(T)=(k~cr,4Tk)) 5, 
where V(z) is defined above Lemma 2. 
Proof: (1) Lemma 2(2) states that {a,- ,(a~); CT E T;, T E K} is a 
basis of the (1, j}-module U,- ], where K=l’J;:i (T,*\{ji}). Because 
U n- r 0 Q = Q[G] there exist uniquely determined x,.,, x&,, E Q, where 
CT E Tk, t E K, satisfying 
Hence 9 = f jq implies x,,, = f xi,, for any CT E Th, T E K, and 
r=C cx .,A1 *A a,-,. (*) 
ofTA reK 
For any k E F we shall prove x,,, = 0 for any CT E TL and any z E K satisfying 
nk(t) # gt. Lemma 2(3) for i= n - 1 and r = n implies that there are 
uniquely determined y,,,,,, Y&.~.~ E Q, where 
0 E T:,, TEK'= ,=I" ~, (T,*\'&}), 'CETk, 
if? 
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such that 
(lkj)i” n .dT,)= c c 1 (?,,.,..-t./~k.,..)tih(65). It/-“;k) CT‘? 7,; *t/C hili 
Therefore ~a~, T,~ = +J$, T,~ for any 0 E Tk, T E K’, and K E T,. Because 
s(Tk) b(ar) = a,_ ,(g,*az) (see the proof of Lemma 2(3)), multiplying by 
s(Tk) we obtain 
= c c ( YE ~,,,)(li-i)a,~l(a-R:r). 
at T; ,  reK’ K E Tk 
Because g,*K’ s K and K\g,*K’ = {r E K; rrk(t) # g,*}, the uniqueness of 
X 0.T in (*) implies x,,, = 0 for any CJ E TL, r E K satisfying rck(r) #gt, and 
part (1) of the lemma follows. 
(2) This part of the lemma can be easily proved by induction 
for i. i 
3. BASES OF THE MODULES (1 + j) U, AND (1 - j) U, 
For the description of some bases of the modules (1 + j) U, and 
(1 - j) U,, we shall need the following sets M,, AC E G 
M, = ii 
i= 1 
(T::lk,)\( ij (“n’ VW;,)) 
k=l i= 1 
x(T,\(T;u b/cl)) 
where N, = {a~nr=, (1, 8:); (-l)card ‘(O’= Tl}. 
LEMMA 10. 
M, = (zeG*; W(t)=@ A (~(r)=O=--l)~~‘~ “*)= *I) 
A (c(z) = k > 0 s Q(Z) E T;)], 
where the sets V(r), W(z), and Y(z) are defined above Lemma 2 and 
c(5) = max( (0, 1, . . . . n}\( V(r) u Y(T))) 
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for any z E G*. Moreover 
cardM+=cardM-=$cardG. 
Proof: Let k E { 1, . . . . n). It is easy to see that c(r) = k for any 
( 
k-l 
TE ,I=l, (V\CiH 
> 
(Tk\(ThU Qk>)) fi (13 u.3). 
( i=k+ 1 
Because c(r) = 0 for any z E N+, the first part of the lemma follows. Hence 
the sets in the second row of the definition of the sets M, are disjoint and 
card M, = fi card T, - i 
i= 1 kc, (.=, card Ti) 
‘fi’ 
.(icard Tk- l).2”Pk-22”- 1 
= i card T,- f (i card Ti).2”-*-’ 
i= 1 k=O i= I 
+z, (I!: card T,).2”-* 
=ficardT,-ficardT;=fcardG. [ 
i= 1 i=l 
THEOREM. ( ( 1 + j) a,(z); T E M, } is a basis offhe module (1 + j) U,, and 
{(l-j)a,(z);~~M_) isabasisofthemodule(l-j)U,. 
COROLLARY. For any t E Q[G] the element (1 f j)< can be written as a 
Q-linear combination of (1 ) j) a,(r), where z E M,. 
Proof of the Corollary. This follows from 
Proof of the Theorem. Because 
dim((l+j)U,)@Q=dim(l+_j)Q[G]=~cardG=cardM+ 
from Lemma 10, it is enough to prove that ((1 & j) a,(z); z E M, > 
generate the module (1 + j) U,. This assertion will be proved by induction 
with respect to n. 
Ifn=l thenM~=T’,,M+=(T’i\{l})u{g~}and 
(l+j)a,(r)=(l+j)(l-~i)r=(l+j)r-2ei 
(l-j)a,(t)=(l-j)(l-c~,)r=(l-j)t 
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for any r E G. Moreover 
(1 +j)u,(gl”)=(l +.i).s(T1)=2.dT1), 
(1 -j)u,(g:)=(l -,j)S(Tr)=O. 
Because 
(1 kj) ~*(~j)=j(l +j) a,(t)= +(I Ij) a,(7) 
for any r E G and 
,FTi (l+j)al(7)=rFTi (1 +AT-(card T,)e,=~(T,)-~(T,)=0. 
((1 +j) a,(7); 7 EM, } is the system of generators of the module 
(1 +A u,. 
Let us suppose that n > 1 and that the theorem and the corollary were 
proved for n - 1. We must consider both the cases n - 1 and n at the same 
time, so we distinguish the case we think about by means of the upper right 
index, i.e., G(“pl’=fl~~~ T,, G(“‘=n:=, T,, j(“+“=n~~~ji, jcn’= 
n;=, ji, etc. For any 5: = CrEGln, a,7 E Q[G’“‘] let 
Hencej’“‘=j’“P1’. Let us suppose that AinP1’=Ain) for any i= 1, . . . . n- 1. 
Because ejn)=einP’l, we have CJ!~‘=CJ~~~“. It is easy to see that r~ikf’~-‘~ 
if and only if rg,* E M’,“’ for any 7 E G’“- ‘I. It can be easily proved by 
induction with respect to i = 0, 1, . . . . n - 1 that 
@J(t) = ay “(7) 
for any 7 E Cl” - ’ ). 
The corollary of the theorem for n - 1 implies that for any 5 E Q[G(“‘] 
the element (1 +j(fl-l’)F can be written as a Q-linear combination of 
(1 kj (“- “) 4’1~“(7), where 7 E A4 ‘; ~ I). Hence there are 7t, E Q satisfying 
Therefore 
(l+j(n))r=(l_+j(n~'))r= C n (l+j'"')a~!,(7). 
reM!"-l) = 
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For any g E Q[G’“‘] we have fl= 0 if and only if s( T,) q = 0. Hence 
s(T,)(l +j'"')5=s(T,)~~~"-,,n,(l +j'"')a~!,(~) 
= C rc,;l *j(')) ar'(g,*z). 
rEMoI-Il + 
In the rest of the proof we shall omit the upper right index n. That is why 
we write once more the proved result: for any t E Q[G] the element 
s( T,)( 1 If: j)l can be written as a Q-linear combination of (1 k j) a,(z), 
where r E M+ and z,(r) = g,*. 
Let us denote 
T= TL. n (Tt\{jkj)= {LEG*; W(z)=@ A n,(t)~ I”;}. 
&=I 
Lemma 10 implies 
T\M+ = {wG*; W(r)=@ A (~(t)=O*(--l)=~~ Y(r’= T1) 
A (C(T) = k > 0 * n&(T) $ T;) A n,(z) = I}, 
M,\T= {TEG*; W(T)=@ A (c(T)=o~(--l)cardY(r)= fl) 
* (C(z)=k>O=Xk(Z)ET;) A n,(z)=g,*}. 
Let us define a mapping Ic/: T-M, by Il/(z)=r if rE TnM, and 
$(T)=g,*T n jk 
k = l,...,n 
kC Y(r)u Y(r) 
if T E T\M,. It can be easily proved that rc/ is a bijection. 
We want to determine the absolute value of the determinant of the trans- 
ition matrix from the basis (( 1 + j) a, ~ 1(~); T  E T} of module (1 f j) U, ~, 
(see Lemma 2(2)) to the system ((1 + j) a,,(p); PE M, }. Let us choose 
some linear ordering a of the set M, such that p d v for any ~1, v E M, 
satisfying some of the conditions 
(1) n E W)\Vv), 
(2) nE wL)n V(v) A W)s V(v), 
(3) fzE I/(P) n V(v) * W)= V(v) A Y(P)3 Y(v). 
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Let s,,, and -‘TV denote the matrices of type card M,/l over Q[G] with 
the elements (1 -t j) a,,( ,u) and (1 +j) u,, ,(I,!I l(p)), respectively, where 
j,~ E M, are ordered by U. We shall describe the triangular regular matrices 
d, g over Q such that 
and determine (det &I, ldet ~31. The transition matrix will be the matrix 
C#=SC’ .B and 
Jdet %?I = /det ,dl ’ . ldet 21. 
Let r E T\M,, F(r) = { 1, . . . . n}\( V(t) u Y(t)) and 
for any i = 1, . . . . n. Then 
k(l+_j) 1 c l-1) CardIkE Y(r);k<iJ S(T;) C a,p,(aTp) nE T; it Y(rl\{n) PEH, 
r(l*j) C (-l)cardY(r’ 2 a,P,(otp). *** ( ) 
CET, KJtHn 
Lemma 9(2) implies that in the last but one line of (* ** ) there is a Z-linear 
combination of 
(l_+j)S(T,)u,~,(crzp)=(lfj)s(T,) 
(k, V(r) 
fl s(T 1 4 
k ) 
for suitable 5 E Q[G]. It follows from Lemma 9( 1) that such an element 
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can be written as a Q-linear combination of (1 f j) a,_ )(K), where K E T, 
v(7)U {i} c v(K). If KEd’f, then $(K)= K and $(7) CI I+~(K) because 
no V($(r))\V($(lc)). On the other hand if K$M, then 
and again $(7) a $(K) because HE V($(z))n V($(K)) and 
v(‘b(7)) = {n> ” v(7)5 (i, n> U V(7) G {n} U v(K) = V($(K)). 
In the first line of the right hand side of ( ***) there is a Z-linear combina- 
tion of (l+j)a,-i(K), where ti=g7nkG.[,]jkETand GET;. If KEMP 
then no V($(C))\V($(K)) and $(7) 4 @(K). On the other hand if K$M, 
then (T = 1 and V(K) = V(r), Y(K) = Y(7), hence C(K) = c(7) =J For f> 0 
we obtain nf(k-) = jr .nf(7) E Tj, because ~~(7) E Tf\T;, but it is a con- 
tradiction with K E T\M,. For f=O we have V(7)u Y(7)= { 1, . . . . n} and 
K=Z. In the last line of (*** ) there is a Z-linear combination of 
(l+j)a,-i(~),where~=cr~p~T,a~T~,andp~H,.If~~M, weobtain 
no V(t,b(z))\V(~,h(~)) and I/I(Z) 4 $(K). On the other hand if K$M, then 
cr = 1 and V($(K)) = V($(z)). For p = 1 we obtain K = 7, for p # 1 we have 
Y(K)s Y(7), hence Y($(K))= Y(K)\(~) s Y(z)\(n) = Y($(z)) and again 
$(r) Q $(K). We can consider (*** ) to be the $(z)th element of matrix 
identity (**). In the $(7)th row of d there is 1 on the diagonal and 0 
otherwise. In the same row of 93 there is 
-+ ( _ 1 )card I’(r) 
if c(z)#O or 
lT(-1) cad Y(r) = 2 
if c(7) = 0 on the diagonal and 0 for the indices p satisfying p <1 1j(7). 
Let 7~ Tn M,. Then +(7)= 7 and 
a,(7)=(l--a,)a,-,(7)=a,~,(7)--1, &dT,)a,-,(i). 
n 
Therefore 
(*~j)u,~,(7)=(*+j)u,(7)+s(T,)(*+j) ~“.“.-I(‘) . (I.1 
n > 
The proved consequence of induction assumption implies that 
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can be written as a Q-linear combination of ( 1 k ,j) a,,(p), where ,D E Mi 
and rc,(p)=g,*. For these p we have p 4 $(t)? because ~ZE V(/~)\V(ll/(r)). 
Hence (T) can be used as the $(r)th element of the matrix identity (**). In 
the $(r)th row of .g there is 1 on the diagonal and 0 otherwise. In the same 
row of &’ there is 1 on the diagonal and 0 for the indices /l satisfying 
Ii/(t) a P. 
Both matrices XI and A9 are triangular. The matrix ,& has only 1 on the 
diagonal, hence det & = 1. In the $(r)th row of the diagonal of the matrix 
a there is _+l if c(r)#O or T.ET~M+ and there is 2 if c(s)=0 and 
ZE T\M,. There are exactly 2”-’ such t E T\M, with the property 
c( T ) = 0. Hence 
ldet %?I = 22”mL. 
The transition matrix 59 = &’ -~ ‘93 from the basis { ( 1 + j) a, _ ,(r); r E T) 
ofthemodule(l_+j)UflP, tothesystem ((lfj)a,(~);~~M~)isregular 
and 
ldet VJ = Jdet dJ - ’ . ldet &?( = 2’“-‘. 
Let X be the submodule of the module (1 + j) U,, generated by 
{(lkj)a,(p);p~M,}. Hence XOQ=(l kj)QCCl and {(lfj)d~); 
p E M, > is a basis of X and 
((l&j) u,-, :X)=22”? 
Lemma 7( 1) implies 
((l+j)U,_,:X)=((lfj)U”-, :(l~j)U,,).((l+j)U,,:X), 
therefore we obtain 
((l+J)U,-,:X)=2*“-‘.card((lfj)U,/X) 
from Lemmas 8 and 7(2). Hence card(( 1 k j) U,/X) = 1, i.e., X= (1 + j) U, 
and 
is the basis of the module (1 + j) U,, and the theorem for n follows. 1 
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