Hard optimisation problems such as Boolean Satisfiability typically have long solving times and can usually be solved by many algorithms, although the performance can vary widely in practice. Research has shown that no single algorithm outperforms all the others; thus, it is crucial to select the best algorithm for a given problem. Supervised machine learning models can accurately predict which solver is best for a given problem, but they require first to run every solver in the portfolio for all examples available to create labelled data. As this approach cannot scale, we developed an active learning framework that addresses this problem by constructing an optimal training set, so that the learner can achieve higher or equal performances with less training data. Our work proves that active learning is beneficial for algorithm selection techniques and provides practical guidance to incorporate into existing systems.
Introduction
The algorithm selection problem is defined as the automated selection of the algorithm that best suits a problem given a metric to optimise [Rice, 1976] . Algorithm selection traditionally works by extracting specific features from a new problem and learning over time the relationship between these features and which algorithm is best for the problem [Gomes and Selman 2001] . However, with optimisation algorithms (also known as solvers), this is a costly learning process because to identify the fastest solver demands to run every solver available. Only problems that are compared across all solvers can be used to train the algorithm selector. This study focuses on a specific optimisation problem known as Boolean Satisfiability problems (SAT). Building on top of the existing research [Xu et al., 2012a] and available SAT solver data, it concentrates on the development of algorithm selection for SAT problems. Research has shown that supervised * Corresponding author machine learning models can accurately predict which solver is best for a given SAT problem [Xu et al., 2007] but they require collecting a set of problems each one associated with a solver that solves it in the shortest time possible (the best solver). Finding a problem's best solver requires to run each solver on the specific problem and return the solver associated with the shortest solving time. Clearly, the more solvers considered, the longer it takes to label a single instance. Additionally, SAT problems are NP-hard, which means that, in practice, solving a problem with many variables can take up to several hours of computation. This makes labelling SAT problems very expensive, whereas parsing the problem and computing its features is usually computationally cheap. The computation complexity of solving SAT problems lead to the following challenges in predicting a problem's best solvers:
• Gathering training data is very time consuming and often un-feasible if lacking a cluster of powerful machines (as used in the SAT competitions). This presents a challenge for the training of data-greedy methods which usually performs better with large training samples.
• Since labelling time is a scarce resource, selecting which unlabelled problem to label and integrate into the training set becomes a strategic decision that can be optimised.
Our contribution consists of developing a novel active learning framework to optimise the generation of time-expensive algorithm selection training sets. Active learning is a machine learning methodology commonly employed in the presence of abundant problem samples that are hard to label. Active learning models provide a clever guideline to build the optimal training set of labelled instances, by selecting which among the many unlabelled ones are best to query. We validate our approach using data from SAT competitions and show that we can build better or equally good algorithm selectors using less training data and saving precious solving time.
The remainder of this article is organised as follows. Section 2 gives an account of previous work. Our active learning framework is described in Section 3 and experimental results are presented in Section 4. Finally, Section 5 gives the conclusions.
Related work
Optimisation focuses on finding the most efficient method to solve a problem. However often there is not a single algorithm that can outperform all others in solving every problem. Research has shown that different instances of the same classes are solved faster by different solvers [Gomes and Selman 2001] . The theory refers to a concept called virtual best solver (VBS) which solves optimally a set of problems by running the best existing algorithm for each problem. Unfortunately, this is just a theoretical oracle that does not exist. In practice, identifying the best solver for a problem mandates to know beforehand the run-time of each solver. Hence, the strategy of most existing approaches is using heuristics to approximate the VSB.
IIn the context of Boolean Satisfiability problems, the most widely adopted methodology was the winner-take-all approach. This involves running all the solvers on a set of training problems and then, for any future problem, use the solver that performed best on average in the training set. However, the context of SAT competitions proved the existence of many solvers that despite having poor performances on average offer very good on particular instances. Because the winner-take-all approach cannot leverage these instance-specific solvers, it struggles to approximate well the VBS [Xu et al., 2007] . During the last decade, SATzilla [Nudelman et al., 2004 ] pioneered a new machine learning-based methodology that showed significant improvements over all the previous approaches. Given a set of problem features, the algorithm portfolio method selects the best solver for the given problem. In this fashion, the algorithm can use different solvers for different problems, mimicking better the idea of the VBS. Although extracting problem features requires extra time, this cost has proven to be empirically worth in term of overall solving time [Xu et al., 2007] . SATzilla won five medals in both the 2007 and 2009 SAT competitions and won the 2012 SAT challenge [Balint et al., 2012] . After establishing SATzilla's effectiveness, the authors decided to not compete in the main track of the 2011 SAT competition, to avoid daunting new work on non-portfolio solvers [Xu et al., 2012a] . Since 2004, SATzilla methodology evolved widely. The authors employed both of the two main ways to construct an algorithm selection portfolio: regression of run-times and classification of the best solver. A regression algorithm portfolio works by predicting the run-time of each solver in the portfolio and selecting the solver having the smallest predicted run-time. This requires to build n regression models, one for each of the n solvers in the portfolio. Consequently, regression models provide a precise estimate of each solver running time. Besides identifying the best solver, this information can be used to rank the solvers by expected performance and use the second-best solver in case the first one fails. The original SATzilla-07 was a portfolio of empirical hardness models, computationally inexpensive predictors of an algorithm's run-time based on features of a given problem and the algorithm's past performance [Leyton-Brown et al., 2002] . Each hardness model predicted a solver's run-time using a Ridge Regression over the problem features conditional upon if the given problem was satisfiable or not, which was conversely predicted using a Sparse Multinomial Logistic Regression (SMLR) [Krishnapuram et al., 2005] . It must be mentioned that when a solver keeps running indefinitely without returning a solution, it is usually stopped at a certain cutoff time. This data, which is not the real solving time of the solver, is right-censored and can bias the regression. Censored data are heavily studied in Survival analysis which provides numerous tools to tame their effects. SATzilla-07 proved that estimating censored data using Schmee and Hahn [Schmee and Hahn, 1979] method performs better than deleting them or using the cutoff time as an estimate of the actual solving time. Conversely, building a classification algorithm portfolio overcomes the issue of rightcensored data. A classification portfolio simply predicts which solver is best for solving a given problem. There are several ways to build a classification portfolio. The most straight forward approach is to compare all run-times for a given instance and label it with the name of the best performing solver. For instance, if a problem i is solved in 420 seconds by solver 1 , 599 seconds by solver 2 and 187 seconds by solver 3 , the problem is labelled as solver 3 . A possible alternative [Matos Alfonso, 2014] is to build a binary classifier that predicts if a solver is "bad" (0) or "good" (1) for a given problem. The goodness of the solver can be established using different criteria such as whether the solvers is faster than the feature computation algorithm or if the solver is faster than the solver identified by the winner-takes-all approach. A third method is to build n pairwise classifiers for the n solvers in the portfolio and to predict the best solver in each pair. The best solver is the one that receives the majority of votes across all pairwise classifiers. SATzilla 2012 [Xu et al., 2012a] implemented the third method using cost-sensitive pairwise decision forests, punishing errors in classification in direct proportion to their impact on the performances of the portfolio. Both regression and classification versions of SATzilla include presolvers and back-up solvers. Pre-solvers are automatically determined on a training set of problems and later run for a short amount of time before features are computed. They ensure good performances on very easy instances and allow the predictive models to focus exclusively on harder instances. The back-up solver, identified using a validation set, is used for all instances for which pre-solvers and features computation time out. Differently, from most of the work mentioned above, the purpose of this study is to explore machine learning methods beyond the supervised approaches. Given the exploratory nature of this study, we did not include pre-solvers and back-up solvers in our experimentation.
Approach
To extract features necessary to learn the best solver for a given problem, we used the approached developed within [Xu et al., 2012b] . Features 1-7 concern the numbers of clauses and variables and how formula simplification using the SATelite solver reduces them. [Tompkins and Hoos, 2005] . Features 91-108 measures the number and length of clause learned by running the Zchaff-rand solver [Mahajan et al., 2005] for 2 seconds. Features 109-126 compute statistics regarding estimated probabilities of each variable required to be true, false or unconstrained [Hsu et al., 2008] . Finally, features 128-138 measure the time required for the computation of 12 different blocks of codes used to compute the features described above.
After feature extraction, a matrix of problems with the features above as columns undergoes the following pre-processing steps: Finally, our proposed approach outlines a way to build the best possible training set T in a large pool of P of unlabelled SAT problems. To use knowledge of T over P the approaches uses as learner L an active learning classification random forest. Both regression and classification random forest were considered as an option for the proposed approach. However, since the active learning framework that employed requires to predict class probabilities for each unlabelled problem, the final methodology uses a classification random forest. This choice of classification over regression also permits to safely ignore the censored data problem and was empirically validated by the latest works in SAT portfolio solvers [Xu et al., 2012a] . The random forest algorithm [Breiman, 2001] works by building a randomised ensemble of decision trees. Decision trees are composed by splitting nodes and leaves. A splitting node uses a specific value of a specific attribute to partition the data, whereas a leaf node identifies an output class. We construct our random forest by recursively splitting the data on the attribute A that maximise the entropy gain criteria [Shannon, 1948] . To construct the random forest, we build each tree using the above procedure on a random sample of features, which we set as |log(k) + 1| where k is the number of feature in the dataset (approximately 138 in our experiments). We set the forest size as 99, which is usually recommended in the relevant literature [Xu et al., 2012a] . For a given instance, using the values of its attributes we can follow the tree until we end in leaf, which returns the class predicted for the given instance. The predicted class is the one with the highest mean probability estimate across all trees. We can also compute the predicted class probabilities of the sample as the mean predicted class probabilities across all trees.
Active learning (also known as query learning) was developed on the concept that if a learning algorithm is allowed to choose the data from which it will learn, it will perform better with less training [Settles, 2009] . Allowing the learner to choose its learning data first requires a sampling method. Different methods, such as membership query synthesis or pool-based sampling, suit different scenarios [Settles, 2009] . For this study, we employed selective sampling [Cohn et al., 1994] . Selective sampling is based on the assumption that the learner can access all the unlabelled data and decide whether or not to query it for labelling. In our context, the random forest can predict probabilities over all the unlabelled SAT problems and given the predictions over the select the problems to query for its learning. Given a sampling method, there are different query strategy framework that can be used to select which instances to label and which not. Our framework uses the minimum margin uncertainty sampling. Uncertainty sampling [Lewis and Gale, 1994] consists of querying the instance on which the learner is most uncertain about and is often straightforward for probabilistic methods. For learner θ, fea-tures x and labels y the minimum margin sampling criteria [Scheffer et al., 2001 ] measure uncertainty in the following way:
Other sampling criteria to measure uncertainty are maximum uncertainty:
and maximum entropy [Shannon, 1948] :
We compare different active learning schemes in our experiment in Section 4 and show that margin sampling is the most effective choice is the majority of settings.
Algorithm 1 summarises our proposed approach. To achieve good performance, the size of the starting batch B 0 usually equals
, where L the full training set that will be used for the classification. However, this value can be optimised as a trade-off between desired performances and cost of training the starting batch.
Results
The approach proposed in section 3 was tested against alternative approaches on a dataset of SAT problems. After we verified that a multiclass random forest is a sensible method for selecting SAT solvers by benchmarking its predictive performances against other methods, we tested if the suggested active learning adapted random forest showed significant gains over a traditional passive learner.
Experimental Setup
The data used for the experiments of this study is a publicly available industrial SAT instances dataset used in the evaluation of SATzilla 2012.
It is based on a collection of industrial SAT instances from all three SAT competitions and three SAT Races between 2006 and 2012. It displays runtimes for 31 SAT solvers -with a cutoff time of 1200 seconds. Instances that could not be solved by any of the 31 solvers were dropped, leaving a total of 1167 instances.
Among these 31 solvers, we performed experiments used different numbers of solvers to verify that the results were not due mainly to the size of solvers in the portfolio. Specifically, we performed experiments using a solver portfolio of size 3 (using Glucose, Minisat and Lingeling solvers), size 6 (the previous 3 plus Restartsat, Lrgshr and Mxc09) and size 10 (the previous 6 plus Rcl, Precosat, MphaseSAT64 and Qutersat). The specific solvers were those that had the best performances on average across all the problems in the dataset.
When slicing the data for specific sets of solvers we excluded problems whose runtime across solvers had a mean and standard deviation of runtime lower than 0.01 seconds. For instance, when predicting the best solver among Glucose, Minisat and Lingeling this procedure reduced the dataset to 897 samples. Additionally, we set the k-NN inputter method (see Appendix 7.1) to 3 nearest neighbours. This resulted in the imputation of 13% feature values.
To validate the performance of the recommended approach, we compared the random forest classifier of 99 trees built by randomly selecting log(k) + 1 out of the k features available against two other methods that returned the best performances among a larger pool of tested methods. These are:
• A multi-class logistic regression with a cross-entropy loss function using the Newton-CG optimisation algorithm and a regularisation strength parameter of 1/100. • A multi-layer perceptron combined with two recurrent layers referred to as RNN.
Performances were assessed using the following metrics:
• Simple accuracy (acc): number of times learner correctly identify the best solver out of the number of total attempts • Mean size of errors (mes): the average of the absolute difference between predicted solver runtime and virtual best solver runtime as a time value and as a percentage of the virtual best solver (VBS) average runtime. The VBS runtime is the sum of the runtimes of each best solver for each problem. The average is obtained dividing this sum by the number of problems.
• Lenient accuracy 5 seconds (acc5): number of times learner select a solver that solved the problem within 5 seconds of the virtual best solver.
Passive Learners
In order to have more confident results test on overall methods used 10-fold cross validation. Table 1 reports the accuracy of predicting the best solver among 3 solvers. Table 2 extend the same evaluation to three more solvers, and table 3 to four more, for a total of 10 solvers.
Results from predictions over 3 solvers confirm that random forest is the best performing approach. Lenient accuracy results are very encouraging: the selected solver solves the problem within 5 seconds of the VBS solving time in over 85% of the cases. As expected, increasing the number of solvers to choose from generated more noise and the performances of all algorithms dropped. However, the random forest is still the best performing method and the drop in the lenient accuracy is half the drop in the overall accuracy, suggesting that the approach is often able to make sub-optimal but still acceptable (in terms of runtime) predictions. Espe- cially for the random forest classifier, expanding the solver portfolio from 6 to 10 solvers has almost no effect on the performances, which shows that the approach is robust for larger solver portfolios. The average VBS decreases while increasing the size of the portfolio solver because instances for which a newly inserted solver is the best solver have a lower VBS runtime in the experiment with more solvers. Additionally, instances that are not solved by any solvers in the smaller portfolio but are solved by one of the newly added solvers are added to the dataset, usually increasing its size. For this reason, we also included the absolute value of the mean error size (mes) as the percentage mes is not comparable across experiments.
Active Learners
As described above, experiments on overall methods confirmed the intuition of [Xu et al., 2012a ] that random forest outperforms most of the other methods in identifying the best solver. Based on this, we experimented modifying the learning process of the forest using several active learning schemes. Following the logic of the proposed method in Algorithm 1, after sampling a tenth of the dataset as B0 to train the learner, we iteratively increased the training set using both the Active Learner Random Forest as well as random sampling Random Forest (passive learner). Figure 2 shows the test accuracy for trainingtest sets of different sizes constructed using both active and passive learning. The line charts show that active learning has a clear advantage over passive learning. It is evident that for most of the training-test set sizes the active learning random forest achieves higher predictive performances. In a specular manner, active learning can achieve the same performance for a much smaller sample size (e.g. 75% with 450 samples instead of 625) saving precious labelling time. As long as the forest has learnt enough to provide accurate measures of its prediction confidence (above training sets of 250 sample, which is 28% of the entire data), all three active learning selective querying schemes (minimum margin, maximum entropy and maximum uncertainty) return better results than passive learning for most of training-test sizes. In the same fashion used for comparing overall models in subsection 4.2, figure 2 show the prediction result only for three SAT solvers. Interestingly, the higher the number of solvers, the greater the gains of active over passive learning (possibly due to the higher uncertainty). Figure 3 is the specular image of figure 2 for prediction over 10 solvers (the same used for the evaluations in table 3). When trying to predict the best solver out of 10 (figure 3), compared with the predictions over three solvers (figure 2), the accuracy gap between passive and active learning is much wider. For a training-test set of 300-589 samples (out of which 211 are selected in iteration using active learning) active learning achieves 12% higher accuracy compared with passive learning, while with the same set sizes active learning achieves only 5% higher accuracy when predicting the best out of three solvers. Also, it is interesting to notice that when predicting the best out of three solvers, the best performing active learning scheme is the maximum uncertainty approach (figure 2, green line). Differently, when increasing the portfolio size the best scheme is to the minimum margin approach (figure 3, light-blue line). This confirms that this approach works best when the solver portfolio is wider. Because it appeared to be more robust as the size of the portfolio solver increased, our recommended approach uses minimum margin as the selected active learning schema. However, when implementing the approach on a small number of solvers, the maximum uncertainty criteria should be considered as a valid alter- 
Conclusions
NP-Hard optimisation problems such as SAT are at the core of many applications in computer science. As research has shown that no single algorithm outperforms all the others, it is crucial to select the best algorithm for a given problem, which can be accurately done using supervised machine learning. However, creating a large dataset that can enable such learning systems is time-consuming and becomes harder the harder to problems to solve at hand.
Our contribution consists of using active learning to optimise the time needed to compile these time-expensive training sets. We trained an implementation of our approach using data from SAT competitions and show that we can build better or equally good algorithm selectors using less training data and saving precious solving time.
7. Appendix 7.1. Appendix A Figure 4 shows the detailed implementation of the k-NN algorithm we developed to impute missing data in our framework. 
