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Abstract
The construction of Superintegrable models with rotational symmetry and two
integrals of any integer degree greater than 3 was completed in [9] only for the so
called simple case. It is extended here to a more general situation and several globally
defined examples are worked out, all of them living either in R2 or in H2.
MSC 2010 numbers: 32C05, 81V99, 37E99, 37K25.
Contents
1 Introduction 1
2 Integrals of even degrees in the momenta 3
2.1 The simple case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.1 General setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.2 Extra integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.3 Relation with Novichkov results . . . . . . . . . . . . . . . . . . . . 5
2.2 The case of a multiple real root . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 Determining x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Determining S1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.3 Determining S2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 The general case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Globally defined examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Integrals of odd degree in the momenta 15
3.1 The simple case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 The case of a multiple real root . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Globally defined metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 Conclusion 20
Appendices 20
A Appendix A 20
B Appendix B 22
B.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
B.2 Identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
C Appendix C 23
1 Introduction
Matveev and Shevchishin in [4] have introduced a new area of research in the field of
superintegrable (SI) two dimensional models. Their starting point is the metric
g =
dt2 + dy2
h2t
ht =
dh(t)
dt
(1.1)
which describes a surface of revolution. It follows that the geodesic flow, having for
hamiltonian
H = h2t (P
2
t + P
2
y ) (1.2)
has a linear first integral Py and is therefore integrable in Liouville sense.
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Matveev and Shevchishin considered, in the phase space, the linear mapping L : F →
{Py, F} and classified the extra integrals (leading to SI) according to the eigenvalues µ of
L. This leads to three cases
µ = ±i trigonometric case S2 = sin y A+ cos y B,
µ = ±1 hyperbolic case S2 = sinh y A+ cosh y B,
µ = 0 affine case S2 = A+ y B +
y2
2
C,
(1.3)
where all the functions depend on (t, Pt, Py). Due to Poisson theorem it follows that
S1 = {Py, S2} is also an integral, leading, in all of the three cases, to 3 integrals besides
H , which cannot be algebraically independent.
In the article [4] the case of coefficients (A,B,C) quadratic in the momenta was shown
to lead back to Koenigs metrics [3], generalized in [2]. The quadratic integrals led in [8]
to a simple determination of the geodesics. However this class of metrics never meets the
manifold S2 and this induced Matveev and Shevchishin to try with cubic integrals. They
succeeded to reduce the construction of the metric to a non-linear, first order ODE for
h(t) in all of the three cases considered above.
These ODEs were solved in [6] for all of the three cases, but only the trigonometric
case led to a two parameter metric defined on S2 which was proved in [7] to be of Zoll type
(all of its geodesics have for length 2π). Even better there appear also new metrics, not of
Zoll type, but with geodesics which are all closed, defined on Tannery’s teardrop orbifold,
possibly the first appearance of SI models defined on orbifolds.
It was realized that, in the three classes appearing in (1.3), the affine case could be
simpler and indeed in [9] the explicit form of the metric was obtained for extra integrals
of any integer degree larger or equal to 3.
The core of this construction is that, given a monic polynomial of degree n
F (a) = an +
n−1∑
k=0
Ak a
k, (1.4)
one has to solve a nth order linear and homogeneous ODE for the function x(a), which is
n∑
s=0
F (n−s)
(n− s)!
Dsa x
(1/2)s
= 0 (1.5)
in the case of integrals of degree 2n, and a nth order linear but no longer homogeneous
ODE 1
n∑
s=0
F (n−s)
(n− s)!
Dsa x
(1/2)s
=
(
n+
1
2
)
νn a (1.6)
in the case of integrals of degree 2n+ 1.
In [9], for a simple F (for which all of its roots are different), we determined explicitly
the function x and obtained an explicit construction of the metric and of the integrals S1
and S2.
1The constant βn appearing in [9] can be omitted since only x
′(a) appears in the metric.
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It is the aim of this article to generalize these results to the case where one (or several)
real roots are multiple. This seemingly easy generalization requires as much work as the
simple case.
The content of this article is the following: in Section 2 we consider the case of in-
tegrals of even degrees in the momenta. After a bird’s eye view of the simple case, the
generalization to a multiple real root is done and the integrals determined. For quartic
integrals we establish the relation with Novichkov results. Two globally defined examples
are worked out.
The structure of Section 3 is similar but covers the case of odd degree integrals. Let
us notice that in all cases we meet only non-compact manifolds, namely R2 and H2.
Some open problems are discussed in the concluding Section 4.
2 Integrals of even degrees in the momenta
Let us first recall the results obtained in [9].
2.1 The simple case
2.1.1 General setting
Let us define the objects
F (a) = an +
n−1∑
k=0
Ak a
k G = Hn +
n−1∑
k=0
AkH
k P 2(n−k)y , (2.1)
where the string (A0, A1, . . . , An−1) of free real constants does parametrize our construc-
tion.
The metric and the hamiltonian, in the phase space of coordinates (a, y, Pa, Py) , are
g =
(
x′
a
)2
da2 +
dy2
a
H = Π2 + aP 2y Π =
a
x′
Pa. (2.2)
This system is defined on a surface of revolution because x depends solely on the coordinate
a, implying {H,Py} = 0 and therefore integrability in Liouville sense.
2.1.2 Extra integrals
This dynamical system will lift up to a SI one if we can find one extra integral given by: 2
S1 = Q1 + yG Q1 =
n∑
k=1
b˜k[F ] Π
2k−1 P 2(n−k)+1y ♯[S1] = ♯[Q1] = 2n. (2.3)
2Notice that with respect to [9] the notations b˜k and bk have been exchanged.
3
As shown in [9], if x(a) is a solution of the nth order linear and homogeneous ODE 3
Opn[F ] x ≡
n∑
s=0
F (n−s)
(n− s)!
Dsa x
(1/2)s
= 0 (2.4)
and if
b˜k[F ] =
k∑
s=1
F (k−s)
(k − s)!
Dsa x
(1/2)s
(2.5)
then S1 is indeed an integral of H .
In practice it is more convenient to define new functions bk, allowing to write
Q1 =
n∑
k=1
bk[F ]H
n−kΠP 2k−1y , (2.6)
and given by
bk[F ](a) =
k∑
s=1
(
n− s
k − s
)
(−a)k−s b˜n−s+1(a). (2.7)
In fact, a second integral of degree 2n can be exhibited
S2 = Q2 + y Q1 +
y2
2
G Q2 =
n∑
k=1
ck[F ]H
n−k P 2ky ♯[Q2] = 2n (2.8)
provided that
c′k = −bk x′ k ∈ {1, 2, . . . , n}. (2.9)
In [9] the simple case, where all the roots of F are simple (with symbol F̂ ), was
completely solved. The function x is given by
x(a) =
n∑
i=1
ξi√
∆i
∆i = ǫi (a− ai) ǫ2i = 1, (2.10)
the integral S1 (resp. S2) involves the functions
bk[F̂ ] = (−1)k
n∑
i=1
ξi√
∆i
σik−1,
ck[F̂ ] =
(−1)k+1
2
(
n∑
i=1
ξ2i
∆i
σik−1 +
n∑
i 6=j=1
ξi ξj√
∆i∆j
(
σijk−1 + a σ
ij
k−2
))
,
(2.11)
for k ∈ {1, 2, . . . n}.
3The Pochammer symbols are defined by (a)n =
Γ(a+ n)
Γ(a)
.
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2.1.3 Relation with Novichkov results
In [4] it was shown that the construction of a SI sytem with one linear integral and an extra
cubic one could be reduced to a highly non-linear first order differential equation. This
approach was generalized by Novichkov in his Thesis [5] to the case of an extra quartic
integral i. e. where n = 2 so that F (a) = (a− a1)(a− a2).
Let us first summarize his results. To avoid clutter we will use for him the coordinates
(t, y, Pt, Py) and will transform his constants Ai into Bi. His metric and hamiltonian are
g =
dt2 + dy2
h2t
ht = Dt h(t) H = Π
2 + h2t P
2
y Π = ht Pt (2.12)
and he considers the quartic integral F = Q1 + yG with
Q1 =
[
(B1 −B0 h)h2t −
(B3 +B4 t)
ht
]
ΠP 3y + (B1 − B0 h) Π3 Py (2.13)
and
G = −B4 P 4y +B2H P 2y +B0H2. (2.14)
One of the results of his Thesis is the following:
Theorem 1 The model considered is SI either if we have
2h2t HT − B4H2 +
(
B2
B4
h2t − 1
)
T 2 = B5 (2.15)
or if we have
(h2t +B2)H2 +
h2t
B4
T 2 − 2HT = B6 (2.16)
for some constants (B5, B6) where
H(t) = h(t)−B1 T (t) = B3 +B4 t
ht
. (2.17)
Let us explain how we solve Novichkov equations:
Proposition 1 For a1 6= a2, Novichkov equations are solved by the following parametric
representation: 
H(t) = x(a) = ξ1√
a− a1 +
ξ2√
a− a2
T (t) = −
(
a2 ξ1√
a− a1 +
a1 ξ2√
a− a2
) ht = √a. (2.18)
Proof: Comparing the function G in both approaches gives the relations
B0 = 1 B2 = A1 = −(a1 + a2) B4 = −A0 = −a1 a2. (2.19)
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Comparing the metrics gives the relations
ht =
√
a dt =
x′√
a
da =⇒ dh = x′ da =⇒ H(t) = x(a), (2.20)
where
x(a) =
ξ1√
a− a1 +
ξ2√
a− a2 a1 6= a2. (2.21)
Integrating for t we get
t = t0 +
√
a
(
ξ1
a1
√
a− a1 +
ξ2
a2
√
a− a2
)
. (2.22)
Comparing Q1 in each approach gives T (t) = −(a x + 2Fx′) which has to match with
(2.22) giving A0 t0 = B3 and leaving us with the formula for T (t) given in (2.18).
Novichkov equations (2.15) and (2.16) become:
B5 = 2aHT + A0H2 − A1
A0
a T 2 − T 2,
B6 = aH2 + A1H2 − a
A0
T 2 − 2HT .
(2.23)
Checking these relations gives for the constants
B5 =
(a1 − a2)
a1a2
(a21ξ
2
2 − a22ξ21) B6 = −
(a1 − a2)
a1a2
(a1ξ
2
2 − a2ξ21), (2.24)
and ends up the proof. 
Now let us turn ourselves to the case of a multiple real root for F .
2.2 The case of a multiple real root
Let it be supposed that a single real root of F , let us say a1, has multiplicity r while all
other roots remain simple:
r ∈ {2, . . . , n} : F (a) = (a− a1)r F̂ F̂ =
n∏
i=r+1
(a− ai) (2.25)
2.2.1 Determining x
Let us begin with:
Proposition 2 The function x is given by
x(a) =
r∑
l=1
µl
∆
l−1/2
1
+
n∑
i=r+1
ξi√
∆i
(2.26)
Notice that if r = n one has to take F̂ = 1 and the sum over the ξi as vanishing.
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Proof:
Due to the linearity of the ODE for x we just need to prove that
Opn[F ] ∆
−l+1/2
1 = 0 l ∈ {1, 2, . . . , r}. (2.27)
Using Appendix A we have
Opn[F ] ∆
−l+1/2
1 = B0,n,l[F ] = Pl
l∑
s=1
(−1/2)l−s
(l − s)! ∆
s−l+1/2
1
Dna
n!
(
F
∆s1
)
. (2.28)
Observing that the polynomial F/∆s1 has a degree ≤ n− 1 concludes the proof. 
Let us consider now the integral S1.
2.2.2 Determining S1
We have seen that S1 = Q1 + y G where
Q1 =
n∑
k=1
bk[F ]H
n−kΠP 2k−1y . (2.29)
Let us prove
Proposition 3 Starting from
x(a) =
r∑
l=1
µl
∆
l−1/2
1
+
n∑
i=r+1
ξi√
∆i
, Pl = (1/2)l−1
(l − 1)! , (2.30)
the functions bk, for k ∈ {1, 2, . . . , n}, are given by 4
bk[F ] = (−1)k
(
r∑
l=1
µl
Pl
l∑
s=1
(−ǫ1)s−1 σ(1,s)k−s
Pl−s+1
∆
l−s+1/2
1
+
n∑
i=r+1
ξi√
∆i
σik−1
)
. (2.31)
where the σ
(1,s)
k−s are defined in the Appendix B.
Proof: As we have seen the function x is made out of two pieces: the first one linear in
the parameters µl and the second one linear on the parameters ξi. We will not compute
the contribution to b˜k of these last terms because they are the same as for the simple case.
We will indicate this fact by using the symbol ∼= instead of the symbol =.
Let us start from
b˜k[F ] ∼=
r∑
l=1
µl
k∑
s=1
F (k−s)
(k − s)!
Dsa xl
(1/2)s
=
k∑
s=1
µlB1,k,l, xl =
1
∆
l−1/2
1
, (2.32)
where B1,k,l is computed in Appendix A. We get
b˜k[F ] ∼= (−ǫ1)
r∑
l=1
µl
Pl
l∑
s=1
Pl−s+1
∆
l−s+1/2
1
Dk−1a
(k − 1)!
(
F
∆s1
)
, (2.33)
4As usual, for r = n, the sum over ξi should disappear.
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from which b˜n−t+1 follows.
Using relation (B.2) we have
F
∆s1
= ǫs1
n+s∑
ν=0
(−1)ν−s σ(1, s)ν−s an−ν , (2.34)
which entails
b˜n−t+1[F ] ∼=
r∑
l=1
µl
Pl
l∑
s=1
(−ǫ1)s−1 Pl−s+1
∆
l−s+1/2
1
n+s∑
ν=0
(−1)ν σ(1, s)ν−s
Dn−ta
(n− t)!
(
an−ν
)
. (2.35)
The last derivative is easily computed and we end up with
b˜n−t+1[F ] ∼=
r∑
l=1
µl
Pl
l∑
s=1
(−ǫ1)s−1 Pl−s+1
∆
l−s+1/2
1
t∑
ν=0
(−1)ν σ(1, s)ν−s
(
n− ν
t− ν
)
at−ν . (2.36)
We are now in position to compute the bk[F ] which are given by
bk[F ] ∼= (−1)k
k∑
t=1
(−1)t
(
n− t
k − t
)
ak−t b˜n−t+1. (2.37)
Substituting into this formula the various pieces, exchanging the summation indices ν ↔ t,
and after some easy simplifications we get
bk[F ] ∼= (−1)k
r∑
l=1
µl
Pl
l∑
s=1
(−ǫ1)s−1 Pl−s+1
∆
l−s+1/2
1
k∑
ν=0
(−1)ν σ(1, s)ν−s
(n− ν)!
(n− k)! a
k−ν×
×
k∑
t=ν
(−1)t
(k − t)! (t− ν)! ,
(2.38)
and the sum over t (using Lemma 1 in [9]) simplifies to (−1)ν δkν . Adding the ξi contri-
bution we get (2.31). 
Remarks:
1. The formula obtained for the bk was proved under the restriction r ∈ {2, 3, . . . , n}.
In fact it remains valid for r = 1. In this case we have F (a) =
n∏
i=1
(a − ai) leading back
to the simple case. In the first piece of (2.31), substituting µ1 → ξ1 and noticing that
P1 = 1, leads to
ξ1 σ
(1,1)
k−1
1√
∆1
= ξ1
σ1k−1√
∆1
⇒ bk = (−1)k
n∑
i=1
ξi√
∆i
σik−1,
giving indeed the correct result.
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2. It was shown in [9] that the bk[F ] should be a solution of the differential system
k = 0 b1 = −x
1 ≤ k ≤ n− 1 b′k+1 = a b′k + 12 bk + (−1)k+1 σk x′
k = n 0 = a b′n +
1
2
bn + (−1)n+1 σn x′
(2.39)
We have checked these relations, leaving the details of this computation to the interested
reader.
Let us consider now the integral S2.
2.2.3 Determining S2
The second integral is
S2 = Q2 + y Q1 +
y2
2
G ♯[S2] = ♯[Q2] = 2n,
and as shown in [9] we have
Q2 =
n∑
k=1
ck[F ]H
n−k P 2ky c
′
k[F ] = −bk[F ] x′. (2.40)
Let us prove:
Proposition 4 We have the relations
ck[F ] =
(−1)k+1
2
(
c
(µµ)
k + 2 c
(µ ξ)
k + c
(ξ ξ)
k
)
, (2.41)
where
c
(µµ)
k =
r∑
l,m=1
µl µm
l∑
s=1
(−ǫ1)s−1 σ(1,s)k−s
(m− 1/2)Pl−s+1 + (l − 1/2)Pm−s+1
(l +m− s)∆l+m−s1
(2.42)
and
c
(µ ξ)
k =
r∑
l=1
µl
n∑
i=r+1
ξi√
∆i
l∑
s=1
(−ǫ1)s−1
(
σ
(1,s) i
k−s + a σ
(1,s) i
k−s−1
) Pl−s+1
∆
l−s+1/2
1
, (2.43)
while the last piece is the same as for the simple case
c
(ξ ξ)
k =
n∑
i=r+1
ξ2i
∆i
σik−1 +
n∑
i 6=j=r+1
ξi ξj√
∆i∆j
(
σijk−1 + a σ
ij
k−2
)
. (2.44)
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Proof: Noticing that
− x′ =
r∑
m=1
ǫ1(m− 1/2) µmPm
∆
m+1/2
1
+
n∑
j=r+1
ǫj ξj
2∆
3/2
j
(2.45)
shows that
c
(µµ)
k = −
∑
l,m
µl µl (m− 1/2)
l∑
s=1
(−ǫ1)s−1 σ(1,s)k−s Pl−s+1
∫
ǫ1 da
∆l+m−s+11
. (2.46)
Integrating and symmetrizing (l ↔ m) gives (2.42).
In the next coefficient we have two pieces
c
(µ,ξ)
k = −
r∑
l=1
µl
n∑
i=r+1
ξi
(
ǫ1σ
i
k−1 I
1, i
l,0 +
l∑
s=1
(−ǫ1)s−1 σ(1,s)k−s Pl−s+1
∫
ǫi da
2∆
3/2
i ∆
l−s+1/2
1
)
(2.47)
where
I1, il, 0 =
∫
(l − 1/2) da
∆
l+1/2
1
√
∆i
. (2.48)
Integrating by parts the second piece, we are left with
c
(µ,ξ)
k =
∑
l,i
µl
ξi√
∆i
l∑
s=1
(−ǫ1)s−1 σ(1,s)k−s
Pl+1−s
∆
l−s−1/2
1
−ǫ1
∑
l,i
µlξi
(
σik−1Pl I1, il, 0 −
l∑
s=1
(−ǫ1)s−1 σ(1,s)k−s Pl+1−s I1, il+1−s,0
) (2.49)
Using for the integrals I1, il, 0 and I
1, i
l−s+1, 0 their explicit form given by Proposition 14 gives
c
(µ,ξ)
k =
∑
l,i
µl
ξi√
∆i
l∑
s=1
(−ǫ1)s−1 σ(1,s)k−s
Pl+1−s
∆
l−s−1/2
1
−
∑
l,i
(ǫ1ǫi)µl ξi
√
∆i
l∑
t=1
Pt
ηl+1−t
1
∆
t−1/2
1
Λik−1,l−t,
(2.50)
where
Λik−1,l−t = σ
i
k−1 −
l−t+1∑
s=1
(−ǫ1η)s−1 σ(1,s)k−s . (2.51)
Using Proposition 12 we have
Λik−1,l−t = (−ǫ1η)l−t+1 σ(1,l−t+1) ik−(l−t+2), (2.52)
and changing the summation index t → s = l + 1− t leads to
c
(µ,ξ)
k =
r∑
l=1
µl
n∑
i=r+1
ξi√
∆i
l∑
s=1
(−ǫ1)s−1
(
(a− ai)σ(1,s) ik−s−1 + σ(1,s)k−s
) Pl−s+1
∆
l−s+1/2
1
. (2.53)
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Using the identity (B.7) we get (2.43).
For c
(ξ,ξ)
k the computation is the same as the one given in [9]. 
Remarks:
1. One can check again that for r = 1 we recover the correct result for the simple
case, which indeed deserves its name.
2. Specializing to the case n = 2, the parametric solution of Novichkov equations is
given this time by
H(t) = x(a) = µ1√
a− a1 +
µ2
(a− a1)3/2
T (t) = (2µ2 − a1µ1)√
a− a1 −
a1 µ2
(a− a1)3/2
ht =
√
a, (2.54)
where the constants B5 and B6 are now
B5 = 4
µ2
a1
(2µ2 − a1 µ1) B6 = −4µ2
a21
(µ2 − a1 µ1). (2.55)
2.3 The general case
Let us consider now the general case where
F (a) = (a− a1)r1 · · · (a− at)rt F̂ r =
t∑
α=1
rα.
From Proposition 3 we know, by linearity that we may take
x(a) =
t∑
α=1
rα∑
l=1
µα, l
1
∆
l−1/2
α
+
n∑
i=r+1
ξi√
∆i
, (2.56)
and for the coefficients of S1 we have
bk[F ] = (−1)k
(
t∑
α=1
rα∑
l=1
µα,l
Pl
l∑
s=1
(−ǫα)s−1 σ(α, s)k−s
Pl−s+1
∆
l−s+1/2
α
+
n∑
i=3
ξi√
∆i
σik−1
)
(2.57)
in obvious notations.
Considering now S2 we have to compute
ck[F ](a) = −
∫
x′(a) bk[F ](a) da. (2.58)
To this aim we will split again these coefficients
ck =
(−1)k+1
2
(
c
(µµ)
k + 2 c
(µ ξ)
k + c
(ξ ξ)
k
)
(2.59)
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and elementary computation gives
c
(µµ)
k = 2
t∑
α=1
rα∑
l,m=1
µl,α µm,α
l∑
s=1
(−ǫα)s−1 σ(α,s)k−s
l − 1/2
l +m− s
Pm−s+1
∆l+m−sα
+2
t∑
α,β=1
rα∑
l=1
rβ∑
m=1
µl,α µm,β
l∑
s=1
(−ǫβ)s−1 σ(β,s)k−s Pm−s+1 (−ǫα) Iα,βl,m−s,
(2.60)
where Iα,βl,m−s is given by Proposition 15.
No proof is required for the next coefficient which is
c
(µ ξ)
k =
t∑
α=1
rα∑
l=1
µl,α
n∑
i=r+1
ξi√
∆i
l∑
s=1
(−ǫα)s−1
(
σ
(α,s) i
k−s + a σ
(1,s) i
k−s−1
) Pl−s+1
∆
l−s+1/2
α
(2.61)
and follows from Proposition 4 by linearity.
The coefficient c
(ξ,ξ)
k remains the same as in Proposition 4.
2.4 Globally defined examples
We will give two examples, generalizing the previous ones given in [9].
The first one is a close cousin of the example given by Proposition 17 in [9]. We will
consider
F (a) = (a− 1)r F̂ (a) F̂ (a) =
n∏
i=r+1
(a− ai) 1 ≤ r ≤ n. (2.62)
Let us prove:
Proposition 5 The hamiltonian H and the integrals (S1, S2) associated with the previous
choice of F are globally defined on M ∼= H2.
Proof: We will take 5
x(a) =
1
2
r∑
l=1
µl
(1− a)l−1/2 −
n∑
i=r+1
ǫiξi(−ǫi ai)3/2√
ǫi(a− ai)
0 < a < 1 (2.63)
and the constraints
(ai < 0, ǫi = +1) or (ai > 1, ǫi = −1) µl ≥ 0 ξi ≥ 0. (2.64)
The metric
g =
(
x′
a
)2
da2 +
dy2
a
(2.65)
5As usual if r = n we take F̂ = 1 and in x the sum over i should vanish.
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under the coordinate change u =
√
a
1− a becomes
g = (1 + u2)
µ(u)2 du2 + dy2
u2
u ∈ (0,+∞) y ∈ R (2.66)
where
µ(u) =
r∑
l=1
(l − 1/2)µl(1 + u2)l−1 +
n∑
i=r+1
ξi
(1 + ρi u2)3/2
, ρi = 1− 1
ai
.
and
ρi = 1− 1
ai
∈ (0, 1) ∪ (1,+∞).
Let us define
uΩ(u) =
∫ u
0
µ(v) dv. (2.67)
Thanks to Proposition 13 one obtains
Ω(u) =
r∑
l=1
µl
2
l∑
s=1
Ps (1 + u2)s−1 +
n∑
i=r+1
ξi√
1 + ρi u2
. (2.68)
Let us define the new variable
t = uΩ(u) ∈ (0,+∞) −→ dt
du
= µ(u) > 0.
We see that the inverse function u(t) is increasing and C∞([0,+∞)). The metric becomes
g = (1 + u2(t)) Ω2(u(t))
dt2 + dy2
t2
, (2.69)
and since the C∞([0,+∞)) conformal factor never vanishes, we conclude that M ∼= H2.
We have seen that the integrals are
S1 = Q1 + y G S2 = Q2 + y Q1 +
y2
2
G G =
n∑
k=0
Ak H
k P 2(n−k)y (2.70)
and we know that (H, Py, G) are globally defined on M .
Let us consider Q1, defined in Proposition 3. Using the relation (2.31), we have
(−1)k bk =
r∑
l=1
µl
Pl
l∑
s=1
σ
(1,s)
k−s Pl−s+1 (1 + u2(t))l−s+1/2
+
n∑
i=r+1
ai ξi
√
1 + u2(t)√
1 + ρi u2(t)
σik−1.
(2.71)
All the functions of t ∈ (0,+∞) are indeed C∞ so that Q1, hence S1, is globally defined
on M .
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Using the relations (2.42), (2.43) and (2.44) the proof that Q2, hence S2, are globally
defined on the manifold M ∼= H2 is quite similar. 
The second example is given by the choice
F (a) = (a− a1)r1(a− a2)r2 F̂ (a) r = r1 + r2 1 ≤ r ≤ n. (2.72)
Let us prove:
Proposition 6 The hamiltonian H and the integrals (S1, S2) associated with the previous
choice of F are globally defined on M ∼= R2.
Proof: We will start from 6
x(a) = −
r1∑
l=1
µl
(a− a1)l−1/2 +
r2∑
l=1
νl
(a2 − a)l−1/2 − 2
n∑
i=r+1
ǫi ξi√
∆i
. (2.73)
with
0 < a1 < a < a2 µk > 0 νl > 0 ξi > 0 ai 6∈ [a1, a2].
The derivative is
Da x =
r1∑
l=1
(l − 1/2)µl
(a− a1)l+1/2 +
r2∑
l=1
(l − 1/2) νl
(a2 − a)l+1/2 +
n∑
i=r+s+1
ξi
∆
3/2
i
, (2.74)
allows to define dt =
dx√
a
. Using Proposition 14 we get for the new coordinate t(a) the
explicit formula
t(a)√
a
=
r1∑
l=1
µl
Pl
l∑
s=1
Ps
(−a1)l−s+1
1
(a− a1)s−1/2
+
r2∑
l=1
νl
Pl
l∑
s=1
Ps
al−s=12
1
(a2 − a)s−1/2 −
n∑
i=r+1
ξi
ai
√
∆i
(2.75)
which shows that t(a) is an increasing C∞ bijection from a ∈ (a1, a2) → t ∈ R ensuring
the existence of its inverse function a(t) which maps R → (a1, a2).
In the coordinates (t, y) we get for the metric
g =
1
a(t)
(dt2 + dy2) (2.76)
and since the C∞ conformal factor a(t) never vanishes we conclude that the manifold is
M ∼= R2.
For the integral S1 we have the coefficients
(−1)k bk[F ] = −
r1∑
l=1
µl
Pl
l∑
s=1
(−1)t σ(1,s)k−s
Pl−s+1
(a(t)− a1)l−s+1/2
+
r2∑
l=1
νl
Pl
l∑
s′=1
σ
(2,s′)
k−s′
Pl−s′+1
(a2 − a(t))l−s′+1/2 − 2
n∑
i=r+1
ǫiξi√
ǫi(a(t)− ai)
σik−1
(2.77)
6As usual if r + s = n we take F̂ = 1 and in x the sum over i should vanish.
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and all the functions involved are indeed C∞ for a(t) ∈ (a1, a2).
Since the coefficients appearing in S2 are
ck[F ] = −
∫ a
bk[F ]Da x da, a ∈ (a1, a2), (2.78)
the same arguments do apply. 
Let us examine now the case where the integrals are of odd degree.
3 Integrals of odd degree in the momenta
Let us first recall the results obtained in [9].
3.1 The simple case
The hamiltonian and F (a) remain unchanged
g =
(
x′
a
)2
da2 +
dy2
a
, H = Π2 + aP 2y , Π =
a
x′
Pa, F (a) = a
n +
n−1∑
k=0
Ak a
k, (3.1)
but this time
G = Hn Py +
n−1∑
k=0
AkH
k P 2(n−k)+1y ♯[G] = 2n+ 1 n ≥ 1. (3.2)
The extra integral is now
S1 = Q1 + yG Q1 =
n∑
k=0
b˜k(a)Π
2k+1P 2(n−k)y ♯[S1] = ♯[Q1] = 2n+ 1. (3.3)
As shown in [9] the b˜k are given by
∀k ∈ {0, 1, . . . , n−1} : b˜k[F ] =
k+1∑
s=1
Dk+1−sa F
(k + 1− s)!
Dsax
(1/2)s
; b˜n = νn ∈ R\{0}, (3.4)
where F (a) = an +
n−1∑
k=0
Ak a
k and x(a) is a solution of the ODE
Opn[F ] x(a) = (n+ 1/2)νn a. (3.5)
In the simple case we have
x(a) =
νn
2
a+ x=(a), (3.6)
where x=(a) is given in (2.10). It is again interesting to define new functions bk which
allow to write
Q1 =
n∑
k=0
bk[F ] ΠH
n−k P 2ky bk[F ] =
k∑
s=0
(
n− s
k − s
)
(−a)n−k b˜n−s[F ]. (3.7)
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In the simple case one has
bk[F̂ ] = (−1)kνn σk + b=k [F̂ ], (3.8)
where b=k [F̂ ] is defined in (2.11). A second integral of degree 2n+ 1 can be constructed:
S2 = Q2 + yQ1 +
y2
2
G Q2 =
n∑
k=0
ck[F ]H
n−k P 2k+1y ♯[Q2] = 2n+ 1 (3.9)
provided that
Dack[F ] = −(Dax) bk[F ]. (3.10)
In the simple case we had
ck[F̂ ] =
(−1)k+1
2
(
ν2naσk + 2νn
n∑
i=1
ξi√
∆i
(σik + aσ
i
k−1)
)
+ c=k [F̂ ], (3.11)
where c=k [F̂ ] is defined in (2.11).
Let us consider now the case of a multiple real root for F .
3.2 The case of a multiple real root
Let it be supposed that a single real root of F , let us say a1, has multiplicity r while all
others roots remain simple:
r ∈ {2, . . . , n} : F (a) = (a− a1)r F̂ F̂ =
n∏
i=r+1
(a− ai) (3.12)
To shorten matters we will give only the results, which follow easily from techniques
developed either in [9] or in Section 2.
Let us denote by x=(a) the solution obtained in Proposition 2. Similarly b=k [F ] and
c=k [F ], the functions needed in the integrals S1 and S2, and given respectively in Proposition
3 and Proposition 4 of Section 2. Then we have
x(a) = x=(a) +
νn
2
a. (3.13)
From this result we deduce the coefficients of Q1:
bk[F ] = b
=
k [F ] + (−1)kνn σk (3.14)
and the coefficients of Q2:
ck[F ] = c
=
k [F ] +
(−1)k+1
2
(
c
(νν)
k + 2c
(νξ)
k + 2c
(νµ)
k
)
(3.15)
with
c
(νν)
k = ν
2
n a σk c
νξ
k = νn
n∑
i=r+1
ξi√
∆i
(σik + a σ
i
k−1) (3.16)
and
c
(νµ)
k = νn
r∑
l=1
µl
Pl
(
σk
Pl
∆
l−1/2
1
+
l∑
s=1
(−ǫ1)s σ(1,s)k−s
Pl−s+1
(2l − 2s− 1)∆l−s−1/21
)
. (3.17)
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3.3 Globally defined metrics
We will give a few examples generalizing and correcting Proposition 27 in [9].
We will take F (a) = (a− a1)r with 1 ≤ r ≤ n. This choice allows to take
x(a) =
a
2
− c
r∑
l=1
µl
∆
l−1/2
1
∆1 = ǫ1(a− a1) (3.18)
and gives the metric
g =
1
a
(
dx2
a
+ dy2
)
y ∈ R. (3.19)
The coordinate change u =
√
a allows to write
g =
1
u2
(
µ(u)2 du2 + dy2
)
u > 0, y ∈ R (3.20)
where
µ(u) = 1 + ǫ1c
r∑
l=1
(2l − 1)µl
∆
l+1/2
1
. (3.21)
Various choices of the parameters will lead to different examples of globally defined models.
Let us begin with
Proposition 7 Provided that all µl are strictly positive, the choice
µ(u) = 1 +
r∑
l=1
(2l − 1)µl
(1− u2)l+1/2 (3.22)
leads to a globally defined SI model on M ∼= H2.
Proof: We have taken ǫ1 = −1 giving ∆1 = a1 − u2 which requires a1 > 0 so we will set
a1 = 1 and we will have u ∈ (0, 1). This enforces c = −1 in order to avoid a zero of µ,
which would produce a curvature singularity, since we have for the sectional curvature
R = −µ+ uµ
′
µ3
. (3.23)
The function µ(u) is strictly increasing from µ(0+) = 1+
r∑
l=1
(2l− 1)µl up to µ(1−) =
+∞ which allows to define the new coordinate
t =
∫ u
0
µ(s)ds : u ∈ (0, 1) → t ∈ (0,+∞) =⇒ t = uΩ(u) (3.24)
and Proposition 13 gives
Ω(u) = 1 +
r∑
l=1
µl
Pl
l∑
s=1
Ps
(1− u2)s−1/2 . (3.25)
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Let us notice that t(u) is a C∞ bijection as well as its inverse function u(t). It follows that
the metric becomes
g = Ω2(u(t))
dt2 + dy2
t2
(
t > 0 y ∈ R
)
, (3.26)
and since Ω never vanishes it follows that g is conformal to the Poincare´ metric for the
hyperbolic plane and therefore M ∼= H2.
The check for the integrals is trivial since the bk and the ck merely depend on functions
of the form
1
(1− u2)l−s−1/2 l ∈ {1, 2, . . . , r} l − s ≥ 1, (3.27)
which are all C∞ for u ∈ (0, 1). 
Let us now consider the case ǫ1 = 1.
Proposition 8 Provided that all µl are strictly positive, the choice
µ(u) = 1 +
r∑
l=1
(2l − 1)µl
(1 + u2)l+1/2
(3.28)
leads to a globally defined SI model on M ∼= H2.
Proof: Here we have for the coordinates (u > 0 y ∈ R). It follows thatµ is strictly
decreasing from µ(0) = 1 +
r∑
l=1
(2l − 1)µl down to µ(+∞) = 1. Defining
t =
∫ u
0
µ(s)ds =⇒ t = uΩ(u) (3.29)
and using Proposition 13 we get
Ω(u) = 1 +
r∑
l=1
µl
Pl
l∑
s=1
Ps
(1 + u2)s−1/2
(3.30)
which never vanishes. We then conclude as in the previous proof. 
Proposition 9 Provided that all µl are strictly positive and that
r∑
l=1
(2l − 1)µl < 1, the
choice
µ(u) = 1−
r∑
l=1
(2l − 1)µl
(1 + u2)l+1/2
(3.31)
leads to a globally defined SI model on M ∼= H2.
Proof: The difference with the previous case is that now µ is strictly increasing from
µ(0) > 0 up to µ(+∞) = 1. Defining the new coordinate t as in the previous Proposition,
we have, using Proposition 13:
Ω(u) = 1−
r∑
l=1
µl
Pl
l∑
s=1
Ps
(1 + u2)s−1/2
(3.32)
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which never vanishes for u ≥ 0 due to 7
r∑
l=1
µl
Pl
l∑
s=1
Ps
(1 + u2)s−1/2
≤
r∑
l=1
µl
l∑
s=1
Ps
Pl =
r∑
l=1
(2l − 1)µl < 1. (3.33)
We then conclude as in the previous proof. 
The last case is
Proposition 10 Provided that all µl are strictly positive, the choice
µ(u) = 1 +
r∑
l=1
(2l − 1)µl
(u2 − 1)l+1/2 (3.34)
leads to a globally defined SI model on M ∼= R2.
Proof: We have for the coordinates (u > 1 y ∈ R) and µ is strictly decreasing from
µ(1+) = +∞ down to µ(+∞) = 1.
This time we have
Ω(u) = 1−
l∑
s=1
(−1)l−s µlPl
Ps
(u2 − 1)s−1/2 : u ∈ (1,+∞) → t ∈ R. (3.35)
The mapping u → t is a C∞ bijection, so the metric becomes
g =
1
u2(t)
(dt2 + dy2) (t, y) ∈ R2 (3.36)
implying M ∼= R2 since the conformal factor never vanishes.
We then conclude as in the previous proof. 
Remarks:
1. Our analysis, valid also for r = 1, does correct Proposition 27 in [9]. The analyses
of the cases T+− and T−− were mistaken.
2. Here we have considered the case F (a) = (a − a1)r. It would be quite easy to
generalize to F (a) = (a−a1)r F̂ (a) where F̂ (a) =
n∏
i=r+1
(a−ai) with appropriate restrictions
on the parameters ai.
3. The choice
F (a) = (a− a1)r1(a− a2)r2F̂ (a) 0 < a1 < a < a2, (3.37)
generalizing the example given in the Proposition 30 in [9] can be worked out. The details
are left to the interested reader.
7One has to use (C.5) in Appendix C for k = 0.
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4 Conclusion
Many problems remain open for this class of SI models. Let us just quote a few:
1. The case where F has complex conjugate roots, leading to
F (a) = (a2 + 1)rF̂ (a) r ≥ 1
is still unsolved.
2. A full classification of the globally defined cases remains undone.
3. The Zoll metrics are expected in the trigonometric case (see the Introduction) but
this problem has been solved, up to now, only for cubic integrals in [6]. A generalization
to all degrees would be of the greatest interest.
4. The approach followed in [4] for the cubic case by Matveev and Shevchishin and
generalized later by Novichkov in [5] for the quartic case gives highly non-linear ODEs
of first order which remain to be solved...In our solution we observed some kind of a
bifurcation behaviour: given the parameters (a1, a2) which appear in the parametric form
of the solution, the very structure of this solution is somewhat different according to
whether a1 = a2 or a1 6= a2.
5. At the quantum level, any quantization will give [Ĥ, P̂y] = 0, as explained in [1],
but finding some quantization scheme for which
[Ĥ, Ŝ1] = [Ĥ, Ŝ2] = 0
would be very interesting but possibly difficult.
Appendices
A Appendix A
This Appendix is devoted to the computation of
Bp,k,l[F ] =
k∑
s=p
F (k−s)
(k − s)!
Dsa xl
(1/2)s
xl =
1
∆
l−1/2
1
∆1 = ǫ1(a− a1) (A.1)
provided that
k ∈ N, 0 ≤ p ≤ k, l ∈ N\{0}. (A.2)
We will prove:
Proposition 11 Under the restrictions (A.2) one has the relation
Bp,k,l[F ] =
(−ǫ1)p
Pl
l∑
s=1
(p− 1/2)l−s
(l − s)! ∆
s−(l+p)+1/2
1
Dk−pa
(k − p)!
(
F
∆s1
)
. (A.3)
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Proof: The change s′ = s− p gives
Bp,k,l[F ] =
k−p∑
s=0
F (k−p−s)
(k − p− s)! Ys+p,l Ys+p,l =
Ds+pa xl
(1/2)s+p
. (A.4)
Computing the derivatives of xl gives
Ys+p,l = (−ǫ1)s+p (l − 1/2)s+p
(1/2)s+p
∆
−l−(s+p)+1/2
1 . (A.5)
Combining the relation
(l − 1/2)s+p
(1/2)s+p
=
(s+ p+ 1/2)l−1
(1/2)l−1
(A.6)
and
Dl−1a (∆
−s−p−1/2
1 ) = (−ǫ1)l−1 (s+ p+ 1/2)l−1∆−l−s−p+1/21 (A.7)
one gets eventually
Ys+p,l =
(−ǫ1)p+l−1
Pl
Dl−1a
(l − 1)!
(
∆
−p+1/2
1 (−ǫ1)s∆−s−11
)
Pl = (1/2)l−1
(l − 1)! . (A.8)
Leibnitz formula gives
Ys+p,l =
(−ǫ1)p+l−1
Pl
l−1∑
t=0
(
Dl−1−ta
(l − 1− t)! ∆
−p+1/2
1
)
Dta
t!
(
(−ǫ1)s∆−s−11
)
(A.9)
and the relation
Dta
t!
(
(−ǫ1)s∆−s−11
)
=
Dta
t!
(Dsa
s!
∆−11
)
=
Dsa
s!
(Dta
t!
∆−11
)
=
Dsa
s!
(
(−ǫ1)t∆−t−11
)
(A.10)
gives eventually
Ys+p,l =
(−ǫ1)p+l−1
Pl
l−1∑
t=0
(−ǫ1)t
(
Dl−1−ta
(l − 1− t)! ∆
−p+1/2
1
)
Dsa
s!
(
∆−t−11
)
. (A.11)
Plugging this into Bp,k,l and using again Leibnitz formula we are led to
Bp,k,l[F ] =
(−ǫ1)p+l−1
Pl
l−1∑
t=0
(−ǫ1)t
(
Dl−1−ta
(l − 1− t)! ∆
−p+1/2
1
)
Dk−pa
(k − p)!
( F
∆t+11
)
, (A.12)
and the relation
Dl−1−ta ∆
−p+1/2
1 = (−ǫ1)l−1−t (p− 1/2)l−1−t∆t−l−p+3/21 (A.13)
implies
Bp,k,l[F ] =
(−ǫ1)p
Pl
l−1∑
t=0
(p− 1/2)l−1−t
(l − 1− t)! ∆
t−l−p+3/2
1
Dk−pa
(k − p)!
( F
∆t+11
)
(A.14)
and the change s = t+ 1 gives Proposition 11. 
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B Appendix B
We will consider the case where the polynomial F (τ) has a real zero, say a1, of order r.
B.1 Definitions
Let us begin with
2 ≤ r ≤ n : Fn(τ) = (τ − a1)r F̂n−r(τ) F̂n−r(τ) =
n∏
i=r+1
(τ − ai) (B.1)
The polynomial F̂n−r(τ) has only simple zeroes ai and if r = n we take F̂0(τ) = 1. The
subscripts, which we will omit in what follows, indicate the degree w. r. t. τ of the various
polynomials.
Let us define some new symmetric functions of the roots by
0 ≤ s ≤ r : F (τ)
(τ − a1)s =
n+s∑
k=0
(−1)k−s σ(1, s)k−s τn−k. (B.2)
Since the degree in τ of the left hand side is n−r we have a set of non-vanishing symmetric
functions
σ
(1, s)
0 = 1, σ
(1, s)
1 , · · · , σ(1, s)n−s
while all others vanish
σ
(1, s)
−s = · · · = σ(1, s)−1 = 0 σ(1, s)n+1−s = · · · = σ(1, s)n = 0.
Let us simplify these notations for s = 0, 1 by setting
σ
(1, 0)
k = σk σ
(1, 1)
k−1 = σ
1
k−1
defined as usual by the relations
F (τ) =
n∑
k=0
(−1)k σk τn−k F (τ)
τ − a1 =
n+1∑
k=0
(−1)k−1 σ1k−1 τn−k (B.3)
If r < n we can still define
r + 1 ≤ i ≤ n : F (τ)
τ − ai =
n+1∑
k=0
(−1)k−1 σik−1 τn−k (B.4)
and also
F (τ)
(τ − a1)s(τ − ai) =
n+s+1∑
k=0
(−1)k−s−1 σ(1, s) ik−s−1 τn−k. (B.5)
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B.2 Identities
Multiplying relation (B.2) by τ − a1 gives
σ
(1, s)
k−(s−1) + a1 σ
(1, s)
k−s = σ
(1, s−1)
k−(s−1) k ∈ {0, 1, . . . , n+ s− 1}. (B.6)
Multiplying relation (B.4) by τ − ai gives
k ∈ {0, 1, . . . , n+ s} : σ(1, s)k−s = σ(1, s) ik−s + ai σ(1, s) ik−s−1. (B.7)
Multiplying relation (B.4) by τ − a1 one gets
k ∈ {0, 1, . . . , n + s} : σ(1, s−1)k−(s−1) = σ(1, s) ik−(s−1) + a1 σ(1, s) ik−s . (B.8)
We will need also:
Proposition 12 One has the relation
Λik−1 ≡ σik−1 −
l−1−t∑
s=0
(a1 − ai)s σ(1, s+1)k−(s+1) = (a1 − ai)l−t σ(1, l−t) ik−(l−t)−1. (B.9)
Proof: Let us compute the generating function
n+1∑
k=0
(−1)k−1Λik−1 τn−k. (B.10)
Its first piece is given by (B.4) and the second one, after interchanging the summations,
is given by (B.2). The sum over s is a trivial finite geometric series leading to
F (τ)
τ − ai −
F (τ)
τ − ai
[
1−
(
ai − a1
τ − a1
)l−t+1]
= (ai − a1)l−t+1 F̂ (τ)
(τ − a1)l−t+1(τ − ai) (B.11)
Using the expansion given in (B.5) concludes the proof. 
C Appendix C
Let us begin with some easy formulae:
Proposition 13 For l ≥ 1 we have the relations
(2l − 1)
∫ u
(1 + t2)l−1 dt =
1
Pl
l∑
s=1
Ps u (1 + u2)s−1, u > 0, Pl = (1/2)l−1
(l − 1)! , (C.1)
as well as
(2l − 1)
∫ u dt
(t2 + ǫ)l+1/2
=
ǫ
Pl
l∑
s=1
ǫl−s Ps u
(u2 + ǫ)s−1/2
 ǫ = +1, u ∈ Rǫ = −1, u > 1, (C.2)
and
(2l − 1)
∫ u dt
(1− t2)l+1/2 =
1
Pl
l∑
s=1
Ps u
(1− u2)s−1/2 u ∈ (0, 1). (C.3)
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Proof: The derivative of the right hand side is, after some algebra:
(2l − 1) (1 + u2)l−1 + 1Pl
l−1∑
s=1
[
(2s− 1)Ps − 2sPs+1
]
(1 + u2)s−1, (C.4)
and the sum vanishes. The proofs of (C.2) and (C.3) are similar. 
Let us observe that differentiating (C.1) and expanding in power series gives the iden-
tities
∀k ∈ {0, 1, . . . , l − 1} : 1Pl
l∑
s=k+1
(
s− 1
k
)
Ps = (2l − 1)
2k + 1
(
l − 1
k
)
. (C.5)
We will need also:
Proposition 14 For aα 6= aβ we have
I α, βl, 0 ≡
∫
(l − 1/2) da
∆
l+1/2
α ∆
1/2
β
=
ǫβ
√
∆β
Pl
l∑
s=1
1
ηs
Pl−s+1
∆
l−s+1/2
α
, η = ǫα(aβ − aα). (C.6)
Proof: Let us first observe that∫
da
2∆
3/2
α ∆
1/2
β
=
ǫβ
η
√
∆β
∆α
. (C.7)
Defining D = ǫαDaα we can write
I α, βl, 0 =
1
(1/2)l−1
D(l−1)
∫
da
2∆
3/2
α ∆
1/2
β
=
ǫβ
√
∆β
(1/2)l−1
D(l−1)
(
1√
∆α η
)
, (C.8)
and using Leibnitz formula we get (C.6). 
We need also its generalization:
Proposition 15 One has, for aα 6= aβ, the relation
I α, βl,M ≡
∫
(l − 1/2) da
∆
l+1/2
α ∆
M+1/2
β
= −ǫα
η˜
∆
1/2−M
β
∆
l−1/2
α
2F1
(
1, −(l +M − 1)
−l + 3/2 ;−σ
∆α
η˜
)
. (C.9)
valid for all l ≥ 1, for all M ≥ 0 and η˜ = ǫβ(aα − aβ) 6= 0.
Proof: The change of variable u =
√
∆α gives
I α, βl,M = (2l − 1) ǫα
∫
du
u2l(η˜ + σ u2)M+1/2
σ = ǫαǫβ . (C.10)
For η > 0, expanding the denominator using the binomial theorem gives
I α, βl,M =
−ǫα
ηM+1/2
∑
s≥0
(M + 1/2)s
s!
(
−σ
η˜
)s −2l + 1
−2l + 2s+ 1u
−2l+2s+1. (C.11)
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Using the identity
−2l + 1
−2l + 2s+ 1 =
(−l + 1/2)s
(−l + 3/2)s (C.12)
we get for result
I α, βl,M =
−ǫα
η˜M+1/2 u2l−1
2F1
(
M + 1/2, −l + 1/2
−l + 3/2 ;−
σ u2
η˜
)
, (C.13)
which implies
I α, βl,M =
−ǫα
η˜M+1/2∆
l−1/2
α
2F1
(
M + 1/2, −l + 1/2
−l + 3/2 ;−σ
∆α
η˜
)
. (C.14)
We have
z ≡ −σ∆α
η˜
=
a− aα
aβ − aα 1− z =
∆β
η˜
and upon use of
2F1
(
a, b
c
; z
)
= (1− z)c−a−b 2F1
(
c− a, c− b
c
; z
)
(C.15)
we end up with the required result. By analytic continuation this result remains valid for
any η˜ 6= 0 because the hypergeometric function is merely a polynomial of degree l+M −1
in its variable. 
The reader can check that for M = 0 one indeed recovers relation (C.6).
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