Abstract-FlexRay is a popular communication protocol in modern automotive systems with several computation nodes and communication units. The complex temporal behavior of such systems depends highly on the FlexRay configuration and influences the performance of running control applications. In our previous work, we presented a design framework for integrated scheduling and design of embedded control applications, where control quality is the optimization objective. This paper presents our extension to the design framework to handle FlexRay-based embedded control systems. Our contribution is a method for the decision of FlexRay parameters and optimization of control quality.
.
Overview of our design tool with three main components: (1) synthesis of controller periods, (2) schedule and communication synthesis, and (3) synthesis of control laws. The underlying optimization targets the overall control quality.
scheduling and control design (sampling-period selection and control-law synthesis) have also been proposedhowever, mostly focusing on uniprocessor control systems. Sampling-period optimization for uniprocessor systems with multiple control loops and priority-based scheduling was first studied by Seto et al. [15] and later improved by Bini and Cervin [1] by considering control delays in the optimization. Rehbinder and Sanfridson proposed optimal control strategies for static scheduling of controllers on a uniprocessor system [11] .
In our previous work, we proposed a framework [12] for scheduling and synthesis of multiple control applications on computer networks with TTP or CAN communication. Figure 1 shows a general overview of our design tool, featuring an optimization loop for the decision of sampling periods for each control application in the system. In each iteration, for a given assignment of periods, we synthesize execution schedules and communications. We presented solutions [12] for time-triggered systems with static schedule tables for task executions and message transmissions, as well as event-driven systems with priority-based CAN communication. The results of the scheduling and communication synthesis step are the delay characteristics of the control applications. These delays are given as inputs to the next step for control-law synthesis. The control laws determine how the control signals are computed based on the measured outputs of the controlled plants. The evaluation of a solution is based on the computation of the control quality, which is the optimization objective and which decides whether to terminate the optimization or not.
This paper addresses the synthesis step highlighted in gray in Figure 1 for embedded control systems with fixed-priority scheduling of computation tasks and communication of messages according to the FlexRay protocol. To our knowledge, optimization of FlexRay parameters in the context of integrated control design and scheduling has not been addressed in literature. Specifically, our contribution is optimization of priorities and FlexRay frame identifiers, where control quality is the optimization objective. Our proposed solution has been integrated in our design tool and enables developers to design and optimize distributed embedded control systems that implement the FlexRay communication protocol.
II. System Model

A. Plant Model
Given is a set of plants P, which are connected by sensors and actuators to a computation platform with several computation nodes on a FlexRay bus. Let us introduce the set I P to index the elements in P. A plant P i ∈ P is modeled as a linear state systeṁ
where the vectors x i and u i are the plant state and controlled input, respectively, and the vector v i models plant disturbance as a given random white-noise process.
In typical applications, all components of the state x i cannot be measured by the available sensors. The plant outputs y i that can be measured are modeled as
where the vector y i is the output of plant P i and e i is measurement noise (e.g., due to imperfect sensors). The output y i is measured and sampled periodically and is used by a controller to produce the control signal u i . The measurement noise e i is modeled as white-noise process. The control problem is to control each plant in the presence of plant disturbances and measurement noise. The control signal is updated at discrete time instants and is held constant between updates [18] . The actual controller is a design objective and is an output of our design framework. As an example, let us consider a set of two inverted pendulums P = {P 1 , P 2 }. Each pendulum P i (i ∈ I P = {1, 2}) is modeled according to Equations 1 and 2, with
and C i = 1 0 , where g ≈ 9.81 m/s 2 and l i are the gravitational constant and length of pendulum P i , respectively (l 1 = 0.2 m and l 2 = 0.1 m).
B. Platform Model
The execution platform consists of a set of computation nodes N, indexed by I N , that are connected by communication controllers to a bus. according to the FlexRay protocol with a periodic bus cycle composed of a static and dynamic phase of given length. The static phase is divided into static slots of equal lengths. Each static slot is assigned one node; thus, a node has a set of static slots (possibly no slots assigned) and can send messages in the static phase only in those slots. Figure 4 shows an example of a FlexRay bus cycle with two static slots in the static phase. The dynamic phase is divided into minislots. The bus cycle in Figure 4 has 10 equal-length minislots (denoted MS) in the dynamic phase. The communication in the dynamic phase is conducted in dynamic slots (as opposed to static slots of fixed size in the static phase). The slots in the dynamic phase are of varying size depending on whether messages are sent in certain minislots and the number of minislots that are needed to send a particular message. The maximum number of dynamic slots n DYN is given as a part of the FlexRay configuration. Each dynamic slot is assigned one node; thus, given is a function dyn : {1, . . . , n DYN } −→ N that assigns a computation node to each dynamic slot. Let us also introduce the function dyn * : N −→ 2 {1,...,nDYN} that gives the set of dynamic slots assigned to a node-thus,
C. Application Model
Each plant is controlled by a set of software tasks that sample the plant outputs, compute control signals, and actuate them periodically. For each plant P i , we have a control application Λ i = (T i , Γ i ) modeled as a directed acyclic graph in which the vertices are tasks T i and the edges Γ i represent data dependencies between tasks. We denote the set of control applications with Λ, which is indexed by I P . In Figure 2 , we show two applications Λ = {Λ 1 , Λ 2 }, which are controllers for the two pendulums P 1 and P 2 in the example before. Figure 5 . Communication in dynamic slots. Dynamic slots are varying in size depending on the size of the message to be sent. The length of a dynamic slot is equal to the length of a minislot if no message is sent.
The tasks of each application Λ i ∈ Λ are released for execution periodically with the period h i . An edge γ ijk = (τ ij , τ ik ) ∈ Γ i models a message between two tasks. In Figure 2 , the two applications Λ 1 and Λ 2 control the two pendulums P 1 and P 2 , respectively. For example, task τ 11 on node N 1 samples the pendulum position periodically and sends it on the FlexRay bus to task τ 12 , which in turn computes and actuates the control signal. Each task is mapped to a computation node in the network. The tasks on a node are scheduled according to given static priorities [6] . The mapping is given by a function map : T Λ −→ N, where T Λ = ∪ i∈I P T i is the set of all tasks in the system. A message between tasks mapped to different nodes is sent on the bus; thus, the set of messages that are communicated on the bus is
The communication time of a message is given. The execution time of a task is typically not constant and is given as a distribution of execution times between with the best-case and worst-case execution times.
III. FlexRay Communication and Motivation
Let us consider message transmission in the dynamic phase of the FlexRay bus cycle (see Figure 4) . The dynamic phase has a given length and consists of a given number of minislots (the length of a minislot is implicit). The maximum number of dynamic slots within one dynamic phase is n DYN . Section II-B defines these parameters and the dynamic-slot mapping to computation nodes as a function dyn. In Figure 3 , we show the communication subsystem of the example in Figure 2 . The first node has two dynamic slots assigned (slots 1 and 3), whereas the second node can send messages only in the second dynamic slot. There are three dynamic slots in total. A node has in its communication controller a message queue for each assigned dynamic slot. The message queues are illustrated with white rectangles in Figure 3 . When a task completes execution and produces a message to a task on another computation node, this message is transferred to the designated queue. The communication controller sends the message on the bus when the corresponding dynamic slot of the queue starts.
Each message γ ijk = (τ ij , τ ik ) ∈ Γ bus on the bus is assigned a frame identifier f ijk . The message is sent in the dynamic slot indicated by the assigned frame identifier. The frame identifier must be assigned a value that corresponds to a dynamic slot available to the sending computation node-thus, f ijk ∈ dyn * (map(τ ij )). Message γ 112 in Figure 3 is assigned frame identifier 1 and is thus sent in the first dynamic slot. Messages that are assigned the same frame identifier are ordered by priorities in the corresponding message queue. Messages γ 212 and γ 213 have been assigned the same frame identifier. In this example, we consider that γ 213 has the higher priority. The figure shows the messages γ 112 , γ 212 , γ 213 , and γ 234 . The arrows show the message queue (frame identifier) of each message.
Let us consider a runtime communication example. Task τ 11 is executed on node N 1 and τ 21 is executed on node N 2 . The other tasks are waiting for messages. Both tasks execute and finish during the static phase. When the dynamic phase starts, messages γ 112 (to task τ 12 ), γ 212 (to task τ 22 ), and γ 213 (to task τ 23 ) are in the corresponding message queues in the communication controllers and are ready to be transmitted. Message γ 112 has frame identifier 1 and is therefore sent in the first dynamic phase as shown in Figure 5 . The message occupies three minislots, which means that, in this bus cycle, the first dynamic slot comprises three minislots.
The second dynamic slot starts at the end of the third minislot. As Figure 3 shows, messages γ 212 and γ 213 have the frame identifier 2. Message γ 213 has higher priority than γ 212 and is therefore the message that is transmitted in the second dynamic slot. The length of the message is four minislots. When γ 213 is received on N 1 , task τ 23 starts its execution. The third dynamic slot starts at the end of minislot 7. The only message that is assigned frame identifier 3 is γ 234 on node N 1 . In this first bus cycle, however, nothing is sent in the third dynamic slot, since τ 23 did not yet finish execution (the slot comprises one minislot).
Let us consider that τ 23 finishes its execution during the static phase of the second bus cycle. At the start of the second dynamic phase, messages γ 212 and γ 234 (from task τ 23 ) are ready for transmission. The first dynamic phase is one minislot, because no message with frame identifier 1 is available in the queue. Message γ 212 is sent in the second dynamic phase and occupies 3 minislots. Message γ 234 is transmitted in the third dynamic slot. A message is transmitted only if sufficient number of minislots remain until the end of the dynamic phase (the message is delayed to the next bus cycle otherwise).
The delay characteristics depend highly on the assignment of frame identifiers to the messages. This in turn impacts the achievable performance of the running control applications. Figure 6 shows two histograms of control delays, corresponding to two different assignments of frame identifiers. On the horizontal axis, we depict the control delay, whereas on the vertical axis, we show the number of times a certain control delay occurred, relative to the total number of delays observed during simulation of an example system. Each graph represents the controldelay distribution of a certain control application. The average delay for the left graph is 477, whereas for the right graph it is 249. In addition, we observe that the left graph shows larger delay variations, compared to the right graph. The frame identifiers that were used in the simulations corresponding to the right graph thus give better control quality, because the delays are smaller in terms of average delay and their variance. The sensitivity to delays and their amount of variation depends on the dynamics (Equation 1) of the plant under control.
IV. Control Quality
Let us consider a control application Λ i of a plant P i with given period h i and control law u i . We measure the quality of controller Λ i with a quadratic cost
which is a very common performance metric in controlsystems literature [18] . The cost penalizes variations in the plant state x i . The cost includes a penalizing term for the control signal u i since this influences the energy spent for actuation. The weight matrix Q i is given by the designer and is used to indicate importance of having small variations in the plant state relative to the penalty of control actuations. The matrix Q i is also used to indicate importance of a certain control application relative to other control applications in the system. Important to notice is that a smaller value of the cost J i indicates a higher control quality. The cost J i depends on the sampling period h i of control application Λ i and its control law u i . More important in the context of this paper, J i depends on the delays (computation and communication delays) between sampling and actuation. Given a controller and its delay characteristics, we compute the cost J i with the Jitterbug toolbox [5] .
V. Problem Formulation
A. Problem Inputs and Decision Variables
The inputs to our design-optimization problem are a set of physical plants P that are connected through sensors and actuators to a FlexRay network with a set of computation nodes N. Given is also a set of control applications Λ and their mapping onto the computation nodes, all according to our description in Section II. Regarding the bus configuration, we consider the static and dynamic phases to have given lengths. The dynamic-slot assignment dyn : {1, . . . , n DYN } −→ N to computation nodes is given according to Section II-B.
The decision variables (outputs) of our problem are the period h i and control-law u i of each control application Λ i , as well as a priority for each task and FlexRay frame identifiers and priorities of each message in the system. The periods and control laws are optimized according to our current framework [12] . The integration of FlexRay-parameter optimization is significant to achieve high control quality and is the contribution of this paper.
Let us define what constitutes a solution in terms of priorities and frame identifiers. We shall define three parts: (1) the task priorities ρ, (2) the frame identifiers f for messages, and (3) the message priorities ω. To define the three parts, we shall consider given an arbitrary bijection σ T : {1, . . . , |T Λ |} −→ T Λ that gives a total order of the set of all tasks T Λ . The first part ρ (the task priorities) is a tuple (ρ 1 , . . . , ρ |T Λ | ) where each ρ k ∈ N is a natural number representing the priority of task σ T (k). The tasks have unique priorities (i.e., ρ k = ρ l for k = l).
To define the two remaining parts of a solution, consider any bijection σ Γ : {1, . . . , |Γ bus |} −→ Γ bus that orders the set of all messages Γ bus in the system. The second part f (the frame identifiers) assigns a frame identifier to each message and is a tuple f = (f 1 , . . . , f |Γ bus | ), where f k ∈ N is the frame identifier of message σ Γ (k). The frame identifiers must be assigned according to the dynamic-slot assignments to computation nodes. This means that the frame identifier f k of message σ Γ (k) must be assigned a value which corresponds to the frame identifier of the transmitting node in the network. Specifically, considering that τ ij is the task that sends the message, we have f k ∈ dyn * (map(τ ij )). The third part ω = (ω 1 , . . . , ω |Γ bus | ) of the solution comprises the message priorities and are unique among messages that are assigned the same frame identifier. The message priorities are merely used to prioritize the transmission of messages with the same frame identifier.
B. Optimization Objective
Our objective is to maximize the control quality of all control applications in the system. We shall formulate the optimization objective in terms of the control cost defined in Equation 3 . The cost to be minimized is the cumulative control cost of all control applications
Note that a smaller value of J indicates a higher overall control quality. Importance of a certain control application relative to other control applications is included implicitly in Equation 4 since this is specified by the designer through the weight matrix Q i in Equation 3. Figure 7 shows a flowchart of our optimization approach. This flowchart, which is specific for FlexRaybased systems, corresponds to the gray box in our design framework in Figure 1 . Thus, in this section, we consider the period h i of each control application Λ i given. Our optimization approach for the exploration of priorities and frame identifiers belongs to the class of stochastic optimization techniques and is based on genetic algorithms [10] . The gray rectangles in the flowchart show the different steps of our approach. The white rectangles with rounded corners show the inputs and results of each step. Initially, we generate randomly a population of solutions (priorities and frame identifiers) with the characteristics defined in Section V-A. Each member in the population thus gives an assignment of task priorities as well as frame identifiers and priorities of all messages. Our genetic algorithm-based solution is iterative and in each iteration it evaluates every member of the population (the dashed rectangle in Figure 7 ) in terms of the cost J defined in Equation 4 . After this step, a new population is generated with the crossover and mutation operators for genetic algorithms. The crossover operator is used to combine two solutions into better solutions, based on the computed costs. The mutation operator is used to achieve diversification in the exploration phase, in order to avoid situations where the algorithm gets stuck in local optima. Members are chosen for crossover and mutation with certain probabilities. These probabilities for genetic algorithms are to be tuned experimentally (the crossover probability is usually significantly larger than the mutation probability). For the experiments presented in the next section, we have used 0.65 and 0.1 for the crossover and mutation probabilities, respectively. Crossover and mutation operators have been used in our previous work [14] to optimize average response times of real-time systems with FlexRay communication. After the crossover and mutation step, we have a new population that is evaluated in the next iteration. At each iteration during optimization, we keep track of the solution with the current best cost. The stopping condition that we have used in our implementation and experiments is that the optimization stops when the current best solution has been unchanged since five consecutive iterations of the genetic algorithm.
VI. Optimization Approach
Let us consider a certain iteration and discuss how we evaluate each member (solution candidate) of a population. The evaluation of a member is shown in Figure 7 as Figure 7 .
Our proposed optimization approach. The genetic algorithm for the assignment of priorities and frame identifiers is iterative and evaluates members (solution candidates) through simulations followed by computations of control quality.
the steps inside the dashed rectangle. The first step is to obtain the delay distribution of each control application, considering the priorities and frame identifiers given by the member (solution candidate). These distributions are obtained through simulation by configuring our inhouse simulator [13] for distributed real-time systems with the periods of each control application Λ i and the priorities and frame identifiers given by the member. Examples of possible outputs (delay distributions) of this simulation are shown in Figure 6 . The next step is to synthesize the control law u i of each application Λ i . We use the Jitterbug toolbox [5] to synthesize the control law. The obtained control law and the delay distributions for the simulations are used to compute the cost J i (Equation 3) of each application Λ i (smaller J i indicates higher control quality), leading to the final cost J of the evaluated member.
VII. Experimental Results
We performed experiments on 120 benchmarks to study the quality improvement that can be achieved by optimizing priorities and frame identifiers of tasks and FlexRay messages. The benchmarks have been created with an in-house tool [12] and comprise networks of 2 to 6 computation nodes, and 2 to 9 plants to be controlled from a database of inverted pendulums, ball and beam processes, DC servos, and harmonic oscillators [18] . Such plants are representatives of control problems and are used extensively for experimental evaluation in the realtime control systems domain. For each control application, we considered 3 to 5 tasks with data dependencies. The size of our benchmarks vary from 6 to 45 tasks and 4 to 36 messages on the FlexRay bus.
As a baseline of comparison, we defined a straightforward approach to the assignment of priorities and frame identifiers. Note that no other methods for controlquality optimization of FlexRay parameters has been proposed in literature. The straightforward approach is based on a rate-monotonic assignment of priorities and frame identifiers. This means that tasks in control applications with small periods are assigned high priorities, and vice versa. Similarly, messages that belong to control applications with small periods are assigned small frame identifiers from the set of frame identifiers available on the corresponding computation node. This is a typical design method that would be used by real-time control system developers in case no suitable, systematic optimization method is available. For each benchmark, we run our design tool with the proposed optimization approach in Section VI as well as our tool with the defined straightforward approach. We were interested in the relative cost-improvement (J SF − J OPT )/J SF of our approach, where J OPT and J SF , respectively, are the costs of the solutions obtained with our proposed optimization approach and the straightforward approach (we remind that a smaller cost indicates higher control quality). Figure 8 shows on the vertical axis the average cost improvements in percent for the benchmarks with the number of control applications on the horizontal axis. For example, the cost-improvement that can be achieved with our proposed approach is 31.3 percent for systems with 9 control applications. The average cost improvement considering all benchmarks is 29.0 percent. Figure 9 shows the runtime of the proposed approach. All experiments were performed on a Linux PC with CPU frequency 2.2 Ghz and 8 Gb of main memory. We note that large FlexRay-based embedded control systems with 9 control applications, 45 tasks, and 36 messages can be synthesized in our design framework (period and control-law synthesis and optimization of priorities and frame identifiers) in less than 25 minutes to obtain design solutions that provide high control quality.
VIII. Conclusions
FlexRay is a communication protocol that is in use in many embedded control systems. The complex timing of such systems is influenced by the selection of FlexRay parameters and is a major factor in the overall control quality provided by the system. We presented a method for selection of frame identifiers and control-quality optimization for FlexRay-based control applications.
