Abstract. The most common data collection in shotgun proteomics is via datadependent acquisition (DDA), a process driven by an automated instrument control routine that directs MS/MS acquisition from the highest abundant signals to the lowest. An alternative to DDA is data-independent acquisition (DIA), a process in which a specified range in m/z is fragmented without regard to prioritization of a precursor ion or its relative abundance in the mass spectrum, thus potentially offering a more comprehensive analysis of peptides than DDA. In this work, we evaluate both DDA and DIA on three different linear ion trap instruments: an LTQ, an LTQ modified with an electrodynamic ion funnel, and an LTQ Velos. These instruments represent both older (LTQ) and newer (LTQ Velos) ion trap designs (i.e., linear versus dual ion traps, respectively), and allow direct comparison of peptide identifications using both DDA and DIA analysis. Further, as the LTQ Velos has an enhanced "S-lens" ion guide to improve ion flux, we found it logical to determine if the former LTQ model could be leveraged by improving sensitivity by modifying with an electrodynamic ion guide of significantly different design to the S-lens. We find that the ion funnel enabled LTQ identifies more proteins in the insoluble fraction of a yeast lysate than the other two instruments in DIA mode, whereas the faster scanning LTQ Velos performs better in DDA mode. We explore reasons for these results, including differences in scan speed, source ion optics, and linear ion trap design.
Introduction

S
hotgun proteomics by liquid chromatography tandem mass spectrometry (LC-MS/MS) is the common paradigm for characterizing proteins in complex mixtures [1] . Proteins are commonly digested to peptides and the complex peptide mixtures separated by microcapillary nanoflow liquid chromatography followed by the acquisition of tandem mass spectra of the eluting peptides using an approach known as data-dependent acquisition (DDA). In DDA, the most abundant peptides in a mass spectrum are selected for fragmentation automatically by the instrument data system using an instrument control language [2] . The approach is very powerful, especially when coupled with numerous offline and online sample fractionation approaches, and the advent of robust, commercially available, fast-scanning, and sensitive mass spectrometers. However, there are some disadvantages to using DDA methods. For example, although DDA offers a superficially logical and directed way of acquiring many peptide tandem mass spectra in a complex mixture, it is accepted that this method results in a stochastic random sampling of peptides, due largely to biases caused by poor control of ion selection with respect to order, retention time, and ion abundance at the point of selection [3] . With complex peptide mixtures, where under-sampling of eluting peptides is common, intra-assay variation of peptide identification can change by at least 50% from replicate to replicate injections (i.e., technical replicates), often leading to performing the same experiment on the same sample multiple times to raise repeatability of the results and confidence for the analyst. Although this is not necessarily a problem for a purely discovery-based experiment in which the number and identity of constituent proteins are the most important results, it is a major problem for quantitative proteomics experiments and investigators seeking precise measurement of differential protein expression. Furthermore, although DDA methods are always improving, the analyses are rarely comprehensive with respect to sample dynamic range, often leaving low abundant peptides in the sample uncharacterized [4] . Overall, there is a need to improve the throughput of comprehensive proteomics analyses, which still remain slow relative to comparable genomics technologies [5] .
As an alternative to DDA, data-independent acquisition (DIA) methods are based on activation of all ions within a defined mass-to-charge (m/z) isolation window regardless of their detected relative ion abundance [6] . This unique way of acquiring data departs from DDA approaches and seeks to improve the depth and coverage of proteomic analyses as well as the overall reproducibility of the experiment. The term "data-independent acquisition" was first coined by Venable et al., who used a Thermo Scientific LTQ ion trap mass spectrometer employing collision-induced dissociation (CID) isolation windows of 10 m/z acquired successively across a desired m/z range [7] . Peptides were identified by database search by considering the center of the isolation window as the peptide parent mass. Earlier, the concept of activating and fragmenting the entire m/z range was explored by Purvine et al., whose "shotgun CID" method demonstrated feasibility to perform parallel peptide sequencing using a quadrupole time-offlight (Q-TOF) instrument [8] . This concept was further developed by Silva et al. and commercially developed by Waters Corporation on their Q-TOF instrument platforms [9, 10] . Coined MS E , the method employs alternating acquisitions of mass spectra followed by full spectrum activation to produce CID mass spectra. Fragment ions are related to precursor ions for peptide identification through reconstruction and alignment of ion chromatograms using a proprietary software algorithm. Currently, the approach has been further advanced by combining MS E data acquisition with ion mobility separations [11] , a technique pioneered by Clemmer and co-workers and previously demonstrated for peptide separations to reduce chemical noise and improve sample dynamic range [12, 13] . A similar parallel peptide sequencing technique called All Ion Fragmentation (AIF) was recently reported for specific use with Thermo's Orbitrap Exactive [14] .
More recently Panchaud et al. modified the concept described by Venable by leaving the systematic dataindependent isolation of m/z windows intact, but by using m/z isolation windows that are typical of those found in DDA methods (i.e., ≤ 3.0 m/z [15] ). A primary motivation was to reduce the extent of chimeric precursor ions selected during the MS/MS event to allow the use of common, established database search engines for peptide identification. This approach, coined Precursor Acquisition Independent from Ion Count (PAcIFIC), benefited under the strict constraint that the number of MS/MS events per m/z range interrogated needed to fall within a typical peptide chromatographic peak width and, hence, necessitated a large amount of instrument time. The approach has benefited greatly from the development of instruments with faster duty cycles, with notable improvements moving from the linear ion trap (LTQ) to the dual ion trap (Velos) [16] and quadrupole Orbitrap hybrid (Q Exactive) [17] instruments. Recently, Aebersold and coworkers took the DIA concept and developed a targeted informatics approach for data analysis [18] . The method, coined SWATH and currently adapted to AB SCIEX Triple-TOF instrument platforms, acquires tandem mass spectra over moderately large m/z windows (e.g., 25 m/z) but uses reference library spectra (e.g., PeptideAtlas) to extract peptide identifications from the acquired spectra. Similarly, Bruce and co-workers developed another combined DIA informatics approach for use with high mass accuracy data called FT-All Reaction Monitoring (FT-ARM) [19] . A notable difference over SWATH, AIF, and MS E is that FT-ARM does not utilize peptide chromatographic elution profiles in the analysis.
Concurrent with the developments in data acquisition strategies have been improvements in ion source transmission efficiency. A large percentage of molecules in solution are lost during the process of ionizing at atmospheric pressure and subsequent transmission into the high vacuum region of the mass spectrometer [20] [21] [22] . A significant improvement to this problem has been with the emergence of the electrodynamic ion funnel, an ion guide that specifically addresses and corrects ion losses that occur while transmitting ions formed at atmospheric pressure through the pressure gradient of the first differentially-pumped vacuum region of the mass spectrometer [23, 24] . The ion funnel replaces more traditional interfaces, usually consisting of a nozzle/skimmer device, with a stackedring ion guide with large ion acceptance area. By utilizing co-application of radio frequency (rf) and DC electric fields, the expanding ion plume can be captured and refocused to a collimated ion beam ensuring near 100% transmission of ions from the first vacuum region of the mass spectrometer to downstream ion optics and detector [24] [25] [26] .
While improving ion transmission efficiency has obvious advantages and sensitivity improvements to beam-based instruments (e.g., triple quadrupole mass spectrometers), advantages for pulsed-source ion trap instruments are less clear. A particular advantage of Thermo's linear ion trap instruments is the time during which ions are allowed to accumulate in the trap, the ion injection time, can be varied to keep the ion population constant from scan to scan [27] . This has the effect of producing high quality tandem mass spectra from both low and high abundance molecular precursor ions with the only significant difference reflected in the corresponding ion injection times. The improvement offered by installing an ion funnel on an ion trap instrument is, therefore, manifested as a reduction in time taken to fill the trap [28] . Moreover, since DIA strategies focus on acquiring data regardless of precursor signal intensity, improvements in source efficiency would likely provide a more measurable benefit to identifying signals of low relative ion abundance than do DDA approaches, which prioritize exclusively on the most abundant signals. The Thermo LTQ Velos instrument incorporates technology improvements over the previous LTQ design, including using a stacked-ring ion guide called the "S-lens," which replaced the LTQ's tube lensskimmer configuration [29] . The rf-driven S-lens is similar in principle to the ion funnel but with the notable difference that it lacks a DC field component. Software improvements to the LTQ Velos enable elimination of the MS/MS prescan and instead predict the ion injection time using the signal from the MS precursor scan, thus saving time for each MS/MS spectrum acquired. Most significantly, the LTQ Velos incorporates a dual-pressure ion trap, which enables decoupling of ion accumulation and fragmentation, effectively analyzing ions at higher speeds than in previous single-trap instruments. Overall, these improvements result in an increase in instrument duty cycle of at least 50%, enabling significant improvements in the context of proteomics experiments on complex protein mixtures [30] .
In this work, we use three different Thermo Scientific linear ion trap mass spectrometers of different configuration to explore the effects of instrumentation differences and data acquisition strategies within the context of shotgun proteomics. These instruments include an unmodified LTQ, an LTQ modified in-house with an electrodynamic ion funnel, and an unmodified LTQ Velos. We employ both data-dependent and data-independent acquisition strategies on each instrument. The merits of different data acquisition approaches are compared and placed into context with the respective instrument hardware. Note that it is not our intention to offer a comprehensive comparison of DDA and DIA; rather, this work evaluates our chosen hardware platforms in the context of these two data acquisition strategies to offer data to those seeking alternatives to DDA for comprehensive protein identification and quantitative proteomics applications. Further, although employing additional fractionation strategies (e.g., SCX, SAX, 2D-LC, IEF) can also lead to improved proteome coverage, this work focuses on a single yeast lysate for evaluation of these data acquisition strategies.
Experimental
This work is divided into two parts. In the first part (Part A), we performed a typical shotgun proteomics experiment, using DIA and DDA methods on each of three different instrument types. In the second part (Part B), we performed direct infusion experiments on each of the instrument platforms to help explain and explore the results of the comparisons in Part A.
Part A: Sample Preparation and Liquid Chromatography-Tandem Mass Spectrometry
The ammonium bicarbonate-insoluble protein fraction of a whole-cell lysate of wild-type yeast (Saccharomyces cerevisiae) was denatured with 0.1% RapiGest (Waters Corporation, Milford, MA), reduced with 5 mM dithiothreitol, and incubated at 60°C for 30 min. After cooling, the lysate was alkylated with 15 mM iodoacetamide. The alkylated sample was digested to peptides using trypsin, with an enzymesubstrate ratio of 1:50, for 1 h at 37°C with shaking. RapiGest was cleaved by the addition of 200 mM HCl, at 37°C for 45 min with shaking. The resulting peptide solution was desalted and particulates removed by passing it through a mixed-mode cation exchange column (Oasis MCX; Waters) according to the manufacturer's instructions. Liquid chromatography was performed using a 40 cm microcapillary fusedsilica column (75 μm i.d.) packed with Jupiter C12 resin (Phenomenex, Torrance, CA), pulled in-house to a tip of 5 μm using a laser puller (Sutter Instrument, Novato, CA). Samples were analyzed by injecting an equal amount containing~1 μg of protein digest for all comparisons. Peptides were eluted using a linear gradient of 9% to 32% acetonitrile 
Part A: Data Acquisition
Data-independent acquisition (DIA) was implemented using a fragmentation window of 2 m/z and designed according to the PAcIFIC method [15] . The 2 m/z window size allowed~30 successive mass windows in ≤6 s (depending on the instrument) and covered a total range of 60 m/z, as shown in Figure 1 . These 30 windows were sampled sequentially and repeatedly throughout a single sample injection and chromatographic run. In all, 17 separate sample injections were required to cover the m/z range 400-1400. All dynamic exclusion features were turned off in DIA mode. Data-dependent acquisition (DDA) was implemented as a "top 5" experiment: one precursor scan covering m/z 400-1400 followed by CID spectra targeting the top five most intense ions in the precursor spectrum. Sampled peaks were added to a dynamic exclusion list of 30 s duration, repeat count 1, and exclusion list length of 50. DDA experiments were performed in 17 replicates to compare with the DIA experiments. In both DDA and DIA mode, CID event parameters were (on all instruments): isolation width, 2 m/z; collision energy, 35%; activation q, 0.25; activation time, 30 ms.
Part A: Data Analysis
Instrument data files were converted to the MS2 format [31] with MakeMS2, an in-house software program (available at http://proteome.gs.washington.edu/software.html). MS2 files were searched against a fasta file containing the S. cerevisiae open reading frames (Saccharomyces Genome Database, downloaded March 25, 2009) using SEQUEST [32] . SEQUEST output was processed with Percolator, which computed q-values and posterior error probabilities at the peptide spectrum match level [33] . Percolator output was loaded into MSDaPl (Mass Spectrometry Data Platform), an in-house Java-based platform for storing, viewing, and analyzing the output of shotgun proteomics experiments [34] . Peptides were assembled into proteins using a modified version of the IDPicker algorithm [35] . The entire data pipeline was also processed using a concatenated forward-reverse database, and false discovery rates at the protein level were estimated after setting a threshold based on a target q-value on the peptide spectrum match level.
Part B: Infusion MS
In addition to the three instruments described above, three additional instruments were used and configured similarly: an LTQ (the quadrupole ion trap portion of an LTQ-Orbitrap), an LTQ modified in-house with an ion funnel (the quadrupole ion trap portion of an LTQ-FT), and another standalone LTQ Velos. Glu [1] -fibrinopeptide B (Sigma) was dissolved in 50:49.9:0.1 (v/v/v) water:methanol:formic acid to a concentration of 1 μM. The peptide solution was infused using the IonMax ESI probe (metal needle kit) and source housing with nitrogen sheath gas, ESI voltage, and source parameters optimized for the particular instrument in use. A separate syringe pump (Harvard Apparatus, Holliston, MA) supplied a sample flow rate of 3 μL/min. The same source, probe, tubing, syringe pump, and flow rate were used for all infusion experiments. The front-end optics of all instruments were tuned using the 2+ charge state of Glu [1] -fibrinopeptide B (m/z~786). The MS/ MS ion target was set at 10,000 ions, and CID parameters were the same for all instruments.
Part B: Data Analysis
Data acquired in Part B were analyzed as described below (see "Comparing Instrument Platforms").
Parts A and B: Ion Funnel
An electrodynamic ion funnel was constructed based on the design reported by Page et al. [28] . The hardware (electrodes, vacuum housing, and fittings) was built at the University of Washington (Department of Physics Machine Shop), as were the associated electronics and power supplies (Department of Chemistry Electronics Shop). The funnel itself consists of a set of 100 brass electrodes with the first 58 electrodes having a fixed i.d. of 25.4 mm and the remaining electrodes decreasing linearly to a final i.d. of 2 mm. Electrode 20 was replaced with a 9  10  10  1  1  12  13  13  4  4  5  5  6  7  7  8  8  94  00  06  12  18  24  30  36  400  460  520  580  640  700  760  820  880  40-00-60-20-80-40-00- 1  46  52  58  64  70  76  82  88  94  00  06  12  18  24  30  36  40   400   60  20  80  40  00  60  20  80  40  00  60  20  80  40  00  60 Figure 1 . Data-independent acquisition (DIA) scheme. The m/z 400-1400 range is split into 17 unique ranges of 60 m/z. Each LC-MS/MS run interrogates a specified m/z range by continuous collision induced dissociation using a 2 m/z isolation window and systematically stepping through the m/z range sequentially and repeatedly for each chromatographic run. The duty cycle is designed to complete within typical peptide chromatographic peak widths. Thus, 17 separate injections are required to cover mass range from m/z 400-1400
"jet disrupter," a 5 mm brass plate centered in the x-y plane of the electrode, serving to block neutral species from entering the downstream vacuum regions [36, 37] . Radio frequency waveforms (~825 kHz, 75 V p-p ) were applied to the electrodes via a capacitor network with each adjacent electrode alternating in rf phase by 180°. A linear DC gradient was supplied to the electrodes via a resistor network with the entrance electrode set at~200 V and the exit electrode set to~5 V. A final conductance-limiting plate was biased at~2 V and was not part of the resistor gradient. The jet disrupter was biased at 175 V and carried no rf voltage. The mass spectrometer's stainless steel transfer tube was biased at~210 V and maintained at a temperature of 275°C. The pressure in the ion funnel region was approximately 1 Torr at all times with no additional pumping added to the system.
Results and Discussion
Comparing Data Acquisition Approaches
The intent of this work was to evaluate three different hardware platforms in the context of two different data acquisition methods. As described above and in Figure 1 , the DIA method developed required 17 separate sample injections to cover the peptide-rich m/z 400-1400 range. The window size of 2 m/z was chosen to simplify the data analysis process [15] , as the wider windows used in some previous DIA work introduce complications in traditional analysis methods because of the presence of multiple peptides in the same isolation window [7, 8] . As a comparison, we chose to perform 17 separate sample injections using DDA covering the same mass range. Another comparison would be to perform DDA on the same m/z range as used for each of the DIA sample injections. Although a gasphase fractionation (GPF) approach [38] is indeed a possible comparison, it carries an important disadvantage, namely that restricting DDA to a short mass range while retaining dynamic exclusion parameters will lead to a situation in which the mass spectrometer spends large amounts of time without triggering any MS/MS events [39] . This effect, sometimes called "acquisition blackout," can be reduced by removing the dynamic exclusion parameters to maximize the number of CID spectra acquired but will broadly lead to an increase in data redundancy (i.e., spectral counts) as the instrument control routine will focus on the signals of highest spectral abundance. Early in this study, we performed several such gas-phase fractionation experiments on smaller m/z windows, with the common result that DIA always did better than GPF in terms of number of identifications (data not shown). Based on these experiments, we chose instead to perform replicates of DDA experiments utilizing the whole mass range, exploiting DDA to maximize protein identifications.
A typical metric in shotgun proteomics experiments is the number of protein identifications obtained in the context of a defined false-discovery rate. Table 1 displays the total number of MS/MS spectra acquired, the number of MS/MS spectra matched to a peptide sequence, the number of unique peptides identified, and the number of protein identifications for each dataset (i.e., the composite of all runs for each instrument using either DDA or DIA). Moreover, Table 2 lists the protein percent overlap between each of the instruments and corresponding methods. The protein identification data in Table 1 illustrate a clear trend for the data acquired by DIA mode where the ion funnel enabled LTQ (designated IF-LTQ) provided the largest number of identifications, 2321 compared with 2146 for the LTQ Velos and 2094 for the LTQ. Across all instruments, the DIA approach produced more protein identifications than DDA. The primary reason for the larger number of protein identifications for the IF-LTQ in DIA mode is that the ion funnel delivered improved ion transmission and, therefore, more ion flux compared with the ion interfaces of the other instruments. In instruments with automatic gain control (AGC), as discussed in the next section, improved ion transmission will directly result in shorter ion injection times and will overall produce a higher proportion of tandem mass spectra with improved spectral quality compared with source designs with lower relative ion transmission efficiencies. Numerous ion funnel prototypes have been shown to transmit over 10 times the ion currents over instruments with tube lens-skimmer configurations [26, 28] . Sensitivity claims for the S-lens has been reported at five times transmission improvement over the LTQ tube lens-skimmer design [30] . Taken collectively, the data support that the electrodynamic ion funnel9S-lens9tube lens-skimmer configuration in terms of ion transmission, ion flux, and overall sensitivity. This reflects the order of total protein identifications for data acquired by DIA by the three instruments and supports our conclusion that overall ion transmission (i.e., sensitivity) is the most important factor for improving proteome coverage using DIA methods.
In contrast to the DIA results, DDA mode using the LTQ Velos produced the most protein identifications, 1895 compared with 1783 for the IF-LTQ and 1791 for the LTQ (Table 1). The main reason for the larger number of protein identifications for the LTQ Velos in DDA mode is that the dual-trap configuration nearly doubles the speed at which spectra are collected, directly leading to more sampled peptides per unit time and resulting in more protein identifications [30] . Indeed, the LTQ Velos in DDA mode collected a total of 645,667 tandem mass spectra compared with 359,871 for the IF-LTQ and 320,208 for the LTQ. By contrast, data from DIA experiments collected between 78%-86% of the number of spectra as collected by DDA on the same respective instrument, mainly because of the increased number of spectra collected by DIA at the maximum ion injection time. Strikingly, data acquired by DIA led to less than one-third the number of positive peptide spectrum matches (PSM) than DIA but yielded overall more protein identifications ( Table 1) . The difference was greatest for the LTQ Velos where the DIA experiment led to 33,913 PSM compared with 142,135 for the DDA experiment, an overall 76% reduction in matched spectra, yet the DIA approach provided 13% more protein identifications. Overall, one can infer that data redundancy is significantly higher for DDA over DIA methods. It is also worthy to note Table 2 , which describes the percent overlap of proteins identified by the specified instrument/method listed by column compared with the instrument/method listed in the corresponding row. For example, examination of the 3 DDA columns and comparing with the 3 DIA rows give lower percent overlaps (64.2%-69.7%) than the 3 DIA columns compared with the 3 DDA rows (77.4%-84.2%). Collectively, this indicates that there are more proteins uniquely identified by DIA than by DDA. These data support the general conclusion that the DIA methods can consistently identify peptides at greater proteome depth relative to DDA methods.
The numbers of protein identifications per LC-MS/MS run as a function of mass range (in the case of DIA) and run number (in the case of DDA) are displayed in Figure 2 . In Figure 2a , the majority of identifications in DIA originate in the high ion density range between 500 and 1000 m/z where 2+ and 3+ charge states of tryptic peptides are typically detected. In the DDA data, the LTQ Velos consistently returned more identifications than either the IF-LTQ or LTQ DDA runs. The cumulative identification of proteins is displayed in Figure 2b . The figure illustrates that the protein identifications from cumulative DDA runs increase rapidly and then achieve a relatively consistent slope; the continual increase through later runs is likely due in part to the addition of false positives. By contrast, the DIA curves increase sharply through the first half of the m/z range, consistent with the expected ion density, and cross the DDA curve relatively early in the range between m/z 700 and 760. The cumulative protein identifications plateau at the latter part of the m/z range, consistent with the lower ion density at that region. In Figure 2c , identifications from the IF-LTQ and LTQ Velos are compared directly for data acquired by DIA. The ratio of number of protein identifications (IF-LTQ/LTQ Velos) are plotted versus mass range. The resulting line crosses 1.0 in the m/z 600-640 range and increases throughout the higher m/z range, suggesting better ion transmission for the higher m/z ions for the ion funnel configuration over that of the S-lens in the context of tuning conditions used.
Yeast was chosen as the sample of interest to take advantage of protein copy number information reported previously [40] . Histograms depicting the numbers of proteins identified versus copy number are shown in Figure 3 . The IF-LTQ collecting data using DIA performed significantly better than the other instruments and data acquisition strategies. However, when collecting data using DDA, the LTQ Velos performed the best. The additional protein identifications using either DIA or DDA are a direct result of increased sampling in the lower half of the copy number range. The improved identification of low copy number proteins using the LTQ Velos by DDA confirms analyses reported previously and is directly attributed to the improved sensitivity of the S-lens ion guide and increased scan speed of the dual ion trap over the former LTQ design [30] . More significantly, our data indicate that DIA outperforms DDA in all cases, especially in the lower half of the copy number range where the copies per cell falls below 10,000. This is a direct illustration of the DIA approach and its ability to identify proteins at wider dynamic range and proteome depth. The IF-LTQ gave the greatest characterization of the yeast proteome in this study and can be directly attributed to the increased performance of the electrodynamic ion funnel, which Column 1 lists the instrument and data acquisition methods for comparison. Column 2 lists the total number of MS/MS spectra acquired for all runs for a given instrument/method combination. Column 3 lists the number of MS/MS spectra that were matched to a peptide (peptide spectrum matches or PSM) below a 1% falsediscovery rate (FDR) as estimated by Percolator. Column 4 lists the total number of unique peptides identified. Column 5 lists the number of protein identifications, along with an FDR at the protein level as estimated by a reverse-database strategy. Results from DDA experiments have higher protein FDR because of the larger number of spectra and PSMs that result in a higher chance of a reverse sequence match The columns marked "% overlap" list the percent of proteins in instrument/method column found in the instrument/method row. For example, 74.3% of the proteins identified by LTQ DDA were common to the Velos DDA dataset provided the most robust ion transmission to the mass analyzer. Both acquisition techniques were able to detect the most highly abundant species, regardless of instrument. Overall, the results in Table 1, Table 2 , and Figure 2 confirm what has been reported previously for DIA and the PAcIFIC method [15] . In particular, DIA is able to identify more proteins than DDA, and these gains are apparent in the lower abundance range of the yeast proteome, as shown in Figure 3 . However, we anticipated that the LTQ Velos would perform better overall than either of the other two instruments because it has an rf ion guide (the S-lens) aimed at improving the sensitivity in a manner similar to the electrodynamic ion funnel. Moreover, the LTQ Velos has almost twice the instrument duty cycle as either the IF-LTQ or LTQ ion trap designs, as shown by the greater numbers of MS/MS spectra collected per unit time by the Velos in both modes of acquisition (Table 1) . However, the DIA data on the IF-LTQ suggests that scan speed is not the dominant factor in influencing the number of protein identifications using the DIA strategy. We, therefore, continued the investigation into a more direct comparison of the instrumentation platforms used in our study.
Comparing Instrument Platforms
To improve our understanding of the LC-MS/MS experiments, we approached comparison of all three instrument platforms by collecting data by direct infusion of a peptide standard. We included measurements on three additional instruments that were similar in design and modification to the three instrument platforms described above to provide replicate measurements and increase the confidence of the reported results. We performed a simple experiment that enabled the general characterization of all six instruments in terms of signal-to-noise, where noise is defined as the precision obtained over many measurements of a nominally constant signal, as shown in Figure 4 (inset). This experiment involved infusing a peptide standard, collecting tandem mass spectra, and performing an analysis similar to that which the instrument vendor uses to determine the number of charges (i.e., ions) in the mass analyzer (i.e., ion trap) [41, 42] . This analysis parallels previous work reported on gas chromatography-mass spectrometry instruments using selected ion monitoring [43] .
The analysis proceeds as follows. We assume that instrument noise sources can be divided into two groups: (1) noise dependent solely on the statistics of the arrival of ions at the detector (i.e., shot noise), described formally by Poisson statistics [44] ; and (2) all other noise sources, including noise attributable to the electron multiplier itself, pulse counting electronics and associated circuitry, and The signal variance attributable to these two groups can be written as.
where σ T 2 is the total variance in a repeated measurement, σ P 2 is the variance due to Poisson (shot) noise, and σ O 2 contains the variance due to all other noise sources.
We acquired many nominally identical spectra (1000 spectra in this case) and compute intensity ratios for several of the most prominent ions relative to a single reference ion. Assuming the mass analyzer and attendant ion optics and detection systems perform adequately, by far the greatest source of instability in electrospray mass spectrometry is that of the electrospray ionization source itself. Measuring the ratio of the intensities of two different ions in the same spectrum ensures that the multiplicative contribution of noise sources, which affect all peaks in a spectrum, the common mode noise which includes electrospray instability, will effectively cancel.
In the instruments under consideration here, automatic gain control (AGC) was used to keep the number of charges (i.e., ions) in the trap approximately constant by varying the time during which ions are allowed to accumulate in the trap [27] . This parameter is called the ion injection time as discussed in the Introduction. The measured peak area is therefore A = α (N/t), where N is the number of ions in the peak and t is the ion injection time, which is the same for all ions in a given spectrum. The factor α is included as a fit parameter. Because α and t are the same for all ions in a given spectrum, the ratio of peak areas for any two ions a and b in a spectrum is R = N a /N b . The variance σ R 2 in repeated measurements of R can be computed theoretically (for small variations in N a and N b ) by using the propagation of errors [44] :
Inserting R = N a /N b into Eq. (2) gives:
This equation can now be simplified by assuming that the variance in the intensity measurements is dominated by Poisson (shot) noise. The variance of any set of Poisson distributed events is equal to the number of events, σ 2 = N. Substituting this relation for the variances on the right-handside of Eq. (3) results in the Poisson limited noise:
Since the number of ions in the peak is N = At/α (as defined above), Eq. (4) can be rewritten as
where the bars indicate averages over repeated measurements. Inserting Eq. (5) into Eq. (1) gives:
In this equation, the measured quantities are R (ratio of peak areas), σ T 2 (variance in the ratio of peak areas), A a (average peak area of ion a over many measurements), A b (average peak area of ion b over many measurements), and t (ion injection time). The unknown quantities are α and σ O . Because the instruments under consideration here use AGC, we anticipate that α will be near 1, indicating good instrument calibration and adequate ion statistics. We further anticipate that σ O 2 will be small, indicating that instrument noise is limited by Poisson (shot) noise.
To carry out the analysis described above, we infused a solution of Glu [1] -fibrinopeptide B into each of six mass spectrometers (see "Experimental") and continuously acquired 1000 tandem mass spectra of the 2+ charge state. An example spectrum is shown in Figure 4 , with the y-ion series labeled. In order to obtain acceptable ion statistics, we monitored the top five most abundant fragment ions (y 3 , y 4 , y 6 , y 7 , and y 9 ) and computed the peak areas, the ratios of peak areas relative to y 9 , and the variance in the ratio measurements. We then performed a linear regression on the resulting data (Table 3) ; each regression resulted in a R 2 value in excess of 0.96. Four of the six instruments had an alpha value between 1.1 and 1.4, whereas the other two differed significantly from these values. Interestingly, the latter two instruments were the only two of the six that were not calibrated immediately prior to performing these experiments. Because only one of the six is close to 1, which would indicate perfect calibration, and the four that were calibrated immediately prior to performing the experiments had more consistent values of α, we speculate that there may be some systematic error in calibration or in the analysis leading to a value of α different from 1. In particular, we note that it is known that variation in electrospray does not fully cancel in the types of analyses presented above, and can only be considered to cancel when ion populations are large. In our case, we estimate ion populations over all instruments and all ions of between 200 and 900 ions per peak. The lower ion counts can help explain the deviation from the expected value of α = 1, both in terms of non-cancellation of ESI variation and in terms of overall fit. Nevertheless, results from different instruments are consistent with each other and in all cases, the magnitude of σ O 2 is small compared with other terms in Eq. (6). This result indicates that non-Poisson noise sources are small in magnitude and strongly suggests that noise in each instrument is dominated by Poisson limited noise. We, therefore, conclude that all instruments perform according to expectations and that our results indicating fewer protein identifications in DIA mode for the LTQ Velos over the IF-LTQ are not due to any nonoptimum parameters employed in the LTQ Velos. Additionally, we note that this procedure and analysis could be utilized on a routine basis to check the quality and consistency of the In a nanoflow LC-MS/MS experiment, typical peptide chromatographic peak widths (FWHM) usually fall somewhere between 5 and 30 s. Under typical operating conditions, the LTQ (with or without the ion funnel) is capable of acquiring a CID spectrum every 200 ms with the LTQ Velos acquiring at roughly twice this rate. In DDA mode, this enables the LTQ Velos to acquire CID spectra on more molecular species, leading to more protein identifications as observed in Table 1 and Figure 2 . By contrast, in DIA mode, extra acquisition speed results in extra spectra collected in a given amount of time for each mass window; however, the increase in spectra generally do not lead to additional protein identifications but rather increase the number of redundant matched spectra. Indeed, we note that duty cycle improvements do not account for the trends in numbers of protein identifications for DIA reported in this study. For example, the LTQ Velos in DIA mode offers a large improvement in duty cycle because of the dual-pressure ion trap configuration, and returns 32% more matching tandem mass spectra than IF-LTQ operating in DIA mode, but overall returned 8% fewer protein identifications than the IF-LTQ. It is worthy to note, however, that adding more m/z windows per sample injection would be a better use of the extra speed of the LTQ Velos in DIA mode and would provide the distinct advantage of completing the experiment in a fewer number of injections.
More important than the number of spectra collected in DIA mode is the quality of the collected spectra; only one or two good spectra are needed across a chromatographic peak to produce a high quality spectrum that can lead to confident peptide identification. In instruments with AGC, the ion injection time allows for accumulation of a specified number of ions in the trap, thus allowing lower abundance ions to produce spectra with similar quality to higher abundance ions. The AGC time is subject to a user-defined maximum, which prevents unproductive accumulation of extremely low abundance or nonexistent precursor ions. If the ion flux is too small, the ion injection time will reach the maximum. Conversely, when the ion flux is larger, the ion injection times will be smaller and less likely to reach the maximum. Thus, a higher proportion of good-quality spectra will be obtained on an instrument with a source configuration that can deliver a larger ion flux. With this in mind, we compared the ion injection times for all spectra examined in the signal-to-noise infusion measurements described above. A histogram of these ion injection times are shown in Figure 5 . The two IF-LTQ instruments have overall shorter ion injection times than the two LTQ Velos instruments. The previous generation unmodified LTQ instruments have much longer, broader distribution of ion injection times. The reason for the observed increase in protein identifications in the IF-LTQ in DIA mode is that the ion funnel delivers more analytically useful ions to the trap in a shorter amount of time. Referring to the percent overlap for protein identifications for DIA (Table 2) 
Conclusions
We have presented a systematic study examining two different modes of data acquisition for proteomics on three different instrument platforms. In these experiments, we find that the ion funnel modified LTQ instrument outperforms the previous generation LTQ and the current generation LTQ Velos for experiments acquired in DIA mode. Having analyzed for instrumental sources of non-Poisson limited noise, with additional instruments of similar configuration used for corroboration, we conclude that the improvement is primarily due to the improved ion flux and transmission of the electrodynamic ion funnel. The ion funnel delivered a higher flux of ions to the trap than either the S-lens or tube lens-skimmer configurations of the other two instruments. Because mass spectrometer speed only provides a time advantage in DIA mode, the technology advances in the LTQ Velos do not lead automatically to an improvement for proteomics in this mode of operation. In DIA mode, instrument sensitivity as measured by the ion injection time is the more important factor and the ion funnel modified LTQ holds a distinct advantage. However, the LTQ Velos outperformed the other instruments in DDA mode. In DDA mode, the time advantage gained through an improved acquisition duty cycle is evident, resulting in the acquisition of more spectra per unit time for the LTQ Velos. Although the IF-LTQ yielded more peptide identifications in DIA mode than the LTQ Velos, the LTQ Velos has the ability to perform the analysis faster by adding more DIA windows per sample injection, while continuing to obtain tandem mass spectra within the typical peptide chromatographic time scale. Throughput and optimization improvement for DIA will form the basis of future work.
