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Abstract. This paper deals with a particular type of generating set, called prefix free, for a
language. Given a language $L$ over an alphabet $\Sigma$ , a set $G$ is a generating set of $L$ , denoted
by $L\subseteq G$ , if $L\subseteq G^{+}$ . It is well known that a prefix free set $G$ has the property of unique
decipherability for all strings in $G^{+}$ .
We first show that the class $\mathcal{P}F$ of all prefix free sets is a complete lattice under the partial
$\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{e}\mathrm{r}\subseteq$. In terms of the result, it is shown that for a language $L$ , the class $\mathcal{P}F\mathcal{G}_{L}$ of all prefix
free and reduced generating sets for $L$ is also a complete lattice under the $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}\subseteq \mathrm{a}\mathrm{n}\mathrm{d}$ has
the least element $G_{L}^{\inf}$ and the greatest element $G_{L}^{\sup}$ . Especially we are concerned with the
least element $G_{L}^{\inf}$ of the lattice. If $G_{L}^{\inf}$ is finite, it has the fewest number of strings among
$\mathcal{P}\mathcal{F}\mathcal{G}_{L}$ . We give the necessary and sufficient condition for $G_{L}^{\inf}$ to be finite. Moreover, we
present a polynomial time algorithm for computing $G_{L}^{\inf}$ for a finite language $L$ . For an infinite
language, we consider a problem of identifying $G_{L}^{\inf}$ in the framework of identification in the
limit proposed by Gold for language learning, and give a polynomial time learning algorithm
for computing $G_{L}^{\inf}$ , provided that the target $G_{L}^{\inf}$ is finite.
1. Introduction
In this paper, we consider a particular set of strings that generates every string in a formal
language $L$ over an alphabet $\Sigma$ . A set $S$ of strings is a generating set of a language $L$ , denoted
by $L\subseteq S$ , if $L\subseteq S^{+}$ , that is, every string of $L$ is represented as a concatenation of strings in
$S$ . For instance, let $\Sigma=\{a, b\}$ and $L=\{(aab)^{i}b(aa)^{j}|i, j\in N\}$ be a regular language. Then
the sets $\{aab, b, aa\}$ and $\{aa, b\}$ of strings are generating sets of $L$ . Clearly the alphabet $\Sigma$ is a
generating set of any language $L$ consisting of nonempty strings, and moreover the language $L$
itself is a generating set of $L$ .
We introduce a particular type of generating set, called prefix free, for a language. A set $S$
of strings is prefix free, if for any string of $S$ , there is no proper prefix in $S$ of the string. In
the above example, the string $aa$ is a proper prefix of the string $aab$ and thus $S=\{aab, b, aa\}$
is not prefix free. For a string $u$ , a sequence $u_{1},$ $u_{2},$ $\cdots,$ $u_{n}$ of strings in $S$ is a factorization of $u$
in $S$ , if $u=u_{1}u_{2}\cdots u_{n}$ . A prefix free set $S$ has the property of so-called unique decipherability
in terminology of coding theory in the sense that any string in $S^{+}$ has a unique factorization in
$S$ . In coding theory, such a set is called code and has been discussed in connection with unique
decipherability. Refer in detail to e.g. [3].
In this paper, we introduce a binary $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}\subseteq \mathrm{f}\mathrm{o}\mathrm{r}$ subsets of $\Sigma^{+}$ . First we show that the class
$P\mathcal{F}$ of all prefix free sets over $\Sigma$ has a lattice structure with respect to the relation $\subseteq$ , where $\Sigma$
is the greatest element of $\mathcal{P}\mathcal{F}$ .
Next, we investigate the class $P\mathcal{F}\mathcal{G}_{L}$ of all prefix free and reduced generating sets of a given
language $L$ . We show that the class $P\mathcal{F}\mathcal{G}_{L}$ is also a lattice with both the least element and the
greatest element of the class. In particular, we are interested in the least prefix free generating
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set, denoted by $G_{L}^{\inf}$ , of a language $L$ . We present an explicit expression of $G_{L}^{\inf}$ by introducing
some operation for sets of strings.
Finally, we present a polynomial time algorithm for computing the least prefix free generating
set of a finite language. Furthermore, for an infinite language $L$ , we propose a polynomial time
inductive inference algorithm for $\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}6r$ing the least prefix free generating set $G_{L}^{\inf}$ in the limit
in terms of the framework for language learning introduced by $\mathrm{G}\mathrm{o}\mathrm{l}\mathrm{d}[4]$ .
In $\mathrm{a}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{c}\mathrm{l}\mathrm{e}[6]$ , Watanabe has shown that a simple prefix free set (a generating set of $L$ ) has a
finite lattice structure. Another, by $\mathrm{a}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{c}\mathrm{l}\mathrm{e}[5]$ , Yokomori has discussed inductive learnability of
languages with strict prefix property from the viewpoint of polynomial-time learnability in terms
of strictly deterministic automata. In this note, we shall extend this strict prefix property to the
prefix free property.
2. Prefix Free Generating Sets of Formal Language
2.1. Preliminaries
We start with some basic definitions and notations used in this paper.
Let $\Sigma$ be a finite alphabet. Let $\Sigma^{*}$ be the set of all strings over $\Sigma$ , and $\Sigma^{+}$ be the set of all
finite nonempty strings over $\Sigma$ . The empty string is denoted by $\lambda$ . For a string $w\in\Sigma^{*},$ $|w|$ denote
the length of $w$ . In particular, the length of $\lambda$ is $0$ .
The concatenation of strings $u$ and $v$ is denoted by $uv$ . For a string $w$ , a string $u\in\Sigma^{*}$ is a
prefix of $w$ , if there is a string $v\in\Sigma^{*}$ such that $w=uv$ , particularly when $v\in\Sigma^{+},$ $u$ is a proper
prefix of $w$ .
For subsets $S_{1}$ and $S_{2}$ of $\Sigma^{*}$ , let us denote $S_{1}S_{2}=\{xy|x\in s_{1,y}\in S_{2}\}$ . Define $S^{k+1}=SS^{k}$
for nonnegative integer $k$ , where $S^{0}=\{\lambda\}$ . Let $S^{*}= \bigcup_{k=0}^{\infty}s^{k}$ , and $S^{+}= \bigcup_{k=1}^{\infty}S^{k}$ .
Let $N$ be the set of nonnegative integers, and for a finite set $S,$ $|S|$ be the cardinality of $S$ .
For sets $S_{1},$ $S_{2}\subseteq\Sigma^{+}$ , we define the following binary relation:
$S_{1}\subseteq S_{2}$ if and only if $S_{1}\subseteq S_{2}^{+}$ .
Clearly $S\subseteq\Sigma$ for any set $S\subseteq\Sigma^{+}$ . As easily seen, the $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}\subseteq \mathrm{i}\mathrm{s}$ reflective and transitive but
not antisymmetric. Indeed, for $S_{1}=\{a, b\}$ and $S_{2}=$ { $a,$ $b$ , ab}, clearly $S_{1}\subseteq S_{2}$ and $S_{2}\subseteq S_{1}$ but
$S_{1}\neq S_{2}$ . As shown below, the $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}\subseteq \mathrm{i}\mathrm{s}$ antisymmetric for prefix free sets.
By the definition $\mathrm{o}\mathrm{f}\subseteq$ , it immediately follows that:
Lemma 2.1. Let $S$ be a set of subsets of $\Sigma^{+}$ , and $S_{1},$ $S_{2}$ and $T$ be subsets of $\Sigma^{+}$ . Then
(1) if $S\subseteq T$ for any $S\in S$ , then $\bigcup_{S\in S}s\subseteq T$ and $\mathrm{n}_{s\in S}S\subseteq T$ ,
(2) if $S_{1}\subseteq S_{2}$ and $S_{2}\subseteq T$ , then $S_{1}\subseteq T$ .
2.2. Prefix Free Sets
Definition 2.1. A set $S\subseteq\Sigma^{+}$ is prefix free, if any string in $S$ is not proper prefix of another
string in $S$ . By $P\mathcal{F}$ we denote the set of all prefix free sets.
As well known in coding theory, a prefix ffee set has the property of unique decipherability.
That is, any message (string) has a unique factorization in terms of string.$\mathrm{s}$ in the prefix free set.
Using the property, it is easily shown that:
Lemma 2.2. The set $(\mathcal{P}\mathcal{F}, \subseteq)$ is a partially ordered set.
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Lemma 2.3. Let $S$ be a prefix free set. Then
(1) for any string $w\in S^{+_{r}}$ there is a unique factorization $u_{1},$ $u_{2},$ $\cdots,$ $u_{n}$ of strings in $S$ such
that $w=u_{1}u_{2}\cdots u_{n}$ ,
(2) for any strings $u,$ $v\in\Sigma^{+}$ , if $uv,$ $u\in S^{+}$ then $v\in S^{+}$ .
For a set $S\subseteq\Sigma^{+}$ , we define
Pre $(S)=$ {$u\in S|$ there is no proper prefix of $u$ in $S$}.
By the above definition, the next result immediately follows:
Lemma 2.4. For any set $S\subseteq\Sigma^{+}$ , the set Pre$(S)$ satisfies the following conditions:
(1) $\mathrm{p}_{\mathrm{r}\mathrm{e}}(S)\subseteq S$ . (2) Pre $(S)\in P\dot{\mathcal{F}}$ .
(3) For any string $w\in S$ , there is a prefix $u\in \mathrm{P}\mathrm{r}\mathrm{e}(S)$ of $w$ .
Definition 2.2. Define a binary operation $O(x, y)$ for two strings $x,$ $y\in\Sigma^{+}$ , and a set operation
$O(S)$ for a set $S\subseteq\Sigma^{+}:$
$O(x. ’ y)$
$=$ $\{$
$\{x\}$ , if $x=y$ ,
$\{x, y’\}$ , if $\exists y’\in\Sigma^{+_{\mathrm{s}.\mathrm{t}.y}/}y=X$ ,
$\{x’, y\}$ , if $\exists x’\in\Sigma^{+}\mathrm{s}.\mathrm{t}.X--yx’$ ,
$\{x, y\}$ , otherwise,
$O(S)$ $=$ $\cup$ $O(x, y)$ .
$(x,y)\in s\cross S$
For a string $w$ , a set $\{x, y\}$ of two strings is a direct ancestor of $w$ , if $w\in O(x, y)$ and $w\neq x,$ $y$ .




Clearly $O(O^{*}(S))=O^{*}(S)$ and if $O^{n}(S)=O^{n+1}(S)$ for some $n\in N$ then $O^{*}(S)=O^{m}(S)$ for
any $m\geq n$ .
As a direct result of the definition of $O(S)$ , it follows that:
Lemma 2.5. Let $S,$ $S_{1}$ and $S_{2}$ be $\mathit{8}ubset_{S}$ of $\Sigma^{+}$ . Then
(1) $S\subseteq O^{n}(S)\subseteq O^{n+1}(S)\subseteq O^{*}(S)$ for any $n\in N$ ,
(2) $S_{1}\subseteq S_{2}$ implies $O^{*}(S_{1})\subseteq O^{*}(S_{2})$ .
Note that for any $w\in O^{n+1}(s)-on(s)$ , there is a direct ancestor $\{x, y\}\subseteq O^{n}(S)$ of $w$ , and
moreover $x$ (or $y$ ) is contained in $O^{n}(S)-on-1(s)$ , where $O^{-1}(s)=\phi$ .
Lemma 2.6. Let $S$ and $T$ be subsets of $\Sigma^{+}$ such that $S\subseteq T$ . If $T$ is prefix free, then $O^{*}(S)\subseteq T$
and Pre $(O^{*}(S))\subseteq T$ .
Lemma 2.7. For any set $S\underline{\subseteq}\Sigma^{+},$ $O^{*}(S)\subseteq \mathrm{p}_{\mathrm{r}}\mathrm{e}(O^{*}(S))$ .
Hereafter, we investigate a lattice structure of $P\mathcal{F}$ . For a subset $\mathcal{P}$ of $P\mathcal{F},$ $\sup(\mathcal{P})$ and $\inf(P)$
denote the least upper bound and the greatest lower bound of $\mathcal{P}$ in $P\mathcal{F}$ under the partially ordered
$\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}\subseteq$ , respectively.
Lemma 2.8. For any $P\subseteq P\mathcal{F},$ $\sup(\mathcal{P})=^{\mathrm{p}(}\mathrm{r}\mathrm{e}o^{*}(\cup s\in p^{S}))$ .
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Proof. Put $T= \mathrm{P}\mathrm{r}\mathrm{e}(O^{*}(\bigcup_{s}\in ps))$ . By Lemma 2.7, $O^{*}( \bigcup_{s\in r^{S}})\subseteq T$ , and thus by Lemma 2.1 (2),
$S\subseteq T$ for any $S\in P$ . Hence $T$ is an upper bound of $P$ .
Let $T’\in \mathcal{P}\mathcal{F}$ be any upper bound of $\mathcal{P}$ . Then by Lemma 2.1(1), $\bigcup_{S\in p}s\subseteq T’$ . Since $T’$ is
prefix $\mathrm{h}\mathrm{e}\mathrm{e}$ , it implies by Lemma 2.6 that $T\subseteq T’$ . Hence $T$ is the least upper bound of $\mathcal{P}$ in $P\mathcal{F}$ .
$\blacksquare$
As mentioned before, $\Sigma$ is a prefix free set, and $S\subseteq\Sigma$ for any $S\in \mathcal{P}\mathcal{F}$. Hence $\Sigma$ is the
greatest element of $\mathcal{P}\mathcal{F}$ , i.e., $\sup(P\mathcal{F})=\Sigma$ .
Lemma 2.9. For any $P\subseteq P\mathcal{F},$ $\inf(P)=\mathrm{P}\mathrm{r}\mathrm{e}(O*(\mathrm{n}S\in Ps+))$ .
Proof. Put $T=\mathrm{P}\mathrm{r}\mathrm{e}(O^{*}(\mathrm{n}_{S}\in pS+))$ . By Lemma 2.7, $T \subseteq O^{*}(\bigcap_{S\in P}S+)\subseteq T$.
We first prove that $T$ is a lower bound of $\mathcal{P}$ , i.e., $T\subseteq S$ for any $S\in \mathcal{P}$ . Assume that
$\bigcap_{S\in P}s+\subseteq O(\mathrm{n}_{s}\in Ps+)$ and let $w \in O(\bigcap_{Sp}\in)S+-\bigcap_{S\in P}s+$ . Then there is a direct ancestor
$\{u, v\}\subseteq\bigcap_{S\in P}s+$ such that $u=vw$. Since each $S\in P$ is prefix free, by Lemma 2.3(2), we
have $w \in\bigcap_{S\in P}s+$ , and a contradiction. Hence we have $O( \cap s\in \mathcal{P}S^{+})=\bigcap_{S\in P}s+$ , and thus
$O^{*}( \mathrm{n}S\in \mathcal{P}S+)=\bigcap_{S\in \mathcal{P}}S^{+}$ . Since $T\subseteq O^{*}(\mathrm{n}_{s}\in \mathcal{P}s+),$ $T \subseteq\bigcap_{S\in P}s+$ . Consequently $T\subseteq S$ for any
$S\in \mathcal{P}$ , i.e., $T$ is a lower bound of $\mathcal{P}$ .
Nextly, we prove that $T$ is the greatest lower bound of $\mathcal{P}$ . Let $T’\in \mathcal{P}F$ be any lower bound
of $\prime P$ . Then $T’\subseteq S^{+}$ for any $S\in P$ , and thus $T’ \subseteq\bigcap_{S\in P}s+.$ Since $\bigcap_{S\in \mathcal{P}}S^{+}\subseteq T$ , we get $T’\subseteq T$ .
Therefore $T$ is the greatest lower bound of $\mathcal{P}$ . $\blacksquare$
By Lemma 2.8 and Lemma 2.9, the next result on $\mathcal{P}\mathcal{F}$ immediately follows:
Theorem 2.10. The set $(\mathcal{P}\mathcal{F}, \subseteq)$ is a complete lattice and $\Sigma$ is the greatest element of $PF$ .
2.3. Prefix Free Generating Sets
A language over $\Sigma$ is a subset of $\Sigma^{+}$ . In this subsection, we consider a particular set of strings
generating all strings in a given language.
Definition 2.3. Let $G\subseteq\Sigma^{+}$ and $L$ be a language. $G$ is a generating set of $L$ if $L\subseteq G$ . A
generating set $G$ of $L$ is reduced (with respect to $L$ ) if $L\not\subset G’$ for any proper subset $G’$ of $G$ . By
$PF\mathcal{G}_{L}$ we denote the set of all prefix free and reduced generating sets of $L$ .
Note that if a generating set $G$ of a language $L$ is prefix free, by Lemma 2.3(1) each string of
$L$ has a unique factorization of strings in $G$ . Thus for any prefix free generating set $G$ of $L$ , we
have a unique reduced generating set $G_{0}\subseteq G$ by deleting strings of $G$ not used in factorizations
of strings of $L$ . Thus we get:
Lemma 2.11. Let $L$ be a language and $G$ be a prefix free generating set of L. Then there uniquely
exists a prefix free and reduced generating set $G_{0}\in P\mathcal{F}\mathcal{G}_{L}$ of $L$ such that $G_{0}\subseteq G$ .
We first show that Pre$(O^{*}(L))$ introduced in the previous section is a prefix free and reduced
generating set of a language $L$ and moreover, the greatest element in the class $\mathcal{P}\mathcal{F}\mathcal{G}_{L}$ under the
$\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}\subseteq$ .
Lemma 2.12. For any language $L$ , the set Pre$(O*(L))$ is a prefix free and reduced generating set
of $O^{*}(L)$ .
Lemma 2.13. Let $S\subseteq\Sigma^{+}$ . For any $w\in O^{*}(S)$ , there is a string $u\in S$ such that $u=vw$ for
some $v\in(O^{*}(S))*$ .
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Theorem 2.14. For any language $L,$ $\mathrm{P}\mathrm{r}\mathrm{e}(O^{*}(L))\in \mathcal{P}\mathcal{F}\mathcal{G}_{L}$ .
Theorem 2.15. For any $lan$.guage $L,$ $\mathrm{P}\mathrm{r}\mathrm{e}(o*(L))$ is the least element of $PF\mathcal{G}_{L}$ under the partially
ordered $relation\subseteq$ .
Proof. Put $T–\mathrm{p}_{\mathrm{r}\mathrm{e}}(o*(L))$ . By Theorem 2.14, $T$ is a prefix free and reduced generating set of
$L$ . Thus we show that $T$ is the least element of $PF\mathcal{G}_{L}$ .
Let $G$ be any prefix free and reduced generating set of $L$ . Then since $L\subseteq G$ and $G$ is prefix
free, it implies from Lemma 2.6 that $O^{*}(L)\subseteq G$ . This means $T\subseteq G$ because of
$T\subseteq O^{*}(.L)$
.
Hence $T$ is the least element of $\mathcal{P}\mathcal{F}\mathcal{G}_{L}$ .
Clearly $G_{L}^{\sup}$ consists of all symbols of $\Sigma$ appearing in some string of $L$ . In what follows, we
denote by $G_{L}^{\inf}$ and $G_{L}^{\sup}$ the least element and the greatest element in $P\mathcal{F}\mathcal{G}_{L}$ , respectively. That
is,
$G_{L}^{\inf}=^{\mathrm{p}_{\mathrm{r}\mathrm{e}}}(o^{*}(L))$ , $G_{L}^{\sup}=$ { $a\in\Sigma|$ $a$ appears some string in $L$},
and for any $G\in P\mathcal{F}\mathcal{G}_{L},$ $G_{L}^{\inf}\subseteq G\subseteq G_{L}^{\sup}$ .
As a $\mathrm{d}$.irect result of the above theorem, it follows that:
Corollary 2.16. Let $L$ be a language. If $G_{L}^{\inf}$ is finite, then
$|G_{L}^{\inf}|<|G|$ , for any finite $G\in \mathcal{P}\mathcal{F}\mathcal{G}_{L}$, where $G\neq G_{L}^{\inf}$ .
Corollary 2.17. Let $L_{1}$ and $L_{2}$ be languages. If $L_{1}\subseteq L_{2}$ , then $G_{L_{1}}^{\inf}\subseteq G_{L_{2}}^{\inf}$ .
Now we investigate a lattice structure of $\mathcal{P}F\mathcal{G}_{L}$ for a given language $L$ .
Lemma 2.18. Let $L$ be a language. For any subset $\mathcal{G}\subseteq P\mathcal{F}\mathcal{G}_{L},$ $\sup(\mathcal{G})\in P\mathcal{F}\mathcal{G}_{L}$ .
Lemma 2.19. Let $L$ be a language. For any subset $\mathcal{G}\subseteq P\mathcal{F}\mathcal{G}_{L}$ , there is the greatest lower bound
of $\mathcal{G}$ in $\mathcal{P}F\mathcal{G}_{L}$ .
In general, for a subset $\mathcal{G}\subseteq \mathcal{P}F\mathcal{G}_{L},$ $\inf(\mathcal{G})$ is not always the greatest lower bound of $\mathcal{G}$ in $\mathcal{P}F\mathcal{G}_{L}$ .
In fact, let us consider a language $L=\{w\}^{+}$ , where $w=abcdaCdaab$. Let $G_{1}=$ {abcd, $aab,$ $acd$}
and $G_{2}=\{ab, cda\}$ . As easily seen, $G_{1},$ $G_{2}\in \mathcal{P}F\mathcal{G}_{L}$ , and $\inf\{G_{1}, G_{2}\}=$ {abcdaab, $w$}. Clearly
$\inf\{G_{1}, G_{2}\}$ is not reduced although $L \subseteq\inf\{G_{1}, G_{2}\}$ . The greatest lower bound of $\{G_{1}, G_{2}\}$ is
given by $\{w\}\subseteq\inf\{G_{1}, G_{2}\}$ . Note that the set $\{w\}$ is the greatest lower bound of $P\mathcal{F}\mathcal{G}_{L}$ , i.e.,
$G_{L}^{\inf}=\{w\}$ .
By Theorem 2.14, Theorem 2.15, Lemma 2.18 and Lemma 2.19, we have the main result in
this paper as follows:
Theorem 2.20. For a language $L,$ $(PF\mathcal{G}_{L}, \subseteq)$ is a complete lattice under the partially ordered
$relation\subseteq$ .
Next, we consider a case that $G_{L}^{\inf}\mathrm{i}\mathrm{s}\backslash$ finite. As shown in $\mathrm{C}\mathrm{o}\mathrm{r}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{a}\mathrm{r}\mathrm{y}.2.16,$ $G_{L}^{\inf}$ has the fewest
cardinality among $P\mathcal{F}\mathcal{G}_{L}$ .
For a finite language, the next result is given:
Lemma 2.21. Let $L$ be a finite language. Then there is an integer $n\in N$ such that $O^{n}(L)=$
$O^{*}(L)$ , and moreover the set $O^{*}(L)$ is finite.
Lemma 2.22. Let $S\subseteq\Sigma^{+}$ and $n\in N$ . For any $w\in O^{n}(S)$ , there is a finite subset $S_{w}$ of $O^{n}(S)$
such that
(1) $w\in S_{w}$ , and (2) for any $u\in S_{w}$ with $u\neq w,$ $S_{w}$ contains some direct ancestor of $u$ .
147
Theorem 2.23. Let $L$ be a language. $G_{L}^{\inf}$ is finite if and only if there is a finite $\mathit{8}ub_{Se}ts$ of $L$
such that $L\subseteq G_{S}^{\inf}$ .
For a string $w\in\Sigma^{+},$ $\mathrm{h}\mathrm{e}\mathrm{a}\mathrm{d}(w)$ represents the first letter of $w$ . We consider a particular prefix
free generating set introduced by $\mathrm{Y}\mathrm{o}\mathrm{k}\mathrm{o}\mathrm{m}\mathrm{o}\mathrm{r}\mathrm{i}[5]$ :
A prefix free $S$ is simple if head $(u)\neq \mathrm{h}\mathrm{e}\mathrm{a}\mathrm{d}(v)$ for any $u,$ $v\in S$ with $u\neq v$ . For a language
$L$ , by $SP\mathcal{F}\mathcal{G}_{L}$ be the set of all simple prefix free and reduced generating sets of $L$ . Clearly the
cardinality of any simple prefix free set is less than or equal to that of $\Sigma$ .
$\mathrm{W}\mathrm{a}\mathrm{t}\mathrm{a}\mathrm{n}\mathrm{a}\mathrm{b}\mathrm{e}[6]$ has shown the next result on $S\mathcal{P}\mathcal{F}\mathcal{G}_{L}$ :
Theorem 2.24 $(\mathrm{w}_{\mathrm{a}\mathrm{t}}\mathrm{a}\mathrm{n}\mathrm{a}\mathrm{b}\mathrm{e}[6])$ . For any language $L$ , the set $SPF\mathcal{G}L$ is a finite lattice.
3. Polynomial Time Algorithms for Computing $G_{L}^{\inf}$
In this section, we present an efficient algorithm for computing a prefix free and reduced generating
set $G_{L}^{\inf}$ of a given language $L$ , provided that $G_{L}^{\inf}$ is finite. For an infinite language, we give an
efficient learning algorithm for $G_{L}^{\inf}$ in the framework of identification in the limit due to $\mathrm{G}\mathrm{o}\mathrm{l}\mathrm{d}[4]$ .
3.1. An Algorithm for a Finite Language
We first consider $G_{L}^{\inf}$ for a finite language $L$ . As shown in the previous section, $G_{L}^{\inf}=\mathrm{P}\mathrm{r}\mathrm{e}(o*(L))$ .
If $L$ is finite, $O^{n}(L)=o^{n+1}(L)$ for some $n$ , and $O^{*}(L)=O^{n}(L)$ as shown in Lemma 2.21. Thus
it is easy to compute the set $G_{L}^{\inf}$ , but the number $n$ of operations $O$ may be exponential even
if $L$ is finite. In order to avoid it, we introduce another operation instead of $O$ as follows: For
$x,$ $y\in\Sigma^{+}$ and $S\subseteq\Sigma^{+}$ ,
$\overline{O}(x, y)$ $=$ $\{$
$\{y’\}$ , if $\exists y’\in\Sigma^{+}\mathrm{s}.\mathrm{t}.y=xy’$ ,
$\phi$ , otherwise,
$\tilde{O}(S)$ $=$
$x \in \mathrm{P}\mathrm{r}\mathrm{e}(\bigcup_{s)} \tilde{o}(_{X}, y)\cup \mathrm{p}_{\mathrm{r}}\mathrm{e}(s)$
.
$y\in s-\mathrm{p}\mathrm{r}\mathrm{e}(S)$
Similarly to the definition of the operation $O$ , we define $\overline{O}^{0}(S)=S$ and $\overline{O}^{n+1}(S)=\overline{O}(\overline{O}^{n}(S))$
$(n\in N)$ .
Clearly if $\overline{O}^{n}(S)$ is prefix free for some $n,\tilde{O}^{n}(S)=\overline{O}^{m}(S)$ for any $m\geq n$ , and we denote it
by $\overline{O}^{*}(S)$ .
Lemma 3.1. For any nonempty set $S\subseteq\Sigma^{+}$ and any $n\in N$ ,
(1) $\overline{O}^{n}(S)\subseteq\tilde{O}^{n+1}(S)$ , (2) $\tilde{O}^{n}(S)\subseteq O^{n}(S)$ .
For a finite set $S$ of strings, we denote by $||S||$ the sum of lengths of strings contained in $S$ .
Lemma 3.2. Let $L$ be a finite language. Then
(1) $|\overline{O}^{n}(L)|\geq|\overline{O}^{n+1}(L)|$ , where the equality is valid if $\overline{O}^{n}(L)$ is $pref\underline{i}x$ free.
(2) $||\tilde{O}^{n}(L)||\leq||\tilde{O}^{n+1}(L)||$ , and the equality is valid if and only if $O^{n}(L)$ is prefix free.
Theorem 3.3. For any finite language $L,\tilde{O}^{*}(L)=G_{L}^{\inf}$ .
We first present a procedure for computing $\tilde{O}(S)$ for a given finite set $S$ :
Algorithm $\tilde{O}(S)$
Input: a finite set $S$ of strings;




for each $(x, y)\in(\mathrm{P}\mathrm{r}\mathrm{e}(S)\cross(S-\mathrm{p}_{\mathrm{r}}\mathrm{e}(s)))$ do $T:=\tau\cup\tilde{o}(X, y)$ ;
output $T\mathrm{U}\mathrm{P}\mathrm{r}\mathrm{e}(S)$
end.
Let $n=|S|$ and $m= \max\{|x||x\in S\}$ . In the above procedure, Pre $(S)$ can be computed in
$O(n^{2}m)$ of time, and for each pair $(x,y),\overline{O}(x, y)$ can be computed in $O(m)$ . Thus the procedure
for $\tilde{O}(S)$ correctly output $\tilde{O}(S)$ in $O(n^{2}m)$ of time.
Now we give a polynomial time algorithm for computing $G_{L}^{\inf}$ as follows:
Algorithm $G_{L}^{\inf}$
Input: a finite language $L$ ;








Theorem 3.4. Let $L$ be any finite language. Then Algorithm $G_{L}^{\inf}$ correctly computes $G_{L}^{\inf}$ in
$O(n^{3}m^{2})$ of time, where $n=|L|$ and $m= \max\{|x||x\in L\}$ .
3.2. Identification of $G_{L}^{\inf}$ in the Limit
In this subsection, we consider a problem of identifying $G_{L}^{\inf}$ in the frame work of inductive
inference based on identification in the limit introduced by $\mathrm{G}\mathrm{o}\mathrm{l}\mathrm{d}[4]$ for language learning, provided
$G_{L}^{\inf}$ is finite.
Inductive inference is a process to guess an unknown general rule from given examples. $\mathrm{G}\mathrm{o}\mathrm{l}\mathrm{d}[4]$
proposed a mathematical model of inductive inference based on a criteria called identification in
the limit as follows: A positive presentation a of a language $L$ is an infinite sequence $w_{1},$ $w_{2},$ $\cdots$
of strings such that $\{w_{n}|n\geq 1\}=L$ . An inference machine $M$ is an effective procedure that
requests a string and produces a conjecture at a time. Given a positive presentation $\sigma=w_{1},$ $w_{2},$ $\cdots$ ,
$M$ generates an infinite sequence $g_{1},$ $g_{2},$ $\cdots$ of conjectures. In language identification, conjectures
mean some devices defining languages such as automata, formal grammars and so on. Refer in
detail to $\mathrm{A}\mathrm{n}\mathrm{g}\mathrm{l}\mathrm{u}\mathrm{i}\mathrm{n}[1]$. In this paper, conjectures generated by the inference machine are finite sets
of strings. We say that $M$ identifies $G_{L}^{\inf}$ in the limit from positive data of a target language $L$ , if
there is an integer $n$ such that $g_{m}=G_{L}^{\inf}$ for any $m\geq n$ .
Let $T_{1},$ $T_{2},$ $\cdots$ be an infinite sequence of sets of strings. The sequence $T_{1},$ $T_{2},$ $\cdots$ converges to
a set $T\subseteq\Sigma^{+}$ , denoted by $\lim_{narrow\infty}T_{n}=T$ , if there exists an integer $n_{0}$ such that $T_{n}=T$ for any
$n\geq n_{0}$ .
Let $\sigma=w_{1},$ $w_{2},$ $\cdots$ be a positive presentati.o$\mathrm{n}$ of $L$ , and let $S_{n}=\{w_{1}, w_{2}, \cdots, w_{n}\}$ for each
$n\in N$ .
Lemma 3.5. Let $L$ be a language. If $G_{L}^{\inf}$ is finite, then
$\lim_{narrow\infty}G^{\inf}S_{n}=c_{L}^{\inf}$
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Lemma 3.6. For a finite set $S\subseteq\Sigma^{+}$ and a string $w\in\Sigma^{+}$ ,
$G_{S\cup\{w\}}^{\inf}=G_{c_{S}^{\inf}w}^{\inf_{\cup \mathrm{t}\}}}$ .
Now we present an inference algorithm as follows:
Algorithm LA
Input: a positive presentation of a language $L$ ;




read the next data $w_{n}$ ;
$T_{n}:=c^{\inf_{-1}};T_{n}\cup\{wn\}$




For each $n$ , let $S_{n}=\{w_{1}, \cdots, w_{n}\}$ be a sample set of a target language $L$ , and $T_{n}$ be the n-th
conjecture of the above algorithm.
Theorem 3.7. Let $L$ be a language. If $G_{L}^{\inf}$ is finite, the algorithm LA identifies $G_{L}^{\inf}$ in the limit,
and may be implemented to update the conjecture in time $O(n^{3}m^{2})$ , where $m= \max\{|w_{i}||i=$
$1,2,$ $\cdots,$ $n\}$ .
Proof. By Lemma 3.6, it is easy to show that $T_{n}=G_{S_{n}}^{\inf}$ for any $n$ . Appealing to Lemma 3.5, we
obtain $\lim_{narrow\infty}T_{n}=G_{L}^{\inf}$ because $G_{L}^{\inf}$ is finite. Thus the algorithm identifies $G_{L}^{\inf}$ in the limit.
Using Theorem 3.3, $|G_{S_{n}}^{\inf}|\leq n$ and the length of the longest strings in $G_{S_{n}}^{\inf}$ is less than or equal
to that in $S_{n}$ . Thus by Theorem 3.4, the n-th conjecture $T_{n}=G_{T}^{\inf_{n-1^{\cup}}}\{w_{n}\}$ may be implemented
to update the conjecture in time $O(n^{3}m^{2})$ , where $m= \max\{|w_{i}||i=1,2, \cdots, n\}$ . $\blacksquare$
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