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Abstract
In this article we %nd self-recursion formulas for super-replicable functions N(j1;N ) (N =
2; 6; 8; 10; 12), from which we see that their Fourier coe(cients can be determined only by the
%rst four ones. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 11F03; 11F22
1. Introduction
Let H be the complex upper half plane and let 1(N ) be a congruence subgroup
of SL2(Z) whose elements are congruent to
( 1 ∗
0 1
)
modN (N = 1; 2; : : :). Since the
group 1(N ) acts on H by linear fractional transformations, we get the modular curve
X1(N ) = 1(N ) \ H∗, as the projective closure of the smooth a(ne curve 1(N ) \ H ,
with genus g1;N . We identify the function %eld K(X1(N )) on the modular curve X1(N )
with the %eld of modular functions of level N . Since the genus g1;N = 0 only for the
eleven cases 1 ≤ N ≤ 10 and N = 12 [8], the %elds K(X1(N )) in these cases are
rational function %elds C (j1;N ) for some modular functions j1;N whose de%nitions are
explicitly given in the appendix.
For a modular function f in K(X1(N )) the property f(z + 1) = f(z) implies that
f admits a Fourier expansion with respect to q = e2iz, which is called a q-series (or
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q-expansion) of f. We call f normalized if its q-series starts with q−1 + 0 + a1q +
a2q2 + · · · . By a Hauptmodul N(j1;N ) we mean the normalized generator of a genus
zero function %eld K(X1(N )) and we write
N(j1;N ) = q−1 + 0 +
∑
k≥1
Hkqk
for its q-series. In this paper we are concerned with the recursion formulas satis%ed
by the Fourier coe(cients Hk ’s.
For a Fuchsian group , let I denote the inhomogeneous group of  (== ± I).
Let 0(N ) be the Hecke subgroup given by {
( a b
c d
) ∈ SL2(Z) | c ≡ 0modN}. When
I1(N ) = I0(N ); N(j1;N ) becomes a monstrous function, that is, a modular function
whose q-series coincides with the Thompson series Tg(q)=
∑
n∈Z Tr(g|Vn)qn for some
element g of the monster simple group M whose order is approximately 8 × 1053.
Here V =
⊕
n∈Z Vn is the in%nite-dimensional graded representation of M constructed
by Frenkel et al. [6,7]). Following Norton and Koike’s idea we are able to derive
recursion formulas for the coe(cients of q-series of t =N(j1;N ) and its 2-plicate
t(2) =N(j1;N=(2;N )) = q−1 +
∑
k≥1
∑
H (2)k q
k (see [21,17] or [9, Section 4]) as follows,
for k ≥ 1,
H4k = H2k+1 +
H 2k − H (2)k
2
+
∑
1≤j¡k
HjH2k−j; (1)
H4k+1 =H2k+3 − H2H2k + H
2
2k + H
(2)
2k
2
+
H 2k+1 − H (2)k+1
2
+
∑
1≤j≤k
HjH2k−j+2 +
∑
1≤j¡k
H (2)j H4k−4j +
∑
1≤j¡2k
(−1) jHjH4k−j;
H4k+2 =H2k+2 +
∑
1≤j≤k
HjH2k−j+1;
H4k+3 =H2k+4 − H2H2k+1 −
H 22k+1 − H (2)2k+1
2
+
∑
1≤j≤k+1
HjH2k−j+3 +
∑
1≤j≤k
H (2)j H4k−4j+2 +
∑
1≤j≤2k
(−1) jHjH4k−j+2:
From the above, we see that if m=4 or m¿ 5 then Hm is determined by the coe(cients
Hi and H
(2)
i for 1 ≤ i¡m. Thus, if we know the coe(cients H (s)m for m= 1; 2; 3; and
5 together with s=2l, then we can work out all the coe(cients Hm. Here t(2
l) signi%es
(t(2
l−1))(2), and t(s) = q−1 +
∑
k≥1 H
(s)
k q
k .
Borcherds [3] veri%ed that the Thompson series also satisfy relations (1) (with
Hk; H
(2)
k replaced by Tr(g|Vk);Tr(g2|Vk), respectively), and consequently he was able
to prove Conway–Norton’s moonshine conjecture [4] for the monster group M (i.e.,
for any element g of M the Thompson series Tg(q) is a Hauptmodul for certain genus
zero subgroup of PSL2(R)).
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These recursion formulas were %rst discovered by Mahler by working with mod-
ular invariant j [19]. The recursion in this case becomes a self-recursion, however,
because the 2-plicate of j (as the Thompson series of type 1A) is none other than
itself, and so only four coe(cients H1; H2; H3 and H5 are needed to determine all
the coe(cients. And, recently, Koo and Oh [18] showed that, in fact, it is enough to
have the %rst three coe(cients H1; H2 and H3 to accomplish the same work by using
the Peterson formula for generalized Kac-Moody superalgebras. Meanwhile, monstrous
functions are not self-recursive unless the level N is odd. Furthermore, Koike [17]
showed that they are completely replicable and Norton [21] proved that any com-
pletely replicable function q−1 +
∑
k≥1 Hkq
k is determined by its 12-coe(cients Hm
for m= 1; 2; 3; 4; 5; 7; 8; 9; 11; 17; 19; 23.
Unlike the monstrous ones, if I1(N ) = I0(N ), the coe(cients Hk do not satisfy
(1) any more. Indeed, for the functions of level 8, 10 and 12, one can check by the
Fourier coe(cients in Remark 11(i) that
H6 = H4 + H1H2:
Moreover, they are no longer replicable functions. To explain this, we are in need
of some notations. Let t (resp. t0) be the Hauptmodul of 1(N ) (resp. 0(N )) and
Xn(t) (resp. Xn(t0)) be a unique polynomial in t (resp. t0) of degree n such that
Xn(t) − (1=n)q−n (resp. Xn(t0) − (1=n)q−n) is a series in positive powers of q. If we
write Xn(t)=(1=n)q−n+
∑
m≥1Hm;nq
m and Xn(t0)=(1=n)q−n+
∑
m≥1 hm;nq
m, then t0 is
replicable, that is, ha;b=hc;d whenever ab= cd and (a; b)=(c; d). On the other hand, t
satis%es the following twisted relation by a character # (modN ): for integers a; b; c; d
with ab= cd; (a; b) = (c; d) and (b; N ) = (d; N ) = 1,
Ha;b = #(bd)Hc;d +
(1− #(bd))
2
hc;d; (2)
where # is the Jacobi symbol
(
N
·
)
if N = 8; 12 and
( ·
5
)
if N = 10. This relation is
proved in [15] by observing the action of Hecke operators Tn on the modular functions
Xl(t) for relatively prime integers l and n. Here we note that when we work with the
Thompson series, relation (2) can be reduced to a replicable one by viewing # as the
trivial character. Thus, in this sense we propose to call N(j1;N ) a super-replicable
function.
Now, it is natural to ask what kind of recursion formulas the Hauptmodul N(j1;N )
has. In Section 2 we shall derive self-recursion formulas for N(j1;N ) of even level
(= 4) without using its 2-plicate (Theorem 10).
Through the article we adopt the following notations:
• qh = e2iz=h; z ∈ H .
• a ∼ b means that a is equivalent to b under 1(N ).
• f(z) = g(z) + O(1) means that f(z)− g(z) is bounded as z goes to i∞.
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2. Self-recursion formulas for N( j1;N ) of even level (= 4 )
Let $n be the set of 2× 2 integral matrices ( a bc d) where ea ∈ 1 +NZ; c ∈ NZ and
ad− bc = n. Then $n has the following right coset decomposition (see [16,20,22]):
$n =
⋃
a | n
(a; N )=1
n=a−1⋃
i=0
1(N )&a
(
a i
0 na
)
; (3)
where &a ∈ SL2(Z) such that &a ≡
( a−1 0
0 a
)
modN . Let p be a prime dividing N . In
this case, it follows from (3) that
$p =
p−1⋃
i=0
1(N )
(
1 i
0 p
)
: (4)
Let f(z) be a modular function with respect to a congruence group . For brevity, let
us call it “f(z) is on ”. We de%ne an operator Up by
f|Up = p−1
p−1∑
i=0
f|( 1 i
0 p
):
Lemma 1. If f is on 1(N ); so is f|Up .
Proof. For ) ∈ 1(N ),
(f|Up)|) = p−1
p−1∑
i=0
f|( 1 i
0 p
)
)
:
Since
( 1 i
0 p
)
) lies in $p, it follows from (4) that
( 1 i
0 p
)
)∈1(N )
( 1 j
0 p
)
for some
j. Now we suppose that
( 1 i
0 p
)
) and
( 1 i′
0 p
)
) belong to the same right coset. Then( 1 i
0 p
)
)
(( 1 i′
0 p
)
)
)−1 ∈1(N ) so that (1=p)(p i−i′0 p )∈1(N ). Hence i ≡ i′modp. This
means that
( 1 i
0 p
)
) runs through all the right coset representatives in (4) as i ranges
from 0 to p− 1. This proves the lemma.
As is wellknown ([1, Theorem 4:5], or [2, Lemma 14]), if f(z)=
∑
l≥−l0 alq
l, then
f(z)|Up =
∑
l≥−[l0=p]
aplql: (5)
Lemma 2. Let a=c ∈ P1(Q) be a cusp with (a; c)=1. Then the width of a=c in X1(N )
is given by N=(c; N ) if N = 4.
Proof. If N |4, the statement is obvious. Hence, we assume that N does not divide 4,
i.e., N = 1; 2; 4. First, choose b and d such that ( a bc d) ∈ SL2(Z). Let h be the width
of the cusp a=c. Then h is the smallest positive integer such that
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(
a b
c d
)(
1 h
0 1
)(
a b
c d
)−1
∈ ±1(N ):
Thus we have(
1− cah ∗
−c2h 1 + cah
)
∈ ±1(N ):
If (
1− cah ∗
−c2h 1 + cah
)
is an element of −1(N ), by taking trace we obtain 2 ≡ −2modN ; hence N |4. Thus
when
N = 1; 2; 4;
(
1− cah ∗
−c2h 1 + cah
)
∈ 1(N ):
This condition is equivalent to saying that
h ∈ N
(c2; N )
Z ∩ N
(ca; N )
Z= N
(c; N )
Z:
Lemma 3. Let a=c and a′=c′ be fractions in lowest terms. Then a=c is 1(N )-equivalent
to a′=c′ if and only if ±( a′c′ ) ≡ ( a+ncc )modN for some n ∈ Z.
Proof. Straightforward.
Corollary 4. Let c be an integer such that 1¡c¡N . Then 1=c is 1(N )-equivalent
to 1=(N − c) if and only if (c; N )| 2.
Proof. By the above lemma, 1=c is equivalent 1=(N − c) under 1(N ) iO ±
( 1
N−c
) ≡( 1+nc
c
)
modN for some n ∈ Z. For the latter condition to be satis%ed, we must have
−1 ≡ 1 + ncmodN , which amounts to saying that (c; N ) divides 2.
Lemma 5. Let N be a positive integer such that the modular curve X1(N ) is of genus
0. Let t be an element of K(X1(N )) for which (i) K(X1(N )) =C(t) and (ii) t has no
poles except for a simple pole at one cusp s. Let f ∈ K(X1(N )). If f has a pole of
order n only at s; then f can be written as a polynomial in t of degree n.
Proof. Take ) ∈ SL2(Z) such that )∞= s. Let h be the width of s. Then we have
t|) = 1c
1
qh
+ · · · and f|) = bn 1qn
h
+ · · ·
for some c = 0 and bn = 0. Thus
(f − bn(ct)n)|) = *n−1 1qn−1
h
+ · · ·
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for some *n−1. And
(f − bn(ct)n − *n−1(ct)n−1)|) = *n−2 1qn−2
h
+ · · ·
for some *n−2. In this way we can choose *i ∈ C such that
(f − bn(ct)n − *n−1(ct)n−1 − · · · − *1(ct))|) ∈ C[[qh ]]:
Let g= f − bn(ct)n − *n−1(ct)n−1 − · · · − *1(ct): Then g has no poles in H∗, and so
g must be a constant, say *0. Therefore, we end up with f= bncntn + *n−1cn−1tn−1 +
· · ·+ *1ct + *0, as desired.
Lemma 6. The normalized generator of a genus zero function 6eld is unique.
Proof. See [9, Lemma 8].
We are now ready to state the following theorem:
Theorem 7. Let N be a positive integer such that the genus g1;N is 0 as in Lemma
5 and t be the Hauptmodul of 1(N ) (i.e., normalized generator of K(X1(N ))). Let
p be a prime dividing N . Then we get
(a) If N=p = 1; 2; t|Up has poles only at 1=(N=p)j (j=1; : : : ; p− 1) all of which are
simple.
(b) If N=p=1 or 2 and p is odd; t|Up has poles only at 1=(N=p)j (j=1; : : : ; (p−1)=2)
all of which are simple.
(c) If N=p = 1 or 2 and p = 2 (i.e. p = N = 2 or p = 2; N = 4); t|U2 has a simple
pole only at 1 when p= N = 2 or it is identically zero when p= 2; N = 4.
Proof. Since t is the Hauptmodul, t|Up can have poles only at
( 1 i
0 p
)−1
1(N )∞ for
i = 0; : : : ; p− 1. On the other hand, we have(
1 i
0 p
)−1
1(N )∞=p−1
(
p −i
0 1
)
1(N )∞ ∼
(
1 −i
0 1
)(
p 0
0 1
)
1(N )∞
∼
(
p 0
0 1
)
1(N )∞:
Let
( a b
c d
)
be an element in 1(N ). Then
(p 0
0 1
)( a b
c d
)∞=a=c=p in lowest terms. Write
c = N (pk + j) with k ∈ Z and j ∈ {0; : : : ; p − 1}. We then readily see that c=p ≡
(N=p)jmodN , which implies
( a
c=p
) ≡ ( 1(N=p) j )modN . Hence t|Up can have poles only
at ∞; 1=N=p; : : : ; 1=(N=p)(p − 1). From (5), we know that t|Up is holomorphic at ∞.
Now we consider the qh-expansion of t|Up at the cusp 1=(N=p)j for j = 1; : : : ; p − 1
where h is the width of the cusp 1=(N=p)j:
p(t|Up)|( 1
(N=p) j
0
1
) =
p−1∑
i=0
t|( 1 i
0 p
)(
1 0
(N=p) j 1
)
= t|( 1 0
Nj p
) +
p−1∑
i=1
t|( 1+(N=p) ji i
Nj p
)
C.H. Kim, J.K. Koo / Journal of Pure and Applied Algebra 160 (2001) 53–65 59
= (t|( 1 0
Nj 1
))|( 1 0
0 p
) +
p−1∑
i=1
t|( 1+(N=p) ji i
Nj p
)
= t
(
z
p
)
+
p−1∑
i=1
t|( 1+(N=p) ji i
Nj p
):
Here we consider the matrix Mi=
(
1+(N=p) ji i
Nj p
)
where i runs through 1; : : : ; p−1. Write
it as )iWi where )i ∈ SL2(Z) and Wi is an upper triangular matrix. Since det )iWi =
p; Wi must be of the form
(p ∗
0 1
)
or
( 1 ∗
0 p
)
. Indeed, if p divides both 1+(N=p)ji and
Nj, then we take )i =
(
1
p (1+(N=p) ji) i
(N=p) j p
)
and Wi =
(p 0
0 1
)
. Otherwise, we observe that
(1+(N=p)ji; Nj)=1. This allows us to choose x; y ∈ Z for which
(
1+(N=p) ji x
Nj y
)
belongs
to SL2(Z). We set )i =
(
1+(N=p) ji x
Nj y
)
and Wi = )−1i
(
1+(N=p) ji i
Nj p
)
=
(
1 ∗
0 p
)
. Therefore
we have Mi = )iWi. At this stage we consider two cases. First, if p | 1 + (N=p)ji,
then )i =
(
1
p (1+(N=p) ji) i
(N=p) j p
)
∈ ±1(N ). Hence in this case t|Mi has the holomorphic
qh-expansion. If p1 + (N=p)ji; )i =
(
(1+(N=p) ji) x
Nj y
)
. Since p - ij; )i is not an element
of 1(N ). Thus, we have
)i ∈ −1(N )⇔ 1 + (N=p)ji ≡ −1modN ⇔ 2 + (N=p)ji ≡ 0modN
⇔ ((N=p)j; N )|2⇔ N=p= 1 or 2:
We then see that there exist a unique imodp such that 1 + (N=p)ji ≡ −1modN
if and only if N=p= 1 or 2. Therefore, in case of (a), )i does not belong to ±1(N ).
This enables us to claim that each t|Mi has the holomorphic qh-expansion, whence
p(t|Up)
∣∣(
1 0
(N=p) j 1
) = t
(
z
p
)
+O(1):
By Lemma 2 the width of the cusp 1=(N=p)j is p, from which we conclude that
t|Up has simple poles at 1=(N=p)j for j = 1; : : : ; p− 1. Secondly in case of (b), let i0
be the unique solution (modp) of the congruence equation 1 + (N=p)ji ≡ −1modN .
Then
p(t|Up)
∣∣(
1 0
(N=p) j 1
) = t
(
z
p
)
+ t|)i0Wi0 + O(1) = t
(
z
p
)
+ t|Wi0 + O(1)
=
1
e2iz=p
+
1
e2i(z+k0)=p
+O(1)
provided that Wi0 =
( 1 k0
0 p
)
. Observe that e2ik0=p = −1. Indeed, otherwise taking
p-power on both sides we get a contradiction 1 = −1. This claims that the pole
part of (t|Up)|( 1 0
(N=p) j 1
) does not vanish. By Corollary 4, 1=(N=p)j ∼ 1=(N=p)(p − j)
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for j=1; : : : ; (p−1)=2 so that assertion (b) follows. Next, let us consider the last case
(c). If p= N = 2, 1=(N=p)j = 1 in which case we get
2(t|U2 )|( 1 01 1 ) = t|( 1 02 2 ) + t|( 2 12 2 ) = t|( 1 02 1 )( 1 00 2 ) + t|( 1 11 2 )( 2 00 1 )
= t
( z
2
)
+O(1):
Thus, t|U2 has a simple pole at the cusp 1 whose width is 2. On the other hand, if
p= 2 and N = 4, then 1=(N=p)j = 12 . At this cusp we have
2(t|U2 )|( 1 02 1 ) = t|( 1 04 2 ) + t|( 3 14 2 ) = t|( 1 04 1 )( 1 00 2 ) + t|( 3 24 3 )( 1 −10 2 )
= t
( z
2
)
+ t
(
z − 1
2
)
:
Note that the pole parts of t(z=2) + t((z− 1)=2) cancel each other. Hence, in this case
t|U2 has no poles on X1(4) so that it must be a constant function. Obviously, from the
q-expansion we can see that the constant should be zero.
Remark 8. Since I1(4) = I0(4) and 22|4, by Koike [17, Corollary 3:1] we can also
estimate t|U2 = 0 which has been mentioned in the last part of the above proof.
If we write the Hauptmodul as t = 1=q +
∑
k≥1 Hkq
k , we get the following as an
immediate consequence of the above theorem and Lemma 5:
Corollary 9. With the same conditions and notations as in Theorem 7 we obtain
(a) for N=p = 1; 2;


p−1∏
j=1
(
t − t
(
1
(N=p)j
))
× t|Up = a polynomial in t of degree p− 2
=Hptp−2 + · · · ;
(b) for N=p= 1 or 2; and p odd


(p−1)=2∏
j=1
(
t − t
(
1
(N=p)j
))
× t|Up = a polynomial in t of degree
p− 3
2
=Hpt(p−3)=2 + · · · ;
(c) if p= N = 2; (t − t(1))× t|U2 = H2; and if p= 2; N = 4; then t|U2 = 0.
Theorem 10. Let N be a positive even integer other than 4 with g1;N = 0 and t be
the Hauptmodul of 1(N ). Write t = 1=q +
∑
k≥1 Hkq
k . Then we have the following
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recursion formulas for k ≥ 1:
H4k−1 =
H2k−1
2
+ 2
∑
1≤j≤k−1
H2jH4k−2j−2 + /H4k−2 −
H 22k−1
2
−
∑
1≤j≤2k−2
HjH4k−j−2;
H4k =−0H4k−2 −
∑
1≤j¡2k−1
HjH2(2k−j−1);
H4k+1 =
H2k
2
+ 2
∑
1≤j¡k
H2jH4k−2j + /H4k +
H 22k
2
−
∑
1≤j¡2k
HjH4k−j;
H4k+2 =−0H4k −
∑
1≤j¡2k
HjH2(2k−j);
where /=−t((1 + N=2)=N ) and 0 =−t(1=N=2).
Proof. Since t=1=q+
∑
k≥1 Hkq
k , for each n ≥ 1 there exists a unique polynomial Xn(t)
in t such that Xn(t) ≡ (1=n)q−nmod qC[[q]]. For instance, X1(t) = t, X2(t) = 12 t2 −H1,
X3(t) = 13 t
3 − H1t − H2, etc. First we need a lemma.
Lemma. Let N and t be as stated in our theorem. Then X2(t)|U2 has poles only at
∞ and 1=N=2, that is, it has a simple pole at ∞ and a double pole at 1=N=2.
Proof. It can be proved in the same way as in Theorem 7 just by replacing t by X2(t).
At ∞ we observe by (5) that both X2(t)|U2 and t=2 have the q-expansions of the
form 12q
−1 + holomorphic part. Thus, by the above lemma X2(t)|U2 − t=2 can have
poles only at the cusp 1=N=2, which is a double pole. And Theorem 7 justi%es that
t|U2 has a simple pole at 1=N=2 and no others. Now we consider the behavior of t|U2
at a neighborhood of 1=N=2,
(t|U2 )|( 1 0
N=2 1
) = 1
2
(
t|( 1 00 2 ) + t|( 1 10 2 )
) ∣∣∣∣( 1 0
N=2 1
)
=
1
2
(
t|( 1 0N 1 )( 1 00 2 ) + t|
(
1+N=2 1
N 2
))
=
1
2
(
t
( z
2
)
+ t|( 1+N=2 1
N 2
)) ∈ 1
2
q−12 +
1
2
t
(
1 + N=2
N
)
+ q2C[[q2]]:
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Write /=−t((1 + N=2)=N ). Then
((t|U2 )2 + /t|U2 )|( 1 0
N=2 1
) = 1
4
q−1 + O(1) (6)
and (
X2(t)|U2 −
t
2
)∣∣∣(
1 0
N=2 1
) = 1
2
X2(t)
( z
2
)
+O(1) =
1
4
q−1 + O(1): (7)
Therefore, it follows from (6) and (7) that {X2(t)|U2 − t=2} − {(t|U2 )2 + /t|U2} has no
poles in H∗, whence it is a constant. Substituting 12 t
2 − H1 for X2(t) we get(
1
2
t2 − H1
) ∣∣∣U2 = t2 + (t|U2 )2 + /t
∣∣∣
U2
+ c
for some constant c. Thus,
1
2
t2 − H1 = terms of odd power +
[ t
2
+ (t|U2 )2 + /t|U2
]
(2z) + c;
in other words,
1
2

q−1 +∑
k≥1
Hkqk


2
− H1 = terms of odd power + 12q
−2 +
1
2
∑
k≥1
Hkq2k
+

∑
k≥1
H2kq2k


2
+ /
∑
k≥1
H2kq2k + c:
For k ≥ 1, by comparing the coe(cients of the terms q4k−2 and q4k on both sides,
we obtain
H4k−1 =
H2k−1
2
+ 2
∑
1≤j≤k−1
H2jH4k−2j−2 + /H4k−2 − H2k−122
−
∑
1≤j≤2k−2
HjH4k−j−2
and
H4k+1 =
H2k
2
+ 2
∑
1≤j¡k
H2jH4k−2j + /H4k +
H2k2
2
−
∑
1≤j¡2k
HjH4k−j:
On the other hand, Corollary 9 renders that (t − t(1=N=2)) × t|U2 = H2. Hence,
comparing the coe(cients of the terms q2k−1 and q2k on both sides for k ≥ 1, we
have
H4k =−0H4k−2 −
∑
1≤j¡2k−1
HjH2(2k−j−1)
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and
H4k+2 =−0H4k −
∑
1≤j¡2k
HjH2(2k−j)
with 0 =−t(1=N=2). At this stage we are able to say that if we know the values H1,
H2, / and 0, then all Hk are determined by the above recursions. However, we see
from Remark 11(i) that H2 can never be zero in our cases. Therefore, the theorem
follows.
Remark 11. (i) In Theorem 10 if we know the values H1, H2, H3 and H4, and if
H2 = 0, then, via
H3 = H1=2 + /H2 − H 21 =2;
H4 =−0H2;
we can compute /, 0 and hence all the Hk . We shall list the %rst 10 coe(cients of qi
(i ≥ 1) in the Hauptmodul N(j1;N ) when N = 2; 6; 8; 10 and 12 [11–15], from which
we see that H2 is indeed non-zero in these cases:
N(j1;2) = q−1 + 276q− 2048q2 + 11 202q3 − 49 152q4 + 184 024q5 − 614 400q6
+ 1881 471q7 − 5373 952q8 + 14478 180q9 − 37122 048q10 + · · · ;
N(j1;6) = q−1 + 6q+ 4q2 − 3q3 − 12q4 − 8q5 + 12q6 + 30q7
+ 20q8 − 30q9 − 72q10 + · · · ;
N(j1;8) = q−1 + 3q+ 2q2 + q3 − 2q4 − 4q5 − 4q6 + 0q7 + 6q8 + 9q9
+ 8q10 + · · · ;
N(j1;10) = q−1 + 2q+ q2 + q3 + 0q4 − q5 − 2q6 − 2q7 − q8 + q9 + 3q10 + · · · ;
N(j1;12) = q−1 + q+ q2 + q3 + 0q4 + 0q5 − q6 − q7 − q8 − q9 + 0q10 + · · · :
In the appendix we shall describe the Hauptmoduln N(j1;N ) precisely.
(ii) When N = 2 and 6, I1(N ) = I0(N ) as transformation groups. We then see
by Lemma 6 and Table 3, 4 in [4] (or Table 1:1 in [5]) that t =N(j1;2) (resp.
N(j1;6)) corresponds to the Thompson series of type 2B (resp. 6E). Hence, in these
two cases we have well-known recursion formulas (1) in terms of the coe(cients of
t and its 2-plicate t(2). It follows from (1) that we should take the eight coe(cients
H1, H2, H3, H5, H
(2)
1 , H
(2)
2 , H
(2)
3 , H
(2)
5 from the Thompson series of types 2B and 1A
(resp. of types 6E and 3B) to determine all Hk . However, Theorem 10 provides us
self-recursions without the aid of 2-plicate so that we have only to know the %rst four
coe(cients H1, H2, H3 and H4 to do the same job.
The former recursion formulas involving 2-plicate look theoretically beautiful, but
its practical use is rather inconvenient. For example, except those mentioned above,
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when dealing with a Thompson series of type 4C, we have to choose 12 coe(cients
from the series of types 4C, 2B and 1A [9]. Meanwhile, if we work with a Thompson
series of type 16B, we must take 20 coe(cients from those of types 16B, 8E, 4C,
2B and 1A [9]. Therefore, it seems to be worth determining what types of Thompson
series of even level can have self-recursions.
Appendix A. Hauptmoduln N( j1;N )
We made use of the following modular forms to construct j1;N . For z ∈ H ,
• 12(z) =
∑
n∈Z q
(n+1=2)2
2 ; 13(z) =
∑
n∈Z q
n2
2 ; 14(z) =
∑
n∈Z (−1)nqn
2
2 : Jacobi theta
functions;
• E4(z): normalized Eisenstein series of weight 4;
• 3(z): the Dedekind eta function;
• G2(z): Eisenstein series of weight 2;
• G(p)2 (z) = G2(z)− pG2(pz) for each prime p;
• E2(z) = G2(z)=(25(2)): normalized Eisenstein series of weight 2;
• E(p)2 (z) = E2(z)− pE2(pz) for each prime p;
• PN;a(z)=PLz ((a1z+ a2)=N ): N th division value of P where a= (a1; a2); Lz=Zz+Z
and PL(6) is the Weierstrass P-function (relative to a lattice L).
Now we get Table 1 due to Kim and Koo [10–15].
Table 1
N j1;N N(j1;N )
2 12(z)8=14(2z)8 256=j1;2 + 24
3 E4(z)=E4(3z) 240=(j1;3 − 1) + 9
4 12(2z)4=13(2z)4 16=j1;4 − 8
5
43(z)5=3(5z) + E(5)2 (z)
3(5z)5=3(z)
−8=(j1;5 + 44)− 5
6
G(2)2 (z)− G
(2)
2 (3z)
2G(2)2 (z)− G
(3)
2 (z)
2=(j1;6 − 1)− 1
7
P7;(1;0)(7z)−P7;(2;0)(7z)
P7;(1;0)(7z)−P7;(4;0)(7z)
−1=(j1;7 − 1)− 3
8 13(2z)=13(4z) 2=(j1;8 − 1)− 1
9
P9;(1;0)(9z)−P9;(2;0)(9z)
P9;(1;0)(9z)−P9;(4;0)(9z)
−1=(j1;9 − 1)− 2
10
P10;(1;0)(10z)−P10;(2;0)(10z)
P10;(1;0)(10z)−P10;(4;0)(10z)
−1=(j1;10 − 1)− 2
12 13(2z)=13(6z) 2=(j1;12 − 1)
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