Supercurrent coupling in the Faddeev-Skyrme model by Speight, J. M.
ar
X
iv
:0
81
2.
14
93
v1
  [
he
p-
th]
  8
 D
ec
 20
08
SUPERCURRENT COUPLING IN THE FADDEEV-SKYRME MODEL
J.M. SPEIGHT
Abstract. Motivated by the sigma model limit of multicomponent Ginzburg-Landau theory,
a version of the Faddeev-Skyrme model is considered in which the scalar field is coupled dy-
namically to a one-form field called the supercurrent. This coupled model is investigated in the
general setting where physical space is an oriented Riemannian manifold and the target space
is a Ka¨hler manifold. It is shown that supercurrent coupling destroys the topological stabil-
ity enjoyed by the usual Faddeev-Skyrme model, so that there can be no globally stable knot
solitons in this model. Nonetheless, local energy minimizers may still exist. The first variation
formula is derived and used to construct three families of static solutions of the model, all on
compact domains. In particular, a coupled version of the unit-charge hopfion on a three-sphere
of arbitrary radius is found. The second variation formula is derived, and used to analyze the
stability of some of these solutions. A family of stable solutions is identified, though these may
exist only in spaces of even dimension. Finally, it is shown that, in contrast to the uncoupled
model, the coupled unit hopfion on the three-sphere of radius R is unstable for all R. This gives
an explicit, exact example of supercurrent coupling destabilizing a stable solution of the uncou-
pled Faddeev-Skyrme model, and casts doubt on the conjecture of Babaev, Faddeev and Niemi
that knot solitons should exist in the low-energy regime of two-component superconductors.
1. Introduction
The Faddeev-Skyrme model is a nonlinear scalar field theory which possesses
so-called knot solitons, classified topologically by their Hopf degree. Motivated by
the sigma model limit of two-component Ginzburg-Landau theory, Babaev, Fad-
deev and Niemi conjectured that such knot solitons may exist in the low energy
regime of certain exotic superconductors [2]. However, the sigma model limit con-
tains another dynamical field besides the usual (two-sphere valued) scalar field of
the Faddeev-Skyrme model, a one-form field which may be interpreted physically
as the supercurrent. In this paper we study this extended version of the Faddeev-
Skyrme model in which dynamical coupling to the supercurrent is taken into ac-
count, concentrating primarily on the (analytically more accessible) case of compact
physical domain. We will see that supercurrent coupling destroys the topological
stability enjoyed by knot solitons, in that configurations of arbitrarily small energy
can be found in every homotopy class. This should be contrasted with the usual
Faddeev-Skyrme model where one has the Vakulenko-Kapitanski bound on R3 [16],
or a linear energy bound on compact domains [13]. We will develop the variational
calculus for the coupled model in a rather general geometric setting, and use our
results to show explicitly and exactly that supercurrent coupling destabilizes the
unit charge “hopfion” on the three-sphere of small radius.
Consider static two-component Ginzburg-Landau theory on physical space M =
R3. This field theory models, among other things, certain exotic superconducting
materials, including liquid metallic hydrogen, in which there are two different species
of charge-carrying Cooper pairs [1]. It consists of two complex scalar fields ψa : M →
2000 Mathematics Subject Classification. 58E99, 81T99.
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C, a = 1, 2, minimally coupled to a U(1) gauge connexion A ∈ Ω1(M), so that the
total energy functional is
(1.1) EGL =
1
2
‖dAψ1‖2 + 1
2
‖dAψ2‖2 + 1
2
‖dA‖2 +
∫
M
V (ψ1, ψ2)
where dAψa = dψ − iAψ, ‖ · ‖ denotes L2 norm and V is a phenomenologically
determined interaction potential whose details depend strongly on the precise phys-
ical context. To preserve gauge invariance, one must have V (λψ1, λψ2) ≡ V (ψ1, ψ2)
for all λ ∈ U(1). Babaev, Faddeev and Niemi [2] made the following interest-
ing observation (the essential argument appeared somewhat earlier in a paper of
Hindmarsh [5], and perhaps goes back further still). Define the total condensate
density ρ =
√
|ψ1|2 + |ψ2|2 and let ϕ = [ψ1, ψ2] : M → CP 1 ≡ S2. Note that both
these fields are gauge invariant and that the second field makes sense globally only
if ψ1, ψ2 never vanish simultaneously, presumably a sensible assumption provided
V (0, 0) is made sufficiently large. Further, let ρ2C be the total supercurrent of the
condensates, that is,
(1.2) C =
i
2ρ2
2∑
a=1
(ψadAψa − ψadAψa),
which is also gauge invariant. Then the Ginzburg-Landau energy is precisely
(1.3) EGL =
1
8
‖ρdϕ‖2 + 1
2
‖dC + 1
2
ϕ∗ω‖2 + 1
2
‖dρ‖2 + 1
2
‖ρC‖2 +
∫
M
Vˆ (ρ, ϕ)
where ω is the Ka¨hler form on CP 1 (equivalently, the area form on S2). The first
two terms of this energy are strongly reminiscent of the Faddeev-Skyrme energy of
a S2-valued field on M . In fact, if ρ is constant and C = 0, EGL reduces precisely
to EFS, the Faddeev-Skyrme energy of ϕ. This led Babaev, Faddeev and Niemi to
suggest that the GL model, like its truncated version, possesses knot solitons, in
which the field ϕ : R3 → S2 has nonzero Hopf degree.
The numerical evidence concerning this claim is a little mixed, but seems, on
the whole, to be negative [8, 18, 6]. (For a comprehensive review of the current
status of knot solitons in field theory, see [10].) In particular, a crucial role in
destabilizing localized ϕ configurations of nonzero Hopf degree seems to be played
by the coupling of ϕ and C. That is, we can imagine reducing EGL to EFS by a two-
step truncation. In the first step, we impose a sigma model limit on the C2 valued
field (ψ1, ψ2), demanding that ρ
2 = |ψ1|2 + |ψ2|2 = ρ20 = 1 everywhere, motivated
by the choice V = λ(1− |ψ1|2 − |ψ2|2)2 in the limit of large λ, for example. (There
is no loss of generality in the choice ρ0 = 1 since any other ρ0 can be scaled away
by a homothety of M .) This yields a “halfway house” model, which one might call
the supercurrent coupled Faddeev-Skyrme model (henceforth, the SCFS model),
(1.4) E(ϕ,C) =
1
8
‖dϕ‖2 + 1
2
‖dC + 1
2
ϕ∗ω‖2 + 1
2
‖C‖2
where, for simplicity, we have assumed the potential V (ψ1, ψ2) has U(2) symmetry
(so is constant on surfaces of constant ρ). Experience with similar ungauged GL
models [3] suggests that this truncation is unlikely to cause trouble (that is, if E
has minimizers with nonzero Hopf degree, they probably survive the thawing of
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the field ρ). The second step, where we set C to zero, is more problematic. This
amounts to ignoring the cross term 1
2
〈dC, ϕ∗ω〉 in the second term of E(ϕ,C), and
there does not seem to be a strong justification for this.
This motivates us to study the SCFS model (1.4) in detail, and compare its
properties with those of the usual Faddeev-Skyrme model (henceforth, FS model).
Since generalization costs no extra effort, and working in a natural geometric context
often reveals structure otherwise hidden, we will study both the SCFS and FS
models in the general case where ϕ : M → N , M being an oriented Riemannian
manifold and N a Ka¨hler manifold. We will still call C the supercurrent, and
interpret dC + 1
2
ϕ∗ω as the electromagnetic field two-form (that is, magnetic field,
if dimM = 3). Indeed, in the case N = CP k−1, with the Fubini-Study metric of unit
holomorphic sectional curvature, this model is precisely the naive sigma model limit
of k-component Ginzburg-Landau theory [5], which gives it an immediate physical
interpretation.
In section 2 we compare the best known topological lower energy bounds for
the FS and SCFS models in the case where M has dimension 3 and N = S2.
Whereas the FS energy is bounded below by some power of the Hopf degree (Q
3
4 for
M = R3, Q for M3 compact), we will find that the SCFS energy can be arbitrarily
small in every (algebraically inessential) homotopy class. This is strikingly different
behaviour, and it follows that no nontrivial global minimizer of the SCFS energy
can exist in this case. One can still hope for local minimizers, however, and to find
these one must solve the variational problem for the SCFS energy. In section 3, we
compute the first variation formula for E(ϕ,C), that is, the field equations that a
pair (ϕ,C) must satisfy in order to be a critical point of E. For a given ϕ : M → N ,
we will show there is at most one C ∈ Ω1(M) so that (ϕ,C) is a critical point of
E. We shall call a critical point (ϕ,C) embedded if ϕ is a critical point of EFS,
and refer to (ϕ,C) as an embedding of ϕ. Clearly an embedding of ϕ, if it exists, is
unique. We shall construct three families of embedded critical points, all of which
are submersive (that is, dϕx is surjective at each x ∈ M). To analyze the stability
of a critical point, one must consider the second variation formula for E, to which
we turn in section 4. We compute an explicit formula for the Hessian operator
associated with a critical point, and use this formula to show that the critical point
ϕ = Id : N → N , C = 0 is stable for every Ka¨hler manifold N .
Ideally, one would like to apply the first and second variation formulae in the
case of direct physical interest, namely M = R3, N = S2, but this case of the SCFS
model is (like the FS model) analytically intractable. It would be interesting, but
very challenging, and beyond the scope of the present work, to conduct a large-scale
numerical analysis of this problem. In lieu of hard numerics, we will consider the
case nearest to M = R3 where exact results can be obtained, namely M = S3R,
the sphere of radius R > 0. Here, as for M = R3, configurations are labelled
homotopically by their Hopf degree Q, but (unlike on R3) an explicit solution of the
FS model in the Q = 1 class is known, namely the Hopf fibration ϕ : S3 → S2[17].
This solution is known to be stable for 0 < R ≤ 2 [12], so it can be thought of as
the spherical analogue of the unit “hopfion” at least on small spheres. In section 4,
we will show that this hopfion has a (necessarily unique) embedding in the SCFS
model. The associated supercurrent is homogeneous and tangent to the fibres of the
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Hopf map. We go on to construct the Hessian operator for this embedded hopfion
explicitly, and show that it has a negative eigenvalue of total multiplicity 4, for all
R > 0. This, then, provides an explicit, exact example (albeit on a compact domain)
of the process whereby supercurrent coupling destabilizes a previously stable critical
point of the Faddeev-Skyrme energy. Clearly this does not conclusively rule out the
existence of stable knot solitons in the SCFS model, but it is one more piece of
evidence in favour of scepticism.
2. Energy bounds
We first setup some notation and conventions, following [12]. Let (M, g) be
a Riemannian manifold and (N, h, J) be a Ka¨hler manifold, with Ka¨hler form
ω(X, Y ) = h(JX, Y ). Let 〈·, ·〉 denote L2 inner product, ‖ · ‖ L2 norm, Ωk(M)
the space of smooth k-forms on M , Γ(E) the space of smooth sections of vector
bundle E, δ : Ωk → Ωk−1 the coderivative L2 adjoint to d, and ♭ : TM → T ∗M and
♯ = ♭−1 the musical isomorphisms induced by the metric g onM . Given ϕ : M → N ,
ϕ−1TN will denote the vector bundle over M whose fibre above x ∈ M is Tϕ(x)N .
The symbol ∇ will denote the Levi-Civita connexion on TM , TN or its canonical
extension to T ∗M ⊗ ϕ−1TN (which being clear from context). The pullback of
the Levi-Civita connexion on TN to ϕ−1TN will be denoted ∇ϕ. All maps will be
assumed smooth. We shall frequently need to refer to specfic terms in the energy
functional (1.4), and so define, for any ϕ : M → N and C ∈ Ω(M),
E(ϕ,C) =
1
8
‖dϕ‖2 + 1
2
‖dC + 1
2
ϕ∗ω‖2 + 1
2
‖C‖2
E1(ϕ) =
1
2
‖dϕ‖2
E2(ϕ) =
1
2
‖ϕ∗ω‖2
E3(C) =
1
2
‖dC‖2 + 1
2
‖C‖2
E4(ϕ,C) =
1
2
〈dC, ϕ∗ω〉
EFS(ϕ) = E1(ϕ) + E2(ϕ),
so that E = 1
4
(E1 + E2) + E3 + E4.
For the rest of this section, N = S2 and M has dimension 3. We begin by
contrasting the energy bounds for E and EFS in the case M = R
3. We impose
the usual boundary condition on ϕ (ϕ(x) → (0, 0, 1) as |x| → ∞) so that field
configurations are homotopic if and only if they have the same Hopf degree Q ∈ Z.
Recall that
(2.1) Q =
1
(4π)2
∫
M
A ∧ dA
where A ∈ Ω1(M) is chosen so that dA = ϕ∗ω (note that A certainly exists since
ϕ∗ω is closed and H2(M) = 0). Then, for EFS we have the well-known Vakulenko-
Kapitanski bound:
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Theorem 2.1 (Vakulenko-Kapitanski [16]). There exists a constant c > 0 such that
EFS(ϕ) ≥ c|Q(ϕ)| 34 for all ϕ.
The power 3
4
is believed to be sharp, and is certainly consistent with numerics.
The optimal constant c is not known. In contrast to this energy growth with |Q|, we
will now see that the infimum of E(ϕ,C) is zero in every homotopy class. This fact
is already known in the physics literature, at least informally, in the multicomponent
Ginzburg-Landau setting [6, 10]. The point is that, for a given ϕ, we can choose dC
to exactly cancel 1
2
ϕ∗ω in E, so that (ϕ,C) has no stability against Derrick scaling.
Proposition 2.2. inf{E(ϕ,C) : Q(ϕ) = n} = 0 for all n ∈ Z.
Proof. Each degree class contains ϕ with ϕ = (0, 0, 1) outside some closed ball B.
For this ϕ, there exists C ∈ Ω1(R3) such that dC = −1
2
ϕ∗ω (since H2(R3) = 0).
Since dϕx = 0 for all x /∈ B, ϕ∗ω vanishes on R3\B. Without loss of generality, we
may assume that C itself vanishes on R3\B. (Assume C does not vanish on R3\B.
C is closed on R3\B and hence there exists f : R3\B → R such that C = df , since
H1(R3\B) = 0. We may smoothly extend f to a function on the whole of R3. Let
C ′ = C−df . Then dC ′ = dC = −1
2
ϕ∗ω and C ′ vanishes on R3\B.) For each λ > 0
let Dλ : R
3 → R3 be the dilation map Dλ(x) = λx. Clearly ϕ ◦Dλ is homotopic to
ϕ and, by the usual Derrick argument [4],
E(ϕλ, Cλ) =
1
8λ
‖dϕ‖2 + 0 + 1
2λ
‖C‖2 → 0
as λ→∞. 
We turn now to the case where M is a compact oriented 3-manifold. The homo-
topy classification of maps M → S2 was completed by Pontrjagin.
Theorem 2.3 (Pontrjagin [9]). LetM be a compact, connected, oriented 3-manifold,
and µ be a generator of H2(S2;Z) ∼= Z (for example, µ = ω/4π in the de Rham
model). The homotopy classes of based maps ϕ : M → S2 fall into disjoint families
labelled by [ϕ∗µ] ∈ H2(M ;Z). Within the family of classes with fixed [ϕ∗µ], the
classes are labelled by elements of H3(M ;Z)/(2[ϕ∗µ] ⌣ H1(M ;Z)).
If H2(M ;Z) 6= 0,therefore, maps M → S2 are not classified homotopically by
a single integer. We will be interested primarily in the case M = S3, where this
complication does not arise. However, even on general M , there is a family of maps
which are classified homotopically by a single integer, the algebraically inessential
maps, that is, those for which [ϕ∗µ] = 0. These maps fall into homotopy classes
labelled by H3(M ;Z) ≡ Z, and one may identify this integer homotopy invariant
with the Hopf degree of ϕ, defined as in (2.1). From the standpoint of topological
solitons, algebraically inessential maps are the most interesting, since all other maps
have the property that regular preimages ϕ−1(p) ⊂ M are nontrivial in H1(M) (one
may think of such preimages as being Poincare´ dual to [ϕ∗µ] ∈ H2(M ;Z)), so they
are not, in a topological sense, spatially localized (they are “tied” to some nontrivial
1-cycle in M).
So, on a compact domain, provided we restrict to the case of algebraically inessen-
tial maps (no restriction if H2(M ;Z) = 0), configurations ϕ : M → S2 are still
classified by their Hopf degree Q(ϕ). An interesting fact, which does not seem to
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have been appreciated previously, is that the Faddeev-Skyrme energy EFS grows
at least linearly with |Q| in this case, in contrast to the |Q| 34 growth found on R3.
The essential proof has appeared previously for the case M = S3 [13], but adapts
readily to the case of general M .
Theorem 2.4 (Speight-Svensson). Let M be a compact, connected, oriented Rie-
mannian 3-manifold and ϕ : M → S2 be a smooth, algebraically inessential map.
Then
EFS(ϕ) > E2(ϕ) ≥
√
λ1
32π2
|Q(ϕ)|
where λ1 > 0 is the first nonzero eigenvalue of the Laplacian restricted to coexact
one-forms on M .
Proof. Since ϕ is algebraically inessential, ϕ∗ω is exact, and there exists A ∈ Ω1(M)
such that dA = ϕ∗ω. By Hodge decomposition, we may assume, without loss
of generality that A is coexact. (Consider the Hodge decomposition of A, A =
Ah + dA0 + δA2, where Ah is a harmonic one-form, A0 is a zero-form and A2 a
two-form. Then ϕ∗ω = dA = 0 + 0 + dδA2.) We may also assume that Q(ϕ) > 0.
(The bound is trivial if Q = 0, and if Q(ϕ) < 0 then Q(ϕ ◦ ρ) = −Q(ϕ) where
ρ : M → M is an orientation reversing diffeomorphism.) Then
E2(ϕ) =
1
2
‖ϕ∗ω‖4 = 1
2
〈dA, dA〉 = 1
2
〈A,∆A〉 ≥ 1
2
λ1‖A‖2.
But
(4π)2Q(ϕ) = 〈A, ∗dA〉 ≤ ‖A‖‖dA‖ = ‖A‖
√
2E2(ϕ).
The result follows immediately. 
Note that this bound follows from a straightforward estimate of just the Skyrme
term E2 in EFS, using only the Cauchy-Schwartz inequality and ellipticity of ∆. By
contrast, the Vakulenko-Kapitanski bound involves a subtle trade-off between E1
and E2, and uses rather more advanced estimates from functional analysis. Note
also that under a homothety g 7→ R2g, the spectrum of ∆ scales as λ 7→ λ/R2, so
our bound becomes trivial in the limit whereM attains infinite volume (for example
M = S3R, the three-sphere of radius R, in the limit R → ∞). It is an interesting
and (apparently) open question whether the power |Q|1 in this bound is optimal.
Once again, the issue of primary interest in this paper is the effect that supercur-
rent coupling has on this energy bound. In fact, as for the model on R3, the bound
disappears entirely in the SCFS model.
Proposition 2.5. Let M be a compact, connected, oriented 3-manifold. Then for
each n ∈ Z, inf E(ϕ,C) = 0, where the infimum is taken over all smooth, alge-
braically inessential maps ϕ :M → S2 with Q(ϕ) = n, and all C ∈ Ω1(M).
Proof. Each algebraically inessential homotopy class contains maps which are con-
stant outside some (arbitrarily small) closed ball. The argument of the proof of
Proposition 2.2 can be applied to such maps. 
So there can be no global minimizer of E(ϕ,C) in any nontrivial algebraically
inessential homotopy class. It does not follow that the SCFS model can have no
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stable static solutions, however, since local minima may exist. To seek them, we
require the first variation formula for E.
3. The first variation
In this section and the next, we revert to the general setting in which M is an
oriented Riemannian manifold and N is a Ka¨hler manifold.
Proposition 3.1. Let ϕt be a variation of ϕ0 = ϕ : M → N and Ct a variation of
C0 = C ∈ Ω1(M). Let X = ∂tϕ|t=0 ∈ Γ(ϕ−1TN) and Y = ∂tCt|t=0 ∈ Ω1(M), both
assumed to be of compact support (if M is noncompact). Then the corresponding
first variation of E is
dE(ϕt, Ct)
dt
∣∣∣∣
t=0
= 〈X,−1
4
(τ(ϕ) + Jdϕ♯δ(ϕ∗ω + 2dC))〉+ 〈Y, δ(dC + 1
2
ϕ∗ω) + C〉
where τ(ϕ) is the tension field of the mapping ϕ, that is, τ(ϕ) = tr∇dϕ.
Proof. Using the notation introduced in Section 2 above, one has E(ϕt, Ct) =
1
4
(E1(t) + E2(t)) + E3(t) + E4(t). It is well known [14, p. 131] that
(3.1) E˙1(0) = −〈X, τ(ϕ)〉,
and it was shown in [12] that
(3.2) E˙2(0) = −〈X, Jdϕ♯δ(ϕ∗ω)〉.
Turning to E3, one sees that
(3.3) E˙3(0) = 〈dY, dC〉+ 〈Y, C〉 = 〈Y, δdC + C〉.
Finally, by the homotopy lemma (see, for example, [12]),
(3.4) E˙4(0) =
1
2
〈dY, ϕ∗ω〉+ 1
2
〈dC, d(ϕ∗ιXω)〉 = 1
2
〈Y, δ(ϕ∗ω)〉+ 1
2
〈δdC, ϕ∗ιXω〉.
Now, for any η ∈ Ω1(M),
(3.5) g(η, ϕ∗ιXω) = (ϕ
∗ιXω)(♯η) = ω(X, dϕ♯η) = −h(X, Jdϕ♯η).
Hence
(3.6) 〈η, ϕ∗ιXω〉 =
∫
M
g(η, ϕ∗ιXω) = −〈X, Jdϕ♯η〉.
Applying this in the case η = δdC, we have, from (3.4)
(3.7) E˙4(0) =
1
2
〈Y, δ(ϕ∗ω)〉 − 1
2
〈X, Jdϕ♯δdC〉.
The result immediately follows. 
The first variation formula, or field equations, follow immediately from this:
Corollary 3.2. (ϕ,C) is a critical point of E if and only if
δ(dC +
1
2
ϕ∗ω) + C = 0(3.8)
τ(ϕ)− 2Jdϕ♯C = 0(3.9)
where, once again, τ(ϕ) = tr∇dϕ.
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Proof. For all variations X, Y in Proposition 3.1, we must have E˙(0) = 0. Hence,
by the fundamental lemma of the calculus of variations,
δ(dC +
1
2
ϕ∗ω) + C = 0,(3.10)
−1
4
(τ(ϕ) + Jdϕ♯δ(ϕ∗ω + 2dC)) = 0.(3.11)
Substituting equation (3.10) into (3.11) we obtain the pair claimed. 
Corollary 3.3. Let ϕ : M → N . If there exists C ∈ Ω1(M) such that (ϕ,C) is a
critical point of E, then C is unique.
Proof. Assume that C ′ ∈ Ω1(M) also renders (ϕ,C ′) a critical point. Then by
equation (3.8), C ′′ = C−C ′ satisfies δdC ′′+C ′′ = 0, whence 0 = 〈C ′′, δdC ′′+C ′′〉 =
‖dC ′′‖2 + ‖C ′′‖2. Hence C ′′ = 0. 
Definition 3.4. A critical point (ϕ,C) of E will be called an embedding of ϕ if ϕ is
a critical point of EFS. By Corollary 3.3, if an embedding of ϕ exists, it is unique.
It was shown in [12] that ϕ is a critical point of E2 if and only if ♯δϕ
∗ω ∈ ker dϕ
everywhere. If ϕ is also harmonic, so τ(ϕ) = 0 (hence a critical point of EFS), it
is natural to seek an embedding of ϕ with C = µδϕ∗ω, where µ is a constant. The
point is that equation (3.9) is satisfied automatically in this case, and we are left
to check the somewhat simpler equation (3.8). We will apply this idea in the next
three examples.
Example 3.5. Under what circumstances is (ϕ, 0) a critical point of E? From
Corollary 3.2, if and only if ϕ is harmonic (τ(ϕ) = 0) and coclosed (δϕ∗ω = 0).
Such a map is separately a critical point of E1 and E2, and hence is a (very special)
critical point of EFS. A trivial example is the identity map Id : N → N . This can
be easily extended to projection on a Riemannian product ϕ = π : N × K → N .
So Id : S2 → S2, π : S2 × S1 → S2 and π : S2 × R → S2 embed trivially (i.e.
with C = 0) in the coupled model. A less trivial family can be adapted from [13].
Let M be the space of full flags in Ck and N be the Grassmannian of l-planes in
C
k. Then one has a natural projection πl : M → N which maps each flag to its
l-dimensional entry. This map is holomorphic and hence harmonic (with respect to
the usual SU(k) homogeneous metrics on M and N), and is coclosed, and hence
embeds trivially in the coupled model. In particular, this gives a family of examples
π1 : M → CP k−1.
Example 3.6. Given the physical origin of E(ϕ,C) in multicomponent Ginzburg-
Landau theory, it is natural to consider the general Hopf fibration from M =
S2n+1 ⊂ Cn+1 to N = CP n, given by π : (z1, z2, . . . , zn+1) 7→ [z1, z2, . . . , zn+1].
This map is harmonic, and is known [12] to be a critical point of E2, and hence is
a critical point of EFS. We will now show that it can be embedded in the coupled
model, but in contrast to Example 3.5, the embedding has C 6= 0.
Note that π is a submersion with one dimensional fibres. At each z ∈M ⊂ Cn+1
we have an orthogonal decomposition TzM = Vz ⊕ Hz where Vz = ker dπz is the
vertical space, tangent to the fibres, and Hz = V
⊥
z is the horizontal space, its
orthogonal complement. It is convenient to give N the Fubini-Study metric of
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constant holomorphic sectional curvature 4 (in the case n = 1, this corresponds to
giving the target two-sphere radius 1
2
) since π is then a Riemannian submersion,
that is dπz : Hz → Tπ(z)N is an isometry for all z. Clearly, Vz is spanned by
the unit vector field V (z) = iz (which generates the U(1) action z 7→ eitz on
M ⊂ Cn+1). Since π is a critical point of E2, we know that dπ♯δ(π∗ω) = 0, and
hence δ(π∗ω) = f♭V for some f : M → R. By homogeneity of the map, f must be
constant, and a short calculation based (for example) at z = (1, 0, . . . , 0) shows that
f = n. Another short calculation shows that π∗ω = d♭V . Substituting into (3.8)
and (3.9) one sees that (π, λ♭V ) is a critical point of E if (and only if) λ = n
2n+2
.
Note that Example 3.6 includes the standard Hopf fibration S3 → S2, which may
be thought of as the unit charge Hopf “soliton” on S3 (the special case n = 1).
We may generalize the basic Hopf fibration in a different direction by thinking of it
as the coset projection SU(2)→ SU(2)/S(U(1)×U(1)) onto a Ka¨hler symmetric
space:
Example 3.7. Let G be a compact, connected, simple Lie group and K be a
compact subgroup of G such that G/K is an irreducible Hermitian symmetric space
of compact type. Denote by g, k the Lie algebras of G,K. Then there is an AdK-
invariant subspace p of g such that [p, p] ⊆ k and
g = k+ p,
this decomposition being orthogonal with respect to the Killing form. We give G
the bi-invariant metric coinciding with (minus) the Killing form at e, and G/K the
metric which makes the homogeneous projection
ϕ : G→ G/K, g 7→ g · o
a Riemannian submersion (here o denotes the identity coset in G/K). Denote by
(·, ·) minus the Killing form on g. The almost complex structure on G/K (with
respect to which the homogeneous metric is Ka¨hler) coincides with the adjoint
action of an element in the centre of k. In a slight abuse of notation, we shall
denote this element J . By left translation, we may identify vector fields on G with
g-valued functions on G and sections of ϕ−1T (G/K) with p-valued functions on G.
The connexions on TG and ϕ−1T (G/K) are then
∇XY = dY (X) + 1
2
[X, Y ] (X, Y ∈ C∞(G, g)),(3.12)
∇ϕXY = dY (X) + [X, Y ]p (X ∈ C∞(G, g), Y ∈ C∞(G, p)),(3.13)
respectively.
The map ϕ is well known to be harmonic, and was shown to be a critical point
of E2 in [12]. In fact
(3.14) ♯δ(ϕ∗ω) = −λ
2
J
where λ is the eigenvalue of the Casimir operator associated with the adjoint rep-
resentation of G, that is,
(3.15) g→ g, X 7→ −
m∑
k=1
[ek, [ek, X ]]
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where {e1, . . . , em} is an orthonormal basis for g [12]. Hence, for any vector fields
X, Y on G,
d(δϕ∗ω)(X, Y ) = −λ
2
{X(J, Y )− Y (J,X)− (J, [X, Y ])}
= −λ
2
{(∇XJ, Y )− (∇Y J,X)}
= −λ
2
{(dJ(X), Y )− (dJ(Y ), X) + 1
2
([X, J ], Y )− 1
2
([Y, J ], X)}
= −λ
2
{0− 0− 1
2
(adJ X, Y ) +
1
2
(adJ Y,X)}
=
λ
2
ϕ∗ω(X, Y ),
where we have used the fact that J is a constant mapping M → g (so dJ = 0).
Hence
(3.16) dδϕ∗ω =
λ
2
ϕ∗ω.
We now seek an embedding of ϕ with C = µδϕ∗ω. As remarked previously, (3.9)
is satisfied automatically, and, in light of (3.16), we see that (3.8) is satisfied if
and only if µ = −(λ + 2)−1 (which always exists since the Casimir is a positive
operator). In particular, let G = SU(n + 1) and K = S(U(1) ×U(n)). Then this
gives an embedding of the projection ϕ : SU(n + 1) → G/K ≡ CP n. Note that
the vertical space of the fibration ϕ has dimension n2 in this case, rather than 1,
as in Example 3.6. From the point of view of satisfying equation (3.9), it looks like
choosing C parallel to δϕ∗ω is needlessly restrictive (♯C need only be restricted to
the n2-dimensional vertical space). However, by Corollary 3.3, we know that no
alternative embedding of ϕ exists, despite the apparent extra freedom.
4. Second variation: the Hessian
Let (ϕ,C) be a critical point of E and (ϕs,t, Cs,t) be a two-parameter variation
of (ϕ,C) = (ϕ0,0, C0,0). The Hessian of E at (ϕ,C) is
H(ϕ,C)((X, Y ), (Xˆ, Yˆ )) =
∂2E(ϕs,t, Cs,t)
∂s∂t
∣∣∣∣
s=t=0
where
X = ∂sϕs,t|s=t=0, Xˆ = ∂tϕs,t|s=t=0 ∈ Γ(ϕ−1TN),
Y = ∂sCs,t|s=t=0, Yˆ = ∂tCs,t|s=t=0 ∈ Ω1(M).
Let E denote the vector bundle ϕ−1TN⊕T ∗M over M . Then H(ϕ,C) is a symmetric
bilinear form on Γ(E). The critical point (ϕ,C) is stable if the associated quadratic
form is non-negative, that is,
H(ϕ,C)((X, Y ), (X, Y )) ≥ 0 for all (X, Y ) ∈ Γ(E).
Otherwise, (ϕ,C) is unstable. The index of an unstable critical point is the dimen-
sion of the largest subspace of Γ(E) on which the quadratic form is negative. We
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will see that there is a self-adjoint linear differential operator H(ϕ,C) : Γ(E)→ Γ(E),
which we will call the Hessian operator, such that
H(ϕ,C)((X, Y ), (Xˆ, Yˆ )) = 〈(X, Y ),H(ϕ,C)(Xˆ, Yˆ )〉.
To show that a critical point in unstable, it suffices to exhibit a negative eigenvalue
of its Hessian operator.
The aim of this section is to compute H(ϕ,C). We start by recalling the expres-
sions for the analogous operators for critical points of the functionals E1 and E2,
denoted J and L respectively. The first of these is conventionally called the Ja-
cobi operator. Since E2 can be naturally viewed as a symplectic analogue of E1, we
shall call L the symplectic Jacobi operator.
Proposition 4.1 (Smith, [11]). Let ϕ :M → N be a critical point of E1 = 12‖dϕ‖2.
Then the Hessian of E1 at ϕ is 〈X,JϕY 〉 where the Jacobi operator is
JϕY = ∆ϕY −RϕY.
The terms of Jϕ are defined as follows. Let {e1, . . . , em} be a local orthonormal
frame on M and R be the curvature of ∇ on N . Then the rough Laplacian is
∆ϕY =
m∑
k=1
(∇ek∇ekY −∇∇ekekY )
and
RϕY =
m∑
k=1
R(Y, dϕEk)dϕEk.
Proposition 4.2 (Speight-Svensson, [12]). Let ϕ : M → N be a critical point of
E2 =
1
2
‖ϕ∗ω‖2. Then the Hessian of E2 at ϕ is 〈X,LϕY 〉 where the symplectic
Jacobi operator is
LϕY = −J
(
∇ϕZϕY + dϕ(♯ δdϕ∗ιY ω)
)
and Zϕ = ♯ δϕ
∗ω.
Proposition 4.3. Let (ϕ,C) be a critical point of E. Then the Hessian operator
for E at (ϕ,C) is
H(ϕ,C)
[
X
Y
]
=
[
1
4
(JϕX + LϕX)− 12J∇ϕ♯δdCX − 12Jdϕ♯δdY
δd(Y + 1
2
ϕ∗ιXω) + Y
]
.
Recall that X is a section of ϕ−1TN and Y is a one-form on M .
Proof. Let (ϕs,t, Cs,t) be a smooth variation of critical point (ϕ,C) = (ϕ0,0, C0,0),
and (X, Y ), (Xˆ, Yˆ ) ∈ Γ(E) be its infinitesimal generators. Then, since (ϕ,C) is
critical,
∂2E(ϕs,t, Cs,t)
∂s ∂t
∣∣∣∣
s=t=0
= −1
4
〈X, ∂tτ(ϕ0,t)|t=0〉 − 1
4
〈X, ∂t(Jdϕ0,t♯δ(ϕ∗ω))|t=0〉
+〈Y, ∂t(δdC0,t + C0,t)|t=0)〉+ 1
2
〈Y, ∂tδ(ϕ∗0,tω)|t=0〉
−1
2
〈X, ∂t(Jdϕ0,t♯δdC0,t)|t=0〉
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=
1
4
〈X, (Jϕ + Lϕ)Xˆ〉+ 〈Y, δdYˆ + Yˆ 〉+ 1
2
〈X, δd(ϕ∗ιXˆω)〉
−1
2
〈X, J∂t(dϕ0,t♯δdC0,t)|t=0〉
by Propositions 4.1 and 4.2, and the Homotopy Lemma. Let (ϕt, Ct) = (ϕ0,t, C0,t),
and F : (−ε, ε)×M → N be the total map F (t, x) = ϕt(x). Then
∂t(dϕt♯δdCt)|t=0 =
(∇F∂/∂tdF )t=0 ♯δdC + dϕ♯δd(∂tCt)|t=0
=
(∇F♯δdCdF )t=0 ∂/∂t + dϕ♯δdYˆ
= ∇ϕ♯δdCXˆ − dϕ
(
∇(−ε,ε)×M♯δdCt
∂
∂t
)
t=0
+ dϕ♯δdYˆ
= ∇ϕ♯δdCXˆ + dϕ♯δdYˆ
since the Levi-Civita connexion on N is torsionless, and (−ε, ε)×M has the product
metric. The result immediately follows. 
Remark 4.4. A nontrivial check on this formula is that H should be self-adjoint
with respect to the L2 inner product on Γ(E). This is clear, provided that the
operators
A : Ω1(M)→ Γ(ϕ−1TN) A : Y 7→ −Jdϕ♯δdY
B : Γ(ϕ−1TN)→ Ω1(M) B : X 7→ δd(ϕ∗ιXω)
are an adjoint pair, that is, B† = A . Let us check this:
〈Y,BX〉 = 〈δdY, ϕ∗ιXω〉 =
∫
M
ϕ∗ιXω(♯δdY ) =
∫
M
ω(X, dϕ♯δdY )
= 〈JX, dϕ♯δdY 〉 = 〈X,A Y 〉
as required.
The formula for the total Hessian operator is, admittedly, rather complicated.
However, it is not so complicated as to be unusable, as we shall now see.
Corollary 4.5. (Id, 0) is a stable critical point of E, where Id : N → N is the
identity map on any Ka¨hler manifold.
Proof. Certainly (Id, 0) is a critical point (Example 3.5). It is known [14, p. 172]
that
〈X,JϕX〉 ≥ 0
for any holomorphic map ϕ between Ka¨hler manifolds, and hence, in particular, for
ϕ = Id. In the case of ϕ = Id, ϕ∗ω = ω, which is coclosed, and one has a canonical
identification of ϕ−1TN with TM = TN , so that ϕ∗(ιXω) = ♭JX , and one finds
that 〈X,LIdX〉 = ‖d♭JX‖2 [12]. Hence
〈(X, Y ),H (X, Y )〉 = 1
4
〈X,JIdX〉+ 1
4
‖d♭JX‖2 + ‖dY ‖2 + ‖Y ‖2 + 〈dY, d♭JX〉
≥ ‖d♭J X
2
‖2 + 2〈dY, d♭J X
2
〉+ ‖dY ‖2 ≥ 0

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As a less trivial application of the second variation formula, we can use it to show
that the embedded Hopf fibration S3 → S2 is unstable. This is the subject of the
next section.
5. Stability of the embedded Hopf map S3 → S2
In this section we will analyze in detail the Hessian operator for the embedded
Hopf fibration S3R → S2, where S3R is the 3-sphere of radius R and S2 is the unit 2-
sphere. It is convenient to identify the domain with G = SU(2), and the codomain
with G/K, where K = {diag(λ, λ) : λ ∈ U(1)}, so that ϕ : G→ G/K is the coset
projection, and use the machinery outlined in Example 3.7. Let ϑ1, ϑ2, ϑ3 be the
usual basis of left-invariant vector fields on G (coinciding at e with i
2
τa, a = 1, 2, 3,
where τa are the Pauli spin matrices). Note that k = {ϑ3}R and p = {ϑ1, ϑ2}R,
where {·}R denotes linear span. The almost complex structure on G/K coincides
with the adjoint action of J = ϑ3 on p, and the pullback of the Ka¨hler form ω to G
is ϕ∗ω = −σ1 ∧ σ2, where {σa} is the coframe dual to {ϑa}.
Unlike Example 3.7, we will not give G the metric coinciding at e with minus
the Killing form, nor G/K the metric which renders ϕ a Riemannian submersion.
Rather, G and G/K are given the round metrics of radius R and 1, respectively.
Making use of the canonical identifications TG ≡ G× g and ϕ−1(TG/K) ≡ G× p,
this amounts to declaring ϑa ∈ TG, a = 1, 2, 3, to be orthogonal vector fields
of length R
2
, and ϑ1, ϑ2 to be orthonormal sections of T (G/K). It follows that
δϕ∗ω = − 4
R2
σ3, and that the pair (ϕ,C) satisfies (3.8),(3.9) if and only if
(5.1) C =
2
4 +R2
σ3.
The pair (ϕ,C) is the analogue for the supercurrent coupled Faddeev-Skyrme model
on S3R of the unit charge Hopf soliton on R
3. We note in passing that the magnetic
field of this coupled “hopfion” is tangent to the fibres of ϕ,
(5.2) B = ♯ ∗ (dC + 1
2
ϕ∗ω) = − 4
R(4 +R2)
ϑ3.
Making use of the identifcations ϕ−1T (G/K) ≡ G×p and T ∗G ≡ G×g∗, we can
identify any smooth section of E with a quintuple of smooth functions fi : G→ R,
i = 1, 2, . . . , 5, by
(5.3) (X, Y ) = (f1ϑ1 + f2ϑ2, f3σ1 + f4σ2 + f5σ3).
If we similarly identify the section H (X, Y ) with a mapping G→ R5, the Hessian
operator for E at (ϕ,C) is represented by a 5 × 5 matrix of differential operators
acting on real-valued functions on G. Similarly, the Jacobi and symplectic Jacobi
operators J ,L : Γ(ϕ−1TN) → Γ(ϕ−1TN) are represented by 2 × 2 matrices
of differential operators. We shall denote the matrix representing H by (H ).
Similarly, the 2× 2 matrix of differential operators representing J will be denoted
(J ), and so on. From Proposition 4.3, we see that (H ) has the block structure
(5.4) (H ) =
(
1
4
(J ) + 1
4
(L ) + (C ) 1
2
(A )
1
2
(B) (δd) + I3
)
,
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where A ,B were defined in Remark 4.4, and
(5.5) C : Γ(ϕ−1TN)→ Γ(ϕ−1TN) C : X 7→ −1
2
J∇ϕ♯δdCX.
We seek an explicit formula for (H ). The (J ) and (L ) parts of this formula
are already known [15, 12], in principle. These papers each equip S3 with a fixed
radius (R = 2
√
2 for J in [15] and R = 2 for L in [12]), however, so to make use
of their results we must determine how J and L scale under homotheties of M .
For completeness, we shall simultaneously consider their scaling under homotheties
of N also.
Proposition 5.1. Let ϕ : (Mm, g)→ (Nn, h) be harmonic with Jacobi operator J .
If g˜ = R21 g, h˜ = R
2
2 h, where R1, R2 > 0 are constants, then the Jacobi operator of
ϕ as a harmonic map (M, g˜)→ (N, h˜) is
J˜ = R−21 J .
Similarly, let ϕ : (Mm, g)→ (Nn, h) be a critical point of E2 with symplectic Jacobi
operator L . Then the symplectic Jacobi operator of ϕ as a critical point (M, g˜)→
(N, h˜) is
L˜ = R−41 R
2
2L .
Proof. Let ϕs,t : M → N be a smooth two-parameter variation of ϕ = ϕ0,0, with
∂sϕs,t|s=t=0 = X , ∂tϕs,t|s=t=0 = Y ∈ Γ(ϕ−1TN), and note that the Hodge isomor-
phism Ωp(M) → Ωm−p(M) scales as ∗˜ = Rm−2p1 ∗ under the homothety g → g˜. We
have, in obvious notation,
E˜1(ϕs,t) = R
m−2
1 R
2
2E1(ϕs,t)
⇒ ∂
2E˜1(ϕs,t)
∂s ∂t
∣∣∣∣∣
s=t=0
= Rm−21 R
2
2
∫
M
h(X,J Y ) ∗ 1 =
∫
M
h˜(X,R−21 J Y )∗˜1.
Similarly, since ω˜ = R22ω,
E˜1(ϕs,t) =
∫
M
ϕ∗s,tω˜ ∧ ∗˜ϕ∗s,tω˜ = Rm−41 R42E2(ϕs,t)
⇒ ∂
2E˜2(ϕs,t)
∂s ∂t
∣∣∣∣∣
s=t=0
= Rm−41 R
4
2
∫
M
h(X,L Y ) ∗ 1 =
∫
M
h˜(X,R−41 R
2
2L Y )∗˜1.

It follows from the results of [15] and Proposition 5.1 that, for the Hopf fibration
S3R → S2,
(5.6) (J ) =
4
R2
( −(ϑ21 + ϑ22 + ϑ23) −2ϑ3
2ϑ3 −(ϑ21 + ϑ22 + ϑ23)
)
.
Similarly, from the calculation in [12] and Proposition 5.1, one sees that
(5.7) (L ) =
16
R4
(−ϑ21 − ϑ23 −ϑ3 − ϑ1ϑ2
ϑ3 − ϑ2ϑ1 −ϑ22 − ϑ23
)
.
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To complete the computation of the top-left 2×2 block of (H ), we need the matrix
representing C . Now
(5.8) ♯δdC =
32
R4(4 +R2)
ϑ3
and, from equation (3.13),
(5.9) ∇ϕϑ3(f1ϑ1 + f2ϑ2) = ϑ3(f1)ϑ1 + ϑ3(f2)ϑ2 − f1ϑ2 + f2ϑ1.
Hence, since Jϑ1 = [ϑ3, ϑ1] = −ϑ2,
(5.10) (C ) =
16
R4(4 +R2)
(
1 −ϑ3
ϑ3 1
)
.
A short calculation of δd(fσa) using dσ1 = σ2 ∧ σ3, ∗σ1 ∧ σ2 = 2Rσ3, and cyclic
permutations, shows that
(5.11) (δd) =
4
R2

1− ϑ22 − ϑ23 ϑ2ϑ1 − 2ϑ3 ϑ3ϑ1 + 2ϑ2ϑ1ϑ2 + 2ϑ3 1− ϑ21 − ϑ23 ϑ3ϑ2 − 2ϑ1
ϑ1ϑ3 − 2ϑ2 ϑ2ϑ3 + 2ϑ1 1− ϑ21 − ϑ22

 .
It remains to compute the top-right block (A ) and the bottom-left block (B) of
(H ). These form an L2 adjoint pair, but care must be taken when using this fact,
since our basis for E is not orthonormal. Recall that dϕ coincides with orthogonal
projection g→ p, so, making use of the formula (5.11) for (δd) above, one finds,
(A ) = −1
2
(
0 1
−1 0
)
4
R2
(
1 0 0
0 1 0
)
(δd)
=
8
R4
(−ϑ1ϑ2 − 2ϑ3 ϑ21 + ϑ23 −ϑ3ϑ2 + 2ϑ1
−ϑ22 − ϑ23 ϑ2ϑ1 − 2ϑ3 ϑ3ϑ1 + 2ϑ2
)
.(5.12)
Finally, the map Λ : Γ(ϕ−1TN) → Ω1(M), Λ : X 7→ ϕ∗ιXω has matrix representa-
tive
(5.13) (Λ) =

 0 1−1 0
0 0

 ,
which, together with (5.11), yields
(5.14) (B) =
1
2
(δd)(Λ) =
2
R2

−ϑ2ϑ1 + 2ϑ3 −ϑ22 − ϑ23ϑ21 + ϑ23 ϑ1ϑ2 + 2ϑ3
−ϑ2ϑ3 + 2ϑ1 ϑ1ϑ3 − 2ϑ2


Assembling (5.6), (5.7), (5.10), (5.11), (5.12), (5.14) with (5.4) we obtain the explicit
formula for (H ), which we will not reproduce here.
We now have an expression for H as a matrix of differential operators acting
on functions on G. To proceed further, we must choose a basis for L2(G,C), and
for this purpose we appeal to the Peter-Weyl theorem [7, p. 17]. According to this,
the matrix elements of the finite-dimensional irreducible unitary representations of
G form an orthonormal basis for L2(G,C). Now H commutes with the obvious
action of G on Γ(E). Hence, for a given fixed irreducible representation of G,
the finite dimensional subspace of Γ(E) in which each of f1, f2, . . . , f5 : G → C
lies in the span of the matrix elements of that representation is invariant under
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H . So we can break down the (infinite dimensional) eigenvalue problem for H
into an infinite sequence of finite dimensional eigenvalue problems, indexed by the
irreducible unitary representations of G. In this case, G = SU(2), whose irreducible
unitary representations are indexed by a non-negative integer n, called the weight
(loosely speaking, twice the “spin” associated with the representation). For fixed
n, we can construct (n+1)× (n+1) antihermitian matrices representing ϑ1, ϑ2, ϑ3,
and hence construct a (5n + 5) × (5n + 5) matrix H (n) representing H acting
on the weight n invariant subspace of Γ(E). The machinery for dealing with the
general n case is developed in [12]. However, for our purposes, we will need only the
fundamental representation n = 1. In this case, we simply replace ϑa by
i
2
τa in (H )
to obtain a 10×10 complex matrix H (1), each of whose entries is a rational function
of R, the radius of M . The eigenvalue problem for H (1) can be solved exactly, by
Maple, for example. One finds that H (1) has an eigenvalue of multiplicity two,
namely
λ(R) =
p(R)−
√
p(R)2 + 3840R4 + 1536R6 + 208R8 + 16R10
8R4(4 +R2)
,
where p(R) = 48 + 144R2 + 51R4 + 4R6.
Clearly λ(R) < 0 for all R > 0. Since our basis vectors for L2(G,C) are matrix
elements, they are indexed by an ordered pair of indices, taking values in {1, . . . , n+
1}. It follows that an eigenvalue of H (n) of multiplicity m is an eigenvalue of H
(restricted to the weight n invariant subspace of Γ(E)) of multiplicity (n + 1)m.
Hence, the index (dimension of the sum of the negative eigenspaces) of H is at
least 2 × (1 + 1) = 4. The eigenvalue problem for H (n) for 1 ≤ n ≤ 10 has been
solved numerically for various R, no further negative eigenvalues being found. It
seems likely, therefore, that the index of H is exactly 4. In any case, the n = 1
calculation outlined above establishes rigorously that the embedded Hopf fibration
is an unstable critical point of E, for all choices of the radius R of S3R.
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