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Abstract
The saddlepoint approximation gives an approximation to the density of a ran-
dom variable in terms of its moment generating function. When the underlying
random variable is itself the sum of n unobserved i.i.d. terms, the basic classical
result is that the relative error in the density is of order 1/n. If instead the ap-
proximation is interpreted as a likelihood and maximized as a function of model
parameters, the result is an approximation to the maximum likelihood estimator
(MLE) that is often much faster to compute than the true MLE. This paper proves
the analogous basic result for the approximation error between the saddlepoint MLE
and the true MLE: it is of order 1/n2.
The proof is based on a factorization of the saddlepoint likelihood into an ex-
act and approximate term, along with an analysis of the approximation error in
the gradient of the log-likelihood. This factorization also gives insight into alter-
natives to the saddlepoint approximation, including a new and simpler saddlepoint
approximation, for which we derive analogous error bounds. In addition, we prove
asymptotic central limit theorem results for the sampling distribution of the sad-
dlepoint MLE and for the Bayesian posterior distribution based on the saddlepoint
likelihood. Notably, in the asymptotic regime that we consider, the difference be-
tween the true and approximate MLEs is negligible compared to the asymptotic
size of the confidence region for the MLE. In particular, the true MLE and the sad-
dlepoint MLE have the same asymptotic coverage properties, and the saddlepoint
MLE can be used as a readily calculated substitute when the true MLE is difficult
to compute.
1 Introduction
Let X be a random variable with density function f(x), x ∈ R. Define
M(s) = E(esX), K(s) = logM(s), (1.1)
the moment generating function (MGF) and cumulant generating function (CGF), re-
spectively, associated to X . Given x ∈ R, let sˆ be the solution to
K ′(sˆ) = x (1.2)
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and set
fˆ(x) =
exp(K(sˆ)− sˆx)√
2πK ′′(sˆ)
. (1.3)
We call fˆ(x) the saddlepoint approximation to the density function f(x).
Thinking of f(x) as our object of study, we are led to ask how well fˆ(x) approximates
f(x) as a function of x. For instance, we may naturally ask whether the ratio fˆ(x)/f(x)
tends to 1 in a suitable limit, and how fast this convergence occurs. The most prominent
results of this kind concern what we will call the standard asymptotic regime, in which the
observed value X is the sample average of n i.i.d. (but unobserved) values. We describe
this limiting setup in greater detail in Section 2.2. In the standard asymptotic regime,
the classical basic result is that fˆ(x)/f(x) → 1 as n → ∞ (for a precise statement of
this kind, see [6] or Proposition 15 below). This convergence justifies our description of
fˆ(x) as an approximation to f(x). Moreover the limit comes with a rate of convergence
estimate, fˆ(x)/f(x) = 1 +O(1/n) as n→∞.
A notable advantage of the saddlepoint approximation is that, under many circum-
stances, the ratio fˆ(x)/f(x) is uniformly bounded, even near the boundary of the support
of X : see [13, Theorem 4.6.1] and [11]. Under stronger assumptions including that the
true density is log-concave, the ratio fˆ(x)/f(x) tends to 1 near the boundary [2]. Thus
the saddlepoint approximation correctly captures the behaviour of the density in the tails.
This is in marked contrast to other density approximations such as normal approxima-
tions or Edgeworth expansions, which immediately extrapolate to an unbounded support
with Gaussian-like tails even when the underlying random variable has values lying in a
compact set.
On the other hand, the saddlepoint approximation does not produce a normalised
density function. Thus, for instance, we cannot straightforwardly apply the saddlepoint
approximation to obtain a random variable Xˆ whose distribution approximates the dis-
tribution of X .
In this paper, we shift perspectives and consider (1.3) as an approximation to the
likelihood. That is, we now consider X to have a parameter θ and write the density and
CGF as f(x; θ), K(s; θ) to emphasise their dependence on the parameter. Instead of (1.3)
we write
Lˆ(θ; x) =
exp(K(sˆ; θ)− sˆx)√
2πK ′′(sˆ; θ)
, (1.4)
the saddlepoint approximation to the likelihood L(θ; x) = f(x; θ). Note that the saddle-
point sˆ = sˆ(θ; x) is a function of both the parameter θ and the observed value x, defined
implicitly by
K ′(sˆ; θ) = x (1.5)
and the derivatives K ′, K ′′ are with respect to s.
In this perspective, we think of x as fixed and examine the dependence of Lˆ(θ; x) on
the parameter θ. In particular, we can form the saddlepoint maximum likelihood estimator
(MLE)
θˆMLE(x) = argmax
θ
Lˆ(θ; x) (1.6)
corresponding to an observed value x. We then wish to quantify the accuracy of θˆMLE(x)
compared to the true MLE
θMLE(x) = argmax
θ
L(θ; x). (1.7)
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A central result of this paper is that the MLE approximation error,
∣∣θˆMLE(x)− θMLE(x)∣∣,
is asymptotically of order 1/n2.
Outline of the paper Section 2.1 introduces further notation, including conventions
for vectors and gradients. In Section 2.2, we formulate the standard asymptotic regime
as an explicit limiting framework relating the distribution Xθ, its CGF K, the observed
value x, and the parameter n. The main results, Theorems 1–5, are stated in Section 2.3.
Section 2.4 explores how these results apply in several examples, including simple distri-
butions and examples from the literature. We also explain why the saddlepoint MLE is
always exact for exponential families. Section 2.5 gives further general discussion.
Section 3 sets the stage for the proofs by exploring in more detail how the saddlepoint
approximation arises. In particular, Section 3.1 expresses the saddlepoint procedure as
a combination of an exact step (tilting) and an approximation step, and introduces a
factorisation and reparametrisation of the likelihood that underlie the rest of the paper.
As a by-product, we obtain in Section 3.2 a “lower-order” version of the saddlepoint
approximation, satisfying analogues of the main results with a different power of n.
The proofs of Theorems 1–2 are given in Section 4, along with a summary in Section 4.1
of gradients of quantities related to the saddlepoint approximation. Further proofs and
technical details appear in Appendices A–G.
Section 5 includes a summary, additional discussion, and directions for further inquiry.
2 Main results
2.1 Setup and notation
2.1.1 Moment and cumulant generating functions
We consider a vector-valued random variable X of dimension m depending on a parameter
θ of dimension p, and write X = Xθ to indicate the dependence. We consider the values
of Xθ and θ to be column vectors, i.e., m × 1 or p × 1 matrices, which we express as
Xθ ∈ Rm×1, θ ∈ R ⊂ Rp×1 where R is an open subset of Rp×1. The multivariate MGF
and CGF are
M(s; θ) = E(esXθ), K(s; θ) = logM(s; θ). (2.1)
At times we will omit the dependence of M,K on θ and write simply M(s), K(s). On
those occasions when we consider more than one random variable, we will write MX ,MY
and so on to distinguish the respective generating functions.
In (2.1), s is called the dual variable to X , and we interpret it as a row vector, a 1×m
matrix, so that sX is a scalar or 1 × 1 matrix. This convention emphasises that s and
X , despite being vectors of the same dimension, play quite different roles and are not
interchangeable; rather, the space of row vectors is the natural dual space to the space of
column vectors. This convention also avoids excessive use of transposes and explicit inner
products.
We wish to consider M and K for complex-valued s, and to this end we must take
care of convergence issues in (2.1). Let
Sθ =
{
s ∈ R1×m : E(esXθ) <∞} , S = {(s, θ) : s ∈ Sθ} . (2.2)
Writing Re(z) for the real part of the complex number z, we have |ez| = eRe(z) for z ∈
C. Hence the expectation in (2.1) converges absolutely whenever Re(s) ∈ Sθ, and we
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take the domain of M to be {(s, θ) ∈ C1×m × R : Re(s) ∈ Sθ}. Here we interpret Re(s)
coordinatewise for each of the m complex entries of s.
For certain distributions Xθ, Sθ may reduce to the single point 0 or otherwise become
degenerate. Our standing assumption will be that S has non-empty interior. Note in this
regard that s ∈ intSθ does not imply (s, θ) ∈ intS. The point 0 ∈ R1×m belongs to Sθ for
all θ ∈ R, although it need not be an interior point of Sθ, for instance when every entry
of Xθ is non-negative with infinite mean. As soon as the interior intSθ is non-empty,
M(s; θ) is analytic as a function of s ∈ intSθ.
2.1.2 Gradients and Hessians
Given a row vector argument s =
(
s1 s2 · · · sm
) ∈ R1×m, we interpret the gradient
with respect to s as an m × 1 matrix; applied to a function frow : R1×m → R1×k with
row-vector values, the result is the m× k matrix. Thus
∇s =

∂
∂s1
...
∂
∂sm
 , ∇sfrow(s) = f ′row(s) =

∂f1
∂s1
· · · ∂fk
∂s1
...
...
∂f1
∂sm
· · · ∂fk
∂sm
 , (2.3)
and the i, j entry of f ′row is
∂fj
∂si
. If instead x is m × 1 and f = fcol : Rm×1 → Rk×1, then
∇x has the form of a 1×m matrix and ∇xfcol(x) is the k ×m matrix whose i, j entry is
∂fi
∂xj
. (Strictly speaking, ∇x should operate on fcol from the right if we wish to preserve
the usual matrix-shape conventions.) For either of these cases we have
∇xT = (∇x)T , ∇xf =
(∇xT (fT ))T . (2.4)
For scalar-valued functions, k = 1, the Hessian matrix of second partial derivatives is
f ′′row(s) = ∇s∇Ts frow(s) or f ′′col(x) = ∇Tx∇xfcol(x), (2.5)
the m×m symmetric matrix with i, j entry ∂2f
∂si∂sj
or ∂
2f
∂xi∂xj
.
2.1.3 Moments and cumulants
With the above conventions, the derivativesM ′(0),M ′′(0) andK ′(0), K ′′(0) give moments
and cumulants of X :
M ′(0; θ) = E(Xθ), M
′′(0; θ) = E(XθX
T
θ ),
K ′(0; θ) = E(Xθ), K
′′(0; θ) = Cov(Xθ, Xθ).
(2.6)
In particular, K ′′(0) is positive semi-definite. If K ′′(0) is singular, then X is supported on
a lower-dimensional linear subspace of Rm×1; in this case we could have discarded one or
more entries of X without losing information. We will therefore assume throughout that
det(K ′′(0)) 6= 0. (2.7)
As we will see in Section 3, in this case K ′′(s) is positive definite and has an interpretation
as a non-degenerate covariance matrix, for all s ∈ intSθ, and in particular K is strictly
convex as a function of s.
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2.1.4 Multivariate saddlepoint approximation
With these preparations we can state the multivariate saddlepoint approximation. For
x ∈ Rm×1, we form the saddlepoint equation
K ′(sˆ; θ) = x (SE)
for sˆ ∈ Sθ. The strict convexity of K implies that if equation (SE) has a solution, then
the solution is unique and we call it the saddlepoint sˆ = sˆ(θ; x). We write
Xθ =
{
x ∈ Rm×1 : ∃s ∈ Sθ solving K ′(s; θ) = x
}
, X = {(x, θ) : x ∈ Xθ} . (2.8)
We will not discuss under what conditions the saddlepoint equation (SE) has a solution;
see for instance [12, section 2.1] or [3, Corollary 9.6]. We merely remark that in many
common examples, we can solve (SE) for all x in the interior of the convex hull of the
support of X , but that this may fail if, for instance, X is non-negative with finite mean
and infinite variance.
Assuming that the saddlepoint sˆ(θ; x) solving equation (SE) exists, the saddlepoint
approximation to the likelihood is
Lˆ(θ; x) =
exp(K(sˆ)− sˆx)√
det(2πK ′′(sˆ))
, (SPA)
the multivariate analogue of (1.4). As in (1.6), the saddlepoint MLE θˆMLE(x) is the value
of θ that maximises Lˆ(θ; x), if one exists.
We will compare Lˆ(θ; x) and θˆMLE(x) with the true likelihood L(θ; x) and true MLE
θMLE(x). We are assuming that X has an absolutely continuous distribution, so that the
true likelihood L(θ; x) should be taken to coincide with the density function for X . Com-
plications can arise if there is ambiguity in the choice of density function – for instance,
if the density function has jumps – and later we will impose decay bounds on M(s) that
will imply that X has a continuous, and therefore essentially unique, density function.
Note however that the saddlepoint approximation can be applied whether or not X has a
density function, and indeed we can apply the saddlepoint approximation even when X
has a discrete distribution: see Theorem 5 and Example 6 below.
Throughout the paper we will use the symbolˆto indicate saddlepoint approximations,
rather than estimators based on observations. Thus θMLE and θˆMLE denote two determin-
istic functions of the formal argument x, whose nature depends on our chosen parametric
model. Although we will continue to describe x as the observed value of X , we will think
of x as the arbitrary input value to the functions θMLE and θˆMLE, rather than as the result
of a random experiment or sampling procedure. When we turn to sampling distributions
in Theorem 4, we will introduce further notation to encode the presumed randomness of
the observed value.
2.2 The standard asymptotic regime
When we approximate one quantity by another, justification often stems from verifying
that the approximation error becomes negligible in some relevant limit. In the case of
the saddlepoint approximation, the most common and mathematically tractable limiting
framework is to assume that X is the sum of n unobserved i.i.d. terms,
X =
n∑
i=1
Y (i), (2.9)
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where Y (1), Y (2), . . . are i.i.d. copies of a random variable Yθ whose distribution does not
depend on n. That is, we consider
M(s; θ) =M0(s; θ)
n, K(s; θ) = nK0(s; θ), x = ny, n→∞, (SAR)
whereM0 and K0 are the MGF and CGF corresponding to Yθ. Throughout the paper, we
will assume the relation x = ny implicitly, and we think of y as fixed (or varying within
a small neighbourhood) in the limit n → ∞, so that both x and X will be of order n.
We refer to this limiting framework as the standard asymptotic regime for the saddlepoint
approximation.
In the standard asymptotic regime, the saddlepoint equation (SE) simplifies to
K ′0(sˆ; θ) = y. (SESAR)
Write Yθ for the set of y for which a solution of (SESAR) exists, and write sˆ0(θ; y) for the
function that maps y ∈ Yθ to the solution of (SESAR). Note that the saddlepoint sˆ does
not depend on n, and the functions sˆ(θ; x) and sˆ0(θ; y) are related by
sˆ(θ; x) = sˆ0(θ; y) (2.10)
when the relations (SAR) hold. We will write sˆ for the common value in (2.10) when the
distinction is immaterial. The domains of sˆ and sˆ0 are related by Xθ = {ny : y ∈ Yθ}.
In the standard asymptotic regime, the saddlepoint approximation (SPA) becomes
Lˆ(θ; x) =
exp (n[K0(sˆ)− sˆy])√
det(2πnK ′′0 (sˆ))
. (SPASAR)
The basic error estimate for the saddlepoint approximation states that, in the standard
asymptotic regime and subject to certain technical assumptions, the relative error in the
likelihood is of order 1/n:
Lˆ(θ; x)
L(θ; x)
= 1 +O(1/n) as n→∞ (2.11)
for fixed (y, θ) ∈ Y . (Note that the n-dependence of L and Lˆ is omitted from the notation.)
See Proposition 15 below for a more precise statement.
In view of the affine invariance of the saddlepoint approximation (see Appendix A),
finding the saddlepoint approximation for X is equivalent to finding the saddlepoint ap-
proximation for Y = 1
n
X , the sample mean of the i.i.d. values Y (1), . . . , Y (n) from (2.9).
It can be helpful to interpret the value y = x/n from equation (SAR) as the observed
value of this sample mean. However, we will consider X rather than Y , not least because
the saddlepoint for X does not depend on n.
Remark. The standard asymptotic regime supposes that the observed value X is the sum
of n unobserved i.i.d. terms. That is, we have only a single observation, X = x, rather
than n observations of the summands Y (1), . . . , Y (n). For this reason, the parameter n
should not be interpreted as a sample size. On the contrary, if we observe k
i.i.d. samples X(1), . . . , X(k) from the distribution Xθ, so that the observed data forms a
vector of dimension km, a quite different asymptotic result applies when k →∞: see the
discussion in Section 2.5.5.
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2.3 Main results
We prove a general asymptotic error bound for the derivative of the true and saddlepoint
log-likelihoods; the resulting error bound for the corresponding MLEs, and distributional
limits for the corresponding posterior and sampling distributions. The latter results in-
clude the asymptotic normality that applies when using the true likelihood in the limiting
framework (SAR), which may be of independent interest.
Because we wish to understand the true and approximate likelihoods as functions of
θ, our central objects of study will be ∇θ logL and ∇θ log Lˆ rather than L and Lˆ. As
we will see in Section 3.1, L and its derivatives can be expressed as integrals involving
M0(s+ iϕ) and its derivatives, where s is fixed and ϕ is integrated over R
1×m. To ensure
that these integrals converge, we make the following technical assumptions on the growth
or decay of M0 and its derivatives:
there is a continuous function δ : intS → (0,∞) such that (2.12)
|M0(s+ iϕ; θ)|
|M0(s; θ)| ≤
(
1 + δ(s, θ) |ϕ|2)−δ(s,θ) for all ϕ ∈ R1×m, (s, θ) ∈ intS,
there is a continuous function γ : intS → (0,∞) such that (2.13)∣∣∣∣ ∂k+ℓM0∂θi1 · · ·∂θik∂sj1 · · ·∂sjℓ (s+ iϕ; θ)
∣∣∣∣ ≤ γ(s, θ)(1 + |ϕ|)γ(s,θ)
for all ϕ ∈ R1×m and (s, θ) ∈ intS,
for k ∈ {0, 1}, 1 ≤ k + ℓ ≤ 6 and for k = 2, 0 ≤ ℓ ≤ 2,
and with each of these partial derivatives continuous in all its variables.
Our results for the saddlepoint MLE are based on the following general bound on the
difference between the gradients of logL and log Lˆ.
Theorem 1 (Gradient error bound). If (SAR), (2.7) and (2.12)–(2.13) hold and (y, θ) ∈
intY, then
∇θ log Lˆ(θ; x) = ∇θ logL(θ; x) +O(1/n) as n→∞. (2.14)
If (y, θ) is restricted to a compact subset of intY, the bound in the term O(1/n) is uniform.
We obtain accuracy bounds for the MLE by applying the gradient error bound from
Theorem 1 (or rather, its more precise analogues from Section 4.2) in the neighbourhood
of a local maximizer. In the next result, we suppose that we can find a parameter θ0 that
is a local maximizer, not for the full saddlepoint approximation from (SPASAR), but for
the function
θ 7→ K0(sˆ0(θ; y); θ)− sˆ0(θ; y)y (2.15)
that appears in the leading-order exponential factor of (SPASAR). Under the assumption
that the critical point θ0 is non-degenerate, we show that both the true MLE and the
saddlepoint MLE have local maximizers near θ0, and give estimates for the distances
between these two local maximizers. As we will see later, the expressions in (2.17)–(2.18)
below are the gradient and Hessian, respectively, of the function in (2.15); see Section 4.1
and Appendix B.
Theorem 2 (MLE error bound). Let (s0, θ0) ∈ intS and y0 ∈ intYθ0 be related by
y0 = K
′
0(s0; θ0), (2.16)
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and suppose that (SAR), (2.7) and (2.12)–(2.13) hold. Suppose in addition that
∇θK0(s0; θ0) = 0 and that (2.17)
H = ∇Tθ∇θK0(s0; θ0)− (∇s∇θK0(s0; θ0))TK ′′0 (s0; θ0)−1(∇s∇θK0(s0; θ0))
is negative definite.
(2.18)
Then there exist n0 ∈ N and neighbourhoods U ⊂ R of θ0 and V ⊂ Rm×1 of y0 such
that, for all n ≥ n0 and y ∈ V , the functions θ 7→ Lˆ(θ; x) and θ 7→ L(θ; x) have
unique local maximizers in U . Moreover, writing these local maximizers as θˆMLE inU(x)
and θMLE inU(x), ∣∣∣θˆMLE inU(x)− θMLE inU(x)∣∣∣ = O(1/n2) as n→∞ (2.19)
uniformly over n ≥ n0, y ∈ V .
We next compare L and Lˆ by considering their shape in a neighbourhood of the
maximum. In a Bayesian framework, let the parameter Θ be drawn according to a prior
πΘ on R. For a given observed value x, we will consider the posterior distribution πΘ |U,x
on a neighbourhood U ⊂ R with πΘ(U) > 0, defined by the Radon-Nikodym derivative
dπΘ |U,x
dπΘ
(θ) =
L(θ; x)1{θ∈U}
C
, C = CU,x =
∫
U
L(θ; x)dπΘ(θ). (2.20)
We construct the saddlepoint posterior distribution on U , πˆΘ |U,x, by replacing L by Lˆ:
dπˆΘ |U,x
dπΘ
(θ) =
Lˆ(θ; x)1{θ∈U}
Cˆ
, Cˆ =
∫
U
Lˆ(θ; x)dπΘ(θ). (2.21)
Theorem 3 (Posterior distributions). Let (s0, θ0) ∈ intS and y0 ∈ Yθ0 be related as in
(2.16), and suppose that (SAR), (2.7), (2.12)–(2.13) and (2.17)–(2.18) hold. Suppose also
that the prior distribution πΘ has a probability density function that is continuous and
positive at θ0. Fix y = y0, x = ny0. Then there exists a neighbourhood U ⊂ R of θ0 such
that
under πΘ |U,x or πˆΘ |U,x,
√
n (Θ− θ0) d→ N (0,−H−1) as n→∞, (2.22)
where H is the negative definite matrix from (2.18).
The proof of Theorem 3 will follow from a stronger statement, Proposition 23, that
removes the assumption y = y0.
Theorems 2 and 3 concern the deterministic functions that map an observed value x
to the corresponding MLE or posterior distribution, via either the true likelihood or the
saddlepoint approximation. In this description, the observed value x has been treated
as deterministic, separate from any consideration of the random process that might have
generated this observation. In particular, Theorems 1–3 do not make any statement about
the sampling distribution of an estimator.
The next theorem describes the sampling distribution when the observation is itself a
random variable ξn. Since the model assumes that X is a sum of n i.i.d. summands Y
(i),
as in (2.9), it is natural to consider the case
ξn =
n∑
i=1
ζ (i) where ζ (1), ζ (2), . . . are i.i.d. with finite second moments. (2.23)
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As with X , we consider ξn as a column vector with values in R
m×1. Then (2.23) implies
ξn − ny0√
n
d−→ N (0,Σ) (2.24)
where y0 ∈ Rm×1 corresponds to E(ζ (1)) and the positive semi-definite matrix Σ ∈ Rm×m
corresponds to Cov(ζ (1), ζ (1)). In Theorem 4, part (a) applies to the mis-specified case
where the distributions of ζ (1) and ξn need not equal those of Yθ and Xθ, respectively,
for any value of θ. Part (b) applies to the well-specified case where ζ (1) and ξn have the
same mean vectors and covariance matrices as Yθ0 and Xθ0, respectively, in which case
some simplification occurs; see also the remarks in Section 2.5.4 below. Note however
that Theorem 4 does not require ξn to have the form (2.23), provided that (2.24) holds.
Theorem 4 (Sampling distributions). Let (s0, θ0) ∈ intS and y0 ∈ intYθ0 be related as in
(2.16), suppose that (2.7), (2.12)–(2.13), (2.17) and (2.18) hold, and suppose that (2.24)
holds for some positive semi-definite matrix Σ ∈ Rm×m. Let U be the neighbourhood of θ0
given by Theorem 2. Then:
(a) The joint sampling distribution of the true and saddlepoint MLEs satisfies(√
n
(
θMLE inU(ξn)− θ0
)
,
√
n
(
θˆMLE inU(ξn)− θ0
)) d−→ (Z,Z) as n→∞, (2.25)
with
Z ∼ N (0, H−1BTA−1ΣA−1BH−1) (2.26)
where we have abbreviated A = K ′′0 (s0; θ0), B = ∇s∇θK0(s0; θ0), and H is the
negative definite matrix from (2.18).
(b) If in addition y0 = K
′
0(0; θ0) and Σ = K
′′
0 (0; θ0) then the limiting distribution has
Z ∼ N (0,−H−1) . (2.27)
Finally all of these results apply to integer-valued random variables – although, as
we shall discuss in Section 2.5.2, it would be natural to make different and more flexible
assumptions in the integer-valued case.
Theorem 5. Let Xθ have values in Z
m×1 and set L(θ; x) = P(Xθ = x), with the restriction
x ∈ Zm×1. Then the results of Theorems 1–4 hold, with the assumption (2.12) replaced by
the assumption that |M0(s+ iϕ; θ)| < M0(s; θ) for all (s, θ) ∈ intS and ϕ ∈ (−π, π)1×m \
{0}.
A key conclusion from our results is that the approximation error in using using the
saddlepoint MLE in place of the true MLE is negligible, in the limit n→∞ as in (SAR),
compared to the underlying inferential uncertainty. Namely, according to Theorem 2,
the difference between the true and saddlepoint MLEs is of order 1/n2. Asymptotically,
this approximation error is much smaller than the spatial scale 1/
√
n corresponding to
either sampling variability of the MLE (in the frequentist setup of Theorem 4) or posterior
uncertainty of the parameter (in the Bayesian setup of Theorem 3). At least to the extent
that the assumptions of the standard asymptotic regime apply in a given application,
the saddlepoint likelihood and saddlepoint MLE are therefore appropriate as readily-
calculated substitutes for the true likelihood and MLE.
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2.4 Examples
In this section, we show how the saddlepoint MLE and the results of this paper apply
for certain specified distributions, and for a range of applications in the literature. As
we shall see, most examples from the literature fall into the standard asymptotic regime
either exactly, or with moderate modifications.
Example 6 (Poisson distribution). Let Xθ ∼ Poisson(θ), corresponding to
K(s) = θ(es − 1), sˆ = log(x/θ),
fˆ(x) =
exp(θ(x/θ − 1)− x log(x/θ))√
2πθ(x/θ)
= e−θθx
(e/x)x√
2πx
.
(2.28)
Note that fˆ(x) is well-defined even though X does not have a density, and fˆ(x) is a
reasonable approximation to P(X = x) for x ∈ N, corresponding to Stirling’s approxi-
mation to x! with relative error of order 1/x. Note also that as an approximation to the
likelihood, the saddlepoint approximation is essentially exact for all x > 0 since it has the
form c(x)P(Xθ = x) where c(x) depends on x but not θ. In particular, the saddlepoint
MLE is exact.
If instead we write Yθ′ ∼ Poisson(θ′) and X =
∑n
i=1 Y
(i)
θ′ in the setup of (SAR), then
X ∼ Poisson(nθ′). This amounts to a reparametrisation θ = nθ′, and if we expect an
observation x of order n we can set x = ny with y > 0 of constant order, as in (SAR).
Indeed the relative error in the likelihood, for an observed value on the scale x = ny, is
of order 1/n as suggested by (2.11).
The phenomenon of Example 6 holds more generally:
Example 7 (Exponential family). Let X be a sufficient statistic for an exponential family
of distributions with natural parameter η ∈ R1×m, with
fX(x; θ = η
T ) = h(x) exp (ηx− ρ(η)) , KX(s; ηT ) = ρ(η + s)− ρ(η) (2.29)
for scalar functions h, ρ with ρ convex. The saddlepoint equation (SPA) reduces to
ρ′(η + sˆ) = x. (2.30)
In particular, the quantity ηˆ = η + sˆ depends on x alone and is fixed as a function of η.
The saddlepoint approximation can be written as
fˆ(x; ηT ) =
exp (ρ(ηˆ)− ηˆx)√
det(2πρ′′(ηˆ))
exp (ηx− ρ(η)) . (2.31)
The first factor need not coincide with h(x), so the saddlepoint approximation need not
be exact, but because the first factor depends on x only, the saddlepoint MLE is exact for
an exponential family provided that the saddlepoint approximation itself is well-defined.
Indeed, the MLE is precisely the quantity ηˆ = η + sˆ that solves ρ′(ηˆ) = x, which we
already find in the course of computing the saddlepoint.
Example 8. Let Z have the Gamma distribution with shape parameter α and rate pa-
rameter r. As is well known, the Gamma family is an exponential family of distributions.
However, the details of the saddlepoint approximation, and the way in which the conclu-
sions of Example 7 apply to MLEs, vary depending on the exact choice of X .
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If we set Y1 = Z, then X1 will have the Gamma(nα, r) distribution and we find
KY1(s) = α log
r
r − s, sˆ1 = r −
α
y
, fˆ1(x) = r
nαxnα−1e−rx
enα
(nα)nα−1/2
√
2π
. (2.32)
As a function of r, fˆ1(x) is a constant multiple of the true density, so using fˆ1 to approx-
imate the MLE for r will be exact. However, the last factor in fˆ1(x) is not a constant
multiple of 1/Γ(nα) – in fact it is the reciprocal of Stirling’s approximation to Γ(nα)
– so using fˆ1 to approximate the MLE for α will not be exact. In the framework of
Example 7, this corresponds to the observation that X1 (or Y1) is the sufficient statistic
for the sub-family in which r varies but α is fixed.
If we set Y2 = logZ, we can still compute the MGF and CGF:
MY2(t) = r
−tΓ(α+ t)
Γ(α)
, K ′Y2(t) = ψ(α + t)− log r, (2.33)
where ψ(z) = Γ′(z)/Γ(z) denotes the digamma function. The saddlepoint equation has
no elementary solution but can be solved numerically. Now Y2 is the sufficient statistic
for the sub-family in which α varies and r is fixed, so using fˆ2 to find the MLE for α will
be exact.
Finally we can set Y3 = (Z, logZ)
T , the bivariate sufficient statistic for the entire
Gamma exponential family:
MY3(s, t) =
rα
(r − s)α+t
Γ(α + t)
Γ(α)
,
∂KY3
∂s
=
α + t
r − s ,
∂KY3
∂t
= ψ(α+t)− log(r−s). (2.34)
The saddlepoint equation does not have an elementary solution, but the quantities αˆ =
αˆ3 = α + tˆ3 and rˆ = rˆ3 = r − sˆ3 will depend only on the observed value x3 and not on α
or r. Specifically, if we write x3 = ny3 with y3 = (z¯, ℓ¯)
T , then αˆ, rˆ, fˆ3 are determined by
ψ(αˆ)− log αˆ = ℓ¯− log z¯, rˆ = αˆ
z¯
, fˆ3(x3) =
(
rαeαℓ¯−rz¯
Γ(α)
)n
αˆ
[
Γ(αˆ)eαˆ(1−Ψ(αˆ))
]n
2πnz¯
√
αˆψ(αˆ)− 1 . (2.35)
Consulting for instance [10, equation 8.361.3], we see that the function α 7→ ψ(α)− logα
is strictly increasing and maps (0,∞) to (−∞, 0). So (2.35) will have a solution if and
only if z¯ > 0 and ℓ¯ < log z¯.
In practice, this means that the saddlepoint approximation for X3 can only be applied
when n ≥ 2. For the case n = 1, the values of Y3 will lie on the curve ℓ¯ = log z¯ where αˆ is
undefined, and Y3 does not have a density; likewise if we take z¯ ց eℓ¯, we can verify that
αˆ→∞ and fˆ →∞. On the other hand, as soon as n ≥ 2, X3 is supported in the region
where ℓ¯ < log z¯ (this is Jensen’s inequality applied to the summands Y
(1)
3 , . . . , Y
(n)
3 ) and
fˆ3 is finite there. As in Example 7, as soon as n ≥ 2, using fˆ3 to find the MLEs for both
r and α will be exact.
Example 9 (Linear mapping). Let X = AU , where A ∈ Rm×k is a fixed matrix and
U = Uθ ∈ Rk×1 is an unobserved random vector whose moment generating function is
known. We are interested in the case k > m, with A of maximal rank m, so that X has
non-singular covariance matrix if U does. Since A is not invertible, observing X does
not allow us to identify the value of U , and a straightforward approach to computing the
likelihood for X requires integrating over a (k − m)-dimensional subspace of U values
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compatible with a given X value. However, the moment generating function of X can
be readily calculated by MX(s) = MU (sA), making the saddlepoint approximation an
attractive alternative that avoids lengthy approximate integration.
A common case is that the entries of U are independent, so that columns of A with
several non-zero entries induce dependencies between the entries of X . In the context of
our results, assuming that X is the sum of n i.i.d. terms, as in (SAR), amounts to the
assumption that U is itself the sum of n i.i.d. terms.
Example 10 (Branching processes). Davison, Hautphenne & Kraus [8] estimate the pa-
rameters of a birth-death process observed at discrete observation times, using a saddle-
point approximation to the transition probabilities. In our notation, X is the population
size at a given observation time.
By the branching process property, X is modelled as the sum of n i.i.d. terms, where
n is the population size at the previous observation time. Thus the problem falls into the
standard asymptotic regime considered in (SAR), with Y corresponding to the offspring
distribution from a single individual. In practice, multiple observations are made over
time, and the observed population size xi at time step i also plays the role of the number
of summands ni+1 at the following step. To match the setup of (SAR), write the vector
of observations as (xi) = n(yi). To the extent that we can make n large while keeping
the entries yi bounded away from 0 and ∞, the conclusions of Theorem 5 will apply. (A
slightly different question, which is beyond the scope of this paper, is to understand the
asymptotic accuracy when some, but not all, of the entries xi become large.)
It is noteworthy that the applicable value of n is determined by the data (here, the
sizes of the population at various times) rather than by the data-collection procedure.
Example 11 (Capture-recapture and table data). Zhang, Bravington & Fewster [21]
consider count data of the form X = AU as in Example 9, with applications to capture-
recapture in ecological and human contexts. Here the vector X contains counts of various
observed capture histories after including the corrupting effects of misidentification. The
deterministic matrix A encodes how a true capture history (counted by U) may be counted
more than once in X . Note that a capture-recapture experiment naturally produces only
a single observation, the vector of counts of different capture histories across all capture-
recapture occasions, rather than a sample of many i.i.d. observations.
The vector U is modelled as a Multinomial distribution, with N , the unknown overall
population size, specifying the number of trials. Thus U is the sum of N i.i.d. vectors
encoding the true capture histories, so that X is also the sum of N i.i.d. vectors and the
standard asymptotic regime (SAR) applies with n = N . Here the value of N is unknown
– indeed it is the main parameter whose value is to be inferred from data. The inferential
setup of Theorems 1–5 does not directly apply, because the unknown parameter N is
discrete rather than continuous. Nevertheless, our results suggest that inference on N
will have little approximation error, particularly if N is large, and this is in line with
the empirical findings in [21]. (In practice, some adaptation is necessary because X
typically includes some zero counts, which cause the saddlepoint approximation to fail if
not accounted for.)
We can adapt the model from [21] to the inferential setup of Theorems 1–5 by recasting
the discrete parameter N as a random variable with a continuous parameter. If we model
N ∼ Poisson(λ), as is commonly assumed in capture-recapture models, then the entries
of U will have independent Poisson distributions with parameters proportional to λ. As
in Example 6, if we expect observed counts of order n, we should substitute λ = nλ′.
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Then (SAR) and the framework of Theorems 1–5 apply, and state that the relative error
for approximating λ′MLE by λˆ
′
MLE, and therefore also λMLE by λˆMLE, will be of order 1/n
2
in the limit n→∞.
Example 12 (INAR(p) model). Pedeli, Davison & Fokianos [15] fit time series data to an
integer-valued autoregressive process given by Xi+1 ∼ Binomial(Xi, p) + εi. That is, the
process undergoes Binomial thinning at each step, counteracted by i.i.d. integer-valued
“innovations” εi. As in Example 10, the saddlepoint approximation is applied to the one-
step transition probabilities, X = Xi+1 with Xi = xi fixed. This model does not quite
fall into the standard asymptotic regime because of the innovations εi, but if these were
absent then the setup of (SAR) would apply with n = xi and Y having the Bernoulli(p)
distribution. The results in this paper therefore provide a starting point for the analysis
of this more elaborate scenario, and it is reasonable to expect similar results to apply.
As in Example 10, the values of n are determined by the time series data values that
are being fit to the model, not the sample size.
Example 13 (Saddlepoint approximations for diffusions). A¨ıt-Sahalia & Yu [1] apply
saddlepoint techniques to approximate transition probabilities for diffusions, taking X to
be the location of the diffusion process after a short time interval t. The setup of (SAR)
does not apply; instead, X becomes approximately normal in the limit t→ 0, and t plays
a role analogous to that of the quantity 1/n.
2.5 Discussion
2.5.1 Application and scope of the results
The scope for applying saddlepoint methods is limited to situations where we know the
moment generating function M(s) exactly (or can calculate it to high precision on a com-
puter). We caution that substituting an approximation for M(s) or K(s) (for instance,
a Taylor approximation based on finitely many moments or cumulants) may give disap-
pointing results, as the saddlepoint approximation relies on knowing the exact values of
K(sˆ), K ′(sˆ) even when sˆ is far from 0. A special case that skips some of the possible
pitfalls is to replace K(s) by its Taylor series of order 2: this amounts to a traditional
normal approximation based on the mean and variance of the underlying distribution (see
also [8, Section 5]).
Even with these restrictions, the saddlepoint approximation can be applied in a variety
of examples, as in Section 2.4, and gives a robust approximation to the likelihood and
MLE. Moreover, it may be simple to compute even when the true likelihood is intractable.
The results in this paper show that the saddlepoint MLE offers a high degree of asymptotic
accuracy. Most notably, the MLE carries an intrinsic spatial scale of order 1/
√
n, and by
comparison the saddlepoint approximation error, of order 1/n2, is negligible in the limit
n→∞.
This encouraging asymptotic result should, like many limiting statements, be inter-
preted with some caution in practice. In a typical application, we consider only one value
of n rather than a sequence tending to infinity. For instance, in practice, rather than
verifying that the Hessian from (2.18) is non-singular at a specified base point θ0, we
should enquire whether the Hessian is nearly singular in a reasonable neighbourhood of
the computed saddlepoint MLE θˆMLE(x).
Furthermore, the saddlepoint approximation can be used regardless of whether the
model falls into the standard asymptotic regime described here. Indeed, we have followed
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Butler in thinking of (SPASAR) as the special case of (SPA) where X is a sum of n i.i.d.
terms, rather than thinking of (SPA) as the special case of (SPASAR) where n = 1; see [5,
section 2.2.2]. Even when the model directly assumes a sum of n i.i.d. terms, the value
of n is in many cases determined by the values of the data, as in Examples 10–12, rather
than the size of the data set. (Here we reiterate, as remarked in Section 2.2, that n does
not represent a sample size; see also Section 2.5.5 below.) Thus we may not be able to
make n large, whereas we can often envisage increasing the sample size in a traditional
large-sample limit.
Finally, we note that our results concern local maxima and local neighbourhoods in
parameter space. The true likelihood L(θ; x) may have a complicated structure as a
function of θ, with multiple local maxima, and the saddlepoint approximation cannot do
better than faithfully replicating this complicated structure. Moreover, the saddlepoint
approximation might have greater error in distant parts of parameter space, so that the
saddlepoint MLE might fail to exist globally even if the true likelihood has a global
maximum. This possibility does not usually arise in practice but seems difficult to rule out
a priori. We note however that, because our results hold uniformly in a neighbourhood
of a given point y0, they apply in situations such as the setup of (2.23): the observed
sample means 1
n
ξn are in principle supported on R
m but will lie in a neighbourhood of
y0 = E(ζ
(1)) in the limit n→∞.
2.5.2 The integer-valued case
On the face of it, the discrete Theorem 5 parallels quite closely the continuous Theo-
rems 1–4: the conclusions are identical, and the hypotheses are quite similar. There is
however an important contextual difference: in the discrete case, the restriction to the
interiors of S and Y excludes values of interest. For instance, suppose X represents count
data, X ∈ Zm×1+ . If we observe a count of 0 (or an observed vector including one or more
zero counts) then we will be unable to find the saddlepoint sˆ. Even if we circumvent this
issue by interpreting sˆ as the limit s→ −∞, the resulting saddlepoint approximation will
still diverge, and no MLE can be computed.
This problem arises in part because integer-valued random variables are more natu-
rally studied in terms of their probability generating function G(z) = E(zX) rather than
M(s), corresponding to the change of variables z = es. Thus the assumption on M0 from
Theorem 5 is expressed in terms ofG by saying that, restricted to {z : |zi| = ri, i = 1, . . . , m},
the function |G(z)| has a unique maximum at z = (r1 · · · rm). Likewise, the assump-
tion (2.13) simplifies: M0(s + iϕ; θ) and its derivatives are periodic as functions of ϕ, so
it suffices to verify that they are continuous.
Furthermore, as we shall discuss in Section 3.1, the saddlepoint approximation is fun-
damentally a (normal) density approximation, and it can be problematic when applied as
an approximation for a probability mass function. It is the author’s intention to return
to these questions in future research.
2.5.3 Heuristic for the true MLE and saddlepoint MLE
We can give a heuristic argument for how the size of the gradient error from Theorem 1
leads to the size of the MLE error in Theorem 2. Namely, fix x = ny0 and assume as a
simplification that
• the function θ 7→ K0(sˆ0(θ; y0); θ)− sˆ0(θ; y0)y0 from (2.15) – which by (2.17)–(2.18)
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has a non-degenerate local maximum at θ = θ0 – is purely quadratic around its
maximum value, say θ 7→ a + 1
2
(θ − θ0)TH(θ − θ0) where H is negative definite;
• the function θ 7→ −1
2
log detK ′′0 (sˆ(θ; y0); θ) is purely affine, say θ 7→ b+u(θ− θ0) for
some fixed u ∈ R1×p; and
• the difference ∇θ log Lˆ(θ; x) − ∇θ logL(θ; x) from Theorem 1 has the form 1nv for
some fixed v ∈ R1×p.
Under these assumptions
log Lˆ(θ; x) = na + 1
2
n(θ − θ0)TH(θ − θ0)− m2 log(2πn) + b+ u(θ − θ0) (2.36)
and we can complete the square to find
log Lˆ(θ; x) = 1
2
n
(
θ − θ0 + 1nH−1uT
)T
H
(
θ − θ0 + 1nH−1uT
)
− 1
2n
uH−1uT + na− m
2
log(2πn) + b. (2.37)
Thus the saddlepoint MLE comes to
θˆMLE(x) = θ0 − 1nH−1uT . (2.38)
For the true likelihood, define the constants cn = log Lˆ(θ0; x)− logL(θ0; x). Then
logL(θ; x) = na+ 1
2
n(θ−θ0)TH(θ−θ0)−m2 log(2πn)+b+u(θ−θ0)−cn− 1nv(θ−θ0). (2.39)
Comparing (2.39) with (2.36), we see that changing from Lˆ to L amounts to replacing u
by u− 1
n
v and subtracting a constant term cn. We can again complete the square to find
logL(θ; x) = 1
2
n
(
θ − θ0 + 1nH−1uT − 1n2H−1vT
)T
H
(
θ − θ0 + 1nH−1uT − 1n2H−1vT
)
− 1
2n
(u− 1
n
v)H−1(u− 1
n
v)T + na− m
2
log(2πn) + b− cn
(2.40)
leading to
θMLE(x) = θ0 − 1nH−1uT + 1n2H−1vT , (2.41)
with an extra term of order 1/n2 in accordance with Theorem 2.
In this heuristic, note that the size of cn (the error term in the log-likelihood ap-
proximation at θ = θ0) was irrelevant to the size of the MLE error. So indeed was the
term −m
2
log(2πn) in log Lˆ. In fact, even if we drop all terms arising from the factor
(det(2πK ′′(sˆ)))−1/2 in the saddlepoint approximation Lˆ, the heuristic above suggests that
the resulting MLE approximation would still be within O(1/n) of the true MLE. This
intuition is correct: see Proposition 14 below.
2.5.4 The well-specified case
In Theorems 2–5, some simplification occurs if
y0 = E(Yθ0), (2.42)
i.e., if the observed sample mean matches with the model mean for some parameter value.
In this case we might say that the model is “well-specified at the level of the mean.”
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If (2.42) holds, we see that s0 = 0 is the solution of the saddlepoint equation K
′
0(s0) =
y0. Since K0(0; θ) = 0 for all θ, it follows that
∇θK0(0; θ0) = 0, ∇Tθ∇θK0(0; θ0) = 0. (2.43)
Thus the condition (2.17) holds automatically, and the matrix H from (2.18) simplifies to
H = −(∇s∇θK0(0; θ0))TK ′′0 (0; θ0)−1(∇s∇θK0(0; θ0)). (2.44)
The matrix K ′′0 (0; θ0) is already positive definite by assumption, see (2.7), so the condition
(2.18) is equivalent to assuming that
∇s∇θK0(0; θ0) has rank p. (2.45)
We can recognise the m× p matrix ∇s∇θK0(0; θ0) as the gradient of the mapping
θ 7→ E(Yθ) (2.46)
(evaluated at θ0) and the condition (2.18)/(2.45) is equivalent to saying that the linear
approximation (at θ0) to the mapping θ 7→ E(Yθ) is one-to-one. We might describe the
condition (2.18)/(2.45) as saying that the model is “identifiable at the level of the mean.”
Heuristically, if the observed sample mean y0 matches with the model at parameter
value θ0, and if the mapping θ 7→ E(Yθ) is one-to-one, then the law of large numbers implies
that y0 is an unlikely observation under any other parameter value θ 6= θ0. In particular,
θ0 will be a non-degenerate critical point, at least if we consider only the leading-order
exponential factor as in (2.15). Conversely, if the gradient of θ 7→ E(Yθ) has rank r < p,
there will be a (p− r)-dimensional surface around θ0 along which the mapping θ 7→ E(Yθ)
is constant to first order. Hence, for all θ along this surface, sˆ(θ; y0) ≈ 0 continues
to be an approximate solution of the saddlepoint equation, the leading-order coefficient
K0(sˆ; θ)− sˆy0 remains zero to first order, and the heuristic from Section 2.5.3 fails.
2.5.5 Observing multiple samples
As remarked in Section 2.2, the parameter n should not be interpreted as a sample size
in the traditional sense since the summands Y (1), . . . , Y (n) of (2.9) are not observed.
The usual large-sample limit refers to a model in which, instead of a vector X of fixed
dimension, we are given a vector ~X of dimension km containing a large number k of
sub-blocks X(1), . . . , X(k) ∈ Rm. In a large-sample limit, we model X(1), . . . , X(k) as
independent random variables with a common parametric distributionXθ, and we consider
the limit k →∞ with n fixed.
When we apply the saddlepoint approximation to the concatenated vector ~X of di-
mension km, the covariance matrix K ′′~X(~s) will be block-diagonal. (In the language of
Section 3, the tilting step preserves the independence of the k sub-blocks.) It follows that
the saddlepoint approximation for ~X factors as a product of k m-dimensional saddlepoint
approximations for X(1), . . . , X(k). However, n is fixed, so the individual saddlepoint ap-
proximations – each of which is a saddlepoint approximation applied to the distribution
Xθ – need not be exact.
We now turn to the limit k → ∞. In a setup similar to that of Theorem 4, write
~xk ∈ Rkm for the random variable representing the observed data. Fix a parameter θ0
and suppose that ~xk is the concatenation of k vectors x
(1), . . . , x(k) drawn independently
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with distribution Xθ0. In other words, suppose that the underlying model is well-specified
relative to the data-generating process. Then, under typical conditions, we can expect to
find that the true MLE is consistent, θMLE(~x)→ θ0 in probability as k →∞.
However, the model corresponding to the saddlepoint likelihood Lˆ(θ, ~x) is different, and
in general will be mis-specified relative to the data-generating process. (That is, we assume
that there is a parametric model whose likelihood has the form L˜(θ, ~x) = c(~x)Lˆ(θ; ~x).)
Again under typical conditions, we can expect to find that the saddlepoint MLE converges
in probability as k → ∞ to some θ1, which will be the parameter that minimizes the
relative entropy of the data-generating distribution Xθ0 relative to the distribution implied
by Lˆ(θ1; x). However, there is no reason to expect θ1 to equal θ0.
In short, in the limit k →∞ we expect both true and saddlepoint MLEs to concentrate
with increasing precision, but with n fixed there is no reason to expect the saddlepoint
MLE to concentrate around the correct limiting value.
2.5.6 Analogy to Fisher information and Godambe information
In the traditional large-sample limit, k samples from the distribution Xθ0 are observed. In
the basic result for convergence of the MLE, the resulting MLE is asymptotically normally
distributed around the true parameter θ0, with a spatial scale 1/
√
k. A principal assump-
tion for this result is that the Fisher information matrix, which is positive semi-definite
by construction, should be non-singular. In our setting, as discussed in Section 2.5.4, the
analogue of this hypothesis is the requirement that the matrix in (2.45) should have full
rank. However, these hypotheses are not the same: for instance, if changing θ causes
the variance of Xθ to change but not the mean, this will be detectable in the Fisher
information matrix but not in (2.45).
In general, it may not be reasonable to assume that our observations are drawn accord-
ing to our model with an unknown parameter: that is, our model may be mis-specified.
In the large-sample limit, the MLE is still normally distributed with a spatial scale 1/
√
k,
see for instance [18], with the requirement that the Godambe information matrix, rather
than the Fisher information matrix, should be non-singular. In our setting, the analogue
is the requirement (2.18) that the Hessian of (2.15) should be negative definite. The non-
singularity of the Godambe information matrix is still, however, a different hypothesis
than (2.18).
3 Tilting and the saddlepoint approximation
In Section 3.1 we break down the saddlepoint approximation into two steps: an exact step
based on tilting, and an approximation step based on the normal distribution. Because
the tilting step is exact, we can use the results of tilting to analyse both the true likelihood
and the saddlepoint approximation.
Specifically, we factor the likelihood into an exact factor, which encodes the effect of
tilting and is shared between the true and approximate likelihoods; and a correction term,
a normal approximation of which leads to the saddlepoint likelihood. This factorization
establishes the framework in which the proofs will take place, and also gives insight into
results from the literature and possibly future directions of inquiry.
As a natural by-product of the factorization, we introduce in Section 3.2 a simpler but
less accurate alternative to the saddlepoint approximation, which satisfies results similar
to Theorems 1–5.
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3.1 The saddlepoint approximation in two steps
If X has density function f , the MGF M(iϕ) along the imaginary axis gives the Fourier
transform of f . Consequently we can use the inverse Fourier transform to recover f :
f(x) =
∫
R1×m
M(iϕ)e−iϕx
dϕ
(2π)m
=
∫
R1×m
exp (K(iϕ)− iϕx) dϕ
(2π)m
. (3.1)
As we will explain later, our assumptions imply that, for sufficiently large n, the integral
in (3.1) converges absolutely and defines a continuous density function f(x).
In practice, either of the factorsM(iϕ) or e−iϕx may be highly oscillatory, and will not
typically cancel with each other. To make the integral more manageable, we exponentially
tilt the distribution of X . Define
fs0(x; θ) =
es0xf(x; θ)
M(s0; θ)
(3.2)
for all s0 ∈ Sθ. Then fs0 is still a density function, corresponding to a tilted distribution
X(s0) having the same support as X , and we compute
MX(s0)(s) =
M(s0 + s)
M(s0)
, KX(s0)(s) = K(s0 + s)−K(s0). (3.3)
Recalling (2.6), we note that K ′(s0) = E(X
(s0)) and K ′′(s0) = Cov(X
(s0), X(s0)), so that
K ′′(s0) is positive semi-definite for all s0 ∈ intSθ. Since X and X(s) have the same
support, we note from (2.7) that K ′′(s0) is positive definite for all s0 ∈ intSθ. We will
use this conclusion without further mention in the rest of the paper.
If we apply the inversion formula (3.1) to X(s), we can solve to find
f(x) = M(s)e−sxfs(x)
= exp (K(s)− sx)
∫
R1×m
exp (K(s+ iϕ)−K(s)− iϕx) dϕ
(2π)m
. (3.4)
Note that we can choose s ∈ Sθ arbitrarily. To make the integral more tractable, we wish
to choose s so that the linear term −iϕx cancels with K(s+ iϕ)−K(s) to leading order.
That is, we choose s = sˆ, the solution of (SE), provided that x ∈ Xθ. Replacing x by
K ′(sˆ), we have
f(x) = exp (K(sˆ)− sˆK ′(sˆ))
∫
R1×m
exp (K(sˆ+ iϕ)−K(sˆ)− iϕK ′(sˆ)) dϕ
(2π)m
. (3.5)
Note at this point that explicit x dependence has been virtually eliminated from (3.5);
all x dependence on the right-hand side is now carried implicitly by sˆ. We introduce
new notation to exploit this feature. Along with this new notation, we again switch from
considering the density f to the likelihood L.
Define
L∗(θ, s) = exp
(
K(s; θ)− sK ′(s; θ)) ,
P (θ, s) =
∫
R1×m
exp
(
K(s+ iϕ)−K(s)− iϕK ′(s)) dϕ
(2π)m
,
(3.6)
for all s ∈ intSθ. Setting x = K ′(s; θ), (3.5) can be reformulated as
L(θ;K ′(s; θ)) = L∗(θ, s)P (θ, s). (3.7)
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We can recognise logL∗(θ, s) as the negative of the relative entropy (or Kullback-Leibler
divergence) for the distribution of X
(s)
θ relative to Xθ. We can also give a probabilistic
interpretation of P (θ, s): it is the density of the tilted distribution X
(s)
θ at its mean
K ′(s; θ).
We emphasise at this point that all the calculations so far are exact. The factor L∗
measures the probabilistic “cost” of shifting from the original distribution Xθ to the tilted
distribution X
(s)
θ , but no distributional information is lost in the tilting step.
The natural next step will be to make an approximation to P (θ, s). Define
Pˆ (θ, s) =
1√
det(2πK ′′(s; θ))
. (3.8)
Then the saddlepoint approximation (SPA) becomes
Lˆ(θ;K ′(s; θ)) = L∗(θ, s)Pˆ (θ, s). (3.9)
We recognise Pˆ (θ, s) as the density (at its mean) of a normal random variable with covari-
ance matrix K ′′(s; θ). Comparing (3.7) and (3.9), we see that the saddlepoint approxima-
tion amounts to approximating P (θ, s), the density at its mean of the tilted distribution,
by Pˆ (θ, s), the density at its mean of the normal random variable with the same covariance
matrix.
In the remainder of the paper, we will study the two-variable functions L∗(θ, s), P (θ, s)
and Pˆ (θ, s) and their gradients. Since the factor L∗(θ, s) appears in both (3.7) and (3.9),
it will suffice to compare the gradients of P and Pˆ . Ultimately our interest will be in the
case s = sˆ(θ; x), and we will therefore rewrite (3.7) and (3.9) as
L(θ; x) = L∗(θ, sˆ(θ; x))P (θ, sˆ(θ; x)),
Lˆ(θ; x) = L∗(θ, sˆ(θ; x))Pˆ (θ, sˆ(θ; x)),
for x ∈ Xθ. (3.10)
Remark. A key advantage to studying L∗(θ, s), P (θ, s) and Pˆ (θ, s) is that, because P
and Pˆ both represent densities at the mean, they vary less dramatically as a function of
their arguments than the full likelihoods L(θ; x) and Lˆ(θ; x), even in the limit n → ∞
from (SAR). As we shall see, both P and Pˆ and their gradients behave asymptotically
as powers of n. The only factor that decays exponentially in n is L∗, and since it is a
common factor of L(θ; x) and Lˆ(θ; x) we can circumvent its effects.
The representation (3.10) is also useful for numerical calculation. Recent work by
Lunde, Kleppe & Skaug [14] calculates densities and likelihoods to high relative precision,
even in the tails, using saddlepoint methodology. Expressed in our notation, they evaluate
P (θ, s) by applying a quadrature rule to the integral in (3.6). Because P (θ, s) is a density
at the mean, the integral defining P (θ, s) is much more amenable to numerical integration
than the inverse Fourier integral (3.1)
Likewise, the fact that P and Pˆ both represent densities at the mean helps to explain
why the saddlepoint approximation can be so accurate even in the tails. Given x close to
the boundary of Xθ (or tending to infinity), the corresponding saddlepoint sˆ will be close
to the boundary of Sθ (or will tend to infinity). In such a limit, there is no reason in general
to expect the ratio Pˆ /P to converge to 1; but often the density at the mean remains on
the order of the inverse of the standard deviation, so that Pˆ /P may remain bounded.
By contrast, normal approximations and other similar techniques rely on extrapolating
a density far from the mean, and such an extrapolation can only be accurate if the true
density happens to have the same tail behaviour far from the mean.
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L∗ and P in the integer-valued case When X ∈ Zm×1, the analogue of (3.1) is
P(X = x) =
∫
[−π,π]1×m
M(iϕ)e−iϕx
dϕ
(2π)m
for x ∈ Zm×1. (3.11)
We can repeat the tilting argument above, leading us to define
Pint(θ, s) =
∫
[−π,π]1×m
exp
(
K(s+ iϕ)−K(s)− iϕK ′(s)) dϕ
(2π)m
. (3.12)
At integer values x ∈ Zm×1, we take the likelihood function to be L(θ; x) = P(Xθ = x),
and we will have
L(θ; x) = L∗(θ, sˆ(θ; x))Pint(θ, sˆ(θ; x)). (3.13)
However, Pint(θ, s) is defined whenever (s, θ) ∈ intS. Thus we can use (3.13) as a definition
of L(θ; x) even when x is non-integer, although L(θ; x) may not represent a probability
in that case.
3.2 A lower-order saddlepoint approximation
Approximating P using first and second moments is a natural and reasonable step, but is
not the only possible approach. As we have seen, the standard saddlepoint approximation
selects a density from the family of normal distributions after matching first and second
moments. An alternative is to use a different reference family of distributions: this is one
approach to non-Gaussian saddlepoint approximations, originally developed by Wood,
Booth & Butler [20] in a different context and with different tools.
An even simpler alternative, however, is to ignore P altogether. Define
Lˆ∗(θ; x) = L∗(θ, sˆ(θ; x)) (3.14)
for x ∈ Xθ. We could describe Lˆ∗(θ; x) as the “zeroth-order” saddlepoint approximation to
the likelihood. We saw the quantity 1
n
log Lˆ∗(θ; x) and its derivatives in (2.15) and (2.17)–
(2.18), and Iθ(x) = − log Lˆ∗(θ; x) is the large deviations rate function from Crame´r’s
theorem applied to Xθ. Equivalently, − log Lˆ∗(θ; ·) is the Legendre transform of K(·; θ);
see for instance [9, sections I.4 and V.1] or [12, section 1.2].
Form the corresponding maximum likelihood estimator
θˆ∗MLE(x) = argmax
θ
Lˆ∗(θ; x) (3.15)
when it exists, and likewise define πˆ∗Θ |U,x as in (2.21) with Lˆ replaced by Lˆ
∗. We remark
that in the standard asymptotic regime (SAR) where x = ny, the MLE θˆ∗MLE(x) depends
on y but not on n; the same is true if we maximise over θ restricted to a neighbourhood
U .
Applied to Lˆ∗, the conclusions of Theorems 1–5 are almost unchanged, except that
error terms have powers of n changed by one:
Proposition 14 (Zeroth-order saddlepoint approximation).
(a) Under the hypotheses of Theorem 1,
∇θ log Lˆ∗(θ; x) = ∇θ logL(θ; x) +O(1) as n→∞, (3.16)
with uniformity if (y, θ) is restricted to a compact subset of intY.
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(b) Under the hypotheses of Theorems 2–3, there exist n0 ∈ N and neighbourhoods
U ⊂ R of θ0 and V ⊂ Rm×1 of y0 such that, for all n ≥ n0 and y ∈ V , the function
θ 7→ Lˆ∗(θ; x) has a unique local maximizer in U and, writing this local maximizer
as θˆ∗MLE inU(x), ∣∣∣θˆ∗MLE inU(x)− θMLE inU(x)∣∣∣ = O(1/n) as n→∞. (3.17)
(c) Moreover, under πˆ∗Θ |U,x with x = ny0,
√
n (Θ− θ0) d→ N (0,−H−1) as n→∞, (3.18)
where H is the negative definite matrix from (2.18).
(d) Under the hypotheses of Theorem 4,
√
n
(
θˆ∗MLE inU(ξn)− θ0
) d−→ Z as n→∞, (3.19)
where Z is as in Theorem 4(a). Moreover the convergence occurs jointly with the
convergence from Theorem 4(a), with the same limiting random variable Z in all
cases.
(e) The above results also apply under the hypotheses of Theorem 5.
(f) Suppose X is the sufficient statistic for an exponential family indexed by the natural
parameter η. Let ηˆ∗MLE(x) be the parameter obtained by maximising Lˆ
∗, provided the
maximiser exists. Then ηˆ∗MLE(x) coincides with the true MLE.
It is notable that maximizing Lˆ∗ results in an approximation to the MLE whose error
as n → ∞ is still smaller than the spatial scale 1/√n, even though Lˆ∗ is no longer an
adequate approximation to the likelihood itself in the sense that Lˆ∗/L→∞ as n→∞.
The proofs of (a)–(e) are given along with the corresponding proofs of Theorems 1–5.
Part (f) holds by the same reasoning as Example 7: in the first factor in (2.31), we now
remove the denominator, and the resulting factor still does not depend on η.
4 Proofs of Theorems 1–2
The proof of Theorem 1 is based on two key results, Proposition 15 and Corollary 17, that
refine the statement of Theorem 1 using the factorisation from Section 3.1. Theorem 2
follows using a scaling analysis and the Implicit Function Theorem. We begin with some
derivative formulas; see Appendix B for their derivation.
4.1 Summary of saddlepoint derivatives
Under the scaling of (SAR), the quantities logL∗(θ, s), logL∗(θ, sˆ(θ; x)) and their gradi-
ents are proportional to n. Define
L∗0(θ, s) = exp (K0(s; θ)− sK ′0(s; θ)) ,
Lˆ∗0(θ; y) = L
∗
0(θ, sˆ0(θ; y)) = exp (K0(sˆ0(θ; y); θ)− sˆ0(θ; y)y) ,
(4.1)
21
so that
logL∗(θ, s) = n logL∗0(θ, s), ∇θ log Lˆ∗(θ; x) = n∇θ log Lˆ∗0(θ; y) (4.2)
and so on, where
∇θ logL∗0(θ, s) = ∇θK0(s; θ)− s∇s∇θK0(s; θ),
∇s logL∗0(θ, s) = −K ′′0 (s; θ)sT ,
∇θ log Lˆ∗0(θ; y) = ∇θK0(sˆ0(θ; y); θ),
∇Tθ∇θ log Lˆ∗0(θ; y) = ∇Tθ∇θK0(sˆ)− (∇s∇θK0(sˆ))T K ′′0 (sˆ)−1∇s∇θK0(sˆ)
(4.3)
By contrast, sˆ,∇θsˆT and ∂∂t log Pˆ do not depend on n:
sˆ(θ; x) = sˆ0(θ; y),
∇θsˆT (θ; x) = ∇θsˆT0 (θ; y) = −K ′′0 (sˆ(θ; x); θ)−1∇s∇θK0(sˆ(θ; x); θ),
∂
∂t
log Pˆ (θ, s) = −1
2
tr
(
K ′′0 (s; θ)
−1∂K
′′
0
∂t
(s; θ)
)
.
(4.4)
For the remainder of the proofs, we will emphasise that P (θ, s), Pint(θ, s), L(θ; x), Lˆ(θ; x),
θMLE(x), θˆMLE(x) depend on n by writing them as Pn(θ, s), Pint,n(θ, s), Ln(θ; x), Lˆn(θ; x),
θMLE(x, n), θˆMLE(x, n). The n-dependences of M(s; θ), K(s; θ), logL
∗ and log Lˆ∗ are
simple in form and we will handle them by directly substituting the formulas in (SAR) and
(4.2). We remark that the expression in (2.15) reduces to log Lˆ∗0(θ; y0), and (2.17)–(2.18)
amount to the assertion that θ0 is a non-degenerate critical point for θ 7→ log Lˆ∗0(θ; y0).
Note that Pˆn(θ, s) also depends on n in a simple way,
Pˆn(θ, s) =
1√
det(2πnK ′′0 (s; θ))
=
n−m/2√
det(2πK ′′0 (s; θ))
, (4.5)
but by (4.4) the gradients ∇s log Pˆ (θ, s),∇θ log Pˆ (θ, s) do not depend on n and we will
omit the subscript in those cases.
4.2 Proof of Theorem 1
Unlike L∗ and Pˆn, the quantity Pn has no closed form and is instead given as an integral as
in (3.6). In the standard asymptotic regime given by (SAR), we can substitute K = nK0
to obtain
Pn(θ, s) =
∫
R1×m
exp (n[K0(s+ iϕ)−K0(s)− iϕK ′0(s)])
dϕ
(2π)m
. (4.6)
Note that the integrand in (4.6) has the form h(ϕ)eng(ϕ) with g(0) = 0 and g′(0) = 0. This
is the standard setup for applying the multivariate Laplace method, see [19, 4]. Thus the
limiting framework of (SAR), in which X is the sum of n i.i.d. terms, leads us to expect
that Pn(θ, s), after suitable rescaling by a power of n, will have an asymptotic series
expansion in powers of 1/n.
Let the scalar t denote one of the coordinates θi or sj . As we will show later, for large
enough n we may differentiate under the integral sign:
∂Pn
∂t
(θ, s) =
∫
R1×m
exp (n[K0(s+ iϕ)−K0(s)− iϕK ′0(s)])
· n
[
∂K0
∂t
(s+ iϕ)− ∂K0
∂t
(s)− iϕ∂K
′
0
∂t
(s)
]
dϕ
(2π)m
. (4.7)
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A key observation motivating Theorem 1 is that ∂Pn
∂t
(θ, s) scales according to the same
n-dependent factor as Pn(θ, s). Indeed, the values of both integrals arise primarily from
the region where ϕ is of order 1/
√
n, and the extra factor in (4.7) is of order 1 in that
region. We could summarise by saying that taking gradients of Pn(θ, s) with respect to θ
or s does not substantially change the nature of the n-dependence.
When we turn to MLEs, we will need to control the dependence of Pn(θ, s) (and its
gradients) on θ, s and n simultaneously. Specifically, the proof of Theorem 2 is based
on the Implicit Function Theorem, which requires continuous differentiability. We will
therefore prove the following result, which is more precise than is necessary for Theorem 1.
Proposition 15. Under the hypotheses of Theorem 1, with t being one of the entries θi
or sj, there are continuously differentiable functions q1(θ, s, ε), q2(θ, s, ε), defined on an
open set Q containing {(θ, s, 0) : (s, θ) ∈ int S}, such that q1(θ, s, 0) = q2(θ, s, 0) = 0 and
Pn(θ, s) = Pˆn(θ, s) (1 + q1(θ, s, 1/n)) ,
∂Pn
∂t
(θ, s) = Pˆn(θ, s)
(
∂
∂t
log Pˆ (θ, s) + q2(θ, s, 1/n)
)
(4.8)
whenever n is large enough that (θ, s, 1/n) ∈ Q.
An almost identical statement holds in the integer-valued case:
Proposition 16. Under the hypotheses of Theorem 5, the conclusions of Proposition 15
hold with P (θ, s) replaced by Pint(θ, s).
The proofs of Propositions 15–16 use many of the elements of standard proofs of
Laplace’s method. Additional care is needed to ensure that q1, q2 are continuously differ-
entiable, and we defer the details to Appendix C.
Everything we will use from Propositions 15–16 can be encapsulated in the following
corollary, or its analogue for Pint(θ, s).
Corollary 17. Under the hypotheses of Theorem 1, there is a continuously differen-
tiable function q3(θ, y, ε), with values in R
1×p, defined on an open set Q′ containing
{(θ, s, 0) : (s, θ) ∈ intS}, such that q3(θ, y, 0) = 0 and
∇θ
(
logPn(θ, sˆ0(θ, y))
)
= ∇θ
(
log Pˆ (θ, sˆ0(θ, y))
)
+ q3(θ, y, 1/n) (4.9)
whenever (θ, s, 1/n) ∈ Q′.
The proof is again deferred to Appendix C. Theorem 1 now follows immediately.
Proof of Theorem 1. Use (3.10) and cancel the factor L∗ to obtain
∇θ logL(θ; x)−∇θ log Lˆ(θ; x) = ∇θ
(
logPn(θ, sˆ0(θ; y))
)
−∇θ
(
log Pˆ (θ, sˆ0(θ; y))
)
= q3(θ, y, 1/n). (4.10)
By Corollary 17, q3 is continuously differentiable and q3(θ, y, 0) = 0. An application of
the Mean Value Theorem completes the proof.
The first assertion of Proposition 14 also follows easily:
Proof of Proposition 14(a). Since Theorem 1 already gives a bound on∇θ log Lˆ−∇θ logL,
it suffices to show that∇θ log Lˆ−∇θ log Lˆ∗ = O(1). From (3.10) and (4.4),∇θ log(Lˆ(θ; x)/Lˆ∗(θ; x)) =
∇θ log Pˆ (θ, sˆ0(θ; y)) is constant with respect to n, so it is O(1) in the limit n→∞. Since
it also depends continuously on θ and y, uniformity follows.
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4.3 Proof of Theorem 2
To study the MLE θMLE inU(x, n), we will show that the function θ 7→ logLn(θ; x) has a
unique maximum when θ is restricted to lie in a suitably chosen neighbourhood U . In
fact it will be more convenient to consider the rescaled function
Rx,n(θ) =
1
n
logLn(θ; x) = L
∗
0(θ, sˆ0(θ; y)) +
1
n
logPn(θ, sˆ0(θ; y)), (4.11)
where we have substituted (3.10) and (4.2). Use (4.4) and Corollary 17 to compute
R′x,n(θ) = ∇θK0(sˆ0(θ; y); θ) + 1nq3(θ, y, 1/n) + 1n∇θ log Pˆ (θ, sˆ0(θ; y))
− 1
n
∇Ts log Pˆ (θ, sˆ0(θ; y))K ′′0 (sˆ0(θ; y); θ)−1∇s∇θK0(sˆ0(θ; y); θ). (4.12)
Recalling the change of variables ε = 1/n, we will define a function F (sT , θ; y, ε) such
that a solution of F = 0 corresponds to a critical point of Rx,n.
Proof of Theorem 2. Define the functions
F (sT , θ; y, ε) =
(
F1(s
T , θ; y)
F2(s
T , θ; y, ε)
)
, F1(s
T , θ; y) = K ′0(s; θ)− y, (4.13)
F2(s
T , θ; y, ε) = ∇TθK0(s; θ) + εq3(θ, y, ε)T
+ ε
(
∇Tθ log Pˆ (θ, s)− (∇s∇θK0(s; θ))T K ′′0 (s; θ)−1∇s log Pˆ (θ, s)
)
.
We think of F1, F2, F as column-vector-valued functions of column-vector arguments, with
(sT , θ; y, ε) and F (sT , θ; y, ε) interpreted as column vectors expressed in block form, of sizes
(2m+ p+ 1)× 1 and (m+ p)× 1 respectively. We will show that we can solve F = 0 to
define θ and s implicitly as functions of y and ε; to indicate this, we will merge the column
vectors sT and θ and write
(
sT
θ
)
= G(y, ε) ∈ R(m+p)×1 such that F (G(y, ε); y, ε) = 0.
By Corollary 17, the function F is continuously differentiable with respect to all its
parameters. Our assumptions imply that F (sT0 , θ0; y0, 0) = 0 and ∇sT ,θF (sT0 , θ0; y0, 0) is
non-singular; see Appendix E. We can therefore apply the Implicit Function Theorem
to find neighbourhoods U, V,W of θ0, y0, s0, a neighbourhood [−1/n0, 1/n0] of 0, and a
continuously differentiable function G(y, ε) defined on V × [−1/n0, 1/n0] such that, for all
y ∈ V , ε ∈ [−1/n0, 1/n0], the point
(
sT
θ
)
= G(y, ε) is the unique solution in U ×W of
F (sT , θ; y, ε) = 0.
Finally, as outlined above, when ε = 1/n, the solution of F = 0 corresponds to the
MLE:
Lemma 18. Possibly after shrinking U, V and increasing n0, we have
G(y, 1/n) =
(
sˆT0 (θMLE inU(x, n); y)
θMLE inU(x, n)
)
(4.14)
for all y ∈ V and n ≥ n0, including the assertion that the maximum of Ln(θ; x), restricted
to θ ∈ U , is attained uniquely.
We defer the proof to Appendix E.
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We now turn to the saddlepoint MLE, which amounts to omitting the term εq3:
Fˆ2(s
T , θ; y, ε) = ∇TθK0(s; θ) + ε∇Tθ log Pˆ (θ, s)
− ε (∇s∇θK0(s; θ))T K ′′0 (s; θ)−1∇s log Pˆ (θ, s),
Fˆ (sT , θ; y, ε) =
(
F1(s
T , θ; y)
Fˆ2(s
T , θ; y, ε)
)
. (4.15)
Then Fˆ and its gradients agree with F and its gradients at (sT0 , θ0; y0, 0), so that (after
shrinking U , V , W and increasing n0 if necessary) the Implicit Function Theorem again
produces a function Gˆ(y, ε) giving the unique solution
(
sT
θ
)
in U×W of Fˆ (sT , θ; y, ε) = 0.
Moreover the analogue of Lemma 18 applies, with the same proof, so that
Gˆ(y, 1/n) =
(
sˆT0
(
θˆMLE inU(x, n); y
)
θˆMLE inU(x, n)
)
. (4.16)
For later convenience write Gˆ in block form as Gˆ =
(
GˆTs
Gˆθ
)
.
To compare G(y, ε) with Gˆ(y, ε), note that F2 and Fˆ2 are close:
F2(s
T , θ; y, ε) = Fˆ2(s
T , θ; y, ε) + εq3(θ, y, ε). (4.17)
In particular, F (Gˆ(y, ε); y, ε) is almost zero:
F (Gˆ(y, ε); y, ε) =
(
F1(Gˆ(y, ε); y, ε)
Fˆ2(Gˆ(y, ε); y, ε)
)
+
(
0
εq3(Gˆθ(y, ε), y, ε)
)
. (4.18)
The first term in the right-hand side vanishes by definition. In the second term, note that
q3(Gˆθ(y, ε), y, ε) is a continuously differentiable function of (y, ε) that vanishes whenever
ε = 0 (since q3 has the same property by Corollary 17). We can therefore conclude that
F
(
Gˆ(y, ε); y, ε
)
= ε2q4(y, ε) (4.19)
where |q4(y, ε)| ≤ C for (y, ε) in a suitable neighbourhood of (y0, 0).
To make use of (4.19), we define an augmented version of F that is locally invertible.
Let
F˜ (sT , θ; y, ε) =
F (sT , θ; y, ε)y
ε
 , so that ∇sT ,θ,y,εF˜ =
∇sT ,θF ∇yF ∇εF0 Im×m 0
0 0 1

(4.20)
in block form. Thus ∇sT ,θ,y,εF˜ (sT0 , θ0; y0, 0) is an invertible (2m + p + 1)× (2m + p + 1)
matrix, and by the Inverse Function Theorem [16, Theorem 9.24], after shrinking the
domain of F˜ if necessary, F˜ has a continuously differentiable inverse function G˜(u; y, ε).
As above, we may shrink the domain further to make the partial derivatives of G˜ uniformly
bounded.
The inverse function G˜ is related to the implicit function G by G˜(0; y, ε) =
G(y, ε)y
ε
.
From (4.19) and the definition of F˜ we have
F˜
(
Gˆ(y, ε); y, ε
)
=
ε2q4(y, ε)y
ε
 and so G˜(ε2q4(y, ε); y, ε) =
Gˆ(y, ε)y
ε
 . (4.21)
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Thus, setting ε = 1/n for n sufficiently large,∣∣∣θˆMLE inU(x, n)− θMLE inU(x, n)∣∣∣ ≤ ∣∣∣Gˆ(y, 1/n)−G(y, 1/n)∣∣∣
=
∣∣∣G˜(n−2q4(y, 1/n); y, 1/n)− G˜(0; y, 1/n)∣∣∣ . (4.22)
The boundedness of q4 and of the partial derivatives of G˜ imply that this upper bound is
O(1/n2), uniformly over y in a suitable neighbourhood of y0.
The corresponding assertion from Proposition 14 has a similar proof:
Proof of Proposition 14(b). Note that θ = θˆ∗MLE inU(x, n) and s = sˆ(θ; x) are solutions of
F (sT , θ; y, 0) = 0. (The proof is the same as for Lemma 18, with the relation∇Tθ Lˆ∗(θ; x) =
F2(sˆ
T
0 (θ; y), θ; y, 0) in place of (E.4); see Appendix E.) Then∣∣θˆ∗MLE inU(x, n)− θMLE inU(x, n)∣∣ ≤ |G(y, 0)−G(y, 1/n)| (4.23)
and the conclusion follows from the fact that G is continuously differentiable.
5 Conclusion
A long-established result tells us that the saddlepoint approximation gives a relative error
of order 1/n. That is, applied to a random variable given as a sum of n i.i.d. terms,
the saddlepoint approximation estimates the values of the density (or likelihood) up to a
factor of the form 1+O(1/n): see (2.11) or Proposition 15. Very commonly, however, we
are not interested in the likelihood for its own sake but rather as a step towards computing
the MLE. This paper gives the analogous basic result, Theorem 2, for the approximation
error between the true MLE and saddlepoint MLE: it is of order 1/n2.
It is worth mentioning that this MLE error estimate is sharper than what we obtain
from the basic likelihood error estimate. Knowing that log Lˆ(θ; x) has a maximum at
θ = θˆMLE(x) and knowing that the true log-likelihood satisfies
∣∣ logL(θ; x)− log Lˆ(θ; x)∣∣ =
O(1/n), we can only conclude that
∣∣θMLE(x) − θˆMLE(x)∣∣ = O(1/n) (since this is the size
of the region in which logL is within O(1/n) of its maximum). Although an MLE error
bound of size O(1/n) is small compared to the scale of the inferential uncertainty in
estimating θ, see Theorems 3–4 and the remarks at the end of Section 2.3, it is still a
significant overestimate compared to the true MLE error O(1/n2). The results in this
paper help to explain why saddlepoint MLEs in practice often turn out to be so much
more accurate than expected.
A key point in the analysis is to ask how well the saddlepoint approximation captures
the shape of the log-likelihood as a function of the parameter θ. Specifically, it is error
bounds on the gradient of the log-likelihood, as in Theorem 1 and Corollary 17, that
control the size of the MLE approximation error. This is the logic behind the finding
of Example 7 that saddlepoint MLEs are exact for exponential families: errors in the
saddlepoint approximation to the log-likelihood are irrelevant if the size of the errors do
not depend on the parameter.
Seen in this light, it is less surprising that a lower-order saddlepoint approximation,
Lˆ∗(θ; x) from Section 3.2, can give a good approximation to the MLE (see Proposition 14)
despite being a poor approximation to the likelihood with Lˆ∗(θ; x)/L(θ; x) → ∞ as
n → ∞. We remark that since Lˆ∗(θ; x) is even less computationally demanding than
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the usual saddlepoint approximation, it may be a useful tool for high-dimensional and
computationally intensive applications, or for initialising the search for a true or saddle-
point MLE.
In the other direction, refinements of the saddlepoint approximation that improve
likelihood accuracy may be less effective than anticipated when applied to MLEs. For
instance, normalising the saddlepoint approximation fˆ(x; θ) to make it a density (as a
function of x) often brings the saddlepoint density values closer to the true density (see for
instance [5]). However, this operation is slow and is often not pursued: cf. [7]. Using the
viewpoint developed in this paper, we can reframe the issue by asking: does normalising
bring the saddlepoint log-gradient closer to the true log-gradient? The general answer is
far from clear. Indeed, for an exponential family such as the Poisson family, for which the
saddlepoint MLE is already exact as in Example 6, normalising will actually make the
MLE worse.
This paper has considered likelihoods and MLEs in a particularly tractable limiting
framework, the standard asymptotic regime (SAR) in which the observation is a sum of
n i.i.d. terms. In particular, we have seen that the basic likelihood accuracy estimate
does not directly lead to the correct MLE error estimate, which is markedly better. It
would be of interest to extend these results in several directions, including non-Gaussian
saddlepoint approximations, as in [20]; non-i.i.d. sums; integer-valued random variables;
exact upper bounds; and applications based on approximating tail probabilities rather
than likelihoods.
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A Invariance properties of the saddlepoint approxi-
mation
If b ∈ Rm×1 and Y = X + b, the corresponding saddlepoint approximations are related by
LˆY (θ; y) = LˆX(θ; y − b), (A.1)
with the same saddlepoint sˆ in both approximations.
If A ∈ Rk×m and Z = AX , then
KZ(s) = KX(sA), (A.2)
and it follows that
K ′′Z(s) = AK
′′
X(s)A
T . (A.3)
In particular, if A is m×m and invertible, then det(K ′′Z(s)) = det(A)2 det(K ′′X(s)) and
LˆZ(θ; z) =
LˆX(θ;A
−1z)
|det(A)| , (A.4)
with the saddlepoints related by sˆZ = sˆXA
−1.
Equations (A.1) and (A.4) show that, under invertible affine transformations of the
random variables, the saddlepoint approximation transforms in the same way that densi-
ties do. In particular, such transformations will not affect the MLE or saddlepoint MLE,
and in the standard asymptotic regime we may equivalently consider Y = 1
n
X , the sam-
ple mean of the n unobserved values Y (1), . . . , Y (n), in place of X . We have chosen to
consider X because the saddlepoint for Y scales with n for a fixed value of y, whereas the
saddlepoint for X does not.
B Derivatives of saddlepoint quantities
We will need to differentiate the quantities logL∗, sˆ, logL∗(θ, sˆ) and Pˆ . The first of these
is simple since L∗ is exact and explicitly computable:
∇θ logL∗(θ, s) = ∇θK(s; θ)− s∇s∇θK(s; θ),
∇s logL∗(θ, s) = K ′(s; θ)−K ′(s; θ)−K ′′(s; θ)sT = −K ′′(s; θ)sT .
(B.1)
For sˆ(θ; x), suppose (s0, θ0) ∈ intS with K ′(s0; θ0) = x0. The function (s, θ, x) 7→
K ′(s; θ)−x is continuously differentiable and its gradient with respect to sT , i.e., K ′′(s; θ),
is positive definite and hence non-singular. Hence the Implicit Function Theorem (see for
instance [16, Theorem 9.28]) implies that sˆ(θ; x) is uniquely defined and continuously
differentiable for θ, x in a neighbourhood of θ0, x0.
We next state two versions of the chain rule, which are slightly different for row
vectors and column vectors. If frow(s) : R
1×m → R1×k and grow(v) : R1×j → R1×m are
differentiable then hrow(v) = frow(grow(v)) has
∇vhrow(v) = ∇vgrow(v)∇sfrow(grow(v)). (B.2)
Similarly, if fcol(t) : R
p×1 → Rk×1 and gcol(w) : Rj×1 → Rp×1 are differentiable then
hcol(w) = fcol(gcol(w)) has
∇whcol(w) = ∇tfcol(gcol(w))∇wgcol(w). (B.3)
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We now find the gradients of sˆ(θ; x). Note that sˆ(θ; x) is a row-vector-valued function
of column vector arguments. To match, we will consider the transpose sˆT (θ; x) instead,
and to differentiate (SE) we will think of K ′(s; θ) = ∇sK(s; θ) as a column-vector-valued
function of two column vector arguments, θ and sT . Applying (B.3),
0 = ∇θx = ∇θ
(
∇sK(sˆ(θ; x); θ)
)
= ∇s∇θK(sˆ(θ; x); θ) +∇s∇sTK(sˆ(θ; x); θ)∇θ sˆT (θ; x).
(B.4)
Note our convention for gradients and composite functions: in (B.4), an expression such
as ∇s∇θK(sˆ(θ; x); θ) means the m×p matrix of mixed partial derivatives ∂2K∂si∂θj evaluated
with s replaced by sˆ(θ; x), whereas ∇θ
(
∇sK(sˆ(θ; x); θ)
)
means the gradient of the com-
posite function θ 7→ ∇sK(sˆ(θ; x); θ). In (B.4), ∇s∇sTK = ∇s∇TsK = K ′′ is non-singular,
so we can solve to find
∇θsˆT (θ; x) = −K ′′(sˆ(θ; x); θ)−1∇s∇θK(sˆ(θ; x); θ) (B.5)
Similarly, with Im×m representing the m×m identity matrix,
Im×m = ∇xx = ∇x
(
∇sK(sˆ(θ; x); θ)
)
= ∇s∇sTK(sˆ(θ; x); θ)∇xsˆT (θ; x) (B.6)
so that
∇xsˆT (θ; x) = K ′′(sˆ(θ; x); θ)−1. (B.7)
Turning to log Lˆ∗(θ; x) = logL∗(θ, sˆ) = K(sˆ) − sˆK ′(sˆ), recall that K ′(sˆ(θ; x); θ) = x
by definition. Noting that sˆx = xT sˆT , we find that
∇θ log Lˆ∗(θ; x) = ∇θ
(
K(sˆ(θ; x); θ)− xT sˆT )
= ∇θK(sˆ) +∇sTK(sˆ(θ; x))∇θ sˆT (θ; x)− xT∇θsˆT (θ; x)
= ∇θK(sˆ(θ; x); θ) (B.8)
since ∇sTK(sˆ) = (∇sK(sˆ))T = xT . (Alternatively, use the relations (B.1).) Transposing
then differentiating again,
∇Tθ∇θ log Lˆ∗(θ; x) = ∇θ
(∇θK(sˆ(θ; x); θ))T
= ∇Tθ∇θK(sˆ(θ; x)) +∇Tθ∇sTK(sˆ(θ; x); θ)∇θsˆT (θ; x)
= ∇Tθ∇θK(sˆ)− (∇s∇θK(sˆ))T K ′′(sˆ)−1∇s∇θK(sˆ). (B.9)
Equations (B.8)–(B.9) verify the assertion before Theorem 2 that the quantities in (2.17)–
(2.18) are the gradient and Hessian of the function in (2.15).
For log Pˆ , we first show how to differentiate a determinant. Suppose that A(t) : R→
Rm×m is a differentiable matrix-valued function of a scalar parameter t. Then
d
dt
log detA(t) = tr(A(t)−1A′(t)). (B.10)
This formula appears as [17, Appendix M.7.f, equation (49)]. They derive the formula
under the assumption that A is symmetric, but the formula is true in all cases, and we
include a proof for completeness. Supposing without loss of generality that we wish to
differentiate at t = 0, write
A(t) = A0 + tB(t) (B.11)
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with B(t) a continuous matrix-valued function, so that B(0) = A′(0). We are interested
in the derivative of log detA(t) so we will suppose for convenience that detA0 6= 0. Then
detA(t) = detA0 det
(
I + tA−10 B(t)
)
= detA0
(
1 + t tr(A−10 B(t)) +O(t
2)
)
. (B.12)
To see this, recall the expansion
det
(
I + tA−10 B(t)
)
=
∑
π
sign(π)
m∏
i=1
(
I + tA−10 B(t)
)
iπ(i)
(B.13)
where the sum is over permutations π of {1, 2, . . . , m}. If π is different from the identity
permutation, then at least two of the pairs (i, π(i)) refer to off-diagonal entries containing
one factor of t each; all the corresponding terms are O(t2). In the term in which π
is the identity permutation, expand the product
∏m
i=1(1 + t(A
−1
0 B(t))ii) to obtain 1 +
t
∑m
i=1(A
−1
0 B(t))ii +O(t
2). Thus
detA(t) = detA0 + t detA0 tr(A
−1
0 B(0)) +O(t
2), (B.14)
showing that d
dt
∣∣
t=0
detA(t) = detA(0) tr(A(0)−1A′(0)). The point t = 0 plays no special
role, so we can rearrange to obtain (B.10). Applying (B.10) to log Pˆ = −1
2
log det(2πK ′′),
∂
∂t
log Pˆ (θ, s) = −1
2
tr
(
K ′′(s; θ)−1
∂K ′′
∂t
(s; θ)
)
. (B.15)
We will apply (B.15) with the scalar t being one of the coordinates θi or sj.
C Proof of Proposition 15 and Corollary 17
The proof of Proposition 15 is based on an asymptotic expansion of Pn(θ, s) and its
derivatives when n is large. We will need to justify the interchange of integration and
differentiation in (4.6)–(4.7), and we state a sufficient condition in Lemma 19 below.
In addition, passing from the discrete parameter n to the continuous parameter ε will
require us to define an analogue of (4.6) for non-integer n. Some care is required because,
away from the real axis, K0(s+iϕ) = logM0(s+iϕ) may have branch cuts at zeros ofM0.
These make no difference in (4.6) provided that n is an integer, because the combination
exp(nK0(s+ iϕ)) can be unambiguously interpreted as M0(s+ iϕ)
n. We will circumvent
this by modifying K0 away from the real axis. This modification introduces error terms
indexed by n ∈ N, which will prove to be negligible as n→∞. We will use Lemmas 20–21
to show that these error terms can be extended to be indexed by ε ≥ 0 in a continuously
differentiable way.
Lemma 19. Let U ⊂ Rk×1 be open, let µ be a measure on a space Y, let h(y) ≥ 0 be a
measurable function with
∫
h(y) dµ(y) <∞, and let g(x, y) : U × Y → R be such that
f(x) =
∫
Y
g(x, y) dµ(y) (C.1)
converges for all x ∈ U .
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(a) If |g(x, y)| ≤ h(y) for all x ∈ U and if g(·, y) is continuous at x0 for µ-almost every
y, then f is continuous at x0.
(b) Fix an entry xi of x and suppose that g(x, y) is continuously differentiable as a
function of xi, for all fixed values of y and xj , j 6= i. Suppose in addition that
∂g
∂xi
(x, y) is jointly measurable and
∣∣ ∂g
∂xi
(x, y)
∣∣ ≤ h(y) for all x ∈ U . Then
∂f
∂xi
(x) =
∫
Y
∂g
∂xi
(x, y) dµ(y) (C.2)
for all x ∈ U .
(c) If in addition ∂f
∂xi
(·, y) is continuous at x0 for µ-almost every y, then ∂f∂xi is continuous
at x0.
Proof. For part (a), the integrand g(x, y) converges µ-a.e. to g(x0, y) as x → x0 and is
bounded by the integrable function h. So the Dominated Convergence Theorem gives the
result.
For part (b), let ei denote the unit vector in the i
th coordinate direction. Then given
x ∈ U , we can write
f(x+ tei)− f(x)
t
=
∫
Y
∫ 1
0
∂g
∂xi
(x+ tuei, y) du dµ(y) (C.3)
for all t 6= 0 sufficiently small. The integrand in (C.3) is bounded by the integrable
function h(y)1[0,1](u) and converges pointwise as t→ 0, so (C.2) follows by the Dominated
Convergence Theorem.
Finally part (c) follows by applying part (a) to (C.2).
The next result explains when we can interpolate a given sequence by a continuously
differentiable function. Here and elsewhere, continuous differentiability on a set with
boundary points includes differentiability at the boundary (interpreting derivatives as
one-sided derivatives as appropriate) and the derivatives are required to be continuous up
to and including the boundary.
Lemma 20. Let εn be a sequence with 0 < εn+1 < εn ∈ [0, 1] for all n ∈ N and εn → 0
as n→∞, and let rn be a real-valued sequence defined for n ∈ N, n ≥ n0. Then
lim
n→∞
rn = 0, lim
n→∞
rn − rn+1
εn − εn+1 = 0, (C.4)
is a necessary and sufficient condition for the existence of a continuously differentiable
function f : [0, 1]→ R satisfying f(0) = 0, f ′(0) = 0 and f(εn) = an for all n ≥ n0.
Proof. For necessity, rn → 0 follows by taking f(ε) → f(0) = 0 along ε = εn. We can
write rn−rn+1
εn−εn+1
=
∫ 1
0
f ′(uεn+(1−u)εn+1) du, and the integrand tends uniformly to f ′(0) = 0
as n→∞.
For sufficiency, fix a smooth function η : R → R whose support is a compact subset
of (0, 1) and such that
∫ 1
0
η(u)du = 1. Define
h(ε) =
∞∑
n=n0
rn − rn+1
εn − εn+1η
(
ε− εn+1
εn − εn+1
)
, f(ε) =
∫ ε
0
h(y) dy. (C.5)
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We claim that f has the required properties. Note that the nth term contributing to h(ε)
is supported in (εn+1, εn). Hence around each fixed ε > 0 there is a neighbourhood in
which at most two summands contribute to h, and it follows that h is continuous on (0, 1].
Moreover h(0) = 0, and rn−rn+1
εn−εn+1
→ 0 as n → ∞ implies that h(ε) → 0 as ε → 0. (Here
we have used the disjointness of the intervals (εn+1, εn) and the boundedness of η.) Thus
h is continuous and bounded on [0, 1], implying that f is continuously differentiable.
It remains to verify that f(εn) = an or equivalently that
∫ εn
0
h(ε) dε = rn, for all n ≥
n0. By the choice of η,
∫ εn
εn+1
h(ε) dε = rn − rn+1, and a finite sum implies
∫ εn
εN+1
h(ε) dε =
rn − rN+1. Take N →∞. The Dominated Convergence Theorem applies, so the integral
converges to
∫ εn
0
h(ε) dε, while rN+1 → 0 by assumption.
Lemma 21. Let εn be a sequence with 0 < εn+1 < εn ∈ [0, 1] for all n ∈ N and εn → 0 as
n→∞. Let S ⊂ Rk and let rn : Sn → R, n ∈ N, be continuously differentiable functions
defined on subsets Sn ⊂ S. Suppose that for each x0 ∈ intS, there exists a neighbourhood
G ⊂ S of x0 and n0 ∈ N such that G ⊂ Sn for all n ≥ n0 and
lim
n→∞
sup
x∈G
rn(x) = 0, lim
n→∞
sup
x∈G
rn(x)− rn+1(x)
εn − εn+1 = 0,
lim
n→∞
sup
x∈G
∇xrn(x)−∇xrn+1(x)
εn − εn+1 = 0.
(C.6)
Then there exist a subset Q ⊂ S × [0, 1], open relative to S × [0, 1] and containing
{(x, 0) : x ∈ intS}, and a continuously differentiable function f(x, ε) defined on Q, such
that f(x, 0) = 0, ∂f
∂ε
(x, 0) = 0 and f(x, εn) = rn(x) whenever (x, εn) ∈ Q.
Proof. Let r˜n(x) be a continuously differentiable function defined on R
k that agrees with
rn(x) on {x : d(x, Scn) ≥ 1/n}. Such a function can be constructed by, for instance, taking
an infinitely differentiable function η(t) with η(t) = 1 if t ≥ 1/n and η(t) = 0 if t ≤ 1/2n,
and setting r˜n(x) = rn(x)η(nd(x, S
c)).
Let x0 ∈ intS with the corresponding neighbourhood G and n0 ∈ N. We can choose
an open ball G˜x0 ⊂ G containing x0 and n1 ∈ N such that every x ∈ G˜x0 satisfies
d(x,Gc) ≥ 1/n1. Write n˜(x0) = max {n0, n1}. Then, for all n ≥ n˜(x0), rn is defined on
G˜x0 and agrees with r˜n there. In particular, (C.6) remains true when we replace rn, rn+1
and G by r˜n, r˜n+1 and G˜x0.
For each x0 ∈ intS, apply Lemma 20 with rn replaced by r˜n(x0), noting that the
assumptions apply because of (C.6), to produce functions ε 7→ f(x0, ε) and ε 7→ h(x0, ε).
By construction, f(x0, 0) = 0 and
∂f
∂ε
(x0, 0) = 0. Moreover f(x0, εn) = r˜n(x0) for all
n ∈ N, and therefore f(x, εn) = rn(x) for all x ∈ G˜x0 and n ≥ n˜(x0). Thus if we set
Q = ⋃x∈intS G˜x × [0, εn˜(x)) then f(x, εn) = rn(x) whenever (x, εn) ∈ Q, as required.
It remains to show that f is continuously differentiable. By construction, ∂f
∂ε
(x, ε) =
h(x, ε), so it suffices to show that h and ∇xf are continuous as functions of both variables.
Note that the partial sums of the series that define h(x, ε) are continuously differentiable.
By the same argument as in the proof of Lemma 20, it follows that h and ∇xh are both
continuous for ε > 0, x ∈ U , and ∇xh(x, ε) =
∑∞
n=n0
∇xrn(x)−∇xrn+1(x)
εn−εn+1
η
(
ε−εn+1
εn−εn+1
)
for all
ε > 0. Since h(x, 0) is identically zero we have ∇xh(x, 0) = 0. By the assumptions, both
h(x, ε) and ∇xh(x, ε) converge to 0 as ε→ 0, uniformly in x, so it follows that h and ∇xh
are also continuous (as functions of two variables) at ε = 0, x ∈ U . Finally Lemma 19
implies that
∇xf(x, ε) =
∫ ε
0
∇xh(x, y) dy =
∫ 1
0
∇xh(x, y)1{y≤ε}dy. (C.7)
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Since 1{y≤ε} is continuous at ε0 for almost all y, a further application of Lemma 19 implies
that ∇xf is continuous.
We are now ready to prove Proposition 15.
Proof of Proposition 15. We first claim that we can find a continuous function δ(s, θ)
defined on S such that for all (s, θ) ∈ S,
ReM0(s+ iϕ; θ) > δ(s, θ) for all ϕ ∈ R1×m with |ϕ| ≤ 2δ(s, θ) (C.8)
and
vReK ′′0 (s+ iϕ; θ)v
T ≥ δ(s, θ) |v|2 for all v, ϕ ∈ R1×m with |ϕ| ≤ 2δ(s, θ), (C.9)
as well as the bounds (2.12)–(2.13). In particular, we can locally define K0(s + iϕ; θ) =
LogM0(s + iϕ; θ) for |ϕ| ≤ 2δ(s, θ), where Log denotes the standard branch of the loga-
rithm with a branch cut along the negative real axis. (Note that we did not need to specify
this choice of branch cut for the logarithm in order to state (C.9) because K ′0(s + iϕ; θ)
is given unambiguously as K ′0 = M
′
0/M0 in all cases.) The function K0 thus defined has
the same smoothness properties as M0.
For (C.8), the Mean Value Theorem and (2.13) with k = 0, ℓ = 1 show that if |ϕ| ≤
min
{
M0(s; θ)/4γ(s, θ)3
γ(s,θ), 1
}
then ReM0(s+iϕ; θ) ≥ 12M0(s; θ). In all of the assertions,
we are free to replace δ(s, θ) by a smaller positive quantity, so the first part of the claim
follows by replacing the function δ(s, θ) from (2.12)–(2.13) by
min
{
δ(s, θ),M0(s; θ)/4γ(s, θ)3
γ(s,θ), 1, 1
2
M0(s; θ)
}
. (C.10)
The bound (C.9) follows by a similar argument using (2.13) with k = 0 and ℓ ∈ {1, 2, 3}.
Fix an infinitely differentiable function η(s, θ, ϕ) with values in [0, 1] and satisfying
η(s, θ, ϕ) = 0 if |ϕ| ≥ 2δ(s, θ) and η(s, θ, ϕ) = 1 if |ϕ| ≤ 1. We may assume moreover
that ϕ 7→ η(s, θ, ϕ) is radially symmetric for each fixed (s, θ) ∈ S. (For instance, we may
find an infinitely differentiable function δ˜(s, θ) such that 2
3
δ(s, θ) ≤ δ˜(s, θ) ≤ δ(s, θ). Then
set η(s, θ, ϕ) = η˜(|ϕ| /δ˜(s, θ)) where η˜ is infinitely differentiable with η˜(r) = 0 for r ≥ 2
and η˜(r) = 1 for r ≤ 3
2
.) In addition, all derivatives of η are supported in the region
δ(s, θ) ≤ |ϕ| ≤ 2δ(s, θ).
In the rest of the proof, we will construct the functions q1, q2. In order to show
continuous differentiability, we will focus our attention on a fixed but arbitrary point
(s0, θ0) ∈ intS, and suitable chosen neighbourhoods U of θ0 and W of s0. This will not
entail any loss of generality because continuous differentiability is a local property, while,
as we shall see, the construction of q1, q2 does not depend on the choice of (s0, θ0), U or
W .
Let (s0, θ0) ∈ intS be given. Since δ(s, θ) and γ(s, θ) are continuous, we may choose
neighbourhoods U , W and constants δ0 > 0, γ0 <∞ such that
δ(s, θ) ≥ δ0, γ(s, θ) ≤ γ0 for all s ∈ W , θ ∈ U. (C.11)
The numbers δ0, γ0 and the neighbourhoods U,W will now be fixed for the remainder of
the proof. We remark that the bounds (2.12)–(2.13) and (C.8)–(C.9) are monotone in δ
and γ, so they hold uniformly over U,W with δ(s, θ), γ(s, θ) replaced by δ0, γ0.
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Recall that K0(s + iϕ) can be defined for |ϕ| ≤ 2δ(s, θ), but may not be defined
globally. We will therefore rewrite the integrals in (4.6)–(4.7) by defining
w(s, ϕ, θ) =
M0(s+ iϕ; θ)e
−iϕK ′0(s;θ)
M0(s)
,
I1(θ, s, n) =
∫
R1×m
w(s, ϕ, θ)n
dϕ
(2π)m
,
I2(θ, s, n) =
∫
R1×m
w(s, ϕ, θ)n−1n
∂w
∂t
(s, ϕ, θ)
dϕ
(2π)m
(C.12)
Let τ denote another entry θi or sj (possibly the same entry as t) and define
I3 =
∫
R1×m
w(s, ϕ, θ)n−2
[
n(n− 1)∂w
∂τ
(s, ϕ, θ)
∂w
∂t
(s, ϕ, θ) + n
∂2w
∂τ∂t
(s, ϕ, θ)
]
dϕ
(2π)m
.
(C.13)
Thus the integrands for I2, I3 are
∂
∂t
and ∂
2
∂τ∂t
of the integrand for I1. Throughout the
proof we will think of t and τ as fixed but arbitrary; thus our conclusions about I2 will
apply mutatis mutandis to the integral with ∂w
∂t
replaced by ∂w
∂τ
.
It is readily verified that ∂w
∂t
, ∂w
∂τ
and ∂
2w
∂τ∂t
can be expressed as multivariate polynomials
in the arguments ϕ, M0(s + iϕ)/M0(s),
∂M0
∂t
(s + iϕ), ∂M0
∂τ
(s + iϕ) and ∂
2M0
∂τ∂t
(s + iϕ); the
same quantities evaluated at ϕ = 0;
∂M ′0
∂t
(s),
∂M ′0
∂τ
(s) and
∂2M ′0
∂τ∂t
(s); and 1/M0(s). By (2.13),
it follows that
max
{ ∣∣∂w
∂t
∣∣ , ∣∣∂w
∂τ
∣∣ , ∣∣ ∂2w
∂τ∂t
∣∣} ≤ C(1 + |ϕ|)α (C.14)
for some C, α <∞ that depend only on δ0, γ0. On the other hand, (2.12) implies
|w(s, ϕ, θ)| ≤ (1 + δ0 |ϕ|2)−δ0 (C.15)
since the upper bound in (2.12) is monotone in δ. So the integrands in (C.12)–(C.13) can
be bounded by
n2(C2 + C + 1)(1 + |ϕ|)2α(1 + δ0 |ϕ|2)−δ0(n−2) (C.16)
uniformly in θ, s, and the function in (C.16) is integrable (for fixed n) as soon as 2δ0(n−
2)−2α > m. Thus if we define n0 = 3+(m+2α)/2δ0 then the integrands in (C.12)–(C.13)
are dominated by integrable functions for each n ≥ n0. In particular, by Lemma 19, for
all n ≥ n0,
I1(θ, s, n) = Pn(θ, s), I2 =
∂I1
∂t
=
∂Pn
∂t
, I3 =
∂I2
∂τ
(C.17)
with I1, I2, I3 continuous for fixed n.
Define
h(s, ϕ, θ) = η(s, θ, ϕ) [K0(s+ iϕ; θ)−K0(s; θ)− iϕK ′0(s; θ)]
+ (1− η(s, θ, ϕ)) [−1
2
ϕK ′′0 (s; θ)ϕ
T
]
. (C.18)
Note that h is well-defined since by construction η is supported in the region where K0
is well-defined. We remark that h behaves quadratically in ϕ for |ϕ| small. To emphasise
this, apply Lagrange’s form of the remainder term,
f(1)− f(0)− f ′(0) =
∫ 1
0
(1− u)f ′′(u) du, (C.19)
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with the function
f(u) = η(s, θ, ϕ)K0(s+ iuϕ)− 12u2(1− η(s, θ, ϕ))ϕK ′′0 (s)ϕT . (C.20)
Thus, writing
g(s, ϕ, θ, u) = η(s, θ, ϕ)K ′′0 (s+ iuϕ; θ) + (1− η(s, θ, ϕ))K ′′0 (s), (C.21)
we can rewrite h as
h(s, ϕ, θ) = −
∫ 1
0
(1− u)ϕg(s, ϕ, θ, u)ϕT du. (C.22)
Then (C.9) implies
vRe g(s, ϕ, θ, u)vT ≥ δ0 |v|2 , Reh(s, ϕ, θ) ≤ −12δ0 |ϕ|2 . (C.23)
Since K ′′0 = M
′′
0 /M0 − (M ′0/M0)2, the partial derivatives ∂g∂t , ∂g∂τ and ∂
2g
∂τ∂t
can be
expressed as multivariate polynomials in the arguments ∂M0
∂t
(s + iuϕ), ∂M0
∂τ
(s + iuϕ),
∂2M0
∂τ∂t
(s + iuϕ),
∂M ′0
∂t
(s + iuϕ),
∂M ′0
∂τ
(s + iuϕ),
∂2M ′0
∂τ∂t
(s + iuϕ),
∂M ′′0
∂t
(s + iuϕ),
∂M ′′0
∂τ
(s + iuϕ),
∂2M ′′0
∂τ∂t
(s+ iuϕ), and 1/M0(s+ iuϕ); the same quantities evaluated at ϕ = 0; and η(s, θ, ϕ)
and its derivatives. Note that 1/M0(s + iuϕ) may become unbounded if M0 has zeros,
but powers 1/M0(s + iuϕ)
k only appear in combination with a factor η(s, θ, ϕ) or one of
its derivatives, all of which are supported in the region |ϕ| ≤ 2δ(s, θ) where (C.8) applies.
It follows that each such combination is uniformly bounded. Hence, by (2.13), g and its
partial derivatives (and hence, by Lemma 19, h and its partial derivatives) grow at most
polynomially in ϕ:
max
{ ∣∣∂g
∂t
∣∣ , ∣∣∂g
∂τ
∣∣ , ∣∣ ∂2g
∂τ∂t
∣∣, ∣∣∂h
∂t
∣∣ , ∣∣∂h
∂τ
∣∣ , ∣∣ ∂2h
∂τ∂t
∣∣} ≤ C ′(1 + |ϕ|)α′ (C.24)
for some C ′, α′ < ∞ that depend only on δ0, γ0. The same argument (involving up to 3
s-derivatives of M ′′0 and
∂M ′′0
∂t
) shows that
max
{∣∣ ∂g
∂ϕi
∣∣, ∣∣ ∂2g
∂ϕi∂ϕj
∣∣, ∣∣ ∂3g
∂ϕi∂ϕj∂ϕk
∣∣, ∣∣ ∂2g
∂ϕi∂t
∣∣, ∣∣ ∂3g
∂ϕi∂ϕj∂t
∣∣, ∣∣ ∂4g
∂ϕi∂ϕj∂ϕk∂t
∣∣} ≤ C ′′(1 + |ϕ|)α′′ (C.25)
for some C ′′, α′′ <∞ that also depend only on δ0, γ0.
By analogy with (C.12)–(C.13), define
J1(θ, s, ε) =
∫
R1×m
exp
(
ε−1h(s, ϕ, θ)
) dϕ
(2π)m
,
J2(θ, s, ε) =
∫
R1×m
exp
(
ε−1h(s, ϕ, θ)
)
ε−1
∂h
∂t
(s, ϕ, θ)
dϕ
(2π)m
,
J3(θ, s, ε) =
∫
R1×m
exp
(
ε−1h(s, ϕ, θ)
) [
ε−1
∂2h
∂τ∂t
(s, ϕ, θ)
+ ε−2
∂h
∂τ
(s, ϕ, θ)
∂h
∂t
(s, ϕ, θ)
]
dϕ
(2π)m
.
(C.26)
The bounds (C.23)–(C.24) imply that the integrands in (C.26) can be bounded by
ε−2((C ′)2 + C ′ + 1)(1 + |ϕ|)2α′ exp (−1
2
ε−1δ0 |ϕ|2
)
(C.27)
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uniformly in θ, s, which is integrable for any fixed ε > 0. So Lemma 19 applies and shows
J2 =
∂J1
∂t
, J3 =
∂J2
∂τ
for all ε > 0. (C.28)
Furthermore J1, J2, J3 are continuous in all three variables in the region ε > 0.
We will next show that, for k = 1, 2, 3,
r(k)n (θ, s) =
Ik(θ, s, n)− Jk(θ, s, 1/n)
Pˆn(θ, s)
(C.29)
satisfies r
(k)
n (θ, s) = o(n−2) uniformly over θ ∈ U, s ∈ W . Note that the integrands
defining Ik(θ, s, n) and Jk(θ, s, 1/n) agree over the region |ϕ| ≤ δ0 because η(s, θ, ϕ) = 1
and exp(h) = w there. When n ≥ n0 and |ϕ| ≥ δ0, the quantities in (C.16) and (C.27)
(with ε−1 replaced by n) are bounded by
C ′′′(1 + |ϕ|)2α′′′ ((1 + δ0 |ϕ|2)−δ0(n0−2) + exp(−12n0δ0 |ϕ|2))
· n2 ((1 + δ30)−δ0(n−n0) + exp(−12(n− n0)δ30)) (C.30)
uniformly in θ, s. Integrating over ϕ leads to the conclusion that Ik(θ, s, n)−Jk(θ, s, 1/n)
decays exponentially in n, uniformly in θ, s. Since Pˆn(θ, s)
−1 = O(nm/2), uniformly in
θ, s, we have
r(k)n (θ, s) = o(n
−2) uniformly over θ ∈ U, s ∈ W, (C.31)
as asserted.
Next we apply Lemma 21 to r
(k)
n (θ, s) for k = 1, 2. We set εn = 1/n, so that εn−εn+1 ∼
n−2. Recalling (C.17) and (C.28), the identity
∂
∂τ
(
Z
Pˆn(θ, s)
)
=
∂Z
∂τ
Pˆn(θ, s)
− Z
Pˆn(θ, s)
∂
∂τ
log Pˆ (θ, s) (C.32)
with Z = Ik−Jk allows us to express the gradients ∇θr(k)n and ∇sr(k)n for k = 1, 2 in terms
of r
(2)
n (or rather, the analogue of r
(2)
n with t replaced by τ) and r
(3)
n . Since
∂
∂t
log Pˆ (θ, s)
is bounded and continuous in θ, s, and does not depend on n, it follows that ∇θr(k)n and
∇sr(k)n are continuous and o(n−2), uniformly in θ, s, for k = 1, 2. By Lemma 21 we can
find continuously differentiable functions f˜1(θ, s, ε), f˜2(θ, s, ε) such that
f˜1(θ, s, 1/n) =
Pn(θ, s)− J1(θ, s, 1/n)
Pˆn(θ, s)
, f˜2(θ, s, 1/n) =
∂Pn
∂t
(θ, s)− J2(θ, s, 1/n)
Pˆn(θ, s)
(C.33)
for θ ∈ U , s ∈ W , n ≥ n0.
We claim that Jk(θ, s, 1/n)/Pˆn(θ, s), k = 1, 2, can be extended to be continuously
differentiable functions of θ, s, ε = 1/n, including at ε = 0. We have already defined Jk
for all ε > 0, and we can extend Pˆn(θ, s) by declaring that (4.5) holds whether or not
n > 0 is an integer. To handle the extension to ε = 0, substitute ϕ = ψ
√
ε, dϕ = εm/2dψ
in (C.26) and use (C.22):
J1(θ, s, ε)
Pˆ1/ε(θ, s)
=
∫
R1×m
exp
(
ε−1h(s, ϕ, θ)
) √det(2πK ′′0 (s; θ))
(2π)mεm/2
dϕ
=
∫
R1×m
exp
(− ∫ 1
0
(1− u)ψg(s, ψ√ε, θ, u)ψT du)√
det(2πK ′′0 (s; θ)
−1)
dψ. (C.34)
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Similar considerations hold for J2 and J3. Define
f1(θ, s, ε) =
∫
R1×m
exp
(− ∫ 1
0
(1− u)ψg(s, ψ√ε, θ, u)ψT du)√
det(2πK ′′0 (s; θ)
−1)
dψ,
f2(θ, s, ε) =
∫
R1×m
exp
(− ∫ 1
0
(1− u)ψg(s, ψ√ε, θ, u)ψT du)√
det(2πK ′′0 (s; θ)
−1)
·
(
−
∫ 1
0
(1− u)ψ∂g
∂t
(s, ψ
√
ε, θ, u)ψT du
)
dψ,
f3(θ, s, ε) =
∫
R1×m
exp
(− ∫ 1
0
(1− u)ψg(s, ψ√ε, θ, u)ψT du)√
det(2πK ′′0 (s; θ)
−1)
·
(∫ 1
0
(1− v)ψ∂g
∂τ
(s, ψ
√
ε, θ, v)ψT dv
∫ 1
0
(1− u)ψ∂g
∂t
(s, ψ
√
ε, θ, u)ψT du
−
∫ 1
0
(1− u)ψ ∂
2g
∂τ∂t
(s, ψ
√
ε, θ, u)ψT du
)
dψ (C.35)
for ε ≥ 0. Lemma 19 applied repeatedly to (C.22) confirms that
fk(θ, s, ε) =
Jk(θ, s, ε)
Pˆ1/ε(θ, s)
(C.36)
for all ε > 0. The integrands in (C.35) are continuous in all of their variables, including
at ε = 0, and by (C.23)–(C.24) are bounded by
((C ′)2 + C ′ + 1)(1 + |ψ|2)2α′+2 exp (−1
2
δ0 |ψ|2
)
(C.37)
for all ε ∈ [0, 1]. The function in (C.37) is integrable, so Lemma 19 implies that f1, f2, f3
are continuous. By another application of (C.32) with Z = fk, k = 1, 2, the continuity of
f2, f3 implies that
∂f1
∂τ
, ∂f2
∂τ
are continuous.
To complete the claim that f1, f2 are continuously differentiable, it suffices to show
that ∂f1
∂ε
and ∂f2
∂ε
are continuous. This is less clear: the integrands in (C.35) are typically
not differentiable at ε = 0 because of the
√
ε. However, in a Taylor expansion, the
√
ε
term is odd as a function of ψ and therefore makes no contribution to the integral. To
see this, note that the integrands defining f1, f2 can be written in the form Hk(ψ, ψ
√
ε),
where
H1(v, ϕ) =
exp
(− ∫ 1
0
(1− u)vg(s, ϕ, θ, u)vT du)√
det(2πK ′′0 (s; θ)
−1)
,
H2(v, ϕ) = −H1(v, ϕ)
∫ 1
0
(1− u)v∂g
∂t
(s, ϕ, θ, u)vT du.
(C.38)
(For convenience we omit the dependence on θ, s.) Apply (C.19) with f(u) = Hk(v, uϕ)
to find
Hk(ψ, ψ
√
ε) = Hk(ψ, 0) +
√
εψ∇ϕHk(ψ, 0) + ε
∫ 1
0
(1− u)ψ∇ϕ∇TϕHk(ψ, uψ
√
ε)ψT du.
(C.39)
The quantities Hk(v, ϕ) are even as functions of v for each fixed ϕ, so that ∇ϕHk(v, ϕ)
is also even as a function of v. Hence ψ∇ϕHk(ψ, 0) is odd as a function of ψ. From
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(C.23) and (C.25) it is straightforward to verify that Hk(v, ϕ),
∂Hk
∂ϕi
(v, ϕ), ∂
2Hk
∂ϕiϕj
(v, ϕ),
∂3Hk
∂ϕiϕjϕℓ
(v, ϕ), for k = 1, 2 and i, j, ℓ = 1, . . . , m, can all be bounded by
C ′′′′(1 + |ϕ|+ |v|)α′′′′ exp (−1
2
δ0 |v|2
)
(C.40)
for some constants C ′′′′, α′′′′ depending only on δ0, γ0. In particular, the term ψ∇ϕHk(ψ, 0)
is integrable, so that oddness implies that its integral is zero. Thus
fk(θ, s, ε) =
∫
R1×m
(
Hk(ψ, 0) + ε
∫ 1
0
(1− u)ψ∇ϕ∇TϕHk(ψ, uψ
√
ε)ψT du
)
dψ. (C.41)
In (C.41), the integrand is now continuously differentiable even at ε = 0, and (C.40)
implies that its derivative with respect to ε is bounded by an integrable function. Thus
Lemma 19 applies and verifies that ∂f1
∂ε
and ∂f2
∂ε
are continuous, as claimed, and hence
f1, f2 are continuously differentiable.
Finally define qk(θ, s, ε) = f˜k(θ, s, ε) + fk(θ, s, ε)− fk(θ, s, 0) for ε ∈ [0, 1/n0], so that
q1, q2 are continuously differentiable and qk(θ, s, 0) = 0 by construction. Combining (C.33)
and (C.36),
Pn(θ, s)
Pˆn(θ, s)
=
I1(θ, s, n)
Pˆn(θ, s)
= f˜1(θ, s, 1/n) + f1(θ, s, 1/n) = f1(θ, s, 0) + q1(θ, s, 1/n),
∂Pn
∂t
(θ, s)
Pˆn(θ, s)
=
I2(θ, s, n)
Pˆn(θ, s)
= f˜2(θ, s, 1/n) + f2(θ, s, 1/n) = f2(θ, s, 0) + q2(θ, s, 1/n).
(C.42)
We need to extend qk to be defined for ε ∈ [−1/n0, 1/n0] (this is for convenience only,
since the Implicit Function Theorem typically assumes that the base point belongs to the
interior of the domain) and this can be done arbitrarily as long as qk remains continuously
differentiable. Since qk(θ, s, 0) vanishes identically, one way to make this extension is
to require qk to be an odd function of ε. Lastly (4.8) follows from (C.42) by noting
g(s, 0, θ, u) = K ′′0 (s; θ),
∂g
∂t
(s, 0, θ, u) =
∂K ′′0
∂t
(s; θ) and calculating the Gaussian integrals
f1(θ, s, ε) =
∫
R1×m
exp
(−1
2
ψK ′′0 (s; θ)ψ
T du
)√
det(2πK ′′0 (s; θ)
−1)
dψ = 1,
f2(θ, s, ε) = −
∫
R1×m
exp
(−1
2
ψK ′′0 (s; θ)ψ
T du
)√
det(2πK ′′0 (s; θ)
−1)
1
2
ψ
∂K ′′0
∂t
(s, ϕ)ψTdψ
= −1
2
tr
(
K ′′0 (s; θ)
−1∂K
′′
0
∂t
(s; θ)
)
=
∂
∂t
log Pˆ (θ, s).
To prove Corollary 17, we first state an intermediate result.
Corollary 22. Under the hypotheses of Theorem 1, there are continuously differentiable
functions q5(θ, s, ε), q6(θ, s, ε), with values in R
1×p and Rm×1 respectively, defined on an
open set Q′ containing {(θ, s, 0) : (s, θ) ∈ intS}, such that q5(θ, s, 0) = 0, q6(θ, s, 0) = 0
and
∇θ logPn(θ, s) = ∇θ log Pˆ (θ, s) + q5(θ, s, 1/n),
∇s logPn(θ, s) = ∇s log Pˆ (θ, s) + q6(θ, s, 1/n)
(C.43)
whenever (θ, s, 1/n) ∈ Q′.
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Proof. Let t denote one of the entries θi or sj and consider
∂
∂t
logPn(θ, s). Comparing
with the ratio of the two quantities in (4.8), set
qt(θ, s, ε) =
∂
∂t
log Pˆ (θ, s) + q2(θ, s, ε)
1 + q1(θ, s, ε)
− ∂
∂t
log Pˆ (θ, s)
=
q2(θ, s, ε)− q1(θ, s, ε) ∂∂t log Pˆ (θ, s)
1 + q1(θ, s, ε)
. (C.44)
We have immediately that qt(θ, s, 0) = 0. By Proposition 15 and (4.4), q1, q2 and
∂
∂t
log Pˆ
are continuously differentiable, so qt will be as well provided that q1(θ, s, ε) 6= −1. Since
q1(θ, s, 0) = 0 and q1 is continuous, we can rule out q1(θ, s, ε) = −1 by shrinking Q′ to be
a suitable subset of Q. The functions q5, q6 are obtained by performing this construction
p+m times, for each of the entries of θ and s.
Proof of Corollary 17. From (B.3) we have
∇θ
(
logPn(θ, sˆ0(θ; y))
)
=
(∇θ logPn) (θ, sˆ0(θ; y)) + [(∇Ts logPn) (θ, sˆ0(θ; y))]∇θsˆT0 (θ; y),
(C.45)
so that if we set
q3(θ, y, ε) = q5(θ, sˆ0(θ; y), ε) + q6(θ, sˆ0(θ; y), ε)
T∇θsˆT0 (θ; y) (C.46)
then the relation (4.9) holds. The continuous differentiability of q3 and the relation
q3(θ, y, 0) = 0 follow from the corresponding properties for q5, q6 from Corollary 22 and
the fact that ∇θsˆT0 is continuously differentiable, see (4.4).
D Proofs of Proposition 16 and Theorem 5
The proof of Proposition 16 is almost identical to that of Proposition 15, and we outline
where and how they differ.
Proof of Proposition 16. The local bounds (C.8)–(C.9) use only (2.7) and (2.13), so they
continue to hold (after possibly decreasing δ(s, θ)) under the hypotheses of Theorem 5.
We may in addition assume that
δ(s, θ) < 1
2
π (D.1)
so that the region |ϕ| ≤ 2δ(s, θ), and therefore the support of η, are subsets of the region
(−π, π)1×m.
The bound (C.14) depends only on (2.13) and therefore remains valid; indeed, as
remarked in Section 2.5.2, the quantity w is 2π-periodic in each entry of ϕ, so it is enough
to know that w is continuous. We must establish an analogue of the bound (C.15), which
cannot be valid for all ϕ because of periodicity. From (C.9) and the argument that led to
(C.23), we can conclude that, uniformly over suitable neighbourhoods U and W ,
|w(s, ϕ, θ)| ≤ exp (−1
2
δ0 |ϕ|2
)
for |ϕ| ≤ 2δ(θ, s). (D.2)
On the other hand, by the assumption in Theorem 5,
max
ϕ∈[−π,π]1×m : |ϕ|≥2δ(θ,s)
|w(s, ϕ, θ)| < 1 for all (s, θ) ∈ intS, (D.3)
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and by continuity and compactness, this maximum is continuous as a function of (s, θ). It
follows that, shrinking δ0 if necessary, w satisfies the bound (C.15) for all ϕ ∈ [−π, π]1×m.
Let w˜(s, ϕ, θ) = w(s, ϕ, θ)1[−π,π]1×m(ϕ). Differentiation with respect to t or τ does not
affect the indicator, so w˜ satisfies the bounds (C.14)–(C.15). With these bounds given,
we can define I˜1, I˜2, I˜3 as in (C.12)–(C.13) with w replaced by w˜, and the same argument
shows that (C.17) holds with Ik and Pn replaced by I˜k and Pint,n.
The rest of the argument is proceeds as in the proof of Proposition 15: the construction
and bounding of h and g use only (C.8)–(C.9); the exponentially decaying bound (C.30)
still follows from (C.14)–(C.15), applied to w˜ and h; and the definition and analysis of
the functions f1, f2, f3, and of q1, q2, are unchanged.
Proof of Theorem 5 and Proposition 14(e). Analogues of Corollaries 17 and 22 for Pint(θ, s)
follow from Proposition 16 by the same argument as in Appendix C. The proofs of
Theorem 5 and Proposition 14(e) are then identical to the proofs of Theorems 1–4 and
Proposition 14(a)–(d) since all of those proofs use only the result of Corollary 17.
E Derivatives of F and proof of Lemma 18
In this section we verify that F (sT0 , θ0; y0, 0) = 0 and ∇sT ,θF (sT0 , θ0; y0, 0) is non-singular,
as asserted in the proof of Theorem 2, and we prove Lemma 18.
Since ε = 0, the assertions F1(s
T
0 , θ0; y0, 0) = 0 and F2(s
T
0 , θ0; y0, 0) = 0 reduce to
(2.16) and (2.17), respectively. The gradient of F with respect to its first two variables
(which we combine into a single column vector by concatenating sT and θ) has the block
decomposition
∇sT ,θF (sT0 , θ0; y0, 0) =
( ∇Ts F1(sT0 , θ0; y0) ∇θF1(sT0 , θ0; y0)
∇Ts F2(sT0 , θ0; y0, 0) ∇θF2(sT0 , θ0; y0, 0)
)
=
(
K ′′0 (s0; θ0) ∇s∇θK0(s0; θ0)
(∇s∇θK0(s0; θ0))T ∇Tθ∇θK0(s0; θ0)
)
, (E.1)
with the diagonal blocks symmetric. Abbreviate this as
∇sT ,θF (sT0 , θ0; y0, 0) =
(
A B
BT D
)
. (E.2)
Then, with I and 0 denoting the identity matrix and zero matrix of the indicated sizes,(
Im×m 0m×p
−BTA−1 Ip×p
)(
A B
BT D
)(
Im×m −BTA−1
0p×m Ip×p
)
=
(
A 0m×p
0p×m D − BTA−1B
)
. (E.3)
The matrix A = K ′′0 (s0; θ0) is positive definite, and we recognise D − BTA−1B as the
negative definite matrix H from (2.18). In particular, both are non-singular, and hence
∇sT ,θF (sT0 , θ0; y0, 0) is non-singular also, as claimed.
Proof of Lemma 18. Consider a solution s = s1, θ = θ1 of F (s
T , θ; y, 1/n) = 0. The
condition F1(s
T , θ; y) = 0 reduces to the saddlepoint equation (SESAR) so that s1 =
sˆ0(θ; y). Note that
R′x,n(θ)
T = F2(sˆ
T
0 (θ; y), θ; y, 1/n) (E.4)
so the condition F2(s
T , θ; y, 1/n) = 0 shows that θ1 is a critical point of Rx,n.
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To complete the proof it suffices to show that, possibly after shrinking U, V and in-
creasing n0, the Hessian R
′′
x,n(θ) is negative definite for all θ ∈ U, y ∈ V, n ≥ n0. From
(E.4) and (4.4) we have
R′′x,n(θ) = ∇θ
(
F2(sˆ
T
0 (θ; y), θ; y, 1/n)
)
= ∇θF2(sˆT0 (θ; y), θ; y, 1/n)
−∇Ts F2(sˆT0 (θ; y), θ; y, 1/n)K ′′0 (sˆ0(θ; y); θ)−1∇s∇θK0(sˆ0(θ; y); θ). (E.5)
We note that
h(s, θ, y, ε) = ∇θF2(sT , θ; y, ε)−∇Ts F2(sT , θ; y, ε)K ′′0 (s; θ)−1∇s∇θK0(s; θ) (E.6)
is a continuous function. Moreover h(s0, θ0, y0, 0) reduces to the negative definite matrix
D − BTA−1B = H from (2.18) and (E.3). By continuity, it follows that h(s, θ, y, ε) has
only negative eigenvalues for s, θ, y, ε in a suitable neighbourhood of s0, θ0, y0, 0. From
(E.5) we have R′′x,n(θ) = h(sˆ0(θ; y), θ, y, 1/n) which is therefore negative definite for all
θ, y in suitable neighbourhoods and all n large enough, as required.
F Proof of Theorem 3
Theorem 3 contains two separate assertions, about πΘ |U,x and about πˆΘ |U,x. We prove
a stronger statement that removes the restriction y = y0 and also applies to πˆ
∗
Θ |U,x from
Proposition 14(c). To state it, define
θˆ∗MLE inU ; 0(y) = argmax
θ∈U
Lˆ∗0(θ; y) (F.1)
and note that
θˆ∗MLE inU(x, n) = θˆ
∗
MLE inU ; 0(y) (F.2)
depends only on y and not n; see (4.2).
Proposition 23. Suppose (s0, θ0) ∈ intS and y0 ∈ Yθ0 are related as in (2.16), and
suppose that (SAR), (2.7), (2.12)–(2.13) and (2.17)–(2.18) hold. Suppose in addition that
the prior distribution πΘ has a probability density function that is continuous and positive
at θ0. Then there exist neighbourhoods U ⊂ R of θ0 and V ⊂ Rm×1 of y0 such that, for
all y ∈ V ,
under πΘ |U,x, πˆΘ |U,x or πˆ
∗
Θ |U,x,(√
n
(
Θ− θMLE inU(x, n)
)
,
√
n
(
Θ− θˆMLE inU(x, n)
)
,
√
n
(
Θ− θˆ∗MLE inU(x, n)
))
d→ (Z,Z, Z) as n→∞, (F.3)
where
Z ∼ N (0,−H(y)), H(y) = ∇Tθ∇θ log Lˆ∗0(θˆ∗MLE inU ; 0(y); y). (F.4)
Note that H(y) generalizes the Hessian H from (2.18), which corresponds to H(y0).
Proof. Start with U and V satisfying the conclusions of Theorem 2 and Proposition 14(b).
Let fΘ(θ) denote the prior density for Θ. Since fΘ(θ0) > 0 and fΘ is continuous, we
can shrink U if necessary so that log fΘ(θ) is bounded and continuous over θ ∈ U .
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Choose π˜n to be one of the posteriors πΘ |U,x, πˆΘ |U,x or πˆ
∗
Θ |U,x, let L˜n(θ; x) be the
corresponding choice out of Ln(θ; x), Lˆn(θ; x) or Lˆ
∗
n(θ; x), respectively, and let θ˜(x, n)
denote the corresponding choice out of θMLE inU(x, n), θˆMLE inU(x, n) or θˆ
∗
MLE inU(x, n),
respectively. Let Qn(θ; y) be the corresponding choice out of the functions Pn(θ, sˆ0(θ; y)),
Pˆn(θ, sˆ0(θ; y)) or the constant function 1, respectively, so that
log L˜n(θ; x) = n log Lˆ
∗
0(θ; y) + logQn(θ; y). (F.5)
Note from Theorem 2, Proposition 14(b) and (F.2) that
lim
n→∞
θ˜(x, n) = θˆ∗MLE inU ; 0(y) (F.6)
for fixed y ∈ V and all three choices for θ˜.
The Hessian matrix H(y0) = ∇Tθ∇θ log Lˆ∗0(θ0; y0) is negative definite by (2.18), so
continuity allows us to shrink U if necessary and choose δ > 0 small enough to ensure
that
vT∇Tθ∇θ log Lˆ∗0(θ; y)v ≤ −δ |v|2 (F.7)
for all θ ∈ U , y ∈ V and v ∈ Rp×1.
Shrinking U and V further if necessary, we may assume that U is a bounded convex
neighbourhood and that the Hessians ∇Tθ∇θ logQn and ∇Tθ∇θ log Lˆ∗0 are bounded and
uniformly continuous over θ ∈ U and n sufficiently large. This is evident if Qn(θ; y) is the
constant 1 or the function Pˆn(θ, sˆ0(θ; y)) since both have gradients that do not depend
on n and are continuously differentiable functions of θ. For Pn(θ, sˆ0(θ; y)) the statement
follows from Corollary 17.
Let f˜Zn(z) denote the posterior density function for Zn =
√
n(Θ− θ˜(x, n)) under π˜n.
By construction, f˜Zn is chosen to have the form
cnL˜n
(
θ˜(x, n) + z/
√
n; x
)
fΘ
(
θ˜(x, n) + z/
√
n
)
1{z∈suppZn}, (F.8)
provided it is possible to choose cn = cn(y, n) to make
∫
f˜Zn(z)dz = 1.
Apply Lagrange’s form of the Taylor series remainder term,
g(1) = g(0) + g′(0) +
∫ 1
0
(1− u)g′′(u)du, (F.9)
with g(u) = log L˜n(θ˜(x, n) + uz/
√
n; x). By construction, θ˜(x, n) is a critical point of
θ 7→ L˜n(θ; x), so that g′(0) = 0, while
g′′(u) = n−1zT∇Tθ∇θ log L˜n
(
θ˜(x, n) +
z√
n
; x
)
z. (F.10)
Combining (F.5) and (F.9)–(F.10), we compute
log L˜n
(
θ˜(x, n) +
z√
n
; x
)
= log L˜n
(
θ˜(x, n); x
)
+
∫ 1
0
(1− u)zT∇Tθ∇θ log Lˆ∗0
(
θ˜(x, n) +
uz√
n
; y
)
z du
+
1
n
∫ 1
0
(1− u)zT∇Tθ∇θ logQn
(
θ˜(x, n) +
uz√
n
; y
)
z du. (F.11)
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In the right-hand side of (F.11), the first term is constant with respect to z and does
not affect f˜Zn . By (F.6) and uniform continuity, the second and third term converge to
1
2
zTH(y)z and 0, respectively. Since θ˜(x, n) converges to an interior point of U , it follows
that 1{z∈suppZn} and fΘ
(
θ˜(x, n) + z/
√
n
)
converge pointwise to 1 and f(θˆ∗MLE inU ; 0(y)),
respectively. Thus
L˜n
(
θ˜(x, n) + z/
√
n; x
)
fΘ
(
θ˜(x, n) + z/
√
n
)
1{z∈suppZn}/L˜n
(
θ˜(x, n); x
)
(F.12)
converges pointwise to c(y) exp
(
1
2
zTH(y)z
)
, while the bound (F.7) and the boundedness
of fΘ and ∇Tθ∇θ logQn show that it is bounded by C exp
(
(−1
2
δ + C/n) |z|2). By the
Dominated Convergence Theorem, it follows that f˜Zn(z) converges to the limiting density
c′ exp
(
1
2
zTH(y)z
)
and Zn converges under π˜n to the corresponding distribution, which is
N (0,−H−1) as claimed.
Finally the joint convergence follows because, by Theorem 2 and Proposition 14(b),
the differences between the three MLEs are O(1/n) or O(1/n2) and are negligible com-
pared to the
√
n scaling.
Proof of Theorem 3 and Proposition 14(c). These are the special case y = y0 from Proposition 23,
and we note that taking y = y0 gives θˆ
∗
MLE inU(x, n) = θˆ
∗
MLE inU ; 0(y0) = θ0, so that
∇Tθ∇θ log Lˆ∗0(θˆ∗MLE inU ; 0(y0); y0) reduces to the matrix H from (2.18).
G Proof of Theorem 4
Theorem 4 follows by an application of the delta method to the functionG from Section 4.3.
Note that in the setup of Theorem 4, x and y from (SAR) are replaced by ξn and
1
n
ξn
respectively. Write
ζ¯n =
1
n
ξn (G.1)
so that (2.24) is the assertion
√
n
(
ζ¯n − y0
) d−→ N (0,Σ). (G.2)
Proof of Theorem 4 and Proposition 14(d). The assumptions give a neighbourhood V of
y0 and n0 ∈ N such that θˆMLE inU(x, n) and θMLE inU(x, n) exist for all y ∈ V and n ≥ n0.
Shrinking U, V and increasing n0 if necessary, we can assume that the constructions
involving G from the proof of Theorem 2 in Section 4.3, including Lemma 18, apply for
y ∈ V, n ≥ n0. (Shrinking U will not affect the values θˆMLE inU(x, n) or θMLE inU(x, n)
provided they still lie within U .) For n ≥ n0, define the event
En =
{
ζ¯n ∈ V
}
=
{
1
n
ξn ∈ V
}
. (G.3)
The assumption (G.2) implies that ζ¯n converges in probability to y0, so P(En) → 1 as
n→∞. On the event En, Lemma 18 gives(
sˆT
(
θMLE inU(ξn, n), ξn
)
θMLE inU(ξn, n)
)
= G(ζ¯n, 1/n). (G.4)
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Since G is continuously differentiable,
√
n
(
sˆT
(
θMLE inU(ξn, n), ξn
)− sT0
θMLE inU(ξn, n)− θ0
)
=
√
n
(
G(ζ¯n, 1/n)−G(y0, 0)
)
=
√
n
(
∇y,εG(y0, 0)
(
ζ¯n − y0
1/n
)
+ oP
( ∣∣ζ¯n − y0∣∣+ 1/n))
= ∇yG(y0, 0)
[√
n
(
ζ¯n − y0
)]
+O(1/
√
n) + oP(1) (G.5)
where oP(Bn) denotes a random variable An such that An/Bn converges to 0 in probability
as n→∞. Restricting our attention to the second sub-block of this vector,
√
n (θMLE inU(ξn, n)− θ0) =
(
0p×m Ip×p
)∇yG(y0, 0) [√n (ζ¯n − y0)]+ oP(1). (G.6)
In particular,
√
n (θMLE inU(ξn, n)− θ0) will converge to a limiting distribution Z that is
asymptotically normal with mean 0.
To calculate the covariance matrix of Z, and note that
∇yG(y0, 0) = ∇y,εG(y0, 0)
(
Im×m
01×m
)
=
[
− (∇sT ,θF (sT0 , θ0; y0, 0))−1∇y,εF (sT0 , θ0; y0, 0)
](Im×m
01×m
)
.
(G.7)
We compute
∇y,εF (sT0 , θ0; y0, 0)
(
Im×m
01×m
)
= −
(
Im×m
0p×m
)
(G.8)
and recalling (E.2)–(E.3) in which D − BTA−1B = H ,
(
0 I
)∇yG(y0, 0) = − (0 I) (∇sT ,θF )−1 [(∇y,εF )(I0
)]
= − (0 I) [(I −A−1B
0 I
)(
A−1 0
0 H−1
)(
I 0
−BTA−1 I
)][
−
(
I
0
)]
=
(
0 I
)(A−1 0
0 H−1
)(
I
−BTA−1
)
= −H−1BTA−1. (G.9)
From (G.2), it follows that the covariance matrix of Z is H−1BTA−1Σ
(
H−1BTA−1
)T
.
Since H and A are symmetric, this reduces to the expression in part (a).
To handle the joint convergence in Theorem 4(a) and Proposition 14(d), we again
observe that the differences between the three MLEs are negligible in the
√
n scaling of
Theorem 4.
Finally part (b) follows from the observation, discussed in Section 2.5.4, that s0 = 0
gives D = 0 and H = −BTA−1B. If in addition Σ = A then H−1BTA−1ΣA−1BH−1
simplifies to −H−1, as claimed.
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