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Abstract
For the one-dimensional XXX model under the periodic boundary condi-
tions, we discuss two types of eigenvectors, regular eigenvectors which have
finite-valued rapidities satisfying the Bethe ansatz equations, and non-regular
eigenvectors which are descendants of some regular eigenvectors under the
action of the SU(2) spin-lowering operator. It was pointed out by many
authors that the non-regular eigenvectors should correspond to the Bethe
ansatz wavefunctions which have multiple infinite rapidities. However, it has
not been explicitly shown whether such a delicate limiting procedure should
be possible. In this paper, we discuss it explicitly in the level of wavefunc-
tions: we prove that any non-regular eigenvector of the XXX model is derived
from the Bethe ansatz wavefunctions through some limit of infinite rapidities.
We formulate the regularization also in terms of the algebraic Bethe ansatz
method. As an application of infinite rapidity, we discuss the period of the
spectral flow under the twisted periodic boundary conditions.
1deguchi@phys.ocha.ac.jp .
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I. INTRODUCTION
The one-dimensional Heisenberg model (XXX model) under the periodic boundary con-
ditions is one of the fundamental models of integrable quantum spin systems. [1] Under
the spin SU(2) symmetry any eigenvector of the Hamiltonian is given by a highest-weight
vector or a descendant of some highest-weight vector. It has been shown by the algebraic
Bethe ansatz method [2] that any regular Bethe ansatz eigenstate of the XXX model gives
a highest weight vector. [3,4]. Let us consider the XXX Hamiltonian under the periodic
boundary conditions
H = −
J
4
L∑
ℓ=1
~σℓ · ~σℓ+1, where ~σL+1 = ~σ1 . (1.1)
Here the symbol ~σℓ = (σ
x
ℓ , σ
y
ℓ , σ
z
ℓ ) denotes the spin angular-momentum operator with S =
1/2 acting on the ℓ-th site of the ring. Let us denote by the symbol ~Stot the total spin-
operator: ~Stot =
∑L
ℓ=1 ~σℓ/2. Then, it is easy to show that the Hamiltonian is invariant under
the action of the SU(2): [H, ~Stot] = 0.
Let us introduce some notation of the coordinate Bethe ansatz [1,5,6]. We denote by
x1, x2, . . ., xM the coordinates of the M down-spins set in increasing order: 1 ≤ x1 < x2 <
· · · < xM ≤ L. Then, we define the Bethe ansatz wavefunction with M parameters k1, k2,
. . ., kM by the following:
f
(B)
M (x1, . . . , xM ; k1, . . . , kM) =
∑
P∈SM
AM(P ) exp

i M∑
j=1
kPjxj

 , (1.2)
where the sum is over all the permutations of M letters of the set {1, 2, . . . ,M}, and the
symbol Pj denotes the action of permutation P on letter j . Here the symbol SM denotes
the permutation group of M letters. We define the amplitudes AM(P )’s of the Bethe ansatz
wavefunction by
AM(P ) = C ǫ(P )
∏
1≤j<ℓ≤M
exp[i(kPj + kPℓ)] + 1− 2 exp(ikPj)
exp[i(kj + kℓ)] + 1− 2 exp(ikj)
, for P ∈ SM . (1.3)
Here the symbol ǫ(P ) denotes the sign of permutation P , and C is a constant. Let the
symbol |0〉 denote the vacuum state where all spins are up (M = 0). Then, we construct
the following vector from the Bethe ansatz wavefunction
2
||M〉 =
∑
1≤x1<x2<···<xM≤L
f
(B)
M (x1, . . . , xM ; k1, . . . , kM)σ
−
x1σ
−
x2 . . . σ
−
xM
|0〉. (1.4)
Here, the summation is over all the possible values of xj ’s given in increasing order. We call
the vector ||M〉 (1.4) with the amplitudes defined by eq. (1.3), a formal Bethe vector (or
formal Bethe state). We recall that there is no constraint on the M parameters k1, k2, . . .,
kM . When they are generic, the formal Bethe state (1.4) is not an eigenvector of the XXX
Hamiltonian.
Now, let us consider the Bethe ansatz equations. They correspond to the periodic bound-
ary conditions for the Bethe ansatz wavefunction.
exp(iLkj) = (−1)
M−1
M∏
ℓ=1,ℓ 6=j
exp[i(kj + kℓ)] + 1− 2 exp(ikj)
exp[i(kj + kℓ)] + 1− 2 exp(ikℓ)
,
for j = 1, . . . ,M. (1.5)
If all the parameters k1, k2, . . ., kM satisfy the Bethe ansatz equations, then the formal Bethe
vector ||M〉 becomes an eigenvector of the XXX Hamiltonian. Furthermore, if the kj’s satisfy
the conditions that kj 6= 0 (mod2π) for j = 1, . . . ,M , then we call the eigenvector regular,
and denote it by the symbol |M〉. It is called regular, since it is well defined as an eigenstate
given by the Bethe ansatz wavefunction. In this sense, it is also called a regular Bethe ansatz
state or a Bethe state, in short.
A regular eigenstate can lead to a series of non-highest weight eigenvectors of the SU(2)
symmetry. Let |R〉 denote a given regular eigenstate with R down-spins. Then, it is a
highest weight vector of the SU(2) symmetry with Stot = L/2 − R and S
z
tot = L/2 − R.
Here we assume that the number R should satisfy the condition: 0 ≤ R ≤ L/2, for regular
eigenvectors. From the eigenvector |R〉, we can derive a sequence of non-highest weight
eigenvectors: (S−tot)
K |R〉 for K = 1, . . . , L− 2R. We call the series of descendant eigenstates
non-regular. We denote them by
|R,K〉 =
1
K!
(
S−tot
)K
|R〉 for K = 1, . . . , L− 2R. (1.6)
It is remarked that the eigenvectors |R,K〉’s are fundamental in the completeness of the
spectrum of the XXX model, although they are called non-regular in this paper.
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The main question of this paper is how non-regular eigenvectors of the XXX model are
related to the Bethe ansatz wavefunctions. In fact, it has already been observed by Gaudin
[7] that the non-regular eigenvectors are associated with the Bethe ansatz wavefunction
with several parameters kj ’s being equal to zero. Furthermore, it was shown by Takhtajan
and Faddeev [3] that the creation operator B(v) is equivalent to the spin-lowering operator
S−tot by sending the rapidity v to infinity (see also Refs. [8–11]). We note that the limit of
sending the parameter kj to zero corresponds to the limit of the infinite rapidity. Here, for a
given parameter k, the rapidity v has been defined by the relation: exp(ik) = (v+ i)/(v− i);
rapidity v is finite if and only if k 6= 0 (mod 2π). In spite of the observations, however, it has
not been clearly shown yet whether one can construct the non-regular eigenvector |R,K〉
from the Bethe ansatz wavefunctions for the case of general K. In the case of multiple
infinite rapidities, the limit of the wavefunction depends not only on its normalization but
also on how we control the differences among the infinite rapidities. Thus, under a naive
limiting procedure, the amplitudes of the formal Bethe state become indefinite; it can vanish
or diverge depending on the limiting procedure. (For example, see also [12].) Furthermore, if
a set of parameters kj’s contains multiple zeros, then it is not clear whether the Bethe ansatz
wavefunction should vanish or not. In fact, for any given regular eigenvector, we can show
that if two momenta (or two rapidities) have the same value, then the norm of the eigenvector
is given by zero. This fact is called the “Pauli principle” of the Bethe ansatz wavefunction.
Thus, the question has been nontrivial. In this paper, we make it clear. We show that there
exists a certain limiting procedure through which any non-regular eigenvector of the XXX
model is derived from the formal Bethe state.
Let us explain our derivation of non-regular eigenvectors from the formal Bethe states,
briefly. We consider a given regular Bethe ansatz eigenstate |R〉 with R down-spins. It has
R rapidities v1, v2, . . . , vR, satisfying the Bethe ansatz equations for R down-spins. For a
given positive integer K, we consider the non-regular eigenstate |R,K〉. We recall that it
has been defined in eq. (1.6) and is derived from |R〉. Then, we introduce an additional set
of the rapidities vR+1, . . ., vR+K as follows
4
vR+j(Λ) = Λ + δj , for j = 1, . . . , K . (1.7)
Here we call the parameter Λ the “center” of the additional K rapidities vR+1, . . . , vR+K .
We assume that the δj ’s are arbitrary non-zero parameters, which can be sent to infinity.
Let us now consider a formal Bethe vector ||R + K〉 with R + K down-spins that has R
rapidities of the given regular eigenstate |R〉 (i.e., v1, . . . , vR) together with the additional
K rapidities given by eq. (1.7) (i.e., vR+1(Λ), . . . , vR+K(Λ)). We denote it by ||R,K; Λ〉.
Then, we can show that the vector ||R,K; Λ〉 becomes the non-regular eigenstate |R,K〉 by
sending Λ to infinity:
lim
Λ→∞
||R,K; Λ〉 = C |R,K〉 (1.8)
Here C denotes a constant. Thus, the non-regular eigenstate is derived from the Bethe
ansatz wavefunction.
We discuss only regular eigenvectors of the XXX model and their descendants which we
call non-regular eigenvectors. We do not consider other types of solutions in this paper.
In fact, it was shown that the so-called string hypothesis predicts the correct number of
appropriate solutions to the Bethe ansatz equations of the XXX model under the periodic
boundary conditions [1,13,14]. Although the hypothesis fails to count the particular type
of solutions, all the known numerical or analytical researches have shown that the total
number of solutions to the Bethe ansatz equations is given correctly [1,15,16,11]. Thus, it
is conjectured that all the regular eigenvectors and their descendants give the complete set
of eigenvectors of the XXX model. In fact, it is proven that the number of solutions of the
Bethe ansatz equations is given correctly for the XXX model under the twisted boundary
conditions with the generic twisting parameter [17]. It seems that the theorem does not
cover the case of the periodic boundary conditions, since it corresponds to a non-generic
point of the twisting parameter. However, the result of the paper might also shed some
light on the mathematical understanding of the string hypothesis and the number counting
arguments in general, as we shall discuss in sections 5 and 6.
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The contents of the paper consists of the following. In section 2 we give a formula
describing the action of powers of the spin-lowering operator. Then, through some examples,
we explicitly discuss the derivation of non-regular eigenvectors from formal Bethe states. It
is shown that infinite rapidities do not always satisfy the Bethe ansatz equations, although
the limit of the Bethe ansatz wavefunction satisfies the periodic boundary conditions. In
section 3, we give an explicit proof for the construction of non-regular eigenstates from
the formal Bethe states. We show in section 4 that the formal Bethe state can be defined
naturally in the algebraic Bethe ansatz. In fact, the formal Bethe state ||M〉 is equivalent
to the vector generated by the B operators on the vacuum: B(v1) · · ·B(vM)|0〉 with the M
rapidities v1, . . . , vM being generic. In section 5, we show how the concept of formal Bethe
states is useful in the analysis of the spectral flow of the XXX model under the twisted
boundary conditions. In fact, we can derive the 4π-period of the spectral flow under the
twisted boundary conditions, almost rigorously. In section 6, we give some discussions. In
order to make the paper self-consistent, some Appendices are provided. The formula for
the action of spin-lowering operator is proven in Appendix A. An example of the formal
Bethe state with three infinite rapidities is discussed in Appendix B. Some fundamental
properties of the symmetric group are given in Appendix C, which are important in sec. 3.
The “Pauli principle” of the Bethe ansatz wavefunction is explicitly proven in Appendix D.
Finally, we formulate rigorously the coordinate Bethe ansatz method introduced by Bethe
[1] in Appendix E.
II. FORMAL BETHE STATES AND NON-REGULAR EIGENSTATES
A. Non-regular eigenstates
Let us discuss the action of spin-lowering operator on arbitrary vectors with M down-
spins, explicitly. For an illustration we consider the case of M = 1. Let |1) denote a vector
with one down-spin
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|1) =
L∑
x1=1
g(x1)σ
−
x1 |0〉 , (2.1)
where g(x) is any given arbitrary function. Applying to it the spin-lowering operator S−tot =∑L
j=1 σ
−
j , we have
S−tot|1) =
L∑
x2=1
σ−x2
L∑
x1
g(x1)σ
−
x1
|0〉
=
L∑
x1=1
L∑
x2=1
g(x1)σ
−
x1σ
−
x2 |0〉
=

 ∑
1≤x1<x2≤L
+
∑
1≤x2<x1≤L

 g(x1)σ−x1σ−x2 |0〉
=
∑
1≤x1<x2≤L
(g(x1) + g(x2)) σ
−
x1
σ−x2 |0〉
=
∑
1≤x1<x2≤L

 ∑
1≤j≤2
g(xj)

 σ−x1σ−x2 |0〉 (2.2)
Here we note that (σ−x )
2
|0〉 = 0.
We can generalize the expression (2.2). Let us denote by the symbol |M) a vector with
M down-spins
|M) =
∑
1≤x1<x2<···<xM≤L
g(x1, x2, · · · , xM ) σ
−
x1
σ−x2 · · ·σ
−
xM
|0〉 , (2.3)
where g(x1, x2, · · · , xM ) is an arbitrary function of xj ’s. Then, it is clear that any vector
with M down-spins can be considered as a vector |M) with some function g(x1, x2, · · · , xM).
Now, we introduce the following formula
1
K!
(
S−tot
)K
|M) =
∑
1≤x1<···<xM+K≤L

 ∑
1≤j1<···<jM≤M+K
g(xj1, . . . , xjM )

 σ−x1 · · ·σ−xM+K |0〉. (2.4)
We note that the expression (2.2) corresponds to the case M = K = 1. An explicit proof
of the formula (2.4) will be given in Appendix A. In sec. 2.C, we shall consider the special
case of K = 2 and M = 1, which is given in the following
1
2
(
S−tot
)2
|1) =
∑
1≤x1<x2<x3≤L
∑
1≤j≤3
g(xj)σ
−
x1σ
−
x2σ
−
x3 |0〉
=
∑
1≤x1<x2<x3≤L
(g(x1) + g(x2) + g(x3))σ
−
x1
σ−x2σ
−
x3
|0〉. (2.5)
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Here we note that M +K = 1 + 2 = 3.
Let us consider a regular eigenstate |R〉 with R down-spins, and the non-regular eigen-
state |R,K〉 given by eq. (1.6). We recall that |R〉 is a highest weight vector of the SU(2)
with S = L/2−R and Sz = L/2−R. By applying the formula (2.4) to the definition (1.6)
of the non-regular eigenvector, then it is explicitly expressed in terms of the Bethe ansatz
wavefunctions
|R,K〉 =
∑
1≤x1<···<xR+K≤L

 ∑
1≤j1<···<jR≤R+K
f
(B)
R (xj1 , . . . , xjR)

 σ−x1 · · ·σ−xR+K |0〉. (2.6)
Here we recall that the function f
(B)
R (x1, · · ·xR; k1, . . . , kM) is the Bethe ansatz wavefunction
defined in eq. (1.2), where the kj ’s satisfy the Bethe ansatz equations.
B. Amplitudes of formal Bethe states
Let us recall the relation between rapidity vj and parameter kj
exp(ikj) =
vj + i
vj − i
for j = 1, . . . ,M. (2.7)
In terms of rapidities, the Bethe ansatz equations are given by(
vj + i
vj − i
)L
=
M∏
ℓ=1,ℓ 6=j
(
vj − vℓ + 2i
vj − vℓ − 2i
)
, for j = 1, . . . ,M. (2.8)
The amplitudes AM(P )’s defined in eq. (1.3) are given by the following
AM(P ) [v1, · · · , vM ] = ǫ(P )
∏
1≤j<k≤M
vPj − vPk + 2i
vj − vk + 2i
(2.9)
Here, the dependence of the amplitude AM(P ) on rapidities v1, . . . , vM is expressed in the
bracket [· · ·], explicitly. Here we note that the expression (1.3) of the amplitude AM(P ) is
proven in Appendix E.
Let us now introduce a useful formula for expressing the amplitudes of the Bethe ansatz
wavefunction. We denote by the symbol H(x) the Heaviside step function defined by H(x) =
1 for x > 0, and H(x) = 0 otherwise. Then, we can show that the amplitudes AM (P )’s
given in eq.(2.9) are expressed by the following
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AM(P ) =
∏
1≤j<k≤M
(
vj − vk − 2i
vj − vk + 2i
)H(P−1j−P−1k)
(2.10)
We shall prove the expression (2.10) in sec. 3.
For an illustration, we consider the amplitudes AM(P )’s for the case M = 3. Let us
express AM(P ) by AP1P2···PM . Then, they are given as follows
A123 = 1, A132 =
v2 − v3 − 2i
v2 − v3 + 2i
, A213 =
v1 − v2 − 2i
v1 − v2 + 2i
,
A231 =
(
v1 − v2 − 2i
v1 − v2 + 2i
)(
v1 − v3 − 2i
v1 − v3 + 2i
)
,
A312 =
(
v1 − v3 − 2i
v1 − v3 + 2i
)(
v2 − v3 − 2i
v2 − v3 + 2i
)
,
A321 =
(
v1 − v2 − 2i
v1 − v2 + 2i
)(
v1 − v3 − 2i
v1 − v3 + 2i
)(
v2 − v3 − 2i
v2 − v3 + 2i
)
. (2.11)
C. Formal Bethe states with additional infinite rapidities
Let us discuss some examples of the Bethe ansatz wavefunctions with additional ra-
pidities. We first consider the case of three down-spins with R = 1 and K = 2, i.e., the
formal Bethe state ||1, 2; Λ〉. Here, v2 and v3 are additional rapidities defined by eq. (1.7):
v2 = Λ+ δ1, v3 = Λ+ δ2. Here we assume that δ1 and δ2 are some constants. We recall that
v1 is the rapidity of the state |1〉 and it satisfies the Bethe ansatz equation for M = 1.
Let us denote the difference δ1 − δ2 by ∆. For simplicity, we assume that δ1 = −δ2.
Then, the additional rapidities are given by v2 = Λ +∆/2 and v3 = Λ−∆/2. Substituting
the rapidities v1, v2 and v3 into the amplitudes in (2.11), we have
A123(Λ) = 1, A132(Λ) =
∆− 2i
∆+ 2i
, A213(Λ) =
v1 − Λ−∆/2− 2i
v1 − Λ−∆/2 + 2i
,
A231(Λ) =
(
v1 − Λ−∆/2− 2i
v1 − Λ−∆/2 + 2i
)(
v1 − Λ+∆/2− 2i
v1 − Λ +∆/2 + 2i
)
,
A312(Λ) =
(
v1 − Λ +∆/2− 2i
v1 − Λ +∆/2 + 2i
)(
∆− 2i
∆+ 2i
)
,
A321(Λ) =
(
v1 − Λ−∆/2− 2i
v1 − Λ−∆/2 + 2i
)(
v1 − Λ+∆/2− 2i
v1 − Λ +∆/2 + 2i
)(
∆− 2i
∆+ 2i
)
. (2.12)
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Let us denote by f
(B)
R,K the Bethe ansatz wavefunction for the formal state ||R,K; Λ〉. The
Bethe ansatz wavefunction of ||1, 2; Λ〉 is given by
f
(B)
1,2 (x1, x2, x3; k1, k2(Λ), k3(Λ))
= A123 exp i (k1x1 + k2(Λ)x2 + k3(Λ)x3) + A132 exp i (k1x1 + k3(Λ)x2 + k2(Λ)x3)
+ A213 exp i (k2(Λ)x1 + k1x2 + k3(Λ)x3) + A312 exp i (k3(Λ)x1 + k1x2 + k2(Λ)x3)
+ A231 exp i (k2(Λ)x1 + k3(Λ)x2 + k1x3) + A321 exp i (k3(Λ)x1 + k2(Λ)x2 + k1x3)
for 1 ≤ x1 < x2 < x3 ≤ L , (2.13)
where k2(Λ) and k3(Λ) are given by
exp(ik2(Λ)) =
(
Λ+∆/2 + i
Λ +∆/2− i
)
, exp(ik3(Λ)) =
(
Λ−∆/2 + i
Λ−∆/2− i
)
. (2.14)
Sending the center Λ to infinity : Λ→∞, we have k2 = k3 = 0 (mod)2π and
A123(∞) = A213(∞) = A231(∞) = 1
A132(∞) = A312(∞) = A321(∞) =
∆− 2i
∆+ 2i
. (2.15)
Therefore, the limit of the Bethe ansatz wavefunction is given by
lim
Λ→∞
f
(B)
1,2 (x1, x2, x3; k1, k2(Λ), k3(Λ)) = C2
(
eik1x1 + eik1x2 + eik1x3
)
. (2.16)
where the constant C2 is given by
C2 =
(
1 +
∆− 2i
∆+ 2i
)
(2.17)
Combining the eqs. (2.16) and (2.5), we obtain the following result.
lim
Λ→∞
||1, 2; Λ〉 = C2
∑
1≤x1<x2<x3≤L
(
eik1x1 + eik1x2 + eik1x3
)
σ−x1σ
−
x2
σ−x3 |0〉
= C2
1
2!
(
S−tot
)2
|1〉
= C2 |1, 2〉 (2.18)
Thus, we have shown that the limit of the formal Bethe state ||1, 2; Λ〉 is equivalent to the
non-regular eigenstate |1, 2〉. We shall prove this equivalence for the general case in sec. 3.
For an illustration, we shall consider the case of R = 0 and K = 3 in Appendix B.
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Let us give some remarks on eq. (2.18). We see that the limiting procedure depends on
the difference ∆. If ∆ = −2i, then the constant C2 becomes infinite. If ∆ = 0, then the
constant C2 vanishes. Thus, the limit of the wavefunction with infinite rapidities v2 and v3
depends on how we send them into infinity.
D. The P.B.C.s for the limits of the formal Bethe states
The formal Bethe state ||R,K; Λ〉 satisfies the periodic boundary conditions after taking
the limit: Λ → ∞. In fact, it is clear since the limit gives the non-regular eigenvector
|R,K〉, which satisfies the periodic boundary conditions. Here we note that the total spin
operator ~Stot is translation invariant. However, infinite rapidities do not always satisfy the
Bethe ansatz equations.
For an illustration, let us consider the formal Bethe state ||1, 2; Λ〉. We denote by
f
(∞)
1,2 (x1, x2, x3) the limit of f
(B)
1,2 (x1, x2, x3; k1, k2(Λ), k3(Λ)) with Λ sent to infinity. We see
that it satisfies the periodic boundary conditions: f
(∞)
1,2 (x1, x2, x3) = f
(∞)
1,2 (x2, x3, x1 + L) for
1 ≤ x1 < x2 < x3 ≤ L. Explicitly we have
f
(∞)
1,2 (x2, x3, x1 + L) =
2∆
∆+ 2i
(
eik1x2 + eik1x3 + eik1(x1+L)
)
. (2.19)
Thus, it satisfies the periodic boundary conditions if and only if the following holds:
exp(ik1L) = 1 (2.20)
This is nothing but the Bethe ansatz equation for k1, and it does hold from the assumption
that v1 is the rapidity of a regular eigenvector |1〉.
Now let us show that the additional rapidities do not necessarily satisfy the Bethe ansatz
equations, although the limiting Bethe ansatz wavefunction satisfies the periodic boundary
conditions. Let us consider the Bethe ansatz equations for three rapidities v1, v2 and v3
(
v1 + i
v1 − i
)L
=
(
v1 − v2 + 2i
v1 − v2 − 2i
)(
v1 − v3 + 2i
v1 − v3 − 2i
)
(
v2 + i
v2 − i
)L
=
(
v2 − v1 + 2i
v2 − v1 − 2i
)(
v2 − v3 + 2i
v2 − v3 − 2i
)
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(
v3 + i
v3 − i
)L
=
(
v3 − v1 + 2i
v3 − v1 − 2i
)(
v3 − v2 + 2i
v3 − v2 − 2i
)
(2.21)
Taking the limit: Λ→∞, the three equations are reduced into the following
(
v1 + i
v1 − i
)L
= 1 (2.22)(
∆ + 2i
∆ − 2i
)
= 1 (2.23)
The equation (2.23) does not hold if ∆ takes a finite value; it holds only if |∆| =∞.
III. PROOF OF THE LIMIT OF FORMAL BETHE STATES
In this section we prove the theorem in the following.
Theorem III.1 Let |R〉 be a regular Bethe ansatz eigenstate with R down-spins and ra-
pidities v1, . . . , vR. We recall that the symbol ||R,K; Λ〉 denotes the formal Bethe state with
R + K down-spins, which has the R rapidities v1, . . . , vR of |R〉 together with additional
rapidities vR+1(Λ) . . . , vR+K(Λ). Then, the non-regular eigenstate |R,K〉, which is a de-
scendant of R, is equivalent to the limit of the formal Bethe state ||R,K; Λ〉 with Λ sent to
infinity:
lim
Λ→∞
||R,K; Λ〉 = CK |R,K〉 (3.1)
A. Derivation of the formula for amplitudes AM (P )’s
We now discuss the derivation of the formula (2.10), which rewrites the amplitudes
AM(P )’s defined in (1.3). Let us recall that the symbol H(x) denote the Heaviside step
function defined by H(x) = 1 for x > 0, and H(x) = 0 otherwise. We now show the
following proposition.
Lemma III.1 Let P be an element of SM , and v1, v2, . . . , vM be generic parameters. Then,
the following identity holds.
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∏
1≤j<k≤M
vPj − vPk + 2i
vj − vk + 2i
=
∏
1≤j<k≤M
(
vk − vj + 2i
vj − vk + 2i
)H(P−1j−P−1k)
. (3.2)
(Proof) Let us take a pair of integers j and k with j < k, and consider the factor vj−vk+2i
in the denominator of LHS of eq. (3.2). For the pair, there exist two integers ℓ and m such
that Pℓ = j, Pm = k. There are two cases either ℓ < m or ℓ > m. If ℓ < m, then we
have the factor vPℓ − vPm + 2i in the enumerator of LHS of eq. (3.2). Thus, the factors
associated with the rapidities vj and vk cancel each other. On the other hand, if ℓ > m, we
have vPm − vPℓ + 2i in the enumerator of LHS of eq. (3.2), and we have
vPm − vPℓ + 2i
vj − vk + 2i
=
vk − vj + 2i
vj − vk + 2i
. (3.3)
We can express these results by the following
(
vk − vj + 2i
vj − vk + 2i
)H(ℓ−m)
.
Considering all the pairs j, k with j < k, we establish the equality (3.2).
Q.E.D.
Proposition III.1 The amplitude AM(P ) defined by eq. (1.3) for P ∈ SM can be expressed
as follows.
AM(P ) =
∏
1≤j<k≤M
(
vj − vk − 2i
vj − vk + 2i
)H(P−1j−P−1k)
(3.4)
(Proof) The amplitude AM(P ) defined by eq. (1.3) is written in terms of rapidities as follows
AM(P ) = ǫ(P )
∏
1≤j<k≤M
vPj − vPk + 2i
vj − vk + 2i
(3.5)
In Appendix C, we show the following identity in Prop. C.1
ǫM(P ) =
∏
1≤j<k≤M
(−1)H(P
−1j−P−1k) (3.6)
Thus, making use of Lem. III.1 and Prop. C.1, we obtain
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AM (P ) = ǫ(P )
∏
1≤j<k≤M
vPj − vPk + 2i
vj − vk + 2i
= ǫ(P )
∏
1≤j<k≤M
(
vk − vj + 2i
vj − vk + 2i
)H(P−1j−P−1k)
=
∏
1≤j<k≤M
(
vj − vk − 2i
vj − vk + 2i
)H(P−1j−P−1k)
. (3.7)
Q.E.D.
We give a remark. Using Prop. III.1, we can explicitly prove that the Bethe states (and
also the formal Bethe states) should vanish when there are two momenta of the same value.
The proof is given in Appendix D.
B. Proof of the limit
Let us take a permutation P on R +K letters (P ∈ SR+K). We consider the following
set
P−1{1, 2, . . . , R} = {P−1j | for j = 1, 2, . . . , R}. (3.8)
Let us denote the elements of the set by a1, a2, . . . , aR, where aj ’s are set in increasing order:
a1 < a2 < · · · < aR. For the permutation P , we introduce permutation PR on R letters by
PRm = Pam for m = 1, . . . , R. (3.9)
Then, we have the following.
Lemma III.2 Let PR denote the permutation on R letters defined by (3.9) for a given
permutation P on R + K letters. For two integers j1 and j2 with 1 ≤ j1, j2 ≤ R, the
inequality P−1j1 < P
−1j2 holds if and only if PR
−1j1 < PR
−1j2. Equivalently, we have
H(P−1j1 − P
−1j2) = H(PR
−1j1 − PR
−1j2) for 1 ≤ j1, j2 ≤ R. (3.10)
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(proof) Let us denote P−1j1 and P
−1j2 by am1 and am2 , respectively. Then, by definition,
we have m1 = PR
−1j1 and m2 = PR
−1j2. Here we recall that aj’s are set in increasing order.
Thus, we see that am1 < am2 if and only if m1 < m2, which gives the proof.
Similarly, let us introduce a permutation on K letters. We consider the following set
P−1{R + 1, R+ 2, . . . , R +K} = {P−1j | for j = R + 1, R + 2, . . . , R +K}. (3.11)
We denote by b1, b2, . . . , bK , the elements of the above set. Here we assume that bj ’s are
in increasing order: b1 < b2 < · · · < bK . We define permutation PK on K letters by the
following
PKm = Pbm for m = 1, 2, . . . , K. (3.12)
Then, we can show the following.
Lemma III.3 Let PK denote the permutation on K letters defined by (3.12) for a given
permutation P on R+K letters. For two integers j1 and j2 with R+1 ≤ j1, j2 ≤ R+K, the
inequality P−1j1 < P
−1j2 holds if and only if PK
−1(j1 − R) < PK
−1(j2 −K). Equivalently,
we have
H(P−1j1 − P
−1j2) = H(PK
−1(j1 −R)− PK
−1(j2 −R)) for R + 1 ≤ j1, j2 ≤ R +K.
(3.13)
Making use of Lemmas III.1, III.2 and III.3, we now show the following proposition
Proposition III.2 Let us consider two positive integers R and K satisfying 0 < K ≤ L−
2R. Let v1, v2, . . . , vR be the rapidities of a given regular eigenvector |R〉 with R down-spins,
and vR+1(Λ), . . . , vR+K(Λ) be additional K rapidities which are given by vR+j(Λ) = Λ + δj
for j = 1, 2, . . . , K. Here δj’s are arbitrary constants. For the Bethe ansatz wavefunction
fR+K with its amplitudes AR+K(P )’s given by (1.3), we have the following limit.
lim
Λ→∞
fR+K(x1, . . . , xR+K ; k1, . . . , kR, kR+1(Λ), . . . , kR+K(Λ))
= CK
∑
1≤j1<···<jR≤R+K
fR(xj1, . . . , xjR, k1, . . . , kR) (3.14)
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Here kj’s are related to the rapidities vj’s through the relation: exp ikj = (vj + i)/(vj − i),
and the constant CK is given by
CK =
∑
P∈SK
AK(P ) [δ1, · · · , δK ] (3.15)
(Proof) We recall that the Bethe ansatz wavefunction fR+K is given by
f(x1, . . . , xR+K) =
∑
P∈SR+K
AR+K(P ) exp(i
R+K∑
j=1
kPjxj) (3.16)
Let us take a permutation P in SR+K . By Lemma III.2 we can show that the amplitude
AR+K(P ) of the formal Bethe state is given by
AR+K(P ) [v1, . . . , vR, vR+1(Λ), . . . , vR+K(Λ)] =
∏
1≤j<ℓ≤R+K
(
vj − vℓ − 2i
vj − vℓ + 2i
)H(P−1j−P−1ℓ)
(3.17)
The above product can be decomposed into the three parts in the following
∏
1≤j<ℓ≤R+K
(
vj − vℓ − 2i
vj − vℓ + 2i
)H(P−1j−P−1ℓ)
=
∏
1≤j<ℓ≤R
(
vj − vℓ − 2i
vj − vℓ + 2i
)H(P−1j−P−1ℓ)
×
∏
1≤j≤R
∏
R+1≤ℓ≤R+K
(
vj − vℓ − 2i
vj − vℓ + 2i
)H(P−1j−P−1ℓ)
×
∏
R+1≤j<ℓ≤R+K
(
vj − vℓ − 2i
vj − vℓ + 2i
)H(P−1j−P−1ℓ)
(3.18)
First, we consider the third part of RHS of (3.18). Making use of Lemma III.3, we have
∏
R+1≤j<ℓ≤R+K
(
vj − vℓ − 2i
vj − vℓ + 2i
)H(P−1j−P−1ℓ)
=
∏
1≤j<ℓ≤K
(
vj+R − vℓ+R − 2i
vj+R − vℓ+R + 2i
)H(P−1
K
j−P−1
K
ℓ)
=
∏
1≤j<ℓ≤K
(
δj − δℓ − 2i
δj − δℓ + 2i
)H(P−1
K
j−P−1
K
ℓ)
(3.19)
We note that RHS of (3.19) is nothing but AK(PK) [δ1, · · · , δK ]. Second, it is clear that
the second part of RHS of (3.18) becomes 1 under the limit: Λ → ∞. In fact, putting the
additional rapidities into the second part of RHS of (3.18), we have
∏
1≤j≤R
∏
R+1≤ℓ≤R+K
(
vj − vℓ − 2i
vj − vℓ + 2i
)H(P−1j−P−1ℓ)
=
∏
1≤j≤R
∏
R+1≤ℓ≤R+K
(
vj − Λ− δℓ − 2i
vj − Λ− δℓ + 2i
)H(P−1j−P−1ℓ)
. (3.20)
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Third, we consider the first part of RHS of (3.18). We recall that PR is defined for the given
permutation P by the relation (3.9). Then, from Lemma III.2, we have
∏
1≤j<ℓ≤R
(
vj − vℓ − 2i
vj − vℓ + 2i
)H(P−1j−P−1ℓ)
=
∏
1≤j<ℓ≤R
(
vj − vℓ − 2i
vj − vℓ + 2i
)H(PR−1j−PR−1ℓ)
(3.21)
We note again that RHS of (3.21) is equal to AR(PR) [v1, · · · , vR]. Thus, we have
lim
Λ→∞
AP+K(P ) [v1, · · · , vR, vR+1(Λ), · · · , vR+K(Λ)]
= AR(PR) [v1, · · · , vR] × AK(PK) [δ1, · · · , δK ] (3.22)
Let us now consider the exponential part of (3.16). We note the following
R+K∑
j=1
kPjxj =
R+K∑
ℓ=1
kℓxP−1ℓ
=
R∑
ℓ=1
kℓxP−1ℓ +
R+K∑
ℓ=R+1
kℓxP−1ℓ. (3.23)
Since kR+1 . . . kR+K are approaching to 0 (mod 2π) in the limit of sending Λ to infinity, we
have
lim
Λ→∞
R+K∑
ℓ=R+1
kℓ(Λ)xP−1ℓ = 0 (mod 2π). (3.24)
Making use of the relation PRm = Pam, we have
R∑
ℓ=1
kℓxP−1ℓ =
R∑
m=1
kPRmxP−1PRm =
R∑
m=1
kPRmxam (3.25)
Thus, we have
lim
Λ→∞
AR+K(P ) exp(
R+K∑
j=1
kPjxj)
= AK(PK) [δ1, . . . , δK ]× AR(PR) [v1, . . . , vR] exp(
R∑
m=1
kPRmxam) for P ∈ SR+K (3.26)
Finally, we give a remark. To pick up a permutation P on R + K letters is equivalent to
do the procedures in the following: we take a subset {a1, a2, . . . , aR} of the set of R + K
letters 1, 2, . . ., R+K, and specify PR on R letters and PK on K letters by (3.9) and (3.12),
respectively. Therefore, we have
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∑
P∈SR+K
=
∑
{a1,...,aR}⊂{1,2,...,R+K}
∑
PR∈SR
∑
PK∈SK
(3.27)
Thus, we have the relation (3.14), where am’s correspond to jm’s.
Q.E.D.
It is now clear that we obtain Theorem III.1 from Proposition III.2.
IV. FORMAL BETHE STATE FROM THE ALGEBRAIC BETHE ANSATZ
A. The algebraic Bethe ansatz for the XXX model under the P.B.C.s
The formal Bethe state has been formulated in terms of the coordinate Bethe ansatz
method in sec. 1. However, in this section, we show that it is also important in the context
of the algebraic Bethe ansatz method. In fact, we show that the formal Bethe state ||M〉
with M rapidities corresponds to the state created by the B operators with the same set
of rapidities. In the derivation, we use the method of the generalized two-site model first
discussed by Izergin and Korepin [18,19].
Let us formulate some notation for the algebraic Bethe ansatz of the XXX model under
the periodic boundary conditions. We define the L operator acting on the nth site of the
one-dimensional lattice by
Ln(λ) =

 λIn + ησ
z
n 2ησ
−
n
2ησ+n λIn − ησ
z
n

 (4.1)
Here we recall that the σzn’s are the Pauli matrices acting on the nth site. The monodromy
matrix is defined by the product of L operators
T (λ) = LL(λ− qL)LL−1(λ− qL−1) · · ·L1(λ− q1) (4.2)
Here the free variables qk’s are called inhomogeneous parameters. Let us denote the operator-
valued matrix elements of the monodromy matrix by
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T (λ) =

 A(λ) B(λ)
C(λ) D(λ)

 (4.3)
The transfer matrix of the XXX model is given by the trace of the monodromy matrix
τ(λ) = tr (T (λ)) = A(λ) +D(λ) (4.4)
The Hamiltonian of the XXX model is derived from the logarithmic derivative of the ho-
mogeneous transfer matrix where all the inhomogeneous parameters are given by zero. We
note that when qk = 0 for k = 1, . . . , L, we call the transfer matrix homogeneous. Explicitly,
we have
τ(η)−1
d
dλ
τ(λ)
∣∣∣∣∣
λ=η; q1=···=qL=0
=
1
4η
L∑
j=1
(~σj · ~σj+1 + 1) (4.5)
Let us consider the Yang-Baxter equations. With the R matrix
R(λ) =
1
λ


λ+ 2η 0 0 0
0 2η λ 0
0 λ 2η 0
0 0 0 λ+ 2η


, (4.6)
we can show the Yang-Baxter equations for the L operators
R(λ− µ) (Ln(λ)⊗ Ln(µ)) = (Ln(µ)⊗ Ln(λ))R(λ− µ) (4.7)
Here the symbol ⊗ denotes the direct product of matrices. Applying eq. (4.7) to each site,
we can derive the Yang-Baxter equations for the monodromy matrix
R(λ− µ) (T (λ)⊗ T (µ)) = (T (µ)⊗ T (λ))R(λ− µ) (4.8)
The Yang-Baxter equations for the monodromy matrices give the set of commutation rela-
tions among the operators A(λ), B(λ), C(λ), D(λ). For instance, we have
A(λ1)B(λ2) = f12B(λ2)A(λ1)− g12B(λ1)A(λ2) (4.9)
D(λ1)B(λ2) = f21B(λ2)C(λ1)− g21B(λ1)D(λ2) (4.10)
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Here the symbols f12 and g12 denote the following
f12 =
λ1 − λ2 − 2η
λ1 − λ2
, g12 = −
2η
λ1 − λ2
(4.11)
The operators A(λ) and D(λ) act on the vacuum |0〉 as
A(λ)|0〉 = a(λ) |0〉 , D(λ)|0〉 = d(λ) |0〉 (4.12)
where a(λ) and d(λ) are given by
a(λ) =
L∏
k=1
(λ− qk + η) , d(λ) =
L∏
k=1
(λ− qk − η) (4.13)
B. The Bethe ansatz wavefunction from the generalized two-site model
Let us explicitly calculate the entries (or matrix elements) of the vector
B(λ1) · · ·B(λM)|0〉. Let us consider two sub-lattices of the one-dimensional lattice with
sites 1 to L: one consisting of sites 1 to n and the other of n + 1 to L. The monodromy
matrix T (λ) for the total lattice is given by the product of two monodromy matrices for the
sub-lattices
T (λ) = T (2)(λ)T (1)(λ) (4.14)
where T (1)(λ) and T (2)(λ) are given by
T (1)(λ) = Ln(λ− qn)Ln−1(λ− qn−1) · · ·L1(λ− q1)
T (2)(λ) = LL(λ− qL)LL−1(λ− qL−1) · · ·Ln+1(λ− qn+1) (4.15)
Let us denote the elements of the monodromy matrices of the sub-chains by the following
T (α)(λ) =

 A
(α)(λ) B(α)(λ)
C(α)(λ) D(α)(λ)

 for α = 1, 2. (4.16)
Then, the product is given by
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
 A(λ) B(λ)
C(λ) D(λ)

 =

 A
(2)(λ) B(2)(λ)
C(2)(λ) D(2)(λ)



 A
(1)(λ) B(1)(λ)
C(1)(λ) D(1)(λ)

 (4.17)
It gives four relations. Among them, we consider the following
B(λ) = A(2)(λ)B(1)(λ) +B(2)(λ)D(1)(λ) (4.18)
By applying the formula (4.18) extensively, we can show the following [18,20]
M∏
j=1
B(λj)|0〉 =
((2))∑
S1,S2

 ∏
k∈S1
B
(1)
k
∏
m∈S2
B(2)m

 |0〉

 ∏
k∈S1
∏
m∈S2
fkm



 ∏
k∈S1
a
(2)
k



 ∏
m∈S2
d(1)m

 (4.19)
Here the symbol
∑((2))
S1,S2 denotes the sum over all the combination of sets S1 and S2 satisfying
the condition: S1∪S2 = {1, . . . ,M}. Here we have denoted B(λk) by Bk, briefly. The symbol
a
(2)
k has been defined by the relation: A
(2)(λk)|0〉 = a
(2)
k , and so on. We can prove the formula
(4.19) by induction on M .
Let us consider the case where the total lattice of 1 to L is divided into r parts. Then,
applying the formula (4.19), we can show the following [18,20]
M∏
j=1
B(λj)|0〉 =
((r))∑
S1,...,Sr

 r∏
α=1
∏
mα∈Sα
B(α)mα

 |0〉
×
∏
1≤α<β≤r
{ ∏
k∈Sα
∏
m∈Sβ
fkm



 ∏
k∈Sα
a
(β)
k



 ∏
m∈Sβ
d(α)m

} (4.20)
Here the symbol
∑((r))
S1,...,Sr denotes the sum over all the sets S1, . . . , Sr which satisfy the
condition: S1∪S2∪· · ·∪Sr = {1, 2, . . . ,M}. The formula (4.20) can be proven by induction
on r.
Let us consider the case of r = L where each of the sub-lattices is consisting of only one
site. Then, we can show B
(α)
k B
(α)
m |0〉 = 0, for any k,m ∈ Sα. Thus, if any one of the sets
S1, . . . , SL contains more than one integer, then the contribution for the sets vanishes in eq.
(4.20). Therefore, we may consider only such partitions of {1, . . . ,M} into L sets: S1, . . . , SL
where each of Sj’s contains at most one integer. Let us take one such partition and assume
that the symbols Sx1 , . . . , SxM denote the non-empty sets with 1 ≤ x1 < x2 < · · · < xM ≤ L.
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Then, there exists an element of the permutation group SM such that Sxj = {Pj} for
j = 1, . . . ,M . Now we can derive the following expression from eq. (4.20).
M∏
j=1
B(λj)|0〉 = (2η)
M
∑
P∈SM
∑
1≤x1<···<xM≤L
M∏
j=1
σ−xj |0〉
×

 ∏
1≤α<β≤M
fPk Pm

 M∏
α=1

 ∏
1≤k<jα
d
(k)
Pα
∏
jα<k≤L
a
(k)
Pα

 (4.21)
Here we have used the following
M∏
j=1
B
(xj)
Pj |0〉 = (2η)
M
M∏
j=1
σ−xj |0〉 (4.22)
which is valid when each of the L sub-lattices consists of one site. Here we note that the
product
∏
1≤j<k≤M fPj Pk is related to the amplitudes of the Bethe ansatz wavefunctions
∏
1≤j<k≤M
fPj Pk =

 ∏
1≤j<k≤M
fjk

 ∏
1≤j<k≤M
(
λj − λk + 2η
λj − λk − 2η
)H(P−1j−P−1k)
(4.23)
For the homogeneous case where qk = 0 for k = 1, . . . , L, we have
M∏
α=1

 ∏
1≤k<jα
d
(k)
Pα
∏
jα<k≤L
a
(k)
Pα

 = M∏
α=1
{
(λPα + η)
L
λPα − η
(
λPα − η
λPα + η
)xα}
(4.24)
Putting η = −i, we have
M∏
j=1
B(λj)|0〉 = F1({λj})
∑
P∈SM
∑
1≤x1<···<xM≤L
M∏
j=1
σ−xj |0〉

 ∏
1≤α<β≤M
fPk Pm

 exp

i M∑
j=1
kPjxj


(4.25)
where the factor F1({λj}) has been given by
F1({λj}) = (2η)
M
M∏
j=1
(λj − i)
L
λj + i
(4.26)
Noting the relation (4.23) we obtain
M∏
j=1
B(λj)|0〉 = F1({λj})F2({λj})
×
∑
P∈SM
∑
1≤x1<···<xM≤L

 M∏
j=1
σ−xj |0〉

 AM(P )[λ1, · · · , λM ] exp

i M∑
j=1
kPjxj

 (4.27)
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where the factor F2 has been given by F2({λj}) =
∏
1≤j<k≤M fjk. In terms of the notation
of the formal Bethe state ||M〉, we have
B(λ1) · · ·B(λM)|0〉 = ||M〉 × F1({λj})F2({λj}) (4.28)
Thus, we have shown that the formal Bethe state ||M〉 is nothing but the vector
B(λ1) · · ·B(λM)|0〉 where all the rapidities are given by free parameters. Here we remark
that the derivation of (4.21) for the cases of M = 1 and M = 2 has already been given
explicitly such as in Refs. [9,11].
We give some remarks. The expression (4.21) also holds for the XXZ model, where fjk,
a(λ) and d(λ) are replaced by
fjk =
sinh(λj − λk − 2η)
sinh(λj − λk)
, gjk = −
sinh(2η)
sinh(λj − λk)
a(λ) =
L∏
k=1
sinh(λ− qk + η) , d(λ) =
L∏
k=1
sinh(λ− qk − η) . (4.29)
Corresponding to eq. (4.23), for the XXZ model we have
∏
1≤j<k≤M
fPj Pk =

 ∏
1≤j<k≤M
fjk

 ∏
1≤j<k≤M
(
fkj
fjk
)H(P−1j−P−1k)
(4.30)
A similar relation with (4.21) has also been derived for the algebraic Bethe ansatz of the
elliptic quantum group [21], where fjk are expressed in terms of the elliptic theta functions.
V. THE SPECTRAL FLOW UNDER THE TWISTED B.C.S
A. Formal Bethe states under P.B.C.s
Let us discuss the formal Bethe state from the viewpoint of the ground-state solution
of the XXZ model given by Yang-Yang [5]. We consider the case of the anti-ferromagnetic
Heisenberg model. In this section we assume that L is even. We note that the relation
between momentum and rapidity is slightly different from that of sec.1 and sec. 2 due to
the gauge transformation [5].
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The Hamiltonian of the XXZ model is given by
H = −J
L∑
ℓ=1
(
Sxℓ S
x
ℓ+1 + S
y
ℓ S
y
ℓ+1 +∆S
z
ℓS
z
ℓ+1
)
. (5.1)
where ∆ is called the anisotropy parameter. Let us discuss the anti-ferromagnetic XXX
model. Hereafter we assume ∆ = −1. Under the periodic boundary condition: ~SL+1 = ~S1,
we have the Bethe ansatz equations
exp(iLkj) = (−1)
M−1
M∏
ℓ=1,ℓ 6=j
exp[i(kj + kℓ)] + 1− 2(−1) exp(ikj)
exp[i(kj + kℓ)] + 1− 2(−1) exp(ikℓ)
,
for j = 1, . . . ,M. (5.2)
We consider the case where all the momenta kj ’s are real. Taking the logarithm of the Bethe
ansatz eqs. (5.2), we have
Lpj = 2πIj −
M∑
ℓ=1,ℓ 6=j
Θ(pj, pℓ), for j = 1, . . . ,M. (5.3)
Here Ij = (M − 1)/2 (mod 1). The function Θ(p, q) has been given by [5]
Θ(p, q) = 2 tan−1
(
(−1) sin((p− q)/2)
cos((p+ q)/2)− (−1) cos((p− q)/2)
)
(5.4)
In Ref. [5], some important analytic properties of the function Θ(p, q) have been given. In
particular, we notice the following: When −π < p < π and −π < q < π, we have
lim
ǫ→0,0<ǫ≪1
Θ(π − ǫ, q) = −π, lim
ǫ→0,0<ǫ≪1
Θ(−π + ǫ, q) = π, (5.5)
Θ(p, q) = −Θ(q, p). (5.6)
Here we note that ǫ should be positive in the limits. In Ref. [5], the function is mainly
discussed within the range (−π, π) for p and q.
Let us first show that the limit: p→ −π under p > −π corresponds to the limit of infinite
rapidity: Λ → ∞ discussed in the previous sections. Let us introduce the transformation
between momentum k and rapidity v for the anti-ferromagnetic case (∆ = −1)
exp(ik) = (−1)
(
v + i
v − i
)
. (5.7)
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Here the extra (−1) factor corresponds to the gauge transformation, which is consistent
with the periodic boundary condition if L is even. By taking the logarithm of the relation
(5.7) and choosing the branch of the logarithmic function such that is consistent with the
function Θ(p, q), we have
k = −2 tan−1 v. (5.8)
It is clear that momentum k is in the range (−π, π) if v is finite. If we take the limit v →∞,
then the momentum k approaches to −π from the above (k > −π). Thus, we can extend
the range of real momenta as follows
− π ≤ k < π. (5.9)
Let us call momentum kj regular if it satisfies the condition: −π < kj < π. We now
introduce a symbol T1 for (L−M − 1)/2. From the viewpoint of the string-hypothesis, it is
shown that the integer (or half-odd integer) Ij for a regular real momentum kj satisfies the
condition: |Ij| < T1 [1,3,13,22].
We now consider such a solution to the Bethe ansatz equations that has the momentum
k0 = −π. Suppose that the set of R regular momenta k1, . . . , kR and one non-regular
momentum k0 = −π gives a solution to the Bethe ansatz equations (5.3) with M = R + 1
down-spins. We have the following equations.
Lkj = 2πIj −
R∑
ℓ=0,ℓ 6=j
Θ(kj, kℓ), for j = 1, . . . , R, (5.10)
Lk0 = 2πI0 −
R∑
ℓ=1
Θ(k0, kℓ). (5.11)
Here we have defined the equation for the momentum k0 = −π by taking the limit of k to
−π under the condition k > −π. We also assume that Ij = R/2 (mod 1) and |Ij| ≤ T1 =
(L− R)/2− 1 for j = 1, . . . , R. (M − 1 = R.)
Let us construct solutions to eqs. (5.10) and (5.11). Making use of the limit (5.5), we
can easily show that k0 = −π gives a solution to the equation (5.11) with I0 = −T1 − 1,
where T1 = (L−R)/2−1. Recall that for k0 = −π, we assume the limit: k0 → −π under the
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condition: k0 > −π. From the property (5.5), we can show that the eq. (5.10) is equivalent
to
Lkj = 2π(Ij +
1
2
)−
R∑
ℓ=1,ℓ 6=j
Θ(kj, kℓ), for j = 1, . . . , R. (5.12)
We note that the set of equations (5.12) is equivalent to the standard Bethe ansatz equations
(5.3) for R down-spins, where their numbers (Ij+1/2)’s satisfy the parity with R down-spins:
Ij + 1/2 = (R− 1)/2 (mod 1).
Let us summarize the construction of solutions to (5.10) and (5.11). We first consider the
standard Bethe ansatz equations (5.3) (or (5.12)) with R down-spins where their quantum
numbers Iˆj’s are given by Iˆj = Ij + 1/2 for j = 1, . . . , R. We denote the solutions by
kˆ1, . . . , kˆR for Iˆ1, . . . , IˆR, respectively. Then, the solutions to eqs. (5.10) and (5.11) are given
by
kj = kˆj, for j = 1, . . . , R,
k0 = −π, (5.13)
where I0 = −(L− R)/2.
It is interesting to note that the set of momenta k0, . . . , kR, constructed in the above
corresponds to such a solution of the Bethe ansatz equations that gives the non-regular
eigenstate |R, 1〉. In fact, we obtain the non-regular eigenstate |R, 1〉, by taking the limit of
the formal Bethe state ||R, 1; Λ〉 with the momenta k0, . . . , kR, where k0 corresponds to the
infinite rapidity.
B. Bethe states under the twisted B.C.s with a small twist
Let us now consider the twisted boundary conditions
S±L+1 = S
±
1 exp(±iΦ), S
z
L+1 = S
z
1 . (5.14)
Here we call the variable Φ the twisting parameter. The Bethe ansatz equations under the
twisted boundary conditions are given by [23–29]
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exp(iLpj) = (−1)
M−1 exp(iΦ)
M∏
ℓ=1,ℓ 6=j
exp[i(pj + pℓ)] + 1− 2(−1) exp(ipj)
exp[i(pj + pℓ)] + 1− 2(−1) exp(ipℓ)
,
for j = 1, . . . ,M. (5.15)
Let us assume that all the momenta pj ’s are real. Taking the logarithms of eqs. (5.15), we
have
Lpj = 2πIj + Φ−
M∑
ℓ=1,ℓ 6=j
Θ(pj , pℓ), for j = 1, . . . ,M. (5.16)
where Ij = (M − 1)/2 (mod 1).
Let us discuss the adiabatic behaviors of solutions of the Bethe ansatz equations (5.16)
under the twisted boundary conditions, where Φ is a very small positive number, and is
increased adiabatically. Here we assume that R + 1 momenta: p0, p1, . . . , pR are solutions
of the Bethe ansatz equations where one momentum p0 is close to −π (p0 ∼ −π). We also
assume that R < L/2. We consider the following equations.
Lpj = 2πIj + Φ−
R∑
ℓ=0,ℓ 6=j
Θ(pj , pℓ), for j = 1, . . . , R, (5.17)
Lp0 = 2πI0 + Φ−
R∑
ℓ=1
Θ(p0, pℓ). (5.18)
Here, Ij = R/2 (mod 1) and |Ij| ≤ T1 = (L−R)/2− 1 for j = 1, . . . , R. (Note M − 1 = R.)
Now, let us introduce a small positive number ǫ and express p0 as p0 = −π + ǫ. Then, we
can expand the function Θ(p, q) in the following
Θ(−π + ǫ, q) = π − 2ǫ+ ǫ2 tan
q
2
+O(ǫ3),
Θ(π − ǫ, q) = −π + 2ǫ+ ǫ2 tan
q
2
+O(ǫ3). (5.19)
Substituting the expansion into eq. (5.18) we have
2πI0 + Φ = −π(L−R) + ǫ(L− 2R) +O(ǫ
2). (5.20)
Let us consider the adiabatic change of the twisting parameter Φ. When we change the
parameter Φ infinitesimally, then the quantum number I0 does not change at all. Thus, we
obtain the following solutions
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I0 = −L−R/2 = −T1 − 1,
ǫ = Φ/(L− 2R) +O(ǫ2). (5.21)
The solution: p0 = −π +Φ/(L− 2R) +O(ǫ
2) can be considered as a regular solution, since
it satisfies the condition −π < p0 < −π. Furthermore, it is clear that p0 approaches to
k0 under the limit Φ → 0 with Φ > 0. Therefore, we conclude that the formal solution
k0 = −π under the periodic boundary conditions corresponds to the regular solution p0 =
−π + Φ/(L− 2R) +O(ǫ2) under the twisted boundary conditions.
We make a remark on the number of solutions to eq. (5.16). Under the periodic boundary
conditions, there are 2T1 + 1 = L − M regular solutions. Under the twisted boundary
conditions, however, we have one more regular solution and 2T1 + 2 = L −M + 1 regular
solutions in total.
C. Analytic continuation of Θ(p, q) and 2pi-shift of momentum
In the previous subsection we have considered the case where the twisting parameter Φ
is very small. Hereafter, we discuss how the ground-state solution changes with respect to
the parameter Φ, and then we shall show that the spectral flow should have the period of
4π, at the end of sec. 5.
Let us consider an extension of the function Θ(p, q) of the variable p defined on the range
(−π, π) into a continuous function defined over (−∞,∞). Taking into account the analytic
property (5.5), we make the extension with respect to p as follows
Ξ(p, q) =


−(2n + 1)π, if p = (2n+ 1)π, for an integer n,
Θ(p− 2π
[
p+ π
2π
]
, q)− 2π
[
p+ π
2π
]
, otherwise.
(5.22)
Here the symbol [x] denotes the Gauss’ symbol. We recall that p is an arbitrary real number
in eq. (5.22). We also extend the function Θ(p, q) with respect to q by assuming the relation
θ(p, q) = −θ(q, p).
In terms of the extended function, the Bethe ansatz equations are given by
28
Lpj = 2πIj + Φ−
M∑
ℓ=1,ℓ 6=j
Ξ(pj, pℓ), for j = 1, . . . ,M, (5.23)
where Ij = (M − 1)/2 (mod 1). We recall that the range of pj’s are given by the extended
zone (−∞,∞) in eqs. (5.23). We note that for regular solutions, eqs. (5.23) are equivalent
to the standard Bethe ansatz equations (5.16). We recall that when pj ’s are regular, then
they satisfy −π < pj < π.
Let us discuss the number of all the possible solutions to eqs. (5.23). We assume that
p1, . . . , pM are solutions to (5.23) with the quantum numbers I1, . . . , IM , respectively. Let
us take a suffix j1 from 1, . . . ,M . We consider momenta pˆj given by
pˆj1 = pj1 + 2π and pˆj = pj if j 6= j1 (1 ≤ j ≤ M). (5.24)
Putting pˆj ’s into the eq. (5.23), we see that they give solutions to eq. (5.23) with the
quantum numbers Iˆj ’s where they are given by
Iˆj1 = Ij1 + L−M + 1, and Iˆj = Ij + 1 for j 6= j1 (1 ≤ j ≤M). (5.25)
Thus, we may regard the number L−M+1 as the period of the quantum numbers Ij’s. There-
fore, we may consider only L−M + 1 different values for Ij ’s such as −T1 − 1,−T1, · · · , T1.
This choice is consistent with the range of momentum −π ≤ k < π. (I0 = −T1 − 1 corre-
sponds to k0 = −π or v = ∞ when Φ = 0.) Thus, if there is a one-to-one correspondence
between kj’s and Ij ’s, then the number of solutions of the Bethe ansatz equations is given
by L−M + 1. We note L−M + 1 = (2T1 + 1) + 1, where 2T1 + 1 is the number of regular
solutions given by the string hypothesis.
Let us make a remark on the change in the total momentum Ptot induced by the shift:
pj1 → pj1 + 2π. In fact, it is consistent with the shift of the quantum numbers Iˆj ’s. We
denote by Pˆtot the total momentum for the momenta pˆj ’s and Iˆj ’s. Then, we have
Pˆtot =
∑
j
pˆj = 2π +
∑
j
pj ,
2π
L
∑
j
Iˆj =
2π
L
∑
j 6=j1
(Ij − 1) +
Ij1 + L−M + 1
L
= 2π +
2π
L
∑
j
Ij.
(5.26)
29
D. Period 4pi of spectral flow under the twisted B.C.s
Let us discuss how the ground-state solution changes when we increase the twisting
parameter Φ adiabatically from 0 to 4π. In fact, it is known that the spectral flow of the
ground state energy has the period of 4π with respect to the twisting parameter [25–29]. In
the following paragraphs, we shall show that the shift (5.25) on the Ij ’s is consistent with
the 4π period of the spectral flow of the ground-state energy.
We consider the half-filling case where M = L/2. Here, we have T1 = (L/2 − 1)/2. Let
symbols pj(Φ) for j = 1, . . . ,M denote the momenta satisfying the Bethe ansatz equations
(5.23) under the twisted boundary condition. We assume that when Φ = 0, the momenta
are given by those of the ground state, where −π < pj(0) < π and Ij = −T1 + (j − 1) for
j = 1, . . . , L/2. We may assume that p1(0) < · · · < pL/2(0).
Let us recall the adiabatic hypothesis that when we change the parameter Φ infinitesi-
mally, then the quantum number Ij for momentum pj(Φ) does not change at all, while the
momentum pj(Φ) changes proportionally to the infinitesimal change of Φ. We note that
under the adiabatic hypothesis we have k1(Φ) < · · · < kL/2(Φ). Now we consider the case
when Φ is very close to 2π. We set Φ = 2π− δ, where δ is a small positive number. Making
use the expansion (5.19), we can solve the Bethe ansatz equations (5.23), and we obtain the
following
pL/2(2π − δ) = π − δ/2 +O(δ
2). (5.27)
Thus, when Φ = 2π, we have momenta p1(2π), . . . , pL/2(2π), where their quantum numbers
are increased by 1 and they are given by
Ij = −T1 + (j − 1) + 1 for j = 1, . . . , L/2. (5.28)
Here we note that pL/2(2π) = π and IL/2 = T1 + 1. Let us now apply the shift (5.25) to the
system of the solutions. We note that pL/2(2π)−2π = −π and T1+1−(L−M+1) = −T1−1.
Thus, they are equivalent to the following set of solutions to (5.23)
pL/2(2π)− 2π = −π, p1(2π), . . . , p(L−2)/2(2π)
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with their quantum numbers given by
IL/2 = −T1 − 1, I1 = −T1, . . . , T1 − 1,
respectively. We further increase the twist parameter Φ until it becomes 4π. Then, we see
that the set of momenta
pL/2(4π)− 2π, p1(4π), . . . , pL/2−1(4π)
satisfy the Bethe ansatz equations (5.23) with
IL/2 = −T1, I1 = −T1 + 1, · · · , I(L−2)/2 = T1.
Thus, we obtain
pL/2(4π)− 2π = p1(0), p1(4π) = p2(0), . . . , p(L−2)/2(4π) = p(L−2)/2.
The set of momenta for Φ = 4π is equivalent to that of Φ = 0. Therefore we conclude that
the solutions to the Bethe ansatz equations which corresponds to the ground-state at Φ = 0
has the period of 4π.
VI. DISCUSSIONS
In this paper, we have explicitly shown that any non-regular eigenvector is derived from
the Bethe ansatz wavefunction with infinite rapidities, for the one-dimensional XXX model
under the periodic boundary conditions. The formula (2.10) for the amplitudes of the Bethe
ansatz wavefunction has played a central role in the proof.
Let us discuss the string hypothesis, explicitly. It is based on the assumption that the
Bethe ansatz equations (2.8) have complex solutions given in the following
vn,jα = v
n
α + i(n + 1− 2j) + ǫ
n,j
α for j = 1, . . . , n. (6.1)
Here, it is also assumed that the absolute values of the correction terms |ǫn,jα | should be
very small. The set of complex rapidities vn,jα for j = 1, . . . , n is called an n-string solution
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[1,13,14] . The value vnα is called the center of the string solution. The number n is called
the length of the string solution.
Let us discuss the formula (2.10) of the amplitudes from the viewpoint of the string
hypothesis. For any given n-string solution, we set the n rapidities in the string in such
an order that vjα − v
k
α ≈ 2i(k − j) for any j < k with 1 ≤ j, k ≤ n. Then, the value of
the amplitude AM(P ) given by eq. (2.10) becomes stabilized and well-defined, since we can
avoid the appearance of any very small factor of O(ǫ) in the denominator of eq. (2.10).
Let us discuss the number of solutions to the Bethe ansatz equations for the strings of
length n [1,13] . Let us define number Tn by
Tn =
1
2
(
N − 1−
∞∑
m=1
tnmMm
)
(6.2)
Here Mm denotes the number of string solutions of length m and tnm is given by
tnm = 2min(n,m)− δnm .
Under the periodic boundary conditions (Φ = 0), it is discussed that the number of string
solutions of length n is given by 2Tn + 1 [13,14] . We can show that if there are 2Tn + 2
different string solutions of length n, then all the solutions to the Bethe ansatz equations
correspond to a complete set of the eigenvectors of the XXX Hamiltonian under the twisted
boundary conditions. The result of the present paper suggests that the K infinite rapidities
of a non-regular eigenvector |R,K〉might correspond to aK-string solution under the twisted
boundary conditions. Thus, we have a conjecture that any non-regular eigenvector under
the P.B.C.s of the form |R,K〉 should correspond to a regular eigenvector with a K-string
solution under the twisted B.C.s. It seems that the conjecture should be consistent with
the result of Ref. [17]. However, a detailed numerical research on K-strings with large K’s
should be performed such as studied in Ref. [30].
Finally, we give a remark on a possible application of the result of the present paper to
the XXZ and XYZ models. Recently, it has been shown that under the periodic boundary
conditions, the one-dimensional XXZ Hamiltonian at the q root of unity conditions has the
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sl2 loop algebra symmetry [31–33]. In fact, we can discuss the spectral degeneracy of the
XXZ model at the root of unity conditions in terms of the algebraic Bethe ansatz method
by applying some of the techniques developed in the paper [34]: combining the expression
(4.21) with the formula (4.30) of the amplitudes AM(P )’s, we can construct singular solutions
related to the sl2 loop algebra. Thus, we can show the validity of the construction of the
complete N -string solutions discussed in Ref. [33] in the level of eigenvectors. We can also
prove it by showing that the limits of the Bethe ansatz wavefunctions satisfy the sufficient
conditions for the eigenvectors of the XXZ model, which are summarized in Appendix E.
Surprisingly, a similar method can also be applied to the analysis of the spectral degeneracy
of the XYZ model addressed in Ref. [31]. The details will be discussed in subsequent papers.
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A. APPENDIX: FORMULA FOR THE ACTION OF SPIN-LOWERING
OPERATOR
Let us introduce some symbols. First, we shall abbreviate the symbol
∑
1≤x1<···<xM≤L
by
∑∼
x1<···<xM
, in short. Second, for a non-negative integer K, we denote by the symbol∑
{j1,j2,...,jM}⊂{1,...,M+K} the summation over all the subsets {j1, j2, . . . , jM} of {1, 2, . . . ,M +
K}, where jk’s are set in increasing order j1 < · · · < jM . Thus, the two symbols in the
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following express the same sum.
∑
{j1,...,jM}⊂{1,...,M+K}
=
∑
1≤j1<···<jM≤M+K
. (A.1)
Proposition A.1 Recall that |M) denotes an arbitrary vector with M down-spins defined
by eq. (2.3). We denote by |M,K) the vector obtained from |M) multiplied by the power of
the spin-lowering operator
|M,K) =
1
K!
(
S−tot
)K
|M) (A.2)
Then, we can show the following formula
|M,K) =
∼∑
x1<···<xM+K

 ∑
{j1,...,jM}⊂{1,...,M+K}
g(xj1, . . . , xjM )

σ−x1σ−x2 · · ·σ−xM+K |0〉 (A.3)
(Proof) We prove the formula (A.3) by induction on K.
(i) We show (A.3) for the case of K = 1. Applying S−tot to |M), we have
S−tot|M) =
L∑
y=1
σ−y
∑
x1<···<xM
g(x1, . . . , xM)σ
−
x1
· · ·σ−xM |0〉
=
∼∑
x1<···<xM

y<x1∑
y=1
+
y<x2∑
y>x1
+ · · ·+
L∑
y>xM

 g(x1, . . . , xM )σ−y σ−x1 · · ·σ−xM |0〉.
(A.4)
We note the following calculation.
∼∑
x1<···<xM
y<xj+1∑
y>xj
g(x1, . . . , xM)σ
−
y σ
−
x1
· · ·σ−xM
=
∼∑
x1<···<xj<y<xj+1<···xM
g(x1, . . . , xM)σ
−
x1 · · ·σ
−
xj
σ−y σ
−
xj+1
· · ·σ−xM
=
∼∑
x1<···<xM+1
g(x1, . . . , xj , xj+2, . . . , xM+1︸ ︷︷ ︸
(j+1)th,...,Mth
)σ−x1 · · ·σ
−
xM+1
(A.5)
In the last line, we have replaced the symbols y, xj+1, . . . , and xM by xj+1, xj+2, . . . , and
xM+1, respectively. Substituting (A.5) into (A.4), we have
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S−tot|M) =
∼∑
x1<···<xM+1
(g(x2, . . . , xM+1) + g(x1, x3, . . . , xM+1) + · · ·
+ · · ·+ g(x1, x2, . . . , xM))σ
−
x1
· · ·σ−xM+1 |0〉
=
∼∑
x1<···<xM+1

 ∑
{j1,...,jM}⊂{1,2,...,M+1}
g(xj1, . . . , xjM )

σ−x1 · · ·σ−xM+1 |0〉.
(A.6)
Thus, we have the expression (A.3) for the case of K = 1.
(ii) Let us assume the expression (A.3) for the case of K. Then, we show the case of K + 1
in the following.
S−tot|M,K)
=
L∑
y=1
σ−y

 ∑
x1<···<xM+K
∑
{j1,...,jM}⊂{1,...,M+K}
g(xj1, . . . , xjM )σ
−
x1 · · ·σ
−
M+K

 |0〉
=
∼∑
x1<···<xM+K

y<x1∑
y=1
+
y<x2∑
y>x1
+ · · ·+
L∑
y>xM+K


×
∑
{j1···jM}⊂{1,...,M+K}
g(xj1, . . . , xjM )σ
−
y σ
−
x1
· · ·σ−xM+K |0〉. (A.7)
By a similar method for the case (i), we can show the following
∼∑
x1<···<xM+K
y<xℓ+1∑
y>xℓ
∑
{j1,...,jM}⊂{1,...,M+K}
g(xj1, . . . , xjM ) σ
−
y σ
−
x1 · · ·σ
−
xM
=
∼∑
x1<···<xℓ<y<xℓ+1<···<xM+K
∑
{j1,...,jM}⊂{1,...,M+K}
g(xj1, . . . , xjM )σ
−
x1
· · ·σ−xℓσ
−
y σ
−
xℓ+1
· · ·σ−xM
=
∼∑
x1<···<xM+K+1
∑
{j1,···,jM}⊂{1,...,ℓ,ℓ+2,...,M+K+1}
g(xj1, . . . , xjM )σ
−
x1
· · ·σ−xM+1 (A.8)
In the last line, we have replaced the symbol y by xℓ+1, and ℓ+1, . . . ,M by ℓ+2, . . . ,M+1,
respectively. Substituting (A.8) into (A.7), we have
S−tot|M,K)
=
∼∑
x1<···<xM+K+1

 ∑
{j1,···,jM}⊂{2,3,...,M+K+1}
+
∑
{j1,···,jM}⊂{1,3,...,M+K+1}
+ · · ·+
∑
{j1,···,jM}⊂{1,2,...,M+K}


×g(xj1 , . . . , xjM )σ
−
x1
· · ·σ−xM+K+1 |0〉
= (K + 1)
∼∑
x1<···<xM+K+1

 ∑
{j1,...,jM}⊂{1,2,...,M+K+1}
g(xj1, . . . , xjM )

σ−x1 · · ·σ−xM+1|0〉 (A.9)
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In the derivation of the last line, we note that after selecting M integers j1, j2, . . . , jM from
the set {1, 2, . . . ,M +K + 1}, there are (K + 1) ways for choosing one more element from
the remaining K + 1 integers. Thus, we have the factor (K + 1).
Q.E.D.
B. APPENDIX: FORMAL BETHE STATE WITH THREE INFINITE
RAPIDITIES
Let us discuss the infinite limit of the formal Bethe state ||R,K; Λ〉 of the case R = 0
and K = 3. Here, v1, v2 and v3 are additional rapidities given by v1 = Λ + δ1, v2 = Λ + δ2
and v3 = Λ+δ3. Let us denote δ1−δ2 and δ2−δ3 by ∆12 and ∆23, respectively. After taking
the limit of sending Λ to infinity, we have
A123(∞) = 1, A132(∞) =
∆23 − 2i
∆23 + 2i
, A213(∞) =
∆12 − 2i
∆12 + 2i
,
A231(∞) =
(
∆12 − 2i
∆12 + 2i
)(
∆12 +∆23 − 2i
∆12 +∆23 + 2i
)
,
A312(∞) =
(
∆12 +∆23 − 2i
∆12 +∆23 + 2i
)(
∆23 − 2i
∆23 + 2i
)
,
A321(∞) =
(
∆12 − 2i
∆12 + 2i
)(
∆12 +∆23 − 2i
∆12 +∆23 + 2i
)(
∆23 − 2i
∆23 + 2i
)
. (B.1)
The limit of the Bethe ansatz wavefunction for the formal Bethe state ||0, 3; Λ〉 is given by
lim
Λ→∞
f
(B)
0,3 (x1, x2, x3; k1(Λ), k2(Λ), k3(Λ)) = C3 (B.2)
where the constant C3 is given by
C3 =
∑
P∈S3
A3(P ) [δ1, δ2, δ3]
= 1 +
∆23 − 2i
∆23 + 2i
+
∆12 − 2i
∆12 + 2i
+
(
∆12 − 2i
∆12 + 2i
)(
∆12 +∆23 − 2i
∆12 +∆23 + 2i
)
+
(
∆12 +∆23 − 2i
∆12 +∆23 + 2i
)(
∆23 − 2i
∆23 + 2i
)
+
(
∆12 − 2i
∆12 + 2i
)(
∆12 +∆23 − 2i
∆12 +∆23 + 2i
)(
∆23 − 2i
∆23 + 2i
)
.
(B.3)
Thus, we have
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lim
Λ→∞
||0, 3; Λ〉 = C3
∑
1≤x1<x2<x3≤L
σ−x1σ
−
x2
σ−x3 |0〉
= C3
1
3!
(
S−tot
)3
|0〉
= C3 |0, 3〉 (B.4)
C. APPENDIX: SOME USEFUL PROPERTIES OF THE SYMMETRIC GROUP
We introduce some notation of the symmetric group [36]. Let M be a positive integer.
We consider the permutation group SM of integers 1, 2, . . . ,M . Take an element P of SM .
We denote the action of P on j by Pj for j = 1, . . . ,M . Let us introduce the symbol
(i1i2 · · · ir) of the cyclic permutation where ij is sent to ij+1 for j = 1, . . . , r − 1, and ir is
sent to i1. It is known [36] that any permutation P can be decomposed into a product of
disjoint cycles such as follows
P = (i1i2 · · · ir)(j1j2 · · · js) · · · (ℓ1ℓ2 · · · ℓu). (C.1)
Here, any two of the cycles share no letter (or integer) in common. The factorization (C.1)
is unique except for order of the factors [36].
For a given permutation P with a factorization of disjoint cycles such as eq. (C.1), we
denote by N(P ) the sum (r−1)+ (s−1)+ · · ·+(u−1). Then, we can show that the parity
of the permutation P is equal to that of N(P ). Hereafter, we shall write by the symbol
a ≡ b (mod 2) that integers a and b have the same parity. We first recall that the cycle
(i1i2 · · · ir) can be written as the product of r − 1 transposition such as
(i1i2 · · · ir) = (i1ir)(i1ir−1) · · · (i1i2).
Thus, the parity of the cycle is given by that of r − 1. Let us denote by the symbol ǫ(P )
the sign of permutation P . Then, we have [36]
ǫ(P ) = (−1)(r−1)+(s−1)+···+(u−1) = (−1)N(P ) (C.2)
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Let us introduce ordered pairs of integers. We take two different integers j and k, and
consider an ordered pair < j, k >. We distinguish < j, k > from < k, j >. Let us consider
the action of a permutation on ordered pairs. We take a permutation P of SM and two
integers j and k satisfying 1 ≤ j < k ≤ M . We denote by < Pj, Pk > the action of P on
the pair < j, k >. If Pj > Pk, we call the pair < j, k > is transposed by P .
Let the symbol T (P ) denote the number of all such pairs < j, k > that are transposed
by P among all the ordered pairs < j, k > with the condition 1 ≤ j < k ≤ M . Then, we
can show the following.
Lemma C.1 The parity of an element P of SM is equivalent to that of the number T (P ):
N(P ) ≡ T (P ) (mod 2). (C.3)
(Proof) We now prove the lemma based on induction onM of SM . It is easy to see that when
M = 2 the statement is true. Let us now assume that eq. (C.3) holds for all permutations
P of SR if R < M . Let us take an element P of SM . Then, we may assume that the
permutation P has a factorization of disjoint cycles such as shown in eq. (C.1). Suppose
that P has the same factorization with eq. (C.1). We take a cycle (i1i2 · · · ir), which is one
of the disjoint cycles, and we denote by B the set {i1, i2, . . . , ir}. We also denote by ΣM the
set of M integers: ΣM = {1, 2, . . . ,M}. We now consider the subset A of the set ΣM that
is complementary to the set B: A = ΣM − B. We define permutation PA by
PA = (j1j2 · · · js) · · · (ℓ1ℓ2 · · · ℓu). (C.4)
Note that PA is a permutation of A and it does not change any letter in B: PAij = ij for
j = 1, . . . , r. Thus, we see that T (P ) and T (PA) + (r − 1) have the same parity. Here, we
note that T ((i1i2 · · · ir)) = r − 1, i.e., r − 1 pairs of the elements in B are transposed by
(i1i2 · · · ir), and therefore by P . On the other hand, since PA is a permutation of A, it is
equivalent to an element of SM−r. From the induction hypothesis, we have that N(PA) and
T (PA) have the same parity. Thus, we have
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T (P ) ≡ T (PA) + (r − 1) (mod2)
≡ N(PA) + (r − 1) (mod2)
= N(P )
Therefore, T (P ) and N(P ) have the same parity.
Q.E.D.
We now have the following .
Proposition C.1 Let P be an element of SM . Then, we have the following identity.
ǫ(P ) =
∏
1≤j<k≤M
(−1)H(P
−1j−P−1k) (C.5)
(Proof) Let us note the following
T (P ) =
∑
1≤j<k≤M
H(P−1j − P−1k) (C.6)
Then, we can show eq. (C.5) from the previous lemma and eq. (C.2).
D. APPENDIX: PROOF OF THE “PAULI PRINCIPLE”
We give a simple proof for the “Pauli principle” of the Bethe ansatz that when there
are two rapidities of the same value, then the Bethe ansatz wavefunction of the XXX model
vanishes. We note that it is also proven by the algebraic Bethe ansatz method in Ref.
[20]. However, the proof in this appendix is much more elementary; it is only based on the
expression (2.10) of the amplitudes AM(P )’s. In this appendix, we assume that rapidities
v1 . . . , vM are free parameters.
Let us take a pair of integers a and b such that 1 ≤ a < b ≤ M . Then, we show that the
Bethe ansatz wavefunction f
(B)
M with the amplitudes defined by eq. (1.3) (equivalently by
eq. (2.10)) vanishes if ka = kb (i.e., va = vb). Let the symbol (ab) denote the permutation
between a and b. Then, we have
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f
(B)
M (x1, . . . , xM ; k1, . . . , kM) =
∑
P∈SM
AM(P ) exp(i
M∑
j=1
kPjxj)
=
1
2
∑
P∈SM
AM(P ) exp

i M∑
j=1
kPjxj

+ 1
2
∑
P∈SM
A((ab)P ) exp

i M∑
j=1
k((ab)P )jxj

 (D.1)
Here we have replaced P by (ab)P in the second term. Considering the cases when j = P−1a
and j = P−1b, we can show
M∑
j=1
kPjxj = kaxP−1a + kbxP−1b +
M∑
j=1; j 6=P−1a,P−1b
kPjxj (D.2)
M∑
j=1
k((ab)P )jxj = k(ab)axP−1a + k(ab)bxP−1b +
M∑
j=1; j 6=P−1a,P−1b
k(ab)Pjxj
= kbxP−1a + kaxP−1b +
M∑
j=1; j 6=P−1a,P−1b
kPjxj (D.3)
When ka = kb = k, we have
f
(B)
M (x1, . . . , xM ; k1, . . . , kM) =
1
2
∑
P∈SM
(
AM(P ) + AM((ab)P ))
)
× exp

ik(xP−1a + xP−1b) + i M∑
j=1; j 6=P−1a,P−1b
kPjxj

 (D.4)
We now show that AM(P ) + AM((ab)P ) = 0 for any P ∈ SM . Here we introduce the
following symbols
e(j, k) =
vj − vk − 2i
vj − vk + 2i
, H(j, k;P ) = H(P−1j − P−1k) (D.5)
Then, the amplitude AM (P ) given by eq.(2.10) is expressed as
AM(P ) =
∏
1≤j<k≤M
e(j, k)H(j,k;P ) (D.6)
Let us consider the six cases for the integers j and k in the above product: j = a and k = b;
j < a and k = a; j < b and k = b where j 6= a; j = b and k > b; j = a and k > a where
k 6= b; j 6= a and k 6= b. We have the following
AM(P ) = e(a, b)
H(a,b;P )
a−1∏
j=1
e(j, a)H(j,a;P )
b−1∏
j=1; j 6=a
e(j, b)H(j,b;P )
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×
M∏
k=b+1
e(b, k)H(b,k;P )
M∏
k=a+1; k 6=b
e(a, k)H(a,k;P )
∏
1≤j<k≤M ; j,k 6=a,b
e(j, k)H(j,k;P )
= e(a, a)H(a,b;P )
a−1∏
j=1
e(j, a)H(j,a;P )+H(j,a;P )
b−1∏
j=a+1
e(j, a)H(j,b;P )
×
M∏
j=b+1
e(a, j)H(b,j;P )+H(a,j;P )
b−1∏
j=a+1
e(a, j)H(a,j;P )
∏
1≤j<k≤M ; j,k 6=a,b
e(j, k)H(j,k;P )
= (−1)H(a,b;P )
b−1∏
j=a+1
e(a, j)H(a,j;P )−H(j,b;P ) ×
∏
1≤j<k≤M ; j,k 6=a,b
e(j, k)H(j,k;P )
×
a−1∏
j=1
e(j, a)H(j,a;P )+H(j,b;P )
M∏
j=b+1
e(a, j)H(b,j;P )+H(a,j;P ) (D.7)
Here we have used the relations e(j, a) = e(j, b), e(a, j) = 1/e(j, a), e(a, b) = e(a, a) = −1,
and so on. In a similar way, we have
AM((ab)P ) = (−1)
H(b,a;P )
b−1∏
j=a+1
e(a, j)H(b,j;P )−H(j,a;P ) ×
∏
1≤j<k≤M ; j,k 6=a,b
e(j, k)H(j,k;P )
×
a−1∏
j=1
e(j, a)H(j,a;P )+H(j,b;P )
M∏
j=b+1
e(a, j)H(b,j;P )+H(a,j;P ) (D.8)
Noting the relation: H(j, k;P )− 1/2 = −(H(k, j;P )− 1/2), we can show
H(a, j;P )−H(j, b;P ) = H(P−1a− P−1j)−H(P−1j − P−1b)
= −H(−P−1a+ P−1j) +H(−P−1j + P−1b)
= −H(j, a;P ) +H(b, j;P ) . (D.9)
Thus, we have
AM(P ) + AM((ab)P ) =
(
(−1)H(a,b;P ) + (−1)H(b,a;P )
) b−1∏
j=a+1
e(a, j)H(a,j;P )−H(j,b;P )
×
a−1∏
j=1
e(j, a)H(j,a;P )+H(j,b;P )
M∏
j=b+1
e(a, j)H(a,j;P )+H(b,j;P )
∏
1≤j<k≤M ; j,k 6=a,b
e(j, k)H(j,k;P ) , (D.10)
and we obtain
AM(P ) + AM((ab)P ) = 0 for any P ∈ SM . (D.11)
Here we note the following: H(b, a;P ) = 0 when H(a, b;P ) = 1; H(b, a;P ) = 1 when
H(a, b;P ) = 0.
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Following the discussion in the appendix, we can show the Pauli principle
of the Bethe ansatz also for the XXZ model; we redefine e(j, k) by e(j, k) =
sinh(vj − vk + 2η)/sinh(vj − vk − 2η), where η is related to ∆ in eq. (5.1) by ∆ = cosh 2η.
E. APPENDIX: RIGOROUS DERIVATION OF THE COORDINATES BETHE
ANSATZ
A. Secular equations of the XXZ model
The coordinate Bethe ansatz was introduced by Bethe for the one-dimensional XXX
model in Ref. [1]. In this appendix, we derive rigorously some sets of sufficient conditions for
a vector to be an eigenvector of of the XXZ model under the twisted boundary conditions.
The derivation should be useful for discussing singular eigenvectors of the model such as
shown in Refs. [31–33] . We note that when the twisting parameter is zero: Φ = 0, the
twisted boundary conditions reduces into the periodic boundary conditions, and also that
when ∆ = 1 the XXZ Hamiltonian (5.1) becomes the XXX Hamiltonian.
Let us consider the action of the XXZ Hamiltonian HXXZ (5.1) on any given vector.
We recall that the symbol |M) in eq. (2.3) denotes a vector with M down-spins where the
amplitude g(x1, x2, . . . , xM) is given by any function. Then, the action of HXXZ on the
vector |M) can be calculated rigorously. The result is given in the following
(
HXXZ − J∆(M −
L
4
)
)
|M) = −
J
2
∑
1≤x1<···<xM≤L
{
M∑
j=1
∑
s=±1
g(x1, . . . ,
jth︷ ︸︸ ︷
xj + s, . . . , xM )
−
M−1∑
j=1
δxj+1,xj+1
(
g(x1, . . . ,
j,j+1︷ ︸︸ ︷
xj , xj , . . . , xM ) + g(x1, . . . ,
j,j+1︷ ︸︸ ︷
xj + 1, xj + 1, . . . , xM)− 2∆g(x1, . . . , xM)
)
−δx1,1δxM ,L (g(0, x2, . . . , xM) + g(x1, . . . , xM−1, L+ 1)− 2∆g(1, x2, . . . , xM−1, L))
}
×
M∏
k=1
σ−xk |0〉
−
J
2
∑
1<x1<···<xM−1<L
{(
−g(0, x1, . . . , xM−1) + g(x1, . . . , xM−1, L) e
−iΦ
)
σ−1
M−1∏
k=1
σ−xk |0〉
+
(
g(1, x1, . . . , xM−1)− g(x1, . . . , xM−1, L+ 1) e
−iΦ
)
σ−L
M−1∏
k=1
σ−xk |0〉
}
(E.1)
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Here, we have assumed the twisted boundary conditions for the spin operators: σ±L+1 =
e±iΦσ±1 ; σ
z
L+1 = σ
z
1 , while any boundary conditions have been assigned on the function
g(x1, . . . , xM).
Let us discuss sufficient conditions for vector |M) to be an eigenvector of the XXZ
Hamiltonian, explicitly. Considering the last part of eq. (E.1) we have the twisted boundary
conditions on the function g(x1, · · · , xM):
g(0, x1, . . . , xM−1) = g(x1, . . . , xM−1, L)e
−iΦ for 1 < x1 < · · · < xM−1 < L ,
g(1, x1, . . . , xM−1) = g(x1, . . . , xM−1, L+ 1)e
−iΦ for 1 < x1 < · · · < xM−1 < L . (E.2)
Considering the second part of eq.(E.1), we have the following conditions.
g(x1, . . . , xj, xj , . . . , xM) + g(x1, . . . , xj + 1, xj + 1, . . . , xM)
−2∆g(x1, . . . , xj , xj + 1, . . . , xM ) = 0
for 1 ≤ x1 < · · · < xj , xj + 1 < xj+2 < · · · < xM ≤ L and xj+1 = xj + 1 , (E.3)
where j is given by j = 1, . . . ,M − 1. And we also have
g(0, x2, . . . , xM−1, L) + g(1, x2, . . . , xM−1, L+ 1)− 2∆g(1, x2, . . . , xM−1, L) = 0
for 1 < x2 < · · · < xM−1 < L . (E.4)
Under the twisted boundary conditions (E.2), the conditions (E.4) correspond to the special
cases of the conditions (E.3), where j =M − 1 and xM−1 = L, or j = 1 and x1 = 0.
Let us now assume that the function g(x1, . . . , xM) is given by f(x1, . . . , xM) defined by
a general linear combination of the planewave-type solutions
f(x1, . . . , xM) =
∑
P∈SM
B(P ) exp(i
M∑
j=1
kPjxj) . (E.5)
Here k1, . . . , kM are free parameters, SM denotes the symmetric group on M letters, and
the amplitudes B(P )’s are arbitrary. The amplitudes B(P )’s in (E.5) are M ! independent
parameters, and we shall determine them so that the function f(x1, . . . , xM) satisfies the
conditions (E.2), (E.3) and (E.4). The function f(x1, . . . , xM) has the following property
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M∑
j=1
(f(x1, . . . , xj−1, xj − 1, xj+1, . . . , xM) + f(x1, . . . , xj−1, xj + 1, xj+1, . . . , xM))
=

 M∑
j=1
2 cos kj

 f(x1, . . . , xM) , for 1 ≤ x1 < · · · < xM ≤ L . (E.6)
In fact, we see explicitly
M∑
j=1
(f(x1, . . . , xj − 1, . . . , xM) + f(x1, . . . , xj + 1, . . . , xM))
=
M∑
j=1
∑
P∈SM
(
B(P ) exp(i
M∑
ℓ=1
kPℓxℓ − ikPj) +B(P ) exp(i
M∑
ℓ=1
kPℓxℓ + ikPj)
)
=
∑
P∈SM
M∑
j=1
B(P ) exp(i
M∑
ℓ=1
kPℓxℓ) (exp(−ikPj) + exp(ikPj))
=

 M∑
j=1
2 cos kj

 f(x1, . . . , xM). (E.7)
Let us summarize the discussion given in the above. Assuming that the function
g(x1, . . . , xM) is given by f(x1, . . . , xM) defined by eq. (E.5), the vector |M) is an eigen-
function of the Hamiltonian if the conditions (E.2), (E.3) and (E.4) are satisfied.
We now show that the conditions (E.3) are satisfied if the following relations hold for
the amplitudes B(P )’s:
B(Q)
(
1 + exp(ikQj + ikQ(j+1))− 2∆ exp(ikQ(j+1))
)
+B(Qπj)
(
1 + exp(ikQj + ikQ(j+1))− 2∆ exp(ikQj)
)
= 0
for Q ∈ SM and j = 1, . . . ,M − 1. (E.8)
Here the symbol πj denotes the permutation of j and j+1: πj = (j, j+1) for j = 1, . . . ,M−1.
Explicitly we have
f(x1, . . . , xj−1, xj , xj , xj+2, . . . , xM) + f(x1, . . . , xj−1, xj + 1, xj + 1, xj+2, . . . , xM )
−2∆f(x1, . . . , xj−1, xj , xj + 1, xj+2, . . . , xM)
=
∑
P∈SM
{
B(P ) exp

 M∑
ℓ=1; ℓ 6=j,j+1
ikPℓxℓ + ikPjxj + ikP (j+1)xj


+B(P ) exp

 M∑
ℓ=1; ℓ 6=j,j+1
ikPℓxℓ + ikPj(xj + 1) + ikP (j+1)(xj + 1)


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−2∆B(P ) exp

 M∑
ℓ=1; ℓ 6=j,j+1
ikPℓxℓ + ikPjxj + ikP (j+1)(xj + 1)

}
=
∑
P∈SM
B(P ) exp

 M∑
ℓ=1; ℓ 6=j,j+1
ikPℓxℓ + i(kPj + kP (j+1))xj


(
1 + exp(ikPj + ikP (j+1))− 2∆ exp(ikP (j+1))
)
=
1
2
∑
Q∈SM
exp

 M∑
ℓ=1; ℓ 6=j,j+1
ikQℓxℓ + i(kQj + kQ(j+1))xj


×
{
B(Q)
(
1 + exp(ikQj + ikQ(j+1))− 2∆ exp(ikQ(j+1))
)
+B(Qπj)
(
1 + exp(ikQj + ikQ(j+1))− 2∆ exp(ikQj)
)}
. (E.9)
Here, we have made use of the following relation
∑
P∈SM
F (P ) =
1
2
∑
Q∈SM
F (Q) +
1
2
∑
Q∈SM
F (Qπj). (E.10)
There are (M − 1)M !/2 independent relations in eq. (E.8). If they hold, then the terms
involving B(Q)’s and B(Qπj)’s in RHS of eq. (E.9) vanish. Thus, LHS of (E.9) becomes
zero, and the conditions (E.3) are satisfied for the case of j. Thus, we have shown that the
relations (E.8) are sufficient for the conditions (E.3). Hereafter, we shall call the conditions
(E.8) the vanishing conditions.
Let us discuss the number W of independent relations given by eqs. (E.3) and (E.4). It
is given by the number of configurations where x1, . . . , xM satisfy the conditions: 1 ≤ x1 <
· · · < xj , xj + 1 < xj+2 < · · · < xM ≤ L and xj+1 = xj + 1 for j = 1, . . . ,M − 1 and also
those of (E.4). The number W is given by
W = L×L−2 CM−2 =
L(L− 2)!
(L−M)!(M − 2)!
(E.11)
We recall that the number V of the relations of (E.8) is given by M !.
Let us now consider the ratio W/V . We recall that the vanishing conditions (E.8) are
sufficient for the conditions (E.3) and (E.4) to hold. If the ratio W/V is larger than 1, then
the vanishing conditions (E.8) are also necessary conditions for (E.3) and (E.4). Here we
recall that the variables k1, . . . , kM are assumed to be free parameters in this subsection.
Let us calculate the ratio W/V , explicitly. It is given by
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W/V =
2L(L− 2)!
(L−M)!M !(M − 1)!
(E.12)
For example, we have W/V = L for M = 2; W/V = L(L − 2)/6 for M = 3; W/V =
L(L − 2)(L − 3)/72 for M = 4. Thus, when L is large enough with respect to the number
of down-spins M , then the ratio W/V is larger than one. When W/V > 1, the vanishing
conditions (E.8) are necessary for the relations (E.3) and (E.4). However, we should note
that the ratio W/V is not always larger than 1. For instance, when L = 16 and M = 8,
we have W/V = 143/420. For the half-filling case, we have W/V < 1 for M = L/2 ≥ 8,
in general. If W/V < 1, then the vanishing conditions (E.8) for the amplitudes are not
necessary for the relations (E.3) and (E.4).
Let us make a conclusion of Appendix E.A. Assuming that the function g(x1, . . . , xM) is
given by f(x1, . . . , xM ) defined by eq. (E.5), the vector |M) is an eigenvector of the XXZ
Hamiltonian, if the vanishing conditions (E.8) and the twisted boundary conditions (E.2)
hold.
We give remarks. Let us consider the case of |∆| < 1, where ∆ = cosh 2η. When all the
momenta are generic, or kQj 6= ±2|η| (mod 2π) or kQ(j+1) 6= ±2|η| (mod2π), the relations
(E.8) can be expressed as follows
B(Q)
B(Qπj)
= (−1)
1 + exp(ikQj + ikQ(j+1))− 2∆ exp(ikQj)
1 + exp(ikQj + ikQ(j+1))− 2∆ exp(ikQ(j+1))
,
for Q ∈ SM and j = 1, . . . ,M − 1. (E.13)
For the singular solutions of the XXZ model such as discussed in Ref. [31–33], some of them
satisfy the sufficient conditions (E.8) and (E.25), but their amplitudes B(P )’s do not satisfy
the factorization property (E.13). Some details will be discussed elsewhere.
B. Amplitudes of the Bethe ansatz wavefunction
We show that the amplitudes AM (P )’s defined by eq. (1.3) satisfy the vanishing con-
ditions (E.8), where the parameters k1, . . . , kM are generic. Let us introduce the following
notation
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Fjℓ(P ) = exp[i(kPj + kPℓ)] + 1− 2∆ exp(ikPj) (E.14)
Then, the expression (1.3) of the amplitude AM (P ) is given by
AM(P ) = ǫ(P )
∏
1≤j<ℓ≤M
Fjℓ(P )
Fjℓ(e)
, for P ∈ SM . (E.15)
Here e denotes the unit element of the permutation group SM , and we put C = 1 in (1.3).
Let us calculate the ratio of AM(Qπa) and AM(Q), explicitly. Here a is taken to be an
integer satisfying 1 ≤ a ≤ M − 1. We note that integers j and ℓ satisfy the condition:
1 ≤ j < ℓ ≤ M in (E.15). We consider the four cases: (1) j = a and ℓ = a + 1; (2) j = a
and ℓ > a+ 1; (3) j = a+ 1 and ℓ > a + 1; (4) j, ℓ 6= a, a+ 1. Then we have
AM(Q)
∏
j<ℓ
Fjℓ(e) = ǫ(Q)Faa+1(Q)
∏
ℓ>a+1
Faℓ(Q)
∏
ℓ>a+1
Fa+1ℓ(Q)
∏
1≤j<ℓ≤M ; j,ℓ 6=a,a+1
Fjℓ(Q) (E.16)
When P = Qπa, we have
AM(Qπa)
∏
j<ℓ
Fjℓ(e) = ǫ(Qπa)Faa+1(Qπa)
∏
ℓ>a+1
Faℓ(Qπa)
∏
ℓ>a+1
Fa+1ℓ(Qπa)
×
∏
j<ℓ; j,ℓ 6=a,a+1
Fjℓ(Qπa) (E.17)
Through an explicit calculation, we have
Faa+1(Qπa) = Fa+1,a(Q) , Fa+1a(Qπa) = Fa,a+1(Q)
Faℓ(Qπa) = Fa+1,ℓ(Q) , Fa+1ℓ(Qπa) = Fa,ℓ(Q) (E.18)
Thus, the ratio is given by
AM (Q)
AM(Qπa)
= (−1)
Fa,a+1(Q)
Fa+1,a(Q)
(E.19)
It is nothing but the relation (E.13), which is equivalent to the vanishing conditions (E.8)
for the case of a. Here we recall that all the momenta are given generic in Appendix E.B.
Let us now discuss the uniqueness or well-definedness of the amplitudes AM(P )’s. First
we note that any permutation P can be written in terms of a product of generators πj ’s. For
example, cyclic permutation (213) corresponds to (23)(12) = π2π1. Thus, we can calculate
AM(P ) by using the relations (E.13). For example, let us take P = (213). We have
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A(π2π1) =
A(π2π1)
A(π2)
A(π2)
A(e)
A(e)
=
F21(π2)
F12(π2)
F32(e)
F23(e)
(E.20)
However, different products of generators can correspond to the same permutation. For
instance, we have (213) = (23)(12) = (12)(23)(12)(23). The amplitude A(π2π1) should be
equivalent to A(π1π2π1π2).
In fact, we can prove the uniqueness of amplitudes AM(P )’s, explicitly. We note that
the defining relations [37] of the symmetric group SM given by the following:
π2j = 1 for j = 1, . . . ,M − 1 , (E.21)
πjπj+1πj = πj+1πjπj+1 for j = 1, . . . ,M − 2 (E.22)
Thus, for a given permutation P , any given two products of generators expressing the same
P can be transformed into one another, by using the defining relations given in eqs. (E.21)
and (E.22). Therefore, the uniqueness of the amplitudes is proven if we show that the
amplitudes AM(P )’s satisfy the following relations:
AM(Q)
AM(Qπj)
·
AM(Qπj)
AM((Qπj)πj)
= 1 for j = 1, . . . ,M − 1 , (E.23)
AM(Q)
AM(Qπj)
·
AM(Qπj)
AM((Qπj)πj+1)
·
AM(Qπjπj+1)
AM(Qπjπj+1πj)
=
AM(Q)
AM(Qπj+1)
·
AM(Qπj+1)
AM ((Qπj+1)πj)
·
AM(Qπj+1πj)
AM ((Qπj+1πj)πj+1)
. for j = 1, . . . ,M − 2 . (E.24)
Here Q ∈ SM . In fact, it is easy to check the relations (E.23) and (E.24).
C. Derivation of the Bethe ansatz equations
The twisted boundary conditions (E.2) for the wavefunction are given by the following
f(x1, . . . , xM) = exp(−iΦ)f(x2, . . . , xM , x1 + L) for 0 ≤ x1 < · · · < xM ≤ L (E.25)
In terms of the amplitudes B(P )’s, RHS of (E.25) is given by
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∑
P∈SM
B(P ) exp
(
−iΦ + i(kP1x2 + · · · kP (M−1)xM + kPM(x1 +N))
)
=
∑
P∈SM
B(P ) exp
(
−iΦ + ikPMN + i(kPMx1 + kP1x2 + · · ·kP (M−1)xM)
)
=
∑
Q∈SM
B(Q(12 · · ·M)) exp

−iΦ + ikQ1N + i M∑
j=1
kQjxj

 . (E.26)
Here we note that for Q(12 · · ·M) = P we have
Q1 = PM, Q2 = P1, . . . , QM = P (M − 1). (E.27)
In order for RHS (E.26) to be equivalent to LHS of (E.25), we have
exp(ikQ1N) = exp(iΦ)
B(Q)
B(Q(12 · · ·M))
, for Q ∈ SM . (E.28)
Let us now derive the Bethe ansatz equations from the eqs. (E.28). Here, we assume
that the amplitudes B(P )’s are given by AM(P )’s satisfying the vanishing conditions (E.8)
(or (E.13)). Then , we have the following
A(Q)
A(Q(12 · · ·M))
=
A(Q)
A(Qπ1)
·
A(π1)
A(Qπ1π2)
· · ·
AM(Qπ1 · · ·πM−2)
AM((π1 · · ·πM−2)πM−1)
= (−1)M−1
M∏
m=2
(
1 + exp(i(kQ1 + kQm)− 2∆ exp(ikQ1)
1 + exp(i(kQ1 + kQm))− 2∆ exp(ikQm)
)
(E.29)
Here we note that Qπ1 · · ·πr−1r = Q1 and Qπ1 · · ·πr−1(r + 1) = Q(r + 1). Thus, we have
exp(iLkQ1) = (−1)
M−1 exp(iΦ)
M∏
m=2
(
1 + exp(i(kQ1 + kQm)− 2∆ exp(ikQ1)
1 + exp(i(kQ1 + kQm))− 2∆ exp(ikQm)
)
for Q ∈ SM . (E.30)
Let us write Q1 by j. Then, Q2, . . . , QM are given by all the integers from 1 to M except
j. We may write Qm by ℓ which runs from 1 to M except j. Thus, we obtain the standard
form of the Bethe ansatz equations.
Finally, we summarize the rigorous formulation of the coordinate Bethe ansatz. Assuming
that the function g(x1, . . . , xM) is given by f(x1, . . . , xM) defined by eq. (E.5), we have
shown in Appendix E.A that the vector |M) is an eigenvector of the XXZ Hamiltonian, if
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the vanishing conditions (E.8) and the twisted boundary conditions (E.2) hold. In Appendix
E.B, we have shown that the amplitudes AM(P )’s defined by eq. (1.3) are well-defined and
also that they indeed satisfy the vanishing conditions (E.8). In Appendix E.C, we have shown
that the twisted boundary conditions (E.2) are satisfied when the Bethe ansatz equations
(E.30) hold. Therefore, if k1, . . . , kM satisfy the Bethe ansatz equations, with the amplitudes
AM(P )’s constructed by the momenta via eq. (1.3), the vector |M) becomes an eigenvector
of the XXZ model under the twisted boundary conditions.
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