This article presents a procedure for reliability-based multidisciplinary design optimization with both random and interval variables. The sign of performance functions is predicted by the Kriging model which is constructed by the so-called learning function in the region of interest. The Monte Carlo simulation with the Kriging model is performed to evaluate the failure probability. The sample methods for the random variables, interval variables, and design variables are discussed in detail. The multidisciplinary feasible and collaborative optimization architectures are provided with the proposed method. The method is demonstrated with three examples.
Introduction
The multidisciplinary design optimization (MDO) is widely used in designing complicated coupling system. [1] [2] [3] [4] [5] The traditional MDO is performed based on deterministic conditions and ignores the uncertainties in real life. Uncertainties such as manufacturing tolerances, material properties, and boundary conditions can reduce the system reliability. 6 For multidisciplinary design, these uncertainties can be propagated between disciplines and that raises the risk of the product failure. Therefore, the reliability-based multidisciplinary design optimization (RBMDO) 7 has to be adopted to provide the high reliability results.
Researchers have proposed some methods to apply the RBMDO to engineering. [8] [9] [10] [11] [12] [13] Up to now, the probabilistic models [14] [15] [16] [17] [18] [19] for the reliability analysis in RBMDO are well developed. Du et al. 20 came up with a sequential optimization and reliability assessment (SORA) for multidisciplinary systems design, where the reliability analysis is based on the first-order reliability method (FORM), in which the random variables are taken into consideration. Li et al. 21 integrated the concurrent subspace optimization strategy and the performance measure approach (PMA) for the RBMDO problem with random variables.
However, it is difficult to determine the probability model due to the lack of information, especially in engineering structure. There are other models such as interval models, ellipsoid models, 22 probability box models, 23, 24 evidence theory, 6, 25 and fuzzy set models. [26] [27] [28] There are plenty of researches in RBMDO with one kind of uncertainty variables. Huang et al. 29 developed an evidence theory-based reliability design optimization method in which the problem was converted into a sequential iteration process. Meng et al. 30 adopted subset simulation analysis in RBMDO, which is of high efficiency in the case of very small failure probability. Yuan et al. 31 proposed an RBMDO method combined with saddlepoint approximation and third-moment with random variables.
In the case of engineering application, it is a general situation that the system involves two or more kinds of uncertainties which is called hybrid reliability problem 32, 33 under RBMDO (hybrid-RBMDO). Recently, 1 the hybrid-RBMDO problem has gradually attracted the interest of researchers. Du et al. 34 considered the reliability-based design problem with the mixture of random and interval variables, in which the sequential single-loop method was adopted to improve the computational efficient. Yao et al. 35 proposed a mixed uncertainty-based RBMDO procedure based on combined probability and evidence theory. The RBMDO problem is decoupled into deterministic MDO and mixed uncertainty analysis, which are solved sequentially and iteratively until achieving convergence. Zaman and Mahadevan 36 proposed algorithm for RBMDO under aleatory uncertainty and epistemic uncertainty, in which the statistical uncertainty arising from interval data is considered. The nested loop procedure was adopted which was known as low computational efficiency.
The interval model is one of the widely used models in reliability analysis. When the experiment data are insufficient to support the accurate probability distribution, it is easy to obtain the bound of the data. The interval model is the origin of some other uncertain model, such as ellipsoid model, probability box model, and evidence theory model. Considering that the existence of hybrid variables the general circumstances, we focus on the RBMDO problem with random and interval variables, using an effective surrogate modeling method.
In this article, we propose a global learning Kriging (GLK) method for RBMDO framework with hybrid uncertainty variables. With a few samples, the Kriging model can be constructed with high precision. Therefore, there are few times of calling performance functions which improve the computational efficiency. Since the performance functions are replaced by the Kriging model, the reliability analysis process can be performed by the Monte Carlo simulation. Then, we integrate the GLK method with the MDO architecture. In this way, the computational cost of RBMDO is reduced approximately to that of MDO by a few additional times of calling the performance function to construct the Kriging model. The multidisciplinary feasible (MDF) 37, 38 and collaborative optimization (CO) 39, 40 architectures are applied to the RBMDO. The article is organized as follows. In section ''RBMDO,'' the RBMDO problem is defined, and the reliability analysis methods of random and interval variables are present. Then, the Kriging method for hybrid reliability analysis in RBMDO is proposed. In section ''Reliability-based optimization design with MDO architectures,'' the MDO architectures are applied to RBMDO. In section ''Numerical examples,'' examples are given to illustrate the proposed method. In section ''Conclusion,'' conclusions are made.
RBMDO
The general RBMDO model 9 is given as follows
where f is the objective function, Pr½G i (Á)505F(b) is the reliability constraint of ith discipline, G i (Á) is the performance function of the ith discipline, the failure model is defined as G i (Á) \ 0, b is the reliability index, F(Á) denotes the cumulative distribution function (CDF) of the standard normal distribution, g 0 (Á) is the inequality constraint of the local and coupled variables contained more than two disciplines, g i (Á) is the inequality constraint of the local and coupled variables of the ith discipline, d s denotes the shared design variables which are common design variables of all disciplines, d i denotes design variables of the ith discipline, X s denotes the uncertain shared variables, which are common input variables for all disciplines, X i denotes the local uncertain variables of the ith discipline, P denotes uncertain parameters, K denotes coupling variables, and m Á is the mean of the variables. The coupling variables between design variables, uncertain variables, and uncertain parameters are expressed as follows
The conventional structure of RBMDO is tripleloop, which is shown in Figure 1 .
The outer loop is the entire optimization procedure, which is to find the design points of the objective function by the optimizer. The middle loop is the reliability analysis which is to assess the reliability on the design points. The inner loop is multidisciplinary analysis (MDA), which is to satisfy the consistency constraints between disciplines by iteration procedure.
It can be seen that the reliability analysis is performed at every design points to judge whether the probability constraints are satisfied. Therefore, the reliability analysis is an additional loop from the overall optimization procedure which evaluates the performance function repeatedly. The number of calling to MDA process is very large under this triple-loop framework. So the efficiency is very low. There are mainly two strategies to improve the efficiency of the RBMDO: (1) improve the reliability analysis efficiency, such as reliability index approach (RIA) 41 and PMA 42 and (2) change the architecture of RBMDO. The reliability analysis is a main component of RBMDO because the reliability analysis is called repeatedly at every design point during optimization procedure. Therefore, a brief review of the reliability analysis methods on random and interval variables is investigated. Then, the GLK method for hybrid reliability analysis in the RBMDO framework is proposed.
Reliability analysis with random and interval variables
In engineering applications, a general situation is that both the random and interval variables are contained in the reliability-based optimization. The random variables are treated as probabilistic model, and the interval variables are treated as interval model. In this section, some main methods of the hybrid variables are reviewed under the reliability-based optimization process.
Monte
Carlo simulations. Suppose that X = (x 1 , x 2 , . . . , x m ) is the vector of the random variables and Y = (y 1 , y 2 , . . . , y n ) is the vector of the interval variables, range of which is Y L 4Y4Y U , where m, n are the numbers of the random and interval variables, respectively. H = (X, Y) denotes all the uncertain variables for convenience. The performance function can be written as follows
Due to the existence of interval variables, the probability of failure is not a single value, but an interval. The maximum failure probability is calculated as follows
The minimum failure probability is calculated as follows
The failure probability can be calculated using the Monte Carlo simulation method. The upper bound formula for failure probability is calculated as follows
where I U F (Á) is the minimum system response failure indication function, written as follows
Hence, the failure probability of system with random and interval variables is calculated by the Monte Carlo method with the following written expression
The Monte Carlo simulation method is inefficient and only can be used to provide benchmark of other methods.
Decoupling methods. Recently, plenty of approaches were proposed for the hybrid reliability analysis, 34, 43, 44 which can be regarded as proximate algorithms. Some kinds of the proximate algorithms are performed on the uspace. If the random variables X are not standard normal distribution, they should be transformed from xspace to u-space, and the random variables U in u-space are obtained. The performance function is as follows
Due to the interval variables, the limit state function G(U, Y) = 0 is not a curve or surface on u-space but a region with two boundaries. The limit state boundary with two random variables is shown in Figure 2 .
The interval variables Y min and Y max that correspond the points on the limit state boundary are the nearest and farthest distances from the origin, respectively. The distances are the corresponding hybrid reliability indices b L and b U . Therefore, the hybrid reliability index b is an interval rather than a deterministic value. The probability of failure is also an interval
The decoupling method is adopted to solve b L , b U . The procedure of solving b U is provided as follows. First, a maximum problem with respect to interval variables Y with a fixed random variable U is defined as follows 
The convergence of the iteration meets both the following two conditions
where e 1 and e 2 are the convergence errors. When the reliability index b U is obtained, the lower bound of the failure probability can be calculated. The procedure of solving b L is similar to that of b U , and the difference is to solve a minimum problem with respect to interval variables in equation (11) . However, the maximum failure probability corresponding to b U is more valuable in practical application.
Reliability analysis with Kriging model
The process of reliability analysis shows the following shortcomings:
1. It needs to compute the derivatives of the performance function with respect to interval variables. The process will be very complicated if the performance function is implicit. 2. It needs to repeatedly evaluate the performance function during optimization which leads to expensive computational cost by calling to simulation program such as finite element analysis (FEA) and computational fluid dynamics (CFD).
For RBMDO, the optimization is set as the outer loop so that the total computational cost is too large to be used in engineering application. The GLK model for reliability analysis in RBMDO is herein proposed to avoid the iterations in reliability assessment. The Kriging model was first proposed by Krige. 46 A special characteristic of the Kriging model is that it can not only predict the mean value but also estimate the variance at predictive points.
The main idea of the GLK method is that the sign of the maximum value of performance function is predicted by the Kriging model. The Kriging model is constructed by adaptively adding points where we are interested. In reliability analysis, the sign of the performance function is divided into three parts by limit state function, namely, negative, positive, and zero. So the Kriging model should give a correct prediction of the performance sign, then the reliability analysis is performed by Monte Carlo simulation with the Kriging model. To this end, a learning function which can give a rule that which point should be picked out for constructing the Kriging model is adopted, 47 given as follows
where L is the learning function, mĜ is the predicted value of performance, and sĜ is the Kriging deviation of the prediction. The learning function can help to find sample points near the limit state surface, and then the Kriging model is only used to approximate the performance function locally rather than on the entire space. Next, the sampling methods for different kinds of variables in RBMDO are provided to construct a Kriging model. The process of constructing the Kriging model for performance function in RBMDO is explained in detail as follows.
First, a large population S which contains n MC points is generated by Monte Carlo sampling in the design space. For random and interval design variables, the Monte Carlo sampling is used to generate samples according to the range of the variables. For random parameters, the Monte Carlo sampling is employed to generate samples according to their probability distribution functions (PDFs). For interval parameters, Latin hypercube sampling (LHS) is applied to generate uniform samples on the range of their lower and upper bounds. Then, all the samples are combined together to generate the large population S.
It should be emphasized that if the variables are both design variables in optimization and random variables in reliability analysis, they should be sampled uniformly covering the design space between their lower and upper bounds, not according to their PDFs. Because in reliability analysis, the mean value of the random variables is the design variables in the current optimization, the samples should cover all the design space of the design variables.
Then, the N DoE points are randomly selected among the population S and the performance function is evaluated, forming the initial design of experiments (DoE) for the Kriging model. The Kriging model is computed with the help of the toolbox DACE (Design and Analysis of Computer Experiments), 48 in which the ordinary Kriging model is chosen. Then, the mean value mĜ and its standard deviation sĜ of the performance function in the large population S are predicted by the Kriging model. The value of the learning function at each point in S is calculated by equation (16) . The next best candidate point is picked out by the socalled learning function and added in DoE. By this way, the points which locate near the limit state surface or with high risk of wrong prediction of the sign of the performance function are selected. The Kriging model is constructed on the local region, not the overall design space, to approximate the performance function. Once the Kriging model is convergent, the Monte Carlo simulation is carried out based on the Kriging model to obtain the failure probability.
During the process of the Kriging modeling, the MDA is performed to evaluate the performance function. The approach of constructing the GLK model for both uncertain design variables and uncertain parameters in RBMDO are shown in Figure 3 .
To demonstrate the accuracy of the Kriging model used in predicting the sign of the performance function, an example modified by Bichon et al. 49 which consists of two variables is given as follows 
where x 1 is the normal distributed random variable and x 2 is the interval variable. The population S is generated by sampling according to the PDF of x 1 and uniform sampling in the interval of x 2 . In total, 12 initial points for DoE are random selected, and then the best next point is added in the DoE by the learning function. The Kriging model is convergent after 34 iterations, and 46 points are selected in the DoE. The history of training the Kriging model is shown in Figure 4 . The sign of maximum value of the performance function which is predicted by the GLK model on the population S is shown in Figure 5 . It can be observed that it is very accurate to predict the sign of the maximum value of the performance function. The points which are selected to construct the Kriging model are shown in Figure 6 . It can be seen that most of the sample points are near the limit state function. Therefore, a few of points are enough to give an accurate prediction of performance function sign on the overall design space. It is obvious that the sign of the performance function predicted on the local design point in reliability analysis will be also right.
Reliability-based optimization design with MDO architectures
In this section, the MDO architectures are employed to the RBMDO with the Kriging model. As the Kriging model can give the accurate prediction of the sign of the performance function, it is a good idea that the reliability constraints in RBMDO are calculated by Monte Carlo simulation and the Kriging model. In this way, the computation costs are dramatically reduced. Here, two architectures of MDO are discussed, namely, MDF and CO.
MDF approach
The MDF approach is the easiest architecture which only uses the original variables without other additional variables. The MDF model is defined by equation (1), and the diagram of RBMDO for MDF is shown in Figure 7 . In this architecture, the reliability analysis is the inner loop because the constructed Kriging model can directly give the failure reliability at each design point during optimization.
CO approach
The CO 50 method is one of the distributed architectures for MDO. The original problem is divided into system problems and subsystem problems. The design variables are also decomposed as global design variables in system-level problems and local design variables in discipline-level problems. The inconsistency of the global and local variables is constrained by the constraint conditions in system-level problems. The reliability constraints are met in the discipline-level problems. The CO architecture for RBMDO 20 is described in mathematic form as follows
were f is the objective function of system-level problem, d s_sl are the shared design variables of systemlevel problem, d sl are the design variables of discipline-level problems, X s_sl are the shared uncertain design variables of system-level problem, X sl are the uncertain design variables of the discipline-level problems, P sl are the global uncertain parameters, and J* is the constraint of the discipline-level problems.
The ith discipline subproblem is as follows
where J i is the objective of the discipline-level problem, d sl are the shared design variables, d i are the design variables of the ith discipline, X si are the shared uncertain design variables, and X i are the uncertain design variables of the ith discipline.
The diagram of RBMDO for CO is shown in Figure 8 , in which the reliability analysis is also performed based on the Monte Carlo simulation and the Kriging model.
Numerical examples
In this section, three examples are used to demonstrate the proposed methods. The results are also compared with the Monte Carlo simulation and the deterministic optimization (DO) method. 
Mathematical example 1
The first RBMDO example is given as follows where N(m, s 2 ) stands for a normal distribution with a mean of m and standard deviation of s. x 1 is the random variable and x 2 is the interval variable. This problem contains two disciplines, and the design variables are also uncertain variables.
The problem can be rewritten as CO form. The system-level problem is defined as follows
The discipline 1 problem is defined as follows 
The discipline 2 problem is defined as follows 
The population S is generated on the space ½0, 5 3 ½0, 5. In this problem, there are two performance functions; therefore, two Kriging models are constructed for predicting the sign of each performance function. Because the performance function is linear, two additional points are picked out from the population S. Hence, there are, in total, 14 (12 + 2) points to construct the Kriging model. Therefore, each performance function is evaluated 14 times.
To verify the proposed method, the MDF with Monte Carlo (MDF-MC) simulation and the CO with Monte Carlo (CO-MC) simulation strategies are also employed to solve the problem. In MDF-MC, the conventional RBD method with Monte Carlo simulation for reliability analysis in middle loop and MDA in inner loop is performed. Thus, the MDF-MC is an expensive triple-loop procedure. In CO-MC, the Monte Carlo simulations for reliability analysis are performed as inner loop in each discipline optimization procedure. The initial point is x initial (0,0). The result of DO is provided as a comparison. The results are given in Table 1 .
The solution of the DO is (1.6, 0.8) and the objective function is 3.2. However, the reliability constraint function Pr 2 is only 0.4995. By RBMDO, the reliability constraints are reached to the required reliability. The results which are generated by the four methods are almost the same. The number of calling performance functions and evaluating the objective function is summarized in Table 2 . In RBMDO-CO, the numbers of optimization for disciplines 1 and 2 are 2567 and 2089, respectively. In each discipline, the reliability analysis is carried out 10 5 at each design points. The number of system optimization is 150. So the total number of calling performance function is . It is seen that the efficient of the proposed methods are much more than that of the Monte Carlo simulation.
Mathematical example 2
The second example is defined as follows 
This problem contains two disciplines. The objective function contains two coupled variables, y 1 , y 2 , and the constraint function is nonlinear. This example is more complex than example 1 because there are coupled variables y 1 , y 2 between disciplines. The problem is rewritten as CO form
where d 1i , d 2i , d 3i denote the design variables of the ith discipline.
The first discipline problem is defined as follows In this example, the design variables are also uncertainty variables, and the existence of coupled variables makes the problem very complex. x 1 , x 2 are the random variables and x 3 is the interval variable.
First, the population S is generated on the space ½À10, 10 3 ½0, 10 3 ½0, 10, corresponding to the variables of x 1 , x 2 , x 3 , respectively. Two Kriging models are established for the two performance functions, respectively. The initial 12 samples are randomly selected from the space. The history of the training Kriging model is shown in Figure 9 . It can be seen that the failure probability calculated by the Kriging model over that of Monte Carlo simulation is converged to one, which they are calculated on the same points sampling from the design space.
It can be seen that 17 additional points are added to the DoE for constructing performance function g 1 . Therefore, the performance function g 1 is evaluated, in total, 29 (17 + 12) times. In the same way, the performance function g 2 is evaluated 26 (14 + 12) times. Therefore, the total number of calling performance function is 55 at the initial stage. The initial point is x initial (1,5,2). The results are shown in Table 3 . The comparison of number of function calling is shown in Table 4 . It can be seen that although the DO result provides a less objective value, the reliability constraint function Pr 1 at the optimal point of DO is only 0.5127. The reliability constraints are satisfied by RBMDO, which the corresponding reliability index is 2(F À1 (0:9772)). Meanwhile, the total number of calling performance function is significantly reduced. The RBMDOKriging model provides very accurate optimal points with high efficiency compared with the Monte Carlo simulation. Moreover, more time is needed to evaluate the objective function by the CO than that by MDF because it should meet the coincidence of the global and local variables. However, the discipline optimization can be performed simultaneously on the distribution computers.
Mathematical example 3
The third example is modified from Du et al. 20 The RBMDO problem is defined as follows
The RBMDO of discipline 1 is defined as follows 
The RBMDO of discipline 2 is defined as follows The problem can be rewritten as CO form, and the diagram of CO is shown in Figure 10 .
This example is a general RBMDO problem in engineering application which consists of design variables, uncertain design variables, and coupling variables. The uncertain variables contain random variables x s , x 1 and interval variables x 2 . Two Kriging models are needed to construct for the two performance functions g 1 , g 2 , respectively. The population S for variables d s , d 1 , d 2 , x s , x 1 , x 2 is generated on the space where N(m, s 2 ) is the random sample from the normal distribution with the mean of m and standard deviation 0.3, ½a, b is the uniform samples from the interval ½a, b. The history of training the Kriging model is shown in Figure 11 . The Kriging model is constructed by 43 additional points for performance function g 1 , and this number for performance function g 2 is 39. Thus, it needs a total number of 106 (12 + 12 + 43 + 39) to evaluate the performance functions of g 1 , g 2 . In comparison, the result of Du et al. 20 is provided in which all the uncertain variables are the random variables. The results are summarized in Table 5 .
Again, it is observed that the proposed method is efficient and accurate enough compared with the Monte Carlo simulation. Moreover, it is demonstrated that the proposed method is suitable for the complicated RBMDO. The number of calling performance functions and evaluating the objective function is summarized in Table 6 . Figure 11 . The history of training Kriging model for performance functions of example 3.
Conclusion
This article proposes a GLK model method for solving the RBMDO problem with both random and interval variables. To improve calculation efficiency, the GLK model is developed for approximating the performance function near the limit state surface. The learning function L is adopted to help to pick out the best next point added to the DoE on the iteration process of constructing the Kriging model. During optimization, the reliability analysis can be performed by the GLK model rather than the real performance function. Furthermore, we have considered random and interval variables simultaneously, and the sampling methods for design variables, uncertain design variables, and uncertain variables (both random and interval variables) are given. The GLK model-based method is integrated with the architecture of MDO. The procedure of MDF and CO architectures is provided. Three examples are utilized to test the efficiency of the proposed method. Compared with the Monte Carlo simulation, the proposed method performs well in all the three examples. The procedure in this work not only can be suitable for interval variables but also can be easy extended to ellipsoid models, probability box models, evidence theory, and fuzzy set models. Therefore, this work is expected to be of great value in RBMDO problems.
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