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Introduction
This paper proposes a modelling approach for US hours worked, specifically average weekly hours in manufacturing. This is an important variable since it can be seen as an indicator of the state of the economy. Authors such as Glosser and Golden (1997) argue that firms tend to respond to business cycle conditions by decreasing or increasing hours worked, before hiring or laying off workers.
Although the relationship between business cycles and hours worked and their response to technology shocks has been extensively investigated, this is still a controversial issue. Gali (1999) , Francis and Ramey (2005) and Gali and Rabanal (2004 -GR) found that, contrary to the implications of Real Business Cycle (RBC) models, they decline in response to a technology shock. These results were challenged, among others, by Christiano, Eichenbaum and Vigfusson (2003 -CEV) who presented evidence that instead hours worked increase following a technology shock. 1 Both types of studies use similar empirical (VAR) frameworks, the crucial difference between them being in the treatment of the hours worked variable. In particular, the former authors model it as a nonstationary I(1) variable whilst the latter assume that it is a stationary I(0)
process. More recently, Gil-Alana and Moreno (2009) allow the order of integration of hours worked to be fractional, i.e. I(d), and find that the value of d depends on the specific series examined, although in general it lies in the interval between 0 and 1. They also find that per capita hours fall on impact in response to a technology shock.
All three approaches taken in the studies mentioned above implicitly assume a high degree of persistence in hours worked that should result in a large peak in the periodogram (or in any other estimate of the spectral density function) at the zero frequency. The model used in the present study is instead based on Gegenbauer processes and is characterised by autocorrelations decaying to zero cyclically and at a hyperbolic rate along with a spectral density that is 1 For further evidence, see Gambetti, 2005 and Pesavento and Rossi, 2005. unbounded at a non-zero frequency. The reason for choosing this specification is that the periodogram of the hours worked series is found not to exhibit a peak at the zero frequency, as implied by the previous models, but instead at a frequency away from zero, which can be captured by Gegenbauer processes as explained in the following section. Our results confirm that this model works extremely well for hours worked, and it is then employed to analyse their relationship with technology shocks, finding a positive (though rapidly dying away) effect of such shocks, as suggested by Real Business Cycle (RBC) models.
The outline of the paper is as follows. Section 2 briefly describes the different types of long range dependence or long memory models used here. Section 3 presents the data. Section 4 discusses the empirical results and their implications for the debate on the relationship between hours worked and technology shocks, while Section 5 contains some concluding remarks.
A cyclical I(d) model
For the purposes of the present study, we define an I(0) process {x t , t = 0, ±1, …} as a covariance stationary process with spectral density function, f(λ), that is positive and finite at any frequency. Alternatively, it can be defined in the time domain as a process such that the infinite sum of the autocovariances is finite. This includes a wide range of model specifications such as the white noise case, the stationary autoregression (AR), moving average (MA), and stationary ARMA models.
In general, the I(0) condition is a pre-requisite for statistical inference in time series
analysis. However, a series might be nonstationary, i.e. the mean, the variance or the autocovariances may change over time. For this case specifications with stochastic trends have usually been adopted, under the assumption that the first differenced process is stationary I(0), and thus valid statistical inference can be drawn after differencing once. More specifically, x t is said to be I(1) if:
where L is the lag operator (Lx t = x t-1 ) and u t is I(0) as defined above. If u t is ARMA(p, q), then x t is said to be an ARIMA(p, 1, q) process.
The above model has been extended in recent years to the fractional case, since the differencing parameter required to render a series stationary I(0) is not necessarily an integer (usually 1) but might also have a fractional value. In this context, x t is said to be I(d) if:
with x t = 0, t ≤ 0 2 , and u t is again I(0). Note that the polynomial on the left-hand-side of equation (2) can be expanded, for all real d, as (2) is an integer value, x t will be a function of a finite number of past observations, while, if d is not an integer, x t depends upon values of the time series in the distant past, and the higher the value of d is, the higher the level of dependence is between the observations. If d > 0 in (2) x t displays long range dependence (LRD) or long memory. There are two definitions of LRD, one in the time domain and the other in the frequency domain. The former states that given a covariance stationary process {x t , t = 0, ±1, … }, with autocovariance function
is infinite. A frequency domain definition may be as follows. Suppose that x t has an absolutely continuous spectral distribution, and therefore a spectral density function, denoted by f(λ), and defined as
Then, x t displays LRD if the spectral density function has a pole at some frequency λ in the
(see McLeod and Hipel, 1978) . Most of the empirical literature has focused on the case when the singularity or pole in the spectrum occurs at the zero frequency (λ * = 0). In fact, the I(d) model, defined as in (2), is characterised by a spectral density function which is unbounded at the origin.
However, there might be cases when the singularity or pole in the spectrum occurs at other frequencies, for instance the spectrum might have a single pole at a frequency other than zero.
Then the process still displays the property of LRD but the autocorrelations have a cyclical structure with slow decay. This is the case of the Gegenbauer processes defined as:
where w r and d are real values, and u t is I(0). For practical purposes we define w r = 2πr/T, with r = T/c, and thus c indicates the number of time periods per cycle, while r stands for the frequency with a pole or singularity in the spectrum of x t (λ * ). Note that if r = 0 (or c = 1), the fractional polynomial in equation (4) becomes (1 -L) 2d , which is the polynomial associated to the common case of fractional integration at the long run or zero frequency. Gray et al. (1989 Gray et al. ( , 1994 showed that the polynomial in (4) can be expressed in terms of the Gegenbauer polynomial, such that, denoting μ = cos w r , for all d ≠ 0,
are orthogonal Gegenbauer polynomial coefficients defined recursively as: Magnus et al., 1966 , Rainville, 1960 for further details on Gegenbauer polynomials). Gray et al. (1989) showed that x t in (4) The type of process described in (4) was introduced by Andel (1986) and subsequently analysed by Gray, Zhang and Woodward (1989, 1994) , Chung (1996a,b) , Gil-Alana (2001) and Dalla and Hidalgo (2005) among others. 
The dataset
The series examined here is the average number of hours worked per week by production workers in US manufacturing industries, monthly, over the sample period 1939m1 -2011m10; the source is the Current Employment Statistics (CES) monthly survey of the US Bureau of Labor Statistics.
We analyse both seasonally adjusted and unadjusted data (HWSA11 and HWNSA11 respectively) for the whole sample period and also for a shorter sample ending in 2007m4
(HWSA07 and HWNSA07) in order to establish whether the 2007/8 crisis had an impact on hours worked. 
Empirical results
As a first step we estimate the order of integration of the series using a standard I(d) model, i.e.
assuming that the peak of the spectrum occurs at the long run or zero frequency. In other words, we consider a model such as (2) where x t can be the errors in a regression model of the form:
where y t is the observed time series (hours worked), β is a (kx1) vector of unknown coefficients, and z t is a set of weakly exogenous variables or deterministic terms that might include an intercept (i.e., z t = 1), an intercept with a linear time trend (z t = (1, t) T ), or any other type of deterministic processes.
We estimate the fractional differencing parameter d using the Whittle function in the frequency domain (Dahlhaus, 1989) , and also employ a testing procedure developed by Robinson (1994) , which has been shown to be the most efficient one in the context of fractional integration. This method, based on the Lagrange Multiplier (LM) principle, tests the null (2) and (5) (5) and the type of model for the I(0) disturbances u t in (2). Finally, it is the most efficient method in the Pitman sense against local departures from the null (see Robinson, 1994 Robinson's (1994) method) in the model given by equations (2) and (5) with z t in (5) equal to ( 1, t)
assuming that u t in (6) is white noise, AR(1), AR(2), seasonal AR(1) and finally adopting the exponential model of Bloomfield (1973) respectively. The latter is a non-parametric approach to modelling the I(0) disturbances that approximates ARMA structures with a small number of parameters and has been widely employed in the context of fractional integration (see Gil-Alana, 2004 ). In all cases we consider the three standard approaches of no regressors (β 0 = β 1 = 0 a priori in (6)), an intercept (β 0 unknown and β 1 = 0 a priori) and an intercept with a linear trend (β 0 and β 1 unknown).
The results suggest that there is no need to include a time trend, the intercept being sufficient to describe the deterministic part of the processes in all cases. When modelling the disturbances as a white noise, the estimates of d are in the interval (0.5, 1), implying nonstationarity and mean reverting-behaviour. They are higher for the seasonally adjusted data and also slightly higher for the sample ending in 2011. When u t is specified as an AR(1) process the same result holds for the unadjusted data; however, for the adjusted ones, d is slightly above 1 and the unit root null cannot be rejected at the 5% level. For the AR(2) model the estimated values of d are strictly above 1, unlike in the seasonal AR case where all the estimates are below 1. Finally, when employing the non-parametric approach of Bloomfield (1973) d is strictly above 1 for the seasonally adjusted data, and slightly below 1 (the unit root null not being rejected) in the case of the unadjusted data. Thus, the results change substantially depending on the specification of the error term.
We further investigate this issue by employing the parametric approach of Robinson (1994) and AR(2) u t . In other words, the tested (null) model is: (1) structure is sufficient to describe the short-run dynamics of the series.
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Next we investigate the relationship between technology shocks and hours worked. On the basis of the above evidence that supports the cyclically I(d) specification for hours worked, and assuming that technology shocks are exogenous in this context, we consider the following model,
where y t is once more hours worked and z t is the productivity series measured as output per hour.
In what follows we use two definitions of productivity. In particular, we employ the same variables as in Gali and Rabanal (GR, 2004) and Christiano et al. (CEV, 2003) . Both GR and CEV work with quarterly data. However, while GR use data from the non-farm business sector, CEV employ data from all businesses, including farming activities. We perform our analysis with both variables, which were collected from the Federal Reserve Bank of St. Louis database (FRED). Non-farm business sector productivity is measured as output per hour of all persons (OPHNFB is the ID of the series). Non-farm business hours are computed as the ratio between the non-farm business sector hours of all persons (HOANBS) and the civilian non-institutional population over the age of 16 (CNP16OV). Total business productivity is measured as the output per hour of all persons (OPHPBS). Our dataset runs from the first quarter of 1948 to the fourth quarter of 2004. Using monthly seasonally unadjusted and adjusted hours worked we also construct quarterly series for the same sample period. Plots of the four series (productivity using the GR and CEV definitions respectively and seasonally adjusted/unadjusted hours worked, for 1948q1-2004q4) are displayed in Figure 3 .
[Insert Figure 3 about here]
The two hours worked series behave in a very similar way, being relatively stable across the sample period, whilst the two productivity series are increasing over time. Tables 5 and 6 display the estimates of d along with those of the intercept (α) and the slope (β) in a model including hours worked (y t ) and productivity (z t ) assuming that the regression errors are I(d) and the d-differenced process is white noise, AR and Bloomfield respectively. In other words, the model is now:
implying the existence of a pole or singularity in the spectrum at the zero frequency. Tables 5   and 6 present the results for seasonally unadjusted and adjusted hours worked respectively.
Starting with the former (in Table 5 Tables 7 and 8 .
[Insert Tables 7 and 8 about here]
The estimated value of c (not reported) is 38 in all cases, consistently with the periodograms displayed in Figure 4 , whilst the estimated values of d are in all cases in the interval (0, 1) but smaller than for the seasonally unadjusted data (in Table 7 ), implying long memory and mean reverting behaviour. 8 These figures also show that, when using the cyclical I(d) specifications, hours worked increase in response to a technology shock and this happens for both seasonally adjusted and unadjusted hours worked. Next we investigate which of the potential models for the disturbances is the most adequate for the two series examined. We perform various diagnostic tests on the residuals which suggest that the model with AR (1) disturbances is the most appropriate one for both series (CEV and GR) and both adjusted and unadjusted data. We then consider a 1-standard error technology shock and estimate the impulse responses of the selected model for each series. The results are displayed in Figure 5 .
[Insert Figure 5 about here]
It can be seen that on impact the effect is positive and statistically significant in all four cases, and more sizeable for the GR series. However, after two years it becomes negligible and it disappears in the long run in all cases. In other studies the cyclical pattern in hours worked is modelled as a simple AR(2) processes with complex roots (see, e.g., Bernardi et al., 2008) which produce autocorrelations (and impulse responses) decaying at an exponential rate. When using our approach the rate of decay is hyperbolic, i.e. much slower, and given the length of the cycles in this context, it does not produce in the short run a clear cyclical pattern in the figures.
Conclusions
This paper analyses monthly hours worked in the US over the sample period 1939m1 -2011m10 using a cyclical I(d) model based on Gegenbauer processes, which are characterised by a spectral density function unbounded at a non-zero frequency. The motivation for adopting this type of framework is the observation that the periodogram of the hours worked series has a peak at a frequency away from zero. This is in contrast to the models normally found in the literature (e.g., Gali, 1999; Christiano, Eichenbaum and Vigfusson, 2003; Gil-Alana and Moreno, 2009 ) that, although differing in the degree of integration assumed for hours worked, are all based on hours worked being a highly persistent series with a peak at the zero frequency in the spectrum.
The evidence presented here suggests that such a specification is not empirically supported, our chosen framework being the most suitable one for capturing the cycle length in the case of hours worked, with the cycles having a periodicity of about ten years, and the order of integration of the series being positive though smaller than 0.5, implying stationary and meanreverting behaviour.
When including productivity as a weakly exogenous variable further evidence is obtained supporting the Gegenbauer model, the order of integration again being in the interval (0, 0.5).
Moreover, hours worked are found to increase on impact in response to a technology shock (although its effects disappear after two years). This result is consistent with the findings of Christiano, Eichenbaum and Vigfusson (2003) , despite the use of a completely different methodology, and represents an important contribution towards settling the ongoing debate on the relationship between hours worked and technology: it shows that, when the shape of the periodogram is duly taken into account by specifying an appropriate statistical model, a positive rather than negative effect of technology shocks on hours worked is estimated, consistently with
Real Business Cycle (RBC) models. The values in parentheses are the 95% confidence band of the non-rejection values of d using Robinson (1994) . The values in parentheses are the 95% confidence band of the non-rejection values of d using Robinson (1994) . The values in parentheses are the 95% confidence band of the non-rejection values of d using Robinson (1994) . NSA and SA stand respectively for non-seasonally adjusted and seasonally adjusted data. GR stands for the productivity series used in Gali and Rabanal (2004) ., whilst CEV is the productivity series used by Christiano et al. (2003) . 
