Abstract. We define a class of multivariate Laurent polynomials closely related to Chebyshev polynomials, and prove the simple but somewhat surprising (in view of the fact that the signs of the coefficients of the Chebyshev polynomials themselves alternate) result that their coefficients are non-negative.
Introduction
Let T n (x) and U m (x) be the Chebyshev polynomials of the first and second kinds, respectively. We define the following Laurent polynomials:
S n (c; x 1 , . . . ,
The function R n arises in the enumeration of conjugacy classes in the free group on k generators, more specifically, there is the following result:
Theorem 0.1 ([Rivin99] ). The number of cyclically reduced words of length k in F r homologous to e 1 [a 1 ]+· · ·+e r [a r ] is equal to the coefficient of x
The coefficients of generating functions of combinatorial objects are non-negative, so one is led to wonder for which values of c are the coefficients of R n (c; x 1 , . . . , x k ) and S n (c; x 1 , . . . , x k ) nonnegative. In this note we give an essentially complete answer (see Theorems 2.1 and 2.2). We also write down an explicit formula (Eq. (16)) for the coefficients of R n and S n .
Some facts about Chebyshev polynomials
The literature on Chebyshev polynomials is enormous; [Rivlin90] is a good to start. Here, we shall supply the barest essentials in an effort to keep this paper self-contained.
There are a number of ways to define Chebyshev polynomials (almost as many as there are of spelling their inventor's name). A standard definition of the Chebyshev polynomial of the first kind T n (x) is:
In particular, T 0 (x) = 1, T 1 (x) = x. Using the identity (5) cos(x + y) + cos(x − y) = 2 cos x cos y we immediately find the three-term recurrence for Chebyshev polynomials:
The definition of Eq. (4) can be used to give a "closed form" used in Section ??:
We also define Chebyshev polynomials of the second kind U n (x), which can again be defined in a number of ways, one of which is:
A simple manipulation shows that if we set x = cos θ, as before, then (9) U n (x) = sin(n + 1)θ sin θ .
In some ways, Schur's notation U n = U n−1 is preferable. In any case, we have U 0 (x) = 1, U 1 (x) = 2x, and otherwise the U n satisfy the same recurrence as the T n , to wit,
From the recurrences, it is clear that for f = T, U, f n (−x) = (−1) n f (x), or, in other words, every second coefficient of T n (x) and U n (x) vanishes. The remaining coefficients alternate in sign; here is the explicit formula for the coefficient c
This can be proved easily using Eq. (6).
2. Analysis of the functions R n and S n .
In view of the alternation of the coefficients, the appearance of the Chebyshev polynomials as generating functions in Section ?? seems a bit surprising, since combinatorial generating functions have nonnegative coefficients. Below we state and prove a generalization. Remarkably, Theorems 2.1 and 2.2 do not seem to have been previously noted.
Theorem 2.1. Let c > 1. Then all the coefficients of R n (c; x) are nonnegative. Indeed the coefficients of x n , x n−2 , . . . , x −n+2 , x −n are positive, while the other coefficients are zero. The same is true of S n in place of R n .
Proof. Let a k n be the coefficient of x k in U n ((c/2)(x + 1/x)). The recurrence gives the following recurrence for the a , not necessarily bigger than one. However, we can use the result for U n , together with the observation (which follows easily from the addition formula for sin) that
Eq. (13) implies that b
The proof above goes through almost verbatim to show:
Theorem 2.2. Let c > 1. Then all the coefficients of R n are nonnegative. The same is true of S n in place of R n
To complete the picture, we note that:
Theorem 2.3.
Proof. Let x = exp iθ. Then 1/2(x + 1/x) = cos θ, and R n (1; x) = T n (1/2(x + 1/x)) = cos nθ = 1/2(x n + 1/x n ).
Remark 2.4. For c < −1 it is true that all the coefficients of R n (c; .) and S n (c; .) have the same sign, but the sign is (−1) n . For |c| < 1, the result is completely false. For c imaginary, the result is true. I am not sure what happens for general complex c.
By the formula (11), we can write (14) is 0 if b < 0, or b > a, or b / ∈ Z. A similar formula for S n can be written down by using Eq. (13).
