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Abstract
Motivated by a geometric decomposition of the vector field associated with the Gorini–
Kossakowski–Lindblad–Sudarshan (GKLS) equation for finite-level open quantum sys-
tems, we propose a generalization of the recently introduced contact Hamiltonian systems
for the description of dissipative-like dynamical systems in the context of (non-necessarily
exact) contact manifolds. In particular, we show how this class of dynamical systems
naturally emerges in the context of Lagrangian Mechanics and in the case of nonlinear
evolutions on the space of pure states of a finite-level quantum system.
1 Introduction
The advent of Quantum Technologies has boosted the interest in the foundational and phe-
nomenological aspects of quantum mechanics. In particular, entanglement, one of the most
important characteristic features of quantum mechanics, has stressed the role of environment
in our description of physical systems. In general, the description of the dynamical evolution of
a given system, when this system is correctly thought of as a subsystem of a larger one and the
evolution is obtained as a suitable reduction of the evolution of the larger system, is in terms of
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density states or “density matrices” or “density operators” undergoing a transformation which
is no more unitary, and we say the system is dissipative.
Dissipation is playing an increasing role in the description of dynamical systems. This is
in part due to the interest in describing open quantum systems in relation with many physical
applications like quantum computing, quantum information and quantum thermodynamics.
While in classical physics the “coupling” with the environment may be idealized to be negligible
in the consideration of fundamental aspects, in the quantum realm the situation is more complex
because of the probabilistic-statistical interpretation which give rise to indetermination relations
and other inequalities.
Accepted dynamical maps are usually required to be completely positive trace preserving
maps. If additional assumptions on the coupling with the environment are made, the evolu-
tion is described by a semigroup1 associated with the Gorini–Kossakowski–Lindblad–Sudarshan
(GKLS) equation [20, 26]. This semigroup is not isospectral nor it preserves the rank of the
state. In generic conditions, one may start with a pure state and asymptotically reach a totally
mixed state where “correlations” among components are totally absent, in which case we say
that the state undergoes “decoherence” and the relative phases of the “components” entering
the state are being “dissipated”.
In the geometrical picture of quantum mechanics, the infinitesimal generator of the GKLS
semigroup is given by an affine vector field defined on a suitable carrier space associated with
the space of quantum states [7, 11, 12]. This carrier space is equipped with two tensor fields, a
skew symmetric one which gives a Poisson brackets, and a symmetric one which is related with a
symmetric Jordan product and allows for an interpretation of the indetermination relations. It
is then natural to try to analyze GKLS vector fields with respect to the additional structures on
the carrier space for quantum states. What is found is that every GKLS vector field decomposes
into the sum of three vector fields: one which is a Hamiltonian vector field with respect to
the Poisson bivector determining the Poisson bracket, one which is a Gradient-like vector field
associated with the symmetric tensor, and a third one which is a “Jump” vector field responsible
for the change of rank of quantum states during the dynamical evolution. In particular, if the
quantum system under investigation and the environment are “completely decoupled” (e.g.,
the system is isolated), it is found that the Gradient-like and the Jump vector fields vanish.
The decomposition of the GKLS vector field allows us to interpret the Hamiltonian part
as a “reference dynamics” which is conservative in the sense that it preserves some Hamilto-
nian function, while the sum of the Gradient-like and the Jump vector fields is considered as a
“perturbation term” associated with dissipation. In this sense, we see that the very concept of
dissipation is not associated with the GKLS vector field itself, but, rather, with the decomposi-
tion of this vector field in terms of the relevant geometrical structures under consideration. In
1This particular dynamical evolutions are also referred to as being Markovian. Recently, non-Markovian dy-
namics have attracted a considerable attention. We shall, for the time being restrict our attention to Markovian
dynamics.
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this contribution we want to point out that this reformulation of the notion of dissipation should
also be considered when dealing with classical systems. Specifically, based on the geometrical
description of open quantum systems, we will argue that dissipation has to be understood as
a relational concept (see also [6, 18]). Essentially, we always need some reference structure,
which clearly depends on the specific physical interpretation of the dynamical system under
investigation, in relation to which we may define dissipation. Dissipation, per se, makes no
sense.
Guided by Dirac’s “principle of analogy”, we will analyze dynamical systems in the classical
setting to understand if and when they are “conservative” or “dissipative” with respect to the
relevant geometrical structures. In the Newtonian approach, an “effective” way to describe the
coupling with the environment, say the collision of the projectile with molecules of the fluid in
which it moves, is by means of phenomenological forces which would model the effect of the
collisions. As evolution in quantum mechanics of isolated systems is described by means of the
Hamiltonian formalism associated with a Poisson bracket, it would be quite natural to look
at “dissipative” aspects in the classical setting within the description of dynamical systems
on carrier spaces endowed with symplectic or related structures. In particular, we would like
to consider some recent proposals to consider “dissipative” systems as described by means of
Hamiltonian contact vector fields [5]. We shall see that this approach would cover but a very
limited family of “dissipative forces”, and we will show how we can improve the formalism
exposed in [5] and make few considerations on the possibility of obtaining “classical dissipative
systems” in analogy with quantum dissipative ones.
In seeking for this analogy, we have to distinguish the description on the space of pure states
or even wave functions (which is the usual starting point for the transition to the classical setting
in the framework of Hamilton–Jacoby theory) from the description on the space of mixed states
which is the natural space when the evolution is obtained from the one of the composite system.
In the former case, we will see that it is possible to consider a non-unitary dynamical
evolution associated with a Hamiltonian vector field implementing Schro¨dinger equation plus a
gradient vector field playing the role of a dissipative perturbation. Similar considerations were
made in [28]. In this case, the “Jump” vector field does not play any role because we do not
want to leave the space of pure quantum states, that is, we do not want to change the rank of
the quantum states we are considering. This non-unitary dynamics is associated with a group
action, specifically, to an action of the complexification of the unitary group U(H) of the Hilbert
space H of the system, that is, the complex general linear group GL(H). Quite interestingly,
we will be able to write these dynamical evolutions as contact Hamiltonian systems (according
to the definition given in Appendix A) on the (2n− 1)-dimensional sphere S2n−1 of normalized
vectors in H. This shows that in quantum mechanics there is also room for contact structures
if we want to implement the normalization condition of the wave function.
In the latter case, it would be more natural to work in terms of Wigner functions on phase
space which would represent mixed states. We will not have much to say on these aspects in
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this paper, but we shall furnish some remarks and comments in order to properly formulate
and deal with these problems. A more articulated presentation is presently being investigated
and will appear elsewhere.
2 Geometrical description of the GKLS equation and
dissipation
Here we want to review the geometrical description of open quantum systems in terms of a
vector field Γ associated with the generator L of the GKLS equation as done in [7, 11, 12].
The carrier space of the dynamics is the affine space T1(H) of self-adjoint linear operators
on H having trace equal to 1, where H is the finite-dimensional, complex Hilbert space with
dim(H) = n associated with the quantum system under investigation. As it is well-known, the
space S(H) of quantum states of the system is the convex body in T1(H) composed of positive
elements. Denoting with {τj}j=1,...,(n2−1) an orthonormal set of linearly independent, traceless,
self-adjoint operators in B(H), every element ξ in T1(H) may be written as
ξ =
1
n
I+ xj τj , (1)
where I ∈ B(H) is the identity operator and xj = Tr (ξ τ j) with {τ j}j=1,...,(n2−1) the dual set
of {τj}j=1,...,(n2−1). Note that {ıτ j}j=1,...,(n2−1) provides an orthonormal basis of the Lie algebra
su(H) of the special unitary group SU(H). Given any self-adjoint element A = a0I + ajτ j in
B(H), the linear function
eA(ξ) = Tr(A ξ) = aj x
j (2)
is physically interpreted as the expectation value function of the observable A. The special
unitary group SU(H) determines a Poisson tensor on T1(H) according to the formula
Λ = cjkl x
l ∂
∂xj
∧ ∂
∂xk
, (3)
where the cjkl ’s are the structure constants of the Lie algebra su(H) with respect to the or-
thonormal basis {ıτ j}j=1,...,(n2−1). This Poisson tensor allows us to define the Hamiltonian
vector fields. In particular, we may define the Hamiltonian vector fields XA associated with
the expectation value functions eA. These vector fields provide a realization of su(H) that
integrates to an action of SU(H) given by
ξ 7→ U ξU† . (4)
The orbits of this action in the space S(H) of quantum states (i.e., the integral curves in
S(H) of the Hamiltonian vector fields XA as A freely varies in the set of self-adjoint elements
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in B(H)) defines the so-called manifolds of isospectral quantum states (see [9, 11, 21, 22]).
Given a quantum state ρ ∈ S(H), the GKLS equation describes the most general form of
the infinitesimal generator L for a semigroup of completely-positive, trace-preserving maps
([20, 26])
L(ρ) = ı [ρ, H]− 2 ρ V +
R∑
j=1
vj ρv
†
j , (5)
where R ≤ (n2 − 1), H is a self-adjoint element in B(H), V = ∑Rj=1 v†jvj, [·, ·] and  denote,
respectively, the commutator and the anticommutator product in B(H). Recently ([7, 11, 12]),
it has been shown that the dynamics generated by the GKLS equation may be described in
terms of an affine vector field Γ on T1(H). This vector field may be decomposed in terms of a
Hamiltonian vector field XH, a Gradient vector field YV and a Jump vector field ZK as follows
Γ = XH − YV + ZK . (6)
The explicit form of these vector fields is
XH = c
jk
l Hk x
l ∂
∂xj
YV =
(
djkl
2
Vk x
l +
V j
n
)
∂
∂xj
− eV ∆
ZK =
(
Tr
(K(τk)τ j) xk + Vj
n
)
∂
∂xj
− eV ∆ ,
(7)
with
Hj = Tr(Hτj) , V
j = Tr(Vτ j) = δjk Vk ,
fV(ξ) = Vjx
j , Vj = Tr
(∑R
k=1 vkv
†
k τ
j
)
,
cjkl = ıTr
(
[τ j, τ k] τr
)
, djkl = Tr
({τ j, τ k} τl) ,
(8)
and
K(τj) =
R∑
k=1
vk τj v
†
k . (9)
Note that the Gradient and Jump vector fields are nonlinear vector fields due the presence of
last term eV ∆ in their expression. However, their nonlinear terms cancel out when taking the
sum and we are left with the following affine vector field
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Γ = A jl x
l ∂
∂xj
+Bj
∂
∂xj
=
(
H jl − V jl +K jl
)
xl
∂
∂xj
+Bj
∂
∂xj
, (10)
where
H jl = c
jk
l Hk , V
j
l =
djkl Vk
2
K jl = Tr
(K(el)ej) , Bj = Vj − V j
n
.
(11)
From the geometrical point of view, we have that the flow of the Hamiltonian vector field XH
preserves the spectrum of the quantum states, the flow of the Gradient vector field YV does not
preserve the spectrum but preserves the rank and the flow of the Jump vector field ZK does
not preserve the spectrum nor the rank of quantum states (see [11] for a detailed treatment).
Furthermore, it is immediate to realize that XH is Hamiltonian with respect to the Poisson
structure Λ on T1(H), and we have
XH = Λ(deH) (12)
with eH(ξ) = hj x
j. This means that eH is a constant of the motion for XH which is physically
interpreted as the expectation value function of the observable H. Both the Gradient and the
Jump vector fields do not preserve eH in the sense that the Lie derivative of eH with respect
to YV and ZK is different from 0. Then, we may interpret the linear vector field XH as a
“comparison dynamics” and the affine vector field (YV + ZK) as a “perturbation term” which
is dissipating2 the observable H. In the quantum case, we see that the reference dynamics is
selected by means of a preferred geometrical structure on the carrier space, i.e., the Poisson
tensor Λ associated with su(H).
Remark 1. It may happen that the GKLS generator L presents no antisymmetric part (e.g.,
when H = 0 and all the vj’s self-adjoint or unitary) and thus Γ has necessarily a trivial
Hamiltonian contribution given by the null vector field. In this case, since the Hamiltonian
function is trivial, we have to introduce some other “reference structure” with respect to which
the flow of Γ may be interpreted as dissipating something. This is the case, for instance, of the
GKLS generator L of the so-called phase damping. In the q-bit case (dim(H) = 2), we may
define the phase-damping as follows. First of all, we select an orthonormal basis {|1〉, |2〉} in
H and set
2As long as these Lie derivatives are always negative.
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τ1 =
1√
2
(|1〉〈2|+ |2〉〈1|) ,
τ1 =
ı√
2
(|1〉〈2| − |2〉〈1|) ,
τ3 =
1√
2
(|1〉〈1| − |2〉〈2|) .
(13)
Then, the phase-damping generator L would be
L(ρ) = −γ (ρ− 2τ3 ρ τ3) = −2γ (|1〉〈1|ρ|2〉〈2|+ |2〉〈2|ρ|1〉〈1|) , (14)
and the explicit form of the vector field Γ reads
Γ = ZK = −2γ
(
x1
∂
∂x1
+ x2
∂
∂x2
)
. (15)
From this expression, the flow Φτ generated by Γ is easily obtained
Φτ (ρ) =
1
2
(
σ0 + exp(−2γτ)
(
x1σ1 + x
2σ2
)
+ x3σ3
)
. (16)
A moment of reflection shows that this dynamical evolution decreases the phase terms of ρ, that
is, it “dissipates” the off-diagonal terms of ρ with respect to the orthonormal basis {|1〉, |2〉} in
H. Furthermore, if we consider the Lie algebra structure on linear functions coming from Λ
{xj, xk} := Λ (dxj, dxk) , (17)
we immediately see that the dynamical evolution Φτ is such that the asymptotic bracket{
xj, xk
}
∞ = limτ→+∞
(Φ∗τΛ)
(
dxj, dxk
)
(18)
is a contraction of the quantum Lie algebra ([1, 7, 10]), and we may say that the dynamical
evolution is “dissipating” the Poisson tensor Λ. This brings in the possibility of characterizing
dissipation in terms of tensor fields rather than functions.
3 Contact structures and dissipative-like systems for pure
quantum states
Pure states are extreme states in the convex body of quantum matrix states. If we want
to restrict our attention to pure states then we can no longer refer to the full expression of
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the GKLS vector field because the “Jump” vector field takes us out of the manifold of pure
quantum states. Consequently, we may consider only the Hamiltonian and Gradient vector
fields obtaining a non-unitary dynamics which is also “non-linear” in the sense that it can not
be described by a linear vector field on the affine hyperplane T1(H) dynamics. We will describe
these dynamics on three different spaces.
First of all, we will describe it on the complex projective space CP(H) which may be
identified with the manifold of pure quantum states. In this case, the non-unitary dynamics
will be described by means of a Hamiltonian vector field implementing Schro¨dinger equation
plus a Gradient vector field playing the role of a dissipative perturbation. Furthermore, this
non-unitary dynamics turns out to be associated with an action of the complex general linear
group GL(H) on CP(H).
Then, the same dynamical evolution is described in terms of non-linear vector fields on the
Hilbert space H of the system3 which projects onto the Hamiltonian and Gradient vector fields
on CP(H). This description is particularly well-suited for explicit computations because of the
existence of global Cartesian coordinates on H.
Finally, based on the generalization of the work [5] presented in Appendix A, a third de-
scription is given in terms of contact Hamiltonian systems on the (2n− 1)-dimensional sphere
S2n−1 of normalized vectors in H.
Let us consider a finite-level quantum system with Hilbert space H, such that dim(H) = n.
Selecting an orthonormal basis {|ej〉}j=1,...,n in H we may introduce a Cartesian coordinates
system {xj, yj}j=1,...,n on H, namely
|ψ〉 =
n∑
j=1
ψj |ej〉 =
n∑
j=1
(
xj + i yj
) |ej〉 , (19)
where |ψ〉 is an arbitrary element in H. The geometrical approach to quantum mechanics
is based on considering the realification HR of the Hilbert space H endowed with a Ka¨hler
structure, i.e., there are a symplectic form ωH, a Riemannian metric tensor gH and a complex
structure JH on H such that ωH ◦ JH = gH. In coordinates we have
ωH = δjk dxj ∧ dyk
gH = δjk
(
dxj ⊗ dxk + dyj ⊗ dyk)
JH = dyj ⊗ ∂
∂xj
− dxj ⊗ ∂
∂yj
.
(20)
Being gH and ωH non-degenerate, we may also consider their inverses, i.e. the contravariant
3More precisely, these vector fields are defined on the punctured Hilbert space H0 = H − {0}, that is, the
Hilbert space without the null vector.
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tensors GH = g−1H and ΛH = ω
−1
H that in local coordinates have the form
ΛH = δjk
∂
∂xj
∧ ∂
∂yk
(21)
GH = δjk
(
∂
∂xj
⊗ ∂
∂xk
+
∂
∂yj
⊗ ∂
∂yk
)
. (22)
In addition, on the Hilbert space there is a natural action of the Abelian group C0 given by
|ψ〉 7→ λ |ψ〉 = % ei θ |ψ〉 , with % > 0. (23)
This action may be described infinitesimally by means of two commuting linear vector fields
Γ = xj
∂
∂yj
− yj ∂
∂xj
and ∆ = xj
∂
∂xj
+ yj
∂
∂yj
, (24)
where we see that ∆ is the infinitesimal generator of dilations, while Γ is the infinitesimal
generator of the multiplication by a global phase factor. The action of C0 on H allows us to
introduce two smooth manifolds that are particularly relevant in quantum mechanics.
To introduce these manifolds first of all we need to introduce the Hilbert space H0 =
H− {0 }, i.e., the Hilbert space H without the null vector. Then, on this space there are two
regular distributions related with ∆ and Γ. The first one is D1 = {∆}, and it is immediate to
see that the quotient space4 H0/ ∼D1 may be identified with the unit sphere in H
S2n−1 = {|ψ〉 ∈ H | 〈ψ|ψ〉 = 1} . (25)
This reflects the following chain of well-known diffeomorphisms
H0 ∼= R2n0 ∼= R+ × S2n−1 . (26)
In the following, the projection from H0 to S2n−1 will be denoted by τ , while, an element of
S2n−1 will be denoted as |ψ), where |ψ〉 is a vector in H0.
Now, if we consider the distribution D2 = {Γ, ∆}, which is involutive, it gives rise to a
foliation which is regular. The quotient space H0/ ∼D2 is known as the complex projective
space CP(H) associated with H. The projection from H0 to CP(H) will be denoted by pi and
the elements of CP(H), denoted by [ψ] with |ψ〉 ∈ H0, are identified with the pure states of a
quantum system with Hilbert space H. The identification follows from the map
[ψ] 7→ ρψ := |ψ〉〈ψ|〈ψ|ψ〉 . (27)
4The equivalence relation ∼D1 is defined as follows: first of all, we find the leaves of the regular foliation
associated with D1, in this case, the leaves are open lines stemming from the origin, then, we declare two points
in H0 to be ∼D1 equivalent if they lie on the same leaf.
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Because the vector field Γ is tangent to S2n−1, we may consider its restriction Γs to S2n−1
and build the distribution Ds associated with it. Clearly, the quotient space S2n−1/ ∼Ds will
be precisely the complex projective space CP(H), and the canonical projection from S2n−1 to
CP(H) will be denoted by υ, and therefore it holds that pi = υ ◦ τ . Finally, we arrive at the
following diagram
H0
S2n−1
τ
>
CP(H)
pi
∨ v<
Similarly to H, the complex projective space CP(H) of pure quantum states is a Ka¨hler
manifold, that is, there are a symplectic form ω, a Riemannian metric tensor g (Fubini-Study
metric tensor) and a complex structure J on CP(H) such that g = ω ◦ J . Because there is
no global system of coordinates on CP(H), it is better to work on the Hilbert space which
is parallelizable. We shall work with projectable tensor fields. We stress that while it makes
sense to deal with projectable contravariant tensor fields, it does not make sense to speak of
“projectable differential forms”. Using the projection map pi, we may look at the pullback to
H0 of ω and g
ω0 = pi
∗ω = Im
(〈dψ|dψ〉
〈ψ|ψ〉 −
〈dψ|ψ〉〈ψ|dψ〉
〈ψ|ψ〉2
)
g0 = pi
∗g = Re
(〈dψ|dψ〉
〈ψ|ψ〉 −
〈dψ|ψ〉〈ψ|dψ〉
〈ψ|ψ〉2
) . (28)
By direct inspection, it is possible to see that the two-form ω0 on H0 is such that
i∆ ω0 = iΓ ω0 = 0 (29)
which means that there is a two-form ωs on S
2n−1 such that ω0 = τ ∗ωs and such that ωs = υ∗ω.
Note that this property is also true for the symmetric tensor g0.
On the other hand, if we look at the contravariant tensors Λ = ω−1 and G = g−1, it is
immediate to check that, although ΛH and GH are not projectable with respect to pi nor τ , we
may define the following projectable tensors on H0
Λ0H = 〈ψ|ψ〉ΛH − Γ ∧ ∆
G0H = 〈ψ|ψ〉GH − Γ ⊗ Γ−∆ ⊗ ∆ .
(30)
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These tensors are pi-related with Λ = ω−1 and G = g−1, respectively. Also the tensors 〈ψ|ψ〉ΛH
and 〈ψ|ψ〉GH are projectable. As a matter of fact, both Λ0H and 〈ψ|ψ〉ΛH project onto the
same one on the complex projective space, and similarly for G0H and 〈ψ|ψ〉GH.
We notice that the conformal factor 〈ψ|ψ〉, which is necessary for the projectability of the
two tensor fields, in the case of the skew-symmetric tensor, spoils the Jacobi identity. Indeed,
the new bracket is not a Poisson Bracket but is rather a Jacobi bracket. We define Jacobi
bracket in Appendix A. At the level of 2-forms, while the Poisson bracket is associated with a
symplectic form, the Jacobi bracket may be associated with a contact structure, in our case it
will be an exact contact structure (see Appendix A for a discussion on contact manifolds and
their connection with Jacobi brackets). Thus, the restriction of Schro¨dinger-type equations to
the sphere of normalized vectors, S2n−1, will be described in terms of contact manifolds instead
of symplectic manifolds. On this manifold we should consider the Jacobi brackets instead of
the Poisson brackets.
Remark 2 (Brackets). By means of ΛH, GH, Λ and G we may define the following brackets
{F, H}H := ΛH (dF, dH) , (F, H)H := GH (dF, dH)
{f, h} := Λ (df, dh) , (f, h) := G (df, dh) ,
(31)
where F,H are smooth functions on H, and f, h are smooth functions on CP(H). In particular,
when F = fa, H = fb and f = ea, h = eb we obtain
{fa, fb}H = f[a,b] , (fa, fb)H = f−ıab
{ea, eb} = e[a,b] , (ea, eb) = e−ıab − ea eb ,
(32)
where [·, ·] denotes the Lie bracket in u(H),  denotes the (matrix) anticommutator, and ea eb
the pointwise product among functions.
The dynamical evolution of a closed system is associated with the action of the unitary
group U(H) on CP(H). This action “comes” from the following linear action of U(H) on H
|ψ〉 7→ |ψU〉 := U |ψ〉 , (33)
with U ∈ U(H), that is, the action of U(H) on the space CP(H) of pure states reads
[ψ] 7→ [ψU] . (34)
Then, the Schro¨dinger equation is the infinitesimal version of the evolution equation
[ψt] = [ψUt ] (35)
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where Ut = e
ıHt is the one-parameter group of unitary operators generated by the Hermitean
Hamiltonian operator H. Given a in the Lie algebra u(H) of U(H), we may introduce the
smooth real-valued functions
fa(|ψ〉) = −ı 〈ψ|a|ψ〉
ea([ψ]) = −ı 〈ψ|a|ψ〉〈ψ|ψ〉 ,
(36)
and it is possible to prove that the curves Ut |ψ〉 and [ψUt ] are integral curves of the Hamiltonian
vector fields
Xa = ΛH (dfa)
Xa = Λ (dea) ,
(37)
respectively [2, 8, 14, 15, 19, 24], and Xa and Xa are pi-related. However, we may also use Λ0H
in order to define the “Hamiltonian” vector field
X0a := Λ0H (dpi∗ea) = Xa − pi∗ea Γ (38)
which is again pi-related with Xa.
Now, we observe that on H there is also a linear action of the complex general linear group
GL(H) on H given by
|ψ〉 7→ ΦG (|ψ〉) ≡ |ψG〉 := G |ψ〉 , (39)
where G ∈ GL(H). Associated with this action, we have an action φ of GL(H) on the space
CP(H) of pure states
[ψ] 7→ φG ([ψ]) := [ψG] . (40)
These actions are such that the following diagram commutes
H0 ΦG−→ H0ypi ypi
CP(H) φG−→ CP(H)
. (41)
When G ≡ U is actually an element of the unitary group U(H) ⊂ GL(H), we obtain the
actions of U(H) on H and CP(H), respectively.
Regarding the action Φ of GL(H) on H, it is possible to show that the linear vector fields
12
Xa + Yb = ΛH(dfa) +GH(dfb) , (42)
where (a− ıb) ∈ gl(H), provide an anti-representation of the Lie algebra gl(H) of GL(H) which
integrates to the action Φ. Furthermore, according to recent works [9, 13], it is possible to de-
scribe the full action φ of GL(H) on CP(H) using the Hamiltonian vector fields Xa together with
the so-called gradient vector fields Yb := J(Xb). Specifically, it has been proved that the vector
fields Xa + Yb provide a Lie-algebra anti-representation of gl(H) on CP(H) which integrates
to the action φ. Furthermore, it turns out that the Hamiltonian and gradient vector fields on
CP(H) coincide with the restriction to the space of pure quantum states (seen as a subset of
the affine hyperplane T1(H) of Hermitean operators with unit trace) of the Hamiltonian and
Gradient vector fields on T1(H) (see section 2).
On the other hand, introducing the following vector fields on H0
Y0b := GH(dpi∗eb) = Yb − pi∗eb ∆ , (43)
it is easy to see that Y0b is tangent to S2n−1 and that [Γ, Y0b] = 0, from which we conclude that
Y0b is projectable with respect to pi. In particular, Y0b is pi-related with the gradient vector field
Yb := J(Xb). It is interesting to note that the infinitesimal generator Za,b = Xa + Yb of the
action φ of GL(H) on CP(H) may be written as the unique vector field such that
iZa,b ω = dea + αb , (44)
where αb = J ◦ deb. This way of writing Za,b allows us to think of it as being the sum of
a “reference dynamics” which is conservative, the vector field Xa associated with ea, with a
“perturbation term” generating dissipation, the vector field Yb associated with Jdeb. Clearly,
these decomposition depends on the existence of the symplectic form ω on CP(H).
Example 1 (The q-bit case). To better visualize the situation, we shall consider the example
of the q-bit in which H ∼= C2. In this case, we have that the complex projective space CP(H)
is diffeomorphic to a 2-dimensional sphere embedded into a 3-dimensional affine space. Indeed,
we recall that every quantum state ρ is a density operator on H, which means that it is a
non-negative Hermitean operator with trace equal to 1. In particular, in the q-bit case, we can
write
ρ =
1
2
(σ0 + x
jσj) , (45)
where σ0 ≡ I is the identity operator on H, {σ1, σ2, σ3} are Pauli operators, and the xj’s
are Cartesian coordinates on the space of Hermitean operators (which is the linear span of
{σ0, σ1, σ2, σ3}). The non-negativity of ρ is ensured by imposing the constraint (x1)2 + (x2)2 +
(x3)2 ≥ 1. Furthermore, pure states are singled out by imposing the additional constraint
ρ2 = ρ which is equivalent to (x1)2 + (x2)2 + (x3)2 = 1. From this, it is clear that the space of
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quantum states for a two-level system is a three-dimensional solid ball in the affine hyperplane
of Hermitean operators on H with unit trace.
Given a Hermitean operator A = a0σ0 + a
jσj, we can write the Hamiltonian and Gradient
vector field associated with A as
XA = εjkl x
j ak
∂
∂xl
and YA = δ
jkak
∂
∂xj
− (ak xk)∆ , (46)
where the εjkl are the structure constants of SU(H) and we raise and lower indices with the
Euclidean metric in R3. Note that, according to the work in [9, 11], the Hamiltonian vector
field may be written as XA = Λ(dfA, ·) where fA = ajuj and Λ is the Poisson tensor Λ =
εjkl x
j ∂
∂xk
∧ ∂
∂xl
on T1(H), while the Gradient vector field may be written as YA = G(dfA, ·)
where G is the symmetric tensor G = δjk ∂
∂xj
⊗ ∂
∂xk
−∆⊗∆ and ∆ = xj ∂
∂xj
is the dilation vector
field on T1(H).
The Gradient vector field YA describes a nonlinear dynamics which is tangent to the sphere
(x1)2 + (x2)2 + (x3)2 = 1 of pure quantum states, indeed
£YA [(x
1)2 + (x2)2 + (x3)2] = 2fA[1− (x1)2 + (x2)2 + (x3)2] , (47)
and this quantity vanishes on the unit sphere. In the q-bit case, it is easy to visualize the
situation. Hamiltonian vector fields are tangent to “parallels”, while gradient vector fields are
tangent to “meridians”, orthogonal to parallels, and both of them vanish at critical points of fA.
The two critical points represent “unstable” and “stable” equilibria for the gradient dynamics.
Now, we will prove that it is possible to describe the “dynamical evolution” generated by
Za,b = Xa + Yb in terms of the geometry of contact Hamiltonian vector fields on contact
manifolds developed in Appendix A. In particular, the contact manifold we are referring to is
the (2n − 1)-dimensional sphere S2n−1 ⊂ H of normalized vectors in H, and the dynamical
system is a generalized contact Hamiltonian system described by equations (108) and (109).
Consider the following one-form η0 on H0 given by
η0 :=
JH (dfI)
2r2
= Im
(〈ψ|dψ〉 − 〈dψ|ψ〉
〈ψ|ψ〉
)
=
1
r2
δjk
(
xjdyk − yjdxk) . (48)
It is immediate to check that
i∆ η0 = i∆ dη0 = 0 , (49)
which means that there is a one-form ηs on S
2n−1 such that η0 = τ ∗ηs. Clearly, η0 is invariant
under the action of the unitary group U(H) on H0. A direct computation shows that
Θ = η0 ∧ (ω0)n−1 ∧ dr (50)
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is a volume form on H0. Since iX dr = 0 for every X which is tangent to S2n−1, we conclude
that
Ω0 := η0 ∧ (ω0)n−1 (51)
is the pullback to H0 of a volume form Ωs on S2n−1 by means of τ . According to the general
theory exposed in Appendix A, we have that ηs and ωs give rise to a contact structure on S
2n−1.
Note that Γs is the Reeb vector field of the contact structure (ηs, ωs), that is iΓsηs = 1 and
iΓsωs = 0.
Given a smooth function F and a one-form α on S2n−1, we say that the vector field Z is
the generalized contact Hamiltonian vector field associated with F and α by means of (ηs, ωs)
if it satisfies the following two conditions simultaneously (see equations (108) and (109))
iZ ηs = F , and iZ ωs = (dF − α)− [(dF − α) (Γs) ] ηs . (52)
It is possible to look at contact Hamiltonian vector fields directly on H0 where we have a well-
defined global differential calculus. Indeed, we set F˜ = τ ∗F and α˜ = τ ∗α, and look for the
vector field Z such that
iZ dr = 0 , and iZ η0 = F˜ , and iZ ω0 =
(
dF˜ − α˜
)
−
[(
dF˜ − α˜
)
(Γ)
]
η0 . (53)
These equations assure us that Z is tangent to S2n−1, and that its restriction to S2n−1 coincides
precisely with the contact Hamiltonian vector field Z on S2n−1 associated with F and α by
means of the contact structure (ηs , ωs). Now, let us fix
Fa = υ
∗ea , and F˜a = τ ∗Fa =
fa
r2
,
αb = υ
∗J(deb) , and α˜b = τ ∗αb ,
(54)
in which case it follows that
(
dF˜a − α˜b
)
(Γ) = 0. In this case, we will show that the vector
field Z = Xa + Y0b is such that
iZ dr = 0 , and iZ η0 = F˜a , and iZ ω0 = dF˜a − α˜b . (55)
This means that there is a vector field Z on S2n−1 which is the contact Hamiltonian vector
field associated with Fa and αb by means of the contact structure (ηs , ωs).
The first equation in (55) is clearly satisfied because we already saw that Γ, Xa and Y0b are
tangent to S2n−1. Then, we have that
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iZ η0 = iXa η0 + iY0b η0 , (56)
iXaη0 =
(JH(dfI)) (Xa)
2r2
=
ΛH (dfa, JHdfI)
2r2
=
=
GH (dfa, dfI)
2r2
=
fa
r2
= F˜a ,
(57)
iY0bη0 =
(JH(dfI)) (Y0b)
2r2
=
GH (dfb − pi∗eb dfI, JHdfI)
2r2
=
=
ΛH (dfb − pi∗eb dfI, dfI)
2r2
= 0 ,
(58)
and thus
iZ η0 = F˜a, (59)
which means that the second equation in (55) is fulfilled. Concerning the third equation in
(55), recalling that Xa and Y0b are pi-related, respectively, with Xa and Yb, we have
iXa ω0 = pi
∗ (iXa ω) = pi
∗ (dea) = dF˜a (60)
iY0b ω0 = pi
∗ (iYb ω) = pi
∗ (ω ◦ J(Xb)) =
= −pi∗ (J ◦ J ◦ ω ◦ J(Xb)) =
= −pi∗ (J(deb)) = −α˜b ,
(61)
and thus
iZ ω0 = F˜a − α˜b , (62)
which means that the third equation in (55) is satisfied. Consequently, Z is τ -related with a
vector field Z on S2n−1 which is the contact Hamiltonian vector field associated with Fa and
αb by means of the contact structure (ηs , ωs), and, since Z is pi-related with Za,b, it follows
that Z is υ-related with Za,b too. Eventually, we obtained a description of the “dynamical
evolution” associated with the vector field Za,b in terms of contact Hamiltonian systems as
defined in Appendix A.
In this manner we have obtained evolutionary equations on the space of “normalized” wave
functions which are not unitary and are nonlinear. Elsewhere, we shall compare our equations
with other proposals to describe dissipation on wave functions by means of nonlinear equations
[16, 17, 29]. We shall now move to the classical setting where the use of contact structures to
describe dissipation has been already advanced [5].
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4 Preliminary considerations on second order dynamical
systems
In the following, we will exploit the idea of decomposing a dynamical system into a “refer-
ence dynamics” plus a “perturbation term” in order to give a geometrical characterization of
dissipation in the classical Lagrangian setting. The reference dynamics will be a dynamical
system admitting a Lagrangian description, and the perturbation term is responsible for the
“dissipation” of the Lagrangian energy of the reference dynamics. Furthermore, motivated by
the recent introduction of Hamiltonian contact systems ([5]), we will consider contact dynami-
cal systems in the context of Lagrangian mechanics and use them to describe some interesting
classes of dissipative systems. In order to this, we start with some preliminary remarks on the
description of classical Newtonian-like systems.
In the classical setting, dissipation is usually understood as the fact that energy is not
conserved along a given dynamical trajectory. However, we want to stress that if we want to
declare a system to be dissipative, we should say what is actually being dissipated. Indeed, it
is clear that we may deal with physical systems for which it might make sense to say that the
system is “dissipating” mass or angular momentum or “probability”. For instance, in remark
1 we saw that the phase-damping evolution for a finite-level quantum system may be thought
of as a dynamical evolution which is dissipating the off-diagonal terms of the quantum states
with respect to a fixed orthonormal basis depending on the dynamical evolution itself.
When we are simply given a dynamical system whose dynamics is described by means of
a vector field on a suitable carrier space, we must realize that, in addition to identifying the
“quantity” the dissipation of which we are interested in, it does not make sense to say that the
system is “conservative” or “dissipative” per se because dissipation is a relational concept. For
instance, in the Newtonian setting where dynamical vector fields are second-order vector fields
on the tangent bundle TQ of some configuration space Q, we may be interested in systems
dissipating energy, and, in order to analyze such dissipation, we must first of all define and fix
what we mean by “energy of the system”. For instance, we will see that there are dynamical
systems that are usually thought of as describing some dissipative phenomenon for which it is
possible to give a Lagrangian description in terms of a Lagrangian function and a Lagrangian
energy function. In this case, it is clear that the choice of some “reference notion of energy”
carries physical information because it allows us to describe the same physical system as being
conservative or dissipative.
In this section, we will deal with classical Newotnian-like systems. These are dynamical
systems for which the dynamics is expressed by means of a second-order vector field on the
tangent bundle TQ of some configuration-like manifold Q. Roughly speaking, the fact that
the vector field is of second order means that there is a coordinate system (q, q˙) on TQ with
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respect to which the equations of motion read
d2q
dt2
= F(q, q˙) . (63)
For a more elegant and coordinate-free formulation of the notion of second-order vector field
we refer to [27]. Given a Newtonian dynamical system, it makes sense to ask if the “forces”
generating the motion are derived from a potential because in this evenience we would find
that the kinetic energy plus the potential one would be conserved. A covariant way to look
for a potential is the search for a Lagrangian description. Thus, in order to address the char-
acterization of a given second order dynamical system as “conservative” or “dissipative”, we
may proceed as follows. First of all, we look for a possible Lagrangian description of the given
second order vector field. To discuss the possibility of a Lagrange description we should for-
mulate and solve the so-called “inverse problem in the calculus of variations” which has been
quite extensively studied both for finite dimensional systems and fields [27], here we will not
deal with this problem in complete generality, for this we refer to existing literature. It may
happen that we find none, one or many solutions for this problem, that is, either we do not
find a Lagrangian description, or we find a “unique”5 Lagrangian description, or we find differ-
ent alternative Lagrangian descriptions. Then, if a Lagrangian description exists, in the time
independent case we would say that the system preserves the Lagrangian energy function
EL = q˙j ∂L
∂q˙j
− L , (64)
associated with the Lagrangian L for the second order vector field Γ. There will be an associated
“Lagrangian energy” for each alternative Lagrangian description of the second order vector field.
However, the actual Lagrangian energy EL need not coincide with what we may want to call
the “physical energy” E of the system, therefore, we could qualify the system to be dissipative
even if it admits a description by means of a Lagrangian. A simple example clarifies what we
mean. We consider a second order differential equation on TQ = IR × IR with a friction force
proportional to the velocity by means of a friction coefficient γ, i.e.
q¨ + γ q˙ = 0 . (65)
A possible (local) Lagrangian for this system with its corresponding Lagrangian energy are
L = q˙(ln q˙)− γ q and EL = q˙ + γ q (66)
5As it is well-known, we may always add a global time derivative to every Lagrangian, or multiply the
Lagrangian by a real number without altering the explicit form for the equation of motions, hence, uniqueness
here has always to be understood modulo the addition of a global time derivative or multiplication by a real
number.
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respectively. Then, the system allows for a Lagrangian description where the Lagrangian energy
does not coincide with the mechanical energy E = m
2
q˙2, and we may look at this Lagrangian
dynamical system as being dissipative with respect to the mechanical energy E. Specifically,
the rate of dissipation of the mechanical energy is dE
dt
= −γ q˙2.
When the system does not admit a Lagrangian description, we have to develop new strategies
in order to characterize dissipation. In order to explain such a strategy, let us consider the
physically relevant situation represented by linear dynamical systems.
In several instances, either because of approximations or because of specific requirements,
the equations of motion may be given to us in a linear form
mjkq¨k + γ
jkq˙k + ω
jkqk = 0 (67)
where ||mjk||, ||γjk|| and ||ωjk|| are numerical matrices. Notice that this equation is in general
an implicit differential equation because the matrix ||mjk|| could be degenerate. When ||mjk||
is non-degenerate, the differential equation defines a second order vector field. In this case, we
have a necessary and sufficient condition for this vector field to admit a Hamiltonian description
in terms of a constant Poisson structure on T IRn (see chapter 4 in [8]). Specifically, consider
the linear vector field Γ associated with the equations of motion on the linear manifold T IRn,
and the representative matrix Gjk of Γ defined by
Γ = Gjk ξ
k ∂
∂ξj
, (68)
where {ξj}j=1,...,2n is a collective Cartesian coordinates system on T IRn with the first n coor-
dinates representing position variables. We require G to be a generic matrix, i.e., with simple
eigenvalues. We have that the system may be given a description by means of a constant Pois-
son structure Λ on T IRn, represented in the coordinate system {ξj}j=1,...,2n by an antisymmetric
numerical matrix ||Λjk||, and a quadratic Hamiltonian function
H =
1
2
Hjkξ
jξk , (69)
if and only if the representative matrix ||Gjk|| is traceless with all its odd powers, namely
Tr{G2k+1} = 0 for all k . (70)
Even powers G2k will act as non-canonical symmetries of the dynamics which take from one
Hamiltonian description to an alternative one. If the representative matrix is not generic,
additional work is required to take into account its specificity, we refer to [8] for a complete
treatment.
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Now, we consider the following system of two coupled differential equations representing
coupled oscillations with different frequencies ωk, different damping coefficients γk and different
coupling constants κk and δk
q¨1 + γ1q˙1 + ω
2
1q1 + κq2 + δq˙2 = 0
q¨2 + γ2q˙2 + ω
2
2q2 + κq1 + δq˙1 = 0 . (71)
Then, the representative matrix is
G =

0 0 1 0
0 0 0 1
−ω21 −κ −γ1 −δ
−κ −ω22 −δ −γ2
 . (72)
This matrix cannot be expressed as the product of a skew-symmetric matrix times a symmetric
one because its trace is different from zero.
We may, in full generality, prove that this system does not allow for any Lagrangian de-
scription even if we allow the Lagrangian to be any function of position and velocity. To do
that we recall a theorem on Lagrangian symplectic forms [4, 27]:
A two form ω on TQ is derivable from a Lagrangian function (at least at the local level) if
and only if
i)
〈
ω| ∂
∂q˙i
∧ ∂
∂q˙j
〉
= 0, for all i, j ,
ii) £Γ ω = 0, for some second order vector field Γ ,
iii) dω = 0.
If we take the Lie derivative of i) with respect to Γ, and taking into account ii), we obtain,
after iterating k times 〈
ω
∣∣∣(£Γ)k ( ∂
∂q˙i
∧ ∂
∂q˙j
)〉
= 0 . (73)
Of course, from a certain k onwards, one obtains equations which are F–linear combination of
the preceeding ones, so that the space spanned by the bivector fields
(£Γ)
k
(
∂
∂q˙i
∧ ∂
∂q˙j
)
(74)
at each point, (qj, q˙j) ∈ TQ is finite dimensional, and in fact its maximum dimension is n(2n−1).
Then, when the dimension is maximal ω is obliged to be zero and the inverse problem has no
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solution. For example, from the dynamical vector field defined by the representative matrix in
Eq. (72) one can obtain that the set of independent bivectors is given by
X0 =
∂
∂q˙1
∧ ∂
∂q˙2
X1 =
∂
∂q1
∧ ∂
∂q2
X2 =
∂
∂q1
∧ ∂
∂q˙1
X3 =
∂
∂q1
∧ ∂
∂q˙2
X4 =
∂
∂q2
∧ ∂
∂q˙1
X5 =
∂
∂q2
∧ ∂
∂q˙2
. (75)
Therefore, the dimension is maximal and the Lagrangian does not exist.
If the system does not admit a Lagrangian description, we may proceed in analogy with the
quantum case described in section 2 and manipulate the system of differential equations in (71)
in order to obtain a particularly useful decomposition of the dynamical system it describes.
For instance, it is easy to see that the representative matrix of the system given in Eq. (72)
can be decomposed as ||Gjk|| = ||Ajk|| + ||Djk||, where ||Ajk|| is a traceless matrix, while ||Djk||
is a “remainder”. Clearly, the decomposition into a traceless matrix and the “remainder”
is arbitrary. Once a choice has been made, it is possible to think of the dynamical vector
field as the sum of a “comparison” or “reference dynamics” with a “perturbation term”. We
may select the “comparison dynamics” in such a way that it admits at least one Lagrangian
description. Then, the perturbation term will turn our system into a “dissipative” system which
is dissipating the Lagrangian energy of the comparison system. Eventually, the linear vector
field Γ may be decomposed as
Γ = Ajk ξ
k ∂
∂ξj
+Djk ξ
k ∂
∂ξj
, (76)
where the first term on the right-hand side plays the role of the “comparison dynamics” admit-
ting a Hamiltonian description, while the second term may be thought of as the perturbation
term responsible for the dissipation of the Hamiltonian energy function associated with the
comparison dynamics. This decomposition is analogous to the one we have described for the
GKLS vector field. This analysis can be extended to the general linear systems in Eq. (67),
however, it is important remark that the decomposition is not going to be unique and thus we
will have many alternative “energy functions” which are going to be dissipated by the same
perturbation.
Once a comparison system has been selected, it is possible to go to a contact formalism
to show that a “dissipative” system may be described in terms of a “contact Hamiltonian
formalism”. One may hope that, having a kind of Hamiltonian formalism along with a possible
Hamilton–Jacobi picture, the way would be paved to arrive also at writing a “dissipative”
Schro¨dinger-type equation not so much as a genuine “quantization” but rather as quantum
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equation which in a suitable “classical” limit would reproduce the classical “dissipative system”
we had started from.
5 Contact Lagrangian structures and dissipations
Once a “decomposition principle” for the system has been defined, it is possible to go to a
contact formalism to show that a “dissipative” system may be described in terms of a “contact
Hamiltonian formalism”. The framework we will refer to is the formalism of contact Hamilto-
nian systems developed in Appendix A which is an extension of the formalism presented in [5]
to the case of contact manifolds that need not be exact.
In particular, assuming that the carrier space for the dynamics is TQ × IR with an exact
contact structure (η, ξ), in order to define the dynamics on TQ × IR one can associate with
every smooth function E a vector field ΓC on TQ× IR by means of
iΓCdη = dE − (£ξE )η and iΓCη = −E , (77)
where E is called the “contact Lagrangian energy”.
In particular, we assume that the 1-form η can be written as
η = dS − θL with θL = dqj ∂L
∂q˙j
, (78)
where (qj, q˙j, S) are local coordinates on TQ× IR, L is the Lagrangian function of the “com-
parison system”, and the contact Lagrangian energy E ≡ EL may be written as
EL = EL + h(S) . (79)
The first term EL is the Lagrangian energy in Eq. (64) of the conservative “comparison system”,
while the second term h(S) is a “perturbation” on the system giving an effective characterization
of the interaction between the conservative system and the environment. The system is thus
decomposed into a “conservative (Lagrangian) comparison dynamics” and a “dissipative term”,
and what is being dissipated is the Lagrangian energy of the conservative comparison dynamics.
Introducing definitions (78) and (79) into the conditions in (77) we obtain the Euler–
Lagrange equations and the equation for the component of the vector field in the direction
of the Reeb vector, namely
£ΓCθL − dL = −
dh
dS
θL , (80)
S˙ = iΓCθL − EL . (81)
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Equivalently, using the definition for the 1-form θL in Eq. (78) and spelling the Lie derivative
on θL it is easy to obtain the coordinate expression of the Euler–Lagrange equations
d
dt
∂L
∂q˙j
− ∂L
∂qj
= −dh
dS
∂L
∂q˙j
, (82)
which in general are implicit differential equations. In addition, we have in coordinates that
S˙ = L− h(S) . (83)
We may look at these systems as a sort of generalization of the so-called Caldirola-Kanai
dissipative systems. Here, the Lagrangian energy is not preserved along the dynamical trajec-
tories, indeed
dEL
dt
= −dh
dS
∂L
∂q˙j
, (84)
which may be positive or negative according to the sign of dh
dS
. Additionally, the vector field
associated with the dynamical system can be easily decomposed into a comparison dynamics
admitting a Lagrangian description and a perturbation term (contact corrections).
Defined the contact dynamics ΓC ∈ X(TQ× IR) a natural question is whether it is possible
to project such dynamics onto a second order vector field Γ ∈ X(TQ) to relate such dynamics
with a second order dynamics in the original variables. This means that we get an “effective”
equation of motion on the original variables (q, q˙) which is “decoupled” from the equation
on the ausiliary variable S. Then, it is clear from contact Euler–Lagrange Eq. (82), that it
reproduces a second order dynamics if h(S) is proportional to S. Formally, a contact dynamics
ΓC is projectable onto a second order dynamics if and only if [ΓC, ξ] ∧ ξ = 0, in addition, this
directly implies that the function E ∈ F(TQ × IR), associated to the contact vector field, is
linear in S. When the contact Lagrangian energy is not linear in the S variable we have a
dissipative system that although not projectable, may still describe physical systems see for
example [23].
Concrete examples of second order linear systems which have a clear physical interpretation
are provided by electric circuits. For instance, for the description of the basic circuit in Fig. 1a
we can consider
L =
1
2
L I˙2 − 1
2C
I2 and h(S) = RS , (85)
using the notation indicated in the figure. Thus, the Euler–Lagrange equation (82) for this case
corresponds to the usual RLC equation
L I¨ +RI˙ +
1
C
I = 0 . (86)
It is clear that this generalization of the Caldirola-Kanai dissipation allows to describe
dissipative systems which are “linear in the velocity”. However, in order to handle more general
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Figure 1: (a) Diagram of a basic RLC circuit. (b) Diagram of the coupling of two RLC circuits
connected in parallel by means of the resistance R.
situations like the one presented in Fig. 1(b), it is necessary to extend the formalism and consider
a more general instance of contact structure. As is exposed in Appendix A, it is possible to
define in the more general sense a contact manifold by means of a global 1-form η and a global
2-form ω. In particular, let us take our contact manifold to be again TQ× IR. Then, we define
a dynamical evolution in terms of a vector field associated with a smooth function EL by means
of
iΓCω = dE − (£ξE )η and iΓCη = −E . (87)
Now, similarly to what we have done in the case of exact contact structures on TQ× IR, here
we assume that η and ω are given by
η = dS − α and ω = − dθL , (88)
where α is a semi-basic 1-form with the following local expression
α =
n∑
i=1
aj(qj, q˙j, S) dqj . (89)
Because we are interested in characterizing dissipative systems in terms of a “decomposition
principle”, we shall assume that the Lagrangian energy EL has the form defined in (79). Inserting
these definitions into equation (106) we get the conditions
£ΓCθL − dL = −
dh
dS
α and S˙ = iΓCα− EL . (90)
The first condition in (90) determines uniquely ΓC up to a vector field proportional to ξ, and
this additional term is fixed by the second requirement in (87). Because we want ΓC to be
projectable onto a second order dynamics Γ ∈ X(TQ), then it is necessary and sufficient that
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h(S) be linear in S and α must be a semi-basic 1-form independent of S. Therefore, we can
associate the contact dynamics with a second order differential equations with respect to the q
variables in TQ.
We may identify some special classes of dissipative systems by making qualifications for α.
For instance, we may take
α = dSF . (91)
where F is an arbitrary velocity-dependent function, and the operator dS is the exterior deriva-
tive associated with the (1, 1)-type tensor given by S = ∂
∂q˙j
⊗ dqj
(dSf)(Γ) := df(S[Γ]) . (92)
This situation gives rise to a conformal version of the Rayleigh dissipation where the rate of
change of the Lagrangian energy is
dEL
dt
= −dh
dS
∂F
∂q˙j
. (93)
We can now employ the conformal version of the Rayleigh dissipation for the description
of the circuit in Fig. 1b. This consists in the composition of two RLC circuits connected in
parallel, where the coupling is carried out by a resistance R. Then, the dynamics of the system
is determined by
L = 1
2
LjkI˙kI˙j − 1
2
CjkIkIj , h(S) = S and F = −1
2
RjkI˙kI˙j , (94)
where here I1 and I2 denotes the currents in the branches and according to the notation in
Fig. 1b the matrices are
L =
(
L1 0
0 L2
)
, C =
(
1/C1 0
0 1/C2
)
and R =
(
R1 R
R R2
)
. (95)
Therefore, the Euler–Lagrange equations associated with this system corresponds to
LjkI¨k +R
jkI˙k + C
jkIk = 0 , (96)
which are in agreement with the equations obtained from the Kirchhoff’s circuit laws. In
addition, it is clear that if the coupling parameter R → 0 the system is reduced to two non-
interacting RLC circuits.
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6 Conclusions
Motivated by the description of “dissipation” for quantum systems in terms of GKLS equations
we have argued that the analogue of this equation on the space of pure quantum states is
associated with a nonlinear evolution equation on the Hilbert space. If we impose that the
evolution should preserve the normalization of the “wave function”, we end up with an evolution
on the contact manifold of normalized vectors. On the contact manifold, the Poisson brackets
are no more available, the analogue of Hamiltonian vector fields will be the “contact Hamiltonian
vector fields”. With the help of the complex structure on the Hilbert space we have been able
to define vector fields which contain a “conservative” part and a “dissipating” part. While we
postpone a comparison analysis with existing proposals for dissipative Schro¨dinger equations,
we have considered the corresponding classical situation where it is easier to compare with
existing proposals because in both cases we are dealing with finite dimensional manifolds. In
particular, we have found it necessary to deal with contact structures in the Lagrangian setting.
Here we have found the necessity to go beyond the proposed description in terms of contact
Hamiltonian vector fields as in [5] already for a simple RLC circuit. We plan to deal with
GKSL dynamics on mixed states with the help of their representation on phase space by means
of Wigner functions. On phase space we may consider corresponding classical systems within
the Koopman approach [25], but all of this should appear in the near future.
Appendix A. Contact Hamiltonian systems
Here, we will provide an extension of the notion of contact Hamiltonian system given in [5] to
the general framework of contact manifolds that need not be exact. The contact geometry is
the odd-dimensional counterpart of the symplectic geometry. A (2n+ 1)-dimensional manifold
M is said to be an exact contact manifold or to carry a contact structure if it carries a global
differentiable 1-form η such that
η ∧ (dη)n 6= 0 , (97)
everywhere on M , we call η a contact form. In addition, the left hand side in (97) provides the
standard volume form on M , i.e. the contact manifold in this sense is orientable.
From a more geometrical point of view, a contact structure on a manifold may be thought
of in terms of a hyperplane field on M , i.e. by means of a 2n-dimensional sub-bundle D of the
tangent bundle TM . The hyperplane is often called a Pfaffian equation. A Pfaffian equation
on M , is a codimension one distribution D : M → TM . The subspace D⊥ ⊂ T ∗M , defined by
D⊥ = {η ∈ T ∗M} (98)
is one dimensional and locally it can be represented by a 1-form η. The class of D at m is the
integer C(m) = max{2p + 1|α ∧ (dα)p 6= 0 at m}. A point m ∈ M is said to be a singular
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point of D if C(m) < n. Therefore a contact structure in the wider sense is a codimension one
distribution without singularities.
The condition (97) implies that D is not integrable, actually it is as far as possible from
being integrable. D is also called the contact distribution. Moreover, the orientability of M
and the regularity of D implies that the line bundle TM/D admits a cross section s on which
〈η|s〉 = 1. Thus M admits a global non-vanishing vector field, say ξ, such that
iξη = 1, iξdη = 0 , (99)
ξ is called the characteristic vector field of the contact structure (or also the Reeb vector field).
Two basic properties of ξ are the invariance of η and dη under its 1-parameter group, i.e.
£ξη = 0 and £ξdη = 0 . (100)
Finally, we say that a contact structure is regular if ξ defines a regular distribution, i.e. M
piξ−→
M/{ξ} is a smooth projection onto the quotient M/{ξ}.
From the definition of the contact structure by means of a contact distribution we can
define a contact manifold in a more general sense. In general, a contact manifold is defined
as an odd-dimensional differential manifold admitting a global 1-form η and a global 2-form ω
such that
η ∧ ωn 6= 0 (101)
everywhere. Similarly to what happens in the case of exact contact manifolds, the (2n+1)-form
Ω = η∧ωn provides a volume form. It is clear that the exact contact manifold is a special case
with ω = dη.
Remark 3 (Contact manifolds and Jacobi brackets). Given a manifold with contact structure
(η, ω, ξ) it is possible define a Lie algebra structure of the space of functions by means of [3]
[F ,G ] Ω = (n− 1) (dF ∧ dG ∧ η) ∧ ωn−1 + (F dG − G dF )ωn (102)
which is called the Jacobi brackets. Although it defines a Lie algebra, i.e., antisymmetry and
Jacobi identity are satisfied, the Leibnitz rule is not satisfied in general. In a more standard
form the Jacobi brackest can be expressed as
[F ,G ] = F (£ξ G ) + G (£ξ G ) + Λ(dF , dG ) (103)
where Λ is the bivector associated to the two-form ω and ξ preserves Λ. Therefore, in general,
one may define the contact Hamiltonian vector field Γ associated to the Hamiltonian function
F by means of
Γ = F ξ + Λ(dF , · ) , (104)
and this association is a homomorphism of Lie algebra, i.e.
[ΓF ,ΓG ] = Γ[F ,G ] . (105)
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At this point, inspired by the symplectic formulation of Hamiltonian mechanics, we may
define a dynamical vector field on a contact manifold as the vector field Γ which is associated
with the smooth function F by means of
iΓ Ω = n (dF ∧ η) ∧ ωn−1 +F ωn . (106)
We call any such dynamical system a contact Hamiltonian system. It is not difficult to see that
for F = 1 we obtain that ΓC corresponds to the Reeb vector field. it is not difficult to realize
that definition (106) is equivalent to
iΓ ω = (£ξF )η − dF and iΓη = F . (107)
In section 5 we have shown how to write well-known classical dissipative systems in terms of
contact Hamiltonian vector fields according to equations (106) and (106).
We may take a step further and define a generalized contact Hamiltonian vector field on a
contact manifold as the unique vector field Γ associated with the smooth function F and the
one-form α by means of
iΓ Ω = n ((dF − α) ∧ η) ∧ ωn−1 +F ωn . (108)
We call any such dynamical system a generalized contact Hamiltonian system. It is not difficult
to see that equation (108) is equivalent to
iΓ ω = (iξF − iξα)η − dF + α and iΓη = F . (109)
In section 3 we show how generalized contact Hamiltonian vector fields appears in the context
of quantum mechanical-like systems.
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