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Resumen
Hoy en d´ıa los sistemas software son cada vez ma´s complejos y su desarrollo se convierte
en un desaf´ıo continuo para las empresas de software que deben adaptar su forma de trabajar
al entorno cambiante, dina´mico y globalizado que las caracteriza. En aras de la fabricacio´n de
productos software de calidad, en un tiempo de acceso al mercado adecuado y con un coste
competitivo, los procesos de software se han convertido en uno de los activos fundamentales de
cualquier empresa del sector de las tecnolog´ıas de la informacio´n y las comunicaciones (TIC).
Son muchos los esta´ndares y modelos de referencia, que la industria del software usa y
aplica, que establecen la importancia de tener definidos y documentados los procesos de software,
estableciendo que´ caracter´ısticas o requerimientos deber´ıan cumplir, pero no indican co´mo definir
esos procesos. La bu´squeda de la mejor forma de representar y definir los procesos de software
dentro de las organizaciones, para garantizar su uso de forma sistema´tica e institucionalizada,
ha sido objeto de estudio desde hace de´cadas, mediante la creacio´n de diferentes lenguajes de
modelado de procesos de software.
Desde los an˜os 90 ma´s de una treintena de lenguajes significativos han sido desarrollados con
el objetivo de modelar los procesos de software. Cada uno de estos lenguajes era creado para
solventar algu´n problema existente que no estaba resuelto con los anteriores, pero con el mismo
objetivo: obtener los modelos de procesos y sistematizar su uso en las empresas de software.
Varias han sido las tendencias sobre las tecnolog´ıas base para su modelado, desde la creacio´n
de nuevos lenguajes de programacio´n espec´ıficos para procesos, pasando por la formalidad de
las redes de Petri, hasta los ma´s modernos enfoques basados en modelos de acuerdo con el
paradigma de la ingenier´ıa dirigida por modelos (Model Driven Engineering, MDE).
Sin embargo, a pesar de todos los esfuerzos por generar un lenguaje de modelado de procesos
de software que sobresaliera por encima del resto y se convirtiera en un esta´ndar de uso gene-
ralizado por las organizaciones de software a nivel mundial, ninguno ha tenido una aceptacio´n
muy superior al resto. Ni siquiera el respaldo de los ma´s importantes organismos de estandari-
zacio´n en el a´mbito del software ha conseguido cambiar esta inercia, ya sea por el conocimiento
existente en los ingenieros de procesos o por la dina´mica heredada por el sector en el que una
empresa se mueve. Cada organizacio´n selecciona el lenguaje de modelado de procesos de software
que considera ma´s adecuado en sus inicios, estableciendo un v´ınculo tan fuerte que es dif´ıcil de
romper ma´s adelante, de forma que si las necesidades evolucionan con el tiempo, es preciso un
cambio de lenguaje o, simplemente, es necesario que los procesos de una organizacio´n interope-
ren con los de otras para llevar a cabo algu´n proyecto espec´ıfico, la actividad de transformacio´n
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o traduccio´n a otros lenguajes se convierte en una tarea muy costosa en tiempo y esfuerzo de
personal, generadora de errores e inconsistencias.
A diferencia de las propuestas de estandarizacio´n ma´s extendidas, el planteamiento en este
trabajo de tesis aboga por mantener la diversidad de lenguajes de modelado de procesos de
software en la organizaciones de la forma en la que e´stas lo consideren oportuno, siendo su
objetivo fundamental el desarrollo de un marco de referencia para facilitar, mejorar y agilizar la
interoperabilidad y mantenibilidad de los modelos de procesos de software, independientemente
del lenguaje elegido para su modelado. Para alcanzarlo, el marco de referencia esta´ basado en
tres pilares fundamentales.
El primero de ellos consiste en un lenguaje de modelado de procesos de software adecuado
para el marco, que se considera como un lenguaje base y al que hemos denominado INROMA
(INteROperabilidad y MAntenibilidad). Dicho lenguaje se caracteriza por ser de fa´cil aprendizaje
y por contener u´nicamente aquellos conceptos necesarios comunes para la definicio´n y modelado
de cualquier proceso de software, siguiendo la norma ISO/IEC TR 24744:2007, por lo que se
convierte en una pieza clave para la interoperabilidad y mantenibilidad de los mismos. Estas
caracter´ısticas le convierten en un lenguaje de fa´cil acceso para cualquier organizacio´n, y no
privilegia ningu´n lenguaje de modelado de procesos de software existente frente al resto. En
el desarrollo de INROMA se han definido tanto su sintaxis abstracta, siguiendo el paradigma
MDE, mediante un metamodelo, algo ba´sico para obtener las funcionalidades del marco, como su
sintaxis concreta, en su uso como lenguaje. El segundo de los pilares fundamentales es el me´todo
mediante el que se establecen las bases teo´ricas que permiten incorporar nuevos lenguajes de
modelado de procesos de software al marco de referencia. Por u´ltimo, el tercero de los pilares son
las transformaciones que formalizan las correspondencias y se constituyen como el nexo entre
cualquier lenguaje de modelado de procesos de software incorporado al marco de referencia e
INROMA. Los tres elementos conforman el marco de referencia para facilitar la interoperabilidad
y mantenibilidad de los procesos de software.
Teniendo en cuenta que uno de los principales propo´sitos en el desarrollo de este trabajo de
tesis es lograr su utilizacio´n en entornos empresariales, para conseguir un importante impacto
en estos a´mbitos todo este fundamento teo´rico se completa con MONETA, una herramienta
de soporte para el marco de referencia, proporcionando asistencia y automatizacio´n en su uso.
Dicha herramienta ha sido validada mediante casos de estudio reales extra´ıdos de proyectos de
transferencia con empresas en los que se observa co´mo la propuesta desarrollada ha sido de gran
utilidad en los mismos.
En definitiva, esta tesis doctoral plantea el desarrollo de un marco de referencia para facilitar
la interoperabilidad y mantenibilidad de los modelos de procesos de software, abordando tanto
el planteamiento teo´rico que los sustenta como la parte pra´ctica mediante una herramienta de
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Hoy en d´ıa los sistemas software son cada vez ma´s complejos. Desarrollar productos de
calidad, con un tiempo de acceso al mercado aceptable y con un coste competitivo es un desaf´ıo
al que las empresas de software se enfrentan continuamente. Adema´s, a este desaf´ıo se debe an˜adir
que el tiempo en el que el desarrollo de los productos estaba completamente localizado en un
emplazamiento concreto ha pasado. El mundo globalizado en el que vivimos nos facilita el acceso
a los principales expertos internacionales en todas las materias, y esto es algo especialmente
evidente en las tecnolog´ıas del software. Una propiedad intr´ınseca a estas tecnolog´ıas es que
se encuentran continuamente en cambio y evolucionando, y las organizaciones de desarrollo
de software se enfrentan diariamente al reto de trabajar manejando la complejidad de aquello
que producen. La participacio´n de mu´ltiples equipos de proyecto situados en diferentes puntos
del planeta, con conocimientos distintos y diversidad de herramientas, supone una complicada
combinacio´n que es necesario evaluar a la hora de plantear nuevas formas de trabajar, en las que
se incluyen el conjunto de tecnolog´ıas, mejores pra´cticas y estrategias que nos permitan gestionar
de manera efectiva el desarrollo realizado por grandes equipos de ingenieros de software a lo
largo de todo el ciclo de vida de los productos. Las formas de trabajo que incorporan todos
estos aspectos es lo que denominamos proceso de software y, cada d´ıa ma´s, se han convertido en
uno de los activos fundamentales de cualquier organizacio´n dedicada al desarrollo de software
[Bendraou et al., 2010].
A continuacio´n, en la primera seccio´n, ahondaremos en el concepto de proceso de software,
ya que este trabajo de tesis se enmarca en torno a este dominio. En ella se esbozan los distintos
enfoques desde los que se pueden abordar los procesos de software, as´ı como la necesidad de
describirlos, marcada en gran medida por su cara´cter de activo de una organizacio´n que debe
comunicarse y transmitirse fielmente y que queda reflejado en los distintos esta´ndares relacio-
nados con procesos de software que existen en la actualidad. En la siguiente seccio´n se sen˜ala la
existencia de un gran nu´mero de lenguajes de modelado de procesos de software que se han ido
definiendo desde hace an˜os, y las dificultades que conlleva la eleccio´n del ma´s adecuado, as´ı co-
mo la problema´tica en la comunicacio´n y operacio´n interorganizacional derivada de la misma.
A ra´ız de esta problema´tica, en la tercera seccio´n se expone el enfoque que se propone en este
trabajo de tesis y que va a ser profundizado a lo largo de toda esta memoria. A continuacio´n, se
describe cua´l va a ser la estructura de este documento y, finalmente, se presentan unas breves
2 Introduccio´n
conclusiones de este cap´ıtulo.
1.1. Los procesos en la industria del software
El concepto de proceso no es algo nuevo ni espec´ıfico del entorno del software. En el a´mbito
industrial los procesos existen desde la aparicio´n de las primeras manufactureras en los siglos
XVIII y XIX, mucho tiempo antes de que se disen˜ara el primer ordenador [McCartney, 1999]. Con
ellos se establec´ıa el flujo de trabajo y utilizacio´n de las ma´quinas dentro de las fa´bricas, as´ı como
la forma de interaccio´n y comunicacio´n entre los responsables de las diferentes actividades que
se llevaban a cabo.
La International Organization for Standardization (ISO)1 proporciona una definicio´n gene´ri-
ca de proceso, estableciendo que un proceso consiste en el uso de los recursos para transformar
entradas en salidas debido a que algu´n tipo de trabajo, actividad o funcio´n se ha llevado a cabo.
La promesa de un coste efectivo y mejor calidad en los productos que se fabricaban fue un
est´ımulo para convertirlos en una importante a´rea de estudio. Los resultados obtenidos en su
aplicacio´n y la mayor competitividad de las organizaciones que hac´ıan uso de ellos propicio´ que,
con la intencio´n de beneficiarse de la experiencia de la industria manufacturera, otros dominios
incorporaran los procesos como a´mbito de investigacio´n.
En lo que al software se refiere, los procesos pueden ser considerados desde el punto de vista
del negocio (Business Process Management, BPM) o de la ingenier´ıa del software (Software
Process Engineering, SPE) [Bendraou y Gervais, 2007]. En ambos dominios los elementos clave
de estudio son los mismos, los procesos y las tecnolog´ıas asociadas, pero cada uno de ellos
establece un enfoque diferente y, por tanto, la evolucio´n individual es tambie´n distinta. El hecho
de disponer de diferentes perspectivas puede convertirse en causa de confusio´n a la hora de elegir
cua´l es el enfoque ma´s adecuado para una organizacio´n de software en particular, por lo que
resulta necesario conocer que´ comprende cada una de ellas.
Desde el punto de vista del negocio, un proceso se define como el conjunto de tareas rela-
cionadas de manera lo´gica que se deben realizar para proporcionar valor a los clientes o cumplir
otros objetivos estrate´gicos [Strnadl, 2006]. La gestio´n de procesos de negocio se refiere al con-
junto de me´todos, te´cnicas y herramientas que soportan el disen˜o, aprobacio´n, gestio´n, ana´lisis
y mejora de los procesos de negocio [Van Der Aalst et al., 2003b].
En [Bendraou y Gervais, 2007] se resumen los principales objetivos en la adopcio´n de BPM
en los siguientes:
Organizar el negocio alrededor de los procesos y centrarse en la satisfaccio´n del usuario.
Clarificar y documentar los procesos.
Monitorizar el rendimiento y cumplimiento de los mismos.
1http://www.iso.org
1.1 Los procesos en la industria del software 3
Identificar continuamente oportunidades para su mejora y despliegue.
Con este enfoque los procesos de desarrollo y mantenimiento de software se plantean de
igual manera que cualquier otro proceso de organizacio´n, usando los mismos conceptos, ideas e
intereses.
Si nos planteamos los procesos desde la perspectiva de la ingenier´ıa del software, el enfoque
cambia y el intere´s que suscitan tambie´n.
Una forma habitual de definir el proceso en ingenier´ıa del software es considerarlo como el
conjunto parcialmente ordenado de pasos, de artefactos relacionados, recursos, tanto humanos
como aplicaciones informa´ticas, estructuras organizacionales y restricciones, que tienen como
objetivo producir y mantener software [Lonchamp, 1993]. Humphrey [Humphrey, 1988] lo define
como el conjunto total de actividades de ingenier´ıa del software necesarias para transformar
los requerimientos de usuario en software. Un aspecto interesante que aporta esta definicio´n
respecto a la anterior es que la calidad de un producto software viene determinada por el buen
entendimiento de los requerimientos de usuario. Ma´s recientemente, aunque muy similar a la
definicio´n de Humphrey, Sommerville [Sommerville, 2007] define procesos de software como el
conjunto de actividades y resultados asociados que producen un producto de software.
Sea como fuere, el proceso de software se considera un pilar fundamental en la ingenier´ıa del
software, ya que constituye un elemento que armoniza las tres dimensiones cr´ıticas de cualquier
organizacio´n: a) los me´todos, que especifican co´mo se construye te´cnicamente el software, b) las
herramientas, que proporcionan un soporte automa´tico o semi-automa´tico en su construccio´n,
y c) las personas, que son las que construyen ese software [Chrissis et al., 2011]. En la figura 1.1
se muestran estas relaciones.
A pesar de tener caracter´ısticas comunes, los procesos de software tienen particularidades que
los hacen diferentes a los t´ıpicos procesos de produccio´n. El desarrollo de software es una activi-
dad altamente creativa y no completamente formalizable ni automatizable. En [Ruiz-Gonza´lez
y Canfora, 2004] se identifican las principales caracter´ısticas que determinan la naturaleza de
los procesos de software:
Son complejos.
Esta´n dirigidos por excepciones, altamente impredecibles ya que dependen de mucha gente
y sus circunstancias.
No todas las actividades pueden automatizarse con herramientas y algunas de ellas pueden
ser incompletas e informales.
Se basan en la obtencio´n de evidencias y dependen de la comunicacio´n, coordinacio´n y
cooperacio´n de personas y tecnolog´ıas.
Su e´xito depende de la involucracio´n del usuario y la coordinacio´n de muchos roles.
Suelen tener una larga vida, siendo susceptibles de cambios para su mejora.
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Figura 1.1: Dimensiones en la ingenier´ıa del software.
En definitiva, eligiendo un enfoque de ingenier´ıa del software se recalcan las particularidades
de los procesos de software frente al resto de procesos existentes en una organizacio´n.
A pesar de las diferencias en los puntos a enfatizar, en ambos a´mbitos, BPM y SPE, se
establece como una necesidad fundamental el hecho de que una organizacio´n de software disponga
de procesos, como soporte para conseguir que los recursos, me´todos y herramientas de una
organizacio´n se dispongan de la manera ma´s adecuada para conseguir desarrollar productos
software de calidad. La definicio´n de los procesos de software, la forma en la que se documentan,
se almacenan, se comunican y se institucionalizan dentro de una organizacio´n es clave para el
buen funcionamiento de la misma [Ahern et al., 2008].
Sirva como ejemplo lo establecido por Pressman [Pressman y Maxim, 2014], segu´n el cual un
proceso se define tal y como se muestra en la figura 1.2. Establece un marco de trabajo comu´n,
donde existen actividades que se aplican a todos los proyectos de software, independientemente
de su taman˜o o complejidad, y unas actividades de proteccio´n, que son transversales en una
organizacio´n y no corresponden espec´ıficamente a ningu´n proyecto concreto. Es en el conjunto
de tareas donde se ponen de manifiesto las caracter´ısticas espec´ıficas de un proyecto determinado.
Este esquema de definicio´n de procesos de software ha sido comu´nmente seguido por un gran
nu´mero de esta´ndares, metodolog´ıas y modelos desarrollados en los u´ltimos an˜os, los cuales se
han centrado en la gestio´n, desarrollo y evaluacio´n de procesos de software. Dichos esta´ndares han
sido desarrollados para estructurar, describir y prescribir que´ elementos deber´ıan ser incluidos
en la definicio´n de los procesos de software de una organizacio´n. Algunos de estos modelos
hablan de mejora continua y evaluaciones, otros hablan de definiciones propiamente dichas,
y la mayor´ıa suelen estar relacionados unos con otros. Como ocurre en otros a´mbitos, estos
esta´ndares se han convertido en la referencia utilizada por los clientes para conocer el uso que
1.1 Los procesos en la industria del software 5
Figura 1.2: El proceso de software.
un proveedor de servicios software hace de los procesos, a modo de garant´ıa de calidad. En la
tabla 1.1 se muestra un resumen orientativo de los principales esta´ndares y modelos de referencia
ma´s utilizados en la industria del software, as´ı como su a´mbito de aplicacio´n, llevado a cabo por
el comite´ de Tecnolog´ıas de la Informacio´n de la Asociacio´n Espan˜ola para la Calidad (AEC)2.
Intentar hacer un listado ma´s exhaustivo de todos los que hacen referencia al software es una
tarea altamente complicada, porque muchos se especializan por la tipolog´ıa del software a la que
se refiere, criticidad, el a´mbito o sector al que se dirige, etc.
Cabe destacar que, a la vista de los aspectos abarcados en las diferentes normativas y esta´nda-
res mostrados en el resumen, en muchas ocasiones se mezclan los enfoques de negocio e ingenier´ıa
del software de los propios procesos, lo que confunde notablemente a las personas de las organi-
zaciones encargadas de su adopcio´n e implantacio´n.
Para finalizar, como conclusio´n de todo lo que en esta seccio´n se ha referido podemos extra-
polar dos cosas fundamentalmente: la primera es la importancia de disponer de procesos en una
organizacio´n de desarrollo de software, refrendada por la gran cantidad de esta´ndares y modelos
de referencia existentes manejados hoy en d´ıa por el mercado y la industria del software; la
segunda es que dichos procesos deben estar establecidos (o definidos) y documentados (o man-
tenidos) de la forma ma´s adecuada posible para que sean utilizados de forma sistema´tica en las
organizaciones. Este hecho ha supuesto la causa por la que, tal y como veremos en la siguiente
seccio´n, numerosos lenguajes de modelado de procesos de software han sido propuestos como
medio de definicio´n e institucionalizacio´n en las empresas.
2http://www.aec.es
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de buenas pra´cticas




















Tabla 1.1: Principales esta´ndares y modelos de buenas pra´cticas, y su dominio de aplicacio´n.
1.2. Los lenguajes de modelado de procesos de software: una
dif´ıcil eleccio´n
Con el fin de tener la capacidad de definir los procesos de software y sistematizar su uso,
un gran nu´mero de lenguajes de modelado de procesos de software han sido desarrollados desde
hace de´cadas [Garc´ıa-Borgon˜o´n et al., 2014a]. La aparicio´n de cada uno de ellos ha venido
motivada por la necesidad de satisfacer expectativas relacionadas con su uso y que los lenguajes
ya existentes no eran capaces de cubrir. Entre estas expectativas o requerimientos se puede hablar
de facilidad de uso, capacidad de ejecucio´n, riqueza sema´ntica, etc. Debido al hecho de que se
trata de un campo de estudio con varias de´cadas de trabajo, desde una perspectiva temporal
podemos ver la evolucio´n de los enfoques propuestos para dichos lenguajes de una manera similar
a la llevada a cabo por la ingenier´ıa del software en general, partiendo de propuestas que eran un
mero lenguaje de programacio´n espec´ıfico para el modelado de procesos, hasta las ma´s actuales
basadas en el paradigma Model Driven Engineering (MDE).
Si a los lenguajes de modelado de procesos de software, especificados bajo la perspectiva de
la singularidad de e´stos frente al resto de los procesos existentes, se incorporan los lenguajes
de modelado de procesos de negocio, tambie´n utilizados en determinadas organizaciones para
cubrir esta necesidad, el nu´mero resultante de lenguajes con los que una empresa de software
puede trabajar para modelar sus procesos se incrementa de forma notable.
Las u´ltimas tendencias en las propuestas de nuevos lenguajes de modelado de procesos de
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software se orientan hacia la definicio´n de un esta´ndar de uso comu´n en todas las organizaciones,
que cubra todos los aspectos que se puedan plantear en relacio´n a los procesos de software y
que, como esta´ndar, facilite el trabajo y la comunicacio´n entre empresas. Sin embargo, de la
gran cantidad de lenguajes definidos se desprende que ninguno de los existentes ha llegado
a ser considerado esta´ndar de facto por encima del resto, y que cada uno de ellos atiende y
es adecuado para unos requerimientos concretos de uso. Hoy por hoy no existe ninguno que
solucione todos los requisitos ma´s habituales, puesto que algunos de ellos pueden llegar a ser
incompatibles, como podr´ıa ser el caso de formalidad frente a flexibilidad o facilidad de uso.
Una organizacio´n deber´ıa tener la posibilidad de modelar sus procesos de software utilizando el
lenguaje que considere ma´s adecuado en cada momento. Sin embargo, una vez que se ha elegido
uno de ellos para afrontar una determinada necesidad, se establece un v´ınculo muy fuerte, y
los procesos de software quedan altamente acoplados al mismo, siendo muy dif´ıcil utilizar otro
lenguaje en otro contexto. Si a esta problema´tica le an˜adimos el hecho de tener que elegir el
dominio de aplicacio´n para poder incorporar los conceptos adecuados, ya sea gestio´n de procesos
de negocio o ingenier´ıa del software, este v´ınculo supone un ha´ndicap au´n mayor, puesto que
si en un mismo a´mbito cambiar de lenguaje es complicado, si nos trasladamos a un dominio
diferente todav´ıa lo es ma´s. Por lo tanto, un primer problema que se plantea es la capacidad de
mantenibilidad, por ejemplo en el tiempo, de esos procesos de software.
Ni que decir tiene que si a esta necesidad le an˜adimos la circunstancia de que dos organi-
zaciones diferentes, por ejemplo, departamentos diferentes en una misma empresa o, incluso,
empresas completamente separadas y distintas, tengan que colaborar y operar entre ellos con
sus procesos de software y e´stos se encuentren modelados en lenguajes diferentes, el problema
ante el que nos enfrentamos se acrecienta considerablemente.
Una vez expuesta la problema´tica subyacente ante la existencia de tantas opciones de len-
guajes de modelado de procesos de software, en la siguiente seccio´n se sugiere cua´l va a ser el
planteamiento de la propuesta que se profundizara´ en este trabajo de tesis.
1.3. Una solucio´n para el modelado de procesos de software
Recapitulando los puntos tratados en las secciones anteriores hemos razonado la importan-
cia de los procesos en las organizaciones de software y la existencia de mu´ltiples lenguajes de
modelado para procesos de software que existen en la actualidad, aunque ninguno de ellos tenga
una prevalencia sobre el resto, ni fuera sencillo operar entre organizaciones diferentes que mode-
lan sus procesos de software con lenguajes distintos entre s´ı o incluso en grandes empresas con
diferentes departamentos que usan diferentes lenguajes.
Esta misma problema´tica, siempre salvando las distancias, pero al utilizarlo como s´ımil nos
puede ayudar a explicar mejor lo que planteamos en este trabajo de tesis, ha ocurrido en otras
ramas de estudio cient´ıfico como la lingu¨´ıstica. En ella, la necesidad de encontrar una lengua de
uso comu´n que permita la comunicacio´n entre los diferentes pueblos y naciones ha sido planteada
desde hace siglos. Como en nuestro caso, un enfoque habitual ha sido el intentar hacer sobresalir
una lengua frente al resto, con las dificultades que conlleva aprender una nueva lengua para
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aquellos que no la tienen como lengua materna o primera, y la primac´ıa no fa´cilmente justificable
de aquellos que s´ı la tienen como lengua madre frente a los dema´s. A finales del siglo XIX se
planifico´ el denominado Esperanto [Zamenhof, 1905], con el objetivo de que se convirtiera en una
lengua base internacional. Se trataba de un idioma muy simple y de fa´cil aprendizaje, porque
estaba basado en los aspectos ma´s sencillos de todos los idiomas, con unas reglas gramaticales
mı´nimas y caracter´ısticas propias, y cuyo objetivo era que se convirtiera en una segunda lengua
para todos los pueblos, que segu´ıan manteniendo su propia lengua y usaban el esperanto como
medio de comunicacio´n entre naciones, da´ndole un cara´cter internacional.
Tomando la idea del esperanto como meta´fora, el objetivo de este trabajo de tesis es el
de ofrecer un marco de referencia para posibilitar, mejorar y agilizar la interoperabilidad y la
mantenibilidad de los procesos de software, independientemente del lenguaje utilizado en su mo-
delado. De esta forma, cada organizacio´n puede elegir el lenguaje que considere ma´s adecuado
en cada momento, con el fin de definir y documentar los procesos de software de la manera ma´s
apropiada para sistematizar su uso, sin que esa eleccio´n sea una opcio´n irrevocable. Utilizan-
do nuestro marco de referencia, la tarea de interoperar con procesos modelados en lenguajes
diferentes y mantener o actualizar dichos procesos se convierte en una actividad menos ardua
y ma´s robusta y consistente, puesto que en dicho marco, como vamos a ver a lo largo de todo
este trabajo de tesis, se especifica ese nuevo lenguaje, que se convierte en lenguaje base para
el resto de los lenguajes, pero como tal es un lenguaje en s´ı mismo, y se disponen de todas la
herramientas de soporte necesarias para que el uso de esta nueva lengua base sea fa´cilmente
asumible por cualquier organizacio´n de software, sin la necesidad de disponer de experiencia y
conocimiento espec´ıfico.
De esta forma, una organizacio´n que desee migrar el lenguaje utilizado en el modelado de
sus procesos de software podra´ hacer uso de este marco de referencia por lo que nos facilita la
mantenibilidad. Por otro lado, si en una misma empresa, departamentos diferentes, que utilizan
diferentes lenguajes de modelado de procesos de software, quieren hacer interoperar sus procesos,
o incluso, ampliando el contexto, en lugar de una u´nica empresa se plantean empresas diferentes,
donde la probabilidad de haber elegido el mismo lenguaje de modelado de procesos de software
es todav´ıa menor, deseen tambie´n esa interoperabilidad de los procesos en busca de una mayor
competitividad conjunta, el marco de referencia que aqu´ı se plantea es una solucio´n adecuada y
de fa´cil adopcio´n para ellos.
Por u´ltimo, nos gustar´ıa destacar que este planteamiento, a diferencia de las propuestas de
estandarizacio´n ma´s comunes que se han ido sucediendo durante estos an˜os, ofrece un enfoque
diferente, en favor de la diversidad de lenguajes de modelado de procesos de software y de la
libertad de eleccio´n de cada organizacio´n, facilitando la interoperabilidad y la mantenibilidad
entre los procesos de software no enfoca´ndose en la homogeneizacio´n del lenguaje de modelado
de procesos de software utilizado, sino en la definicio´n de un marco de referencia que lo soporte.
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1.4. Estructura de la tesis
A continuacio´n se presenta la manera en la que se estructuran los siguientes cap´ıtulos en
esta memoria de tesis siguiendo la siguiente pauta de exposicio´n: en primer lugar estudiaremos
en profundidad cua´l es la situacio´n actual en cuanto a las propuestas de lenguajes de modelado
de procesos de software se refiere para, a partir de ah´ı, establecer los principales objetivos
que se desean alcanzar en el desarrollo de este trabajo de tesis. Seguidamente, se expone y
profundiza la propuesta de solucio´n, abarcando tanto los aspectos ma´s teo´ricos de la misma como
las particularidades ma´s pra´cticas. As´ı, el resto de esta memoria se constituye de la siguiente
manera:
El cap´ıtulo 2 ofrece una visio´n general del estado del arte en el dominio de los lenguajes de
modelado de procesos de software. Debido a que se trata de un campo ampliamente estudiado
por la comunidad cient´ıfica, se ha limitado el estudio a la u´ltima de´cada. Este estado del arte
permite hacer un ana´lisis sobre la cantidad de lenguajes existentes, las intenciones que han
motivado su creacio´n, as´ı como la tendencia actual en la definicio´n de nuevos lenguajes.
Con la visio´n alcanzada despue´s del estudio del estado del arte, en el cap´ıtulo 3 se establece
el problema a resolver, planteando los aspectos que han determinado el talante con el que se
afronta, el contexto en el que se ha desarrollado, as´ı como las principales influencias que han
determinado la solucio´n propuesta, ofreciendo una primera vista de la misma.
A partir de aqu´ı, una vez establecidos los objetivos derivados del problema a resolver, en los
siguientes tres cap´ıtulos se va a profundizar en cada uno de los elementos en los que se sustenta
el marco de referencia que constituye la solucio´n propuesta. Para ello, en primer lugar en el
cap´ıtulo 4 se define un metamodelo que permite especificar el lenguaje de modelado de procesos
de software propuesto como lenguaje base al que denominaremos INROMA (INteROperabilidad
y MAntenibilidad), y que constituye una pieza clave de dicho marco. Esto es as´ı porque, tal
y como hemos comentado en secciones previas, en s´ı mismo es un lenguaje de modelado de
procesos de software sencillo y de fa´cil aprendizaje, especialmente apto para organizaciones con
escaso conocimiento de ingenier´ıa de procesos, pero adema´s constituye un soporte fundamental
para alcanzar la interoperabilidad de procesos de software y la mantenibilidad de los mismos,
bastiones ambos de nuestro marco de referencia.
En el cap´ıtulo 5 se establece, como segundo elemento clave, el me´todo que permite el uso de
INROMA como lenguaje comu´n que fomenta la interoperabilidad y la mantenibilidad. Aqu´ı se
establecen las bases teo´ricas con las que se podr´ıa hacer uso del potencial del marco de referencia
a partir de cualquier lenguaje de modelado de procesos de software existente, y se muestra, a
modo de ejemplo, su uso para tres lenguajes concretos que hemos elegido por su representatividad
en las empresas con las que trabajamos.
Y para terminar de completar el marco de referencia, en el cap´ıtulo 6 se define la tercera
pieza que lo conforma: las transformaciones necesarias que constituyen el nexo de unio´n entre los
diferentes lenguajes de modelado de procesos de software. Para ello, tambie´n a modo de ejemplo,
se especifican algunas de las transformaciones para los lenguajes utilizados en el anterior cap´ıtulo
y se establece el me´todo a seguir para la definicio´n de las mismas en el caso de incorporar nuevos
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lenguajes en nuestro marco de referencia.
Todo este fundamento teo´rico se refrenda con la parte pra´ctica de este trabajo de tesis, ya
que todo el marco de referencia especificado y desgranado en estos tres u´ltimos cap´ıtulos no
alcanzar´ıa el impacto deseado en las organizaciones de software si para ello no conta´ramos con
una herramienta que diera soporte a su automatizacio´n. Dicha herramienta, a la que hemos
denominado MONETA, se expone con detalle en el cap´ıtulo 7.
En el cap´ıtulo 8 se refieren dos casos de estudio en entornos empresariales que respaldan las
necesidades que hab´ıan derivado el problema a resolver y se muestra como, a ra´ız de ellos, han
surgido nuevos proyectos de transferencia a los que ya se esta´ aplicando el marco de referencia
resultado de este trabajo de tesis. Adema´s, en el cap´ıtulo 9 se resen˜an, a modo de conclusiones,
las aportaciones obtenidas con este trabajo de tesis, la forma como se han ido alcanzando los
objetivos planteados, y las principales l´ıneas de trabajo futuras derivadas de los resultados
logrados.
Para finalizar, en los anexos se ampl´ıan algunos de los contenidos previamente presentados.
En los anexos A, B y C se incluyen la totalidad de las transformaciones de los lenguajes de
modelado de procesos de software que se han utilizado como ejemplo en los cap´ıtulos 5 y 6.
En el anexo D se presenta un breve manual de la herramienta MONETA desarrollada para dar
soporte al marco teo´rico. Finalmente, en el anexo E se expone la trayectoria investigadora de la
autora de este trabajo de tesis.
1.5. Conclusiones
En este cap´ıtulo se han introducido las definiciones relacionadas con los procesos de software
ma´s utilizadas desde diferentes puntos de vista, lo cual muestra su importancia como activo
fundamental de una organizacio´n. Tambie´n se ha expuesto la necesidad de definir y documentar
los procesos de software, y co´mo e´sta queda reflejada en los diferentes esta´ndares y modelos de
referencia ma´s utilizados por la industria. La evolucio´n de los procesos y sus lenguajes de defini-
cio´n ha sido muy importante, existiendo actualmente una gran cantidad de ellos, no u´nicamente
desde el punto de vista de ingenier´ıa del software, sino tambie´n como elemento de negocio en
una empresa que tiene como fin el desarrollo de aplicaciones. Elegir el lenguaje a utilizar para la
representacio´n de procesos es una tarea complicada y confusa ante la gran cantidad de opciones
que se presentan. Pero, ¿por que´ elegir? Ser´ıa muy interesante ser capaces de utilizar el lenguaje
ma´s adecuado en cada momento en funcio´n de las necesidades concretas de una organizacio´n
en un determinado aspecto, y tener la posibilidad de usar varios lenguajes de modelado de pro-
cesos de software al mismo tiempo e indistintamente, permitiendo que los procesos de software
modelados con diferentes lenguajes puedan interoperar. Ante esta situacio´n, se ha presentado
como objetivo de este trabajo de tesis el desarrollo de un marco de referencia para potenciar la
interoperabilidad y mantenibilidad de los procesos de software. Por u´ltimo se ha establecido una




Tal y como ha quedado explicitado en el cap´ıtulo anterior, la motivacio´n de esta tesis
consiste en definir y desarrollar un marco de referencia para facilitar la interoperabilidad y
mantenibilidad de los modelos de procesos de software, de forma que la eleccio´n de un lenguaje
de modelado de procesos de software por parte de una organizacio´n no sea un v´ınculo estricto
y r´ıgido, sino que sea posible seleccionar aque´l que ma´s se adecue a las necesidades espec´ıficas
de un momento determinado, pero que es posible evolucionar en el tiempo, e incluso interoperar
con procesos de software que se encuentren modelados con otro lenguaje.
Para poder alcanzar dicho objetivo, el primer paso es conocer el estado de la situacio´n
actual en cuanto a los lenguajes de modelado de procesos de software se refiere, para lo que
se ha llevado a cabo una revisio´n sistema´tica de la literatura. Es a ra´ız de los resultados y
conclusiones obtenidas en este estudio de donde se extraen de forma ma´s espec´ıfica cua´les van
a ser los objetivos de este trabajo de tesis.
Con este propo´sito, en este cap´ıtulo se aborda el estudio de la situacio´n actual. Para ello,
en la primera seccio´n se describe el contexto del estudio, en el que se exponen otros estudios
previos realizados y el me´todo con el que se ha desarrollado la revisio´n que aqu´ı se presenta.
En la segunda seccio´n se resumen los trabajos ma´s relevantes encontrados. A continuacio´n, en
la tercera seccio´n se realiza un ana´lisis de la situacio´n en cuanto a los lenguajes de modelado
de procesos de software. Debido principalmente a que este estudio se llevo´ a cabo al comienzo
de este trabajo de tesis, en la siguiente seccio´n se realiza una actualizacio´n del estudio para los
u´ltimos an˜os, mostrando que el ana´lisis sigue siendo va´lido con los nuevos lenguajes encontrados.
Y, por u´ltimo, en la u´ltima seccio´n de este cap´ıtulo se refieren las principales conclusiones del
mismo.
12 Estado del arte
2.1. Contexto del estudio de la situacio´n actual
Despue´s de la exposicio´n de Osterweil [Osterweil, 1987] en la que dec´ıa que los procesos de
software son software tambie´n, empezaron a aparecer propuestas de lenguajes de modelado de
procesos de software. Ya desde finales de los an˜os 80 la comunidad del software ha mostrado un
creciente intere´s en encontrar la mejor forma de describir y modelar los procesos para que e´stos
sean entendidos e institucionalizados dentro de las organizaciones.
Antes de continuar vamos a establecer que´ entendemos por modelo de procesos, ya que a
lo largo de este cap´ıtulo utilizamos casi como sino´nimos los te´rminos modelado, descripcio´n
y representacio´n de procesos de software. Un modelo de proceso es una descripcio´n abstracta
de un proceso actual o propuesto, que representa elementos seleccionados del mismo que son
considerados importantes para el propo´sito del modelo y pueden ser ejecutados por una persona
o una ma´quina [Curtis et al., 1992]. Es decir, un modelo de proceso es una descripcio´n del
mismo a un determinado nivel. Podemos definir un lenguaje de modelado como aque´l que se
utiliza para expresar informacio´n o conocimiento con una estructura que esta´ definida por un
conjunto consistente de reglas, pudiendo ser gra´fico o textual. El resultado del uso de un lenguaje
de modelado de procesos es un modelo de proceso, y las reglas se utilizan para interpretar el
significado de cada uno de los componentes de dicho modelo. A lo largo de esta memoria de
tesis utilizaremos en muchas ocasiones como sino´nimos los te´rminos modelado, descripcio´n y
representacio´n, si bien el vocablo ma´s apropiado en el contexto que nos ocupa es el de modelado.
Una vez aclarada la terminolog´ıa, nos centramos en los lenguajes de modelado de procesos
de software, que constituyen en primera instancia nuestro objetivo de estudio para este estado
del arte de la situacio´n actual. Con el objetivo de enmarcar ma´s claramente dicho estudio, a
continuacio´n por un lado se describen los estudios del estado del arte previos a este trabajo de
tesis que se han encontrado en la literatura cient´ıfica, lo que justifica la necesidad de realizar
un nuevo estado del arte y, por otro lado, se describe el me´todo con el que este estudio se ha
llevado a cabo: una revisio´n sistema´tica de la literatura.
2.1.1. Antecedentes del estudio de la situacio´n actual
Para poder comenzar este trabajo de tesis, se inicio´ una bu´squeda de los estudios del estado
del arte que nos sirvieran de punto de partida. A pesar de que, tal y como se ha comentado
anteriormente, la representacio´n de los procesos de software ha sido un tema estudiado durante
muchos an˜os, existen muy pocos trabajos que expongan el estado del arte en este tema. A
continuacio´n vamos a resumir los ma´s representativos.
Zamli [Zamli, 2001] realizo´ un estudio sobre el estado del arte de lo que denomino´ la segunda
generacio´n de Lenguajes de Modelado de Procesos o PMLs (Process Modeling Languages),
entendiendo como tal aquellos lenguajes que se hab´ıan publicado despue´s de 1996 [Sutton Jr.
y Osterweil, 1997]. Este trabajo propone una simple clasificacio´n en base al soporte para la
promulgacio´n de procesos. Clasifica un PML como no-promulgable, simulado o promulgable.
Para entender mejor esta clasificacio´n, debemos clarificar el concepto de promulgacio´n en este
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contexto. En el a´mbito del Derecho, promulgar consiste en publicar formalmente una ley u otra
disposicio´n de la autoridad, a fin de que sea cumplida y hecha cumplir como obligatoria. En
el dominio de la ingenier´ıa de procesos podemos verlo como una analog´ıa, puesto que consiste
en una publicacio´n de un proceso con un nivel de granularidad tal que permita un control
exhaustivo del mismo, paso a paso, sin llegar necesariamente a la capacidad de ejecucio´n del
proceso. Se trata de un punto intermedio entre la mera publicacio´n y la ejecucio´n detallada de
un proceso, con lo que no se dispone de la informacio´n detallada para ello. En concreto, en este
trabajo los PMLs no-promulgables u´nicamente soportan el modelado de procesos, pero no su
promulgacio´n. Los PMLs simulados permiten una simulacio´n de alto nivel de los procesos, pero
no proponen un control de granularidad fina sobre los procesos de software, y se utilizan para
realizar ana´lisis estructurales de esos modelos. Finalmente, los PMLs promulgables son aquellos
que permiten que un modelo de proceso sea promulgado para controlar el proceso de software,
aunque no dispongan de un enlace expl´ıcito con la ejecucio´n del mismo.
Algunos an˜os despue´s, el mismo autor [Zamli e Isa, 2004] estudio´ en profundidad la clasi-
ficacio´n de los PMLs mediante el uso de una taxonomı´a y las a´reas de soporte descritas en su
trabajo anterior, listando las caracter´ısticas que cada uno de los lenguajes estudiados cubr´ıan.
En [Bendraou et al., 2010] se realizo´ un estudio comparativo de seis lenguajes basados en
UML para procesos de software, en el que los autores seleccionaban los principales requisitos
identificados en la literatura para los lenguajes de modelado de procesos de software, y evaluaban
esos seis lenguajes mediante estos requisitos y los comparaban entre ellos.
En la misma l´ınea, en [Henderson-Sellers y Gonzalez-Perez, 2005] se examinan de forma
cr´ıtica cuatro metamodelos que han sido construidos para sustentar y formalizar metodolog´ıas,
entendiendo como tales el conjunto de procesos que se hace real, es decir, se instancia, en el
contexto de una organizacio´n espec´ıfica. A ra´ız de este ana´lisis, los autores proponen un nuevo
enfoque para el desarrollo del software y evaluacio´n de capacidad que unos an˜os ma´s tarde
quedara´ recogido en el esta´ndar ISO 24744 [ISO/IEC, 2007a].
El hecho de que se encontraran tan pocos estudios previos y que aquellos que existen, o bien
no son recientes o realizan una cobertura de trabajos muy pequen˜a, motivo´ la realizacio´n de un
estudio propio del estado del arte como un punto de partida para conocer las diferentes formas
de representacio´n de procesos que han sido propuestas. En el siguiente apartado se describe
tanto el me´todo utilizado en el estudio de este trabajo de tesis como la ejecucio´n del mismo.
2.1.2. Me´todos y propuestas de mejora para una revisio´n sistema´tica de la
literatura
Para llevar a cabo el estudio de la situacio´n actual se opto´ por realizar una revisio´n sis-
tema´tica de la literatura. Este me´todo permite la identificacio´n, evaluacio´n e interpretacio´n de
todos los datos de investigacio´n relevantes para una determinada pregunta de investigacio´n (Re-
seach Question, RQ) en un a´rea de investigacio´n espec´ıfica. La gu´ıa propuesta por Kitchenham
se encuentra entre las ma´s ampliamente aceptadas en el campo de la ingenier´ıa del software
[Kitchenham y Charters, 2007], aunque en los u´ltimos an˜os se han realizados diferentes cr´ıticas
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y propuestas de mejoras a la misma. A continuacio´n se nombran las aportaciones al me´todo de
Kitchenham ma´s significativas.
La propia autora en [Kitchenham et al., 2010] hace un ana´lisis de co´mo se esta´n utilizando
las revisiones sistema´ticas en el a´mbito del software tres an˜os despue´s de la publicacio´n de su
gu´ıa, concluyendo que el nu´mero de revisiones hab´ıa aumentado significativamente, pero todav´ıa
no pod´ıa considerarse un me´todo principal de investigacio´n de ingenier´ıa del software, puesto
que, aunque cubre infinidad de temas, a menudo no evalu´a la calidad de los estudios primarios
obtenidos. Un trabajo muy similar fue el realizado en [Da Silva et al., 2011], con una conclusio´n
muy pareja: la mayor´ıa de las revisiones sistema´ticas no evalu´an la calidad de los estudios
primarios y no proporciona gu´ıas para los profesionales, lo que hace que disminuya su posible
impacto en la pra´ctica de la ingenier´ıa del software.
En [Zhang et al., 2011] el foco de atencio´n se centra en la estrategia de bu´squeda, puesto
que se considera un paso cr´ıtico en la correcta aplicacio´n del me´todo de revisiones sistema´ticas.
Los autores defienden que es un paso que consume bastante tiempo y propenso a errores, por
lo que debe ser cuidadosamente planificado y ejecutado. En el art´ıculo se pretende mejorar este
paso mediante la incorporacio´n de los conceptos “quasi-gold standard” (QGS), que consiste
en la recoleccio´n de estudios conocidos, y “quasi-sensitivity” para evaluar el rendimiento de
la bu´squeda. Estos mismos autores en [Zhang y Ali Babar, 2013] consideran la importancia
de las revisiones sistema´ticas desde el punto de vista emp´ırico. En este art´ıculo se pone de
manifiesto que los investigadores esta´n convencidos del valor de usar una metodolog´ıa rigurosa
y sistema´tica para las revisiones de la literatura. Sin embargo, consideran que es necesario
establecer un equilibrio entre el rigor metodolo´gico y el esfuerzo necesario.
En [Wohlin y Prikladniki, 2013] los autores argumentan la necesidad de realizar en las bu´sque-
das de art´ıculos un enfoque “bola de nieve”, segu´n el cual los estudios incluidos podr´ıan ser
ampliados si, adema´s de los trabajos obtenidos con el me´todo Kitchenham, se tienen en cuenta
tanto las listas de referencias de estas publicaciones, lo que supone una vista hacia atra´s, como
las citas de estas publicaciones, que proporcionar´ıan una vista hacia adelante.
Como resultado de todas las cr´ıticas recibidas, Kitchenham et al. investigan si las gu´ıas
deber´ıan ser modificadas [Kitchenham y Brereton, 2013]. En este art´ıculo se exponen varias
conclusiones en cuanto a la mejora del me´todo: recomienda retirar el consejo de utilizar preguntas
estructuradas para construir las cadenas de bu´squeda e incluir el consejo de usar el concepto
“quasi-gold standard”, basado en una bu´squeda limitada manual para ayudar a la construccio´n
de las cadenas de bu´squeda y la posterior evaluacio´n del proceso de bu´squeda. Tambie´n comenta
que las herramientas de ana´lisis textual posiblemente podr´ıan ser u´tiles para la decisio´n de
incluir y excluir, as´ı como para la definicio´n de la cadena de bu´squeda, pero deber´ıa realizarse
una evaluacio´n ma´s rigurosa de las mismas. En cuanto al uso de herramientas para la gestio´n
del proceso de revisio´n sistema´tica, considera que necesitan de una validacio´n independiente de
las que existen. Por u´ltimo concluye que la evaluacio´n de la calidad de los estudios que usan
me´todos emp´ıricos sigue siendo un problema importante.
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2.1.3. Estudio de la situacio´n actual
Como se ha introducido en el apartado anterior, para el desarrollo del estudio de la situacio´n
actual se opto´ por realizar una revisio´n sistema´tica de la literatura, y el me´todo seguido fue
el original de Kitchenham, si bien es cierto que utilizamos el consejo de “quasi-gold standard”
durante la ejecucio´n de las bu´squedas.
El me´todo establece que una revisio´n sistema´tica deber´ıa incorporar tres fases: planificacio´n,
ejecucio´n y presentacio´n de resultados. La primera fase, la planificacio´n, consiste en el desarrollo
del protocolo de revisio´n, as´ı como el desglose de co´mo los investigadores que participan en
la revisio´n deber´ıan trabajar e interactuar para llevarla a cabo. Este protocolo prescribe un
procedimiento controlado para la ejecucio´n de la revisio´n e incluye preguntas de investigacio´n
(RQs), estrategias de bu´squeda y evaluacio´n, criterios de inclusio´n y exclusio´n, evaluacio´n de la
calidad de los trabajos, formulario de recogida de datos y me´todos de ana´lisis. La segunda de las
fases se centra ba´sicamente en la ejecucio´n del protocolo definido en la fase anterior. Finalmente,
la u´ltima fase describe co´mo el informe final ha sido elaborado.
La revisio´n sistema´tica en su totalidad fue publicada en [Garc´ıa-Borgon˜o´n et al., 2014a]. En
este art´ıculo se expone en detalle el protocolo definido, que incorpora cada una de las tareas
anteriormente enumeradas. La pregunta de investigacio´n principal fue: “¿Cua´l es el estado del
arte de los lenguajes de modelado de procesos de software?”, siendo posteriormente reformulada
en las siguientes:
RQ1. ¿Que´ lenguajes de modelado de procesos de software se han definido? ¿Por que´?
RQ2. ¿Cua´l es la tendencia actual cuando se selecciona una tecnolog´ıa base para definir un
nuevo lenguaje de modelado de procesos de software (Software Process Modeling Language,
SPML)?
RQ3. ¿Cua´les son las limitaciones de la investigacio´n actual?
Para poder resolver las cuestiones de investigacio´n se realizo´ una bu´squeda exhaustiva de
trabajos y art´ıculos de revistas y congresos en los principales bibliotecas digitales que trataran
el tema de la descripcio´n o modelado de procesos de software. En la bu´squeda se utilizo´ la ex-
presio´n Booleana “A AND (B1 OR B2 OR B3) AND (C1 OR C2)” donde cada una de las
componentes representa los conceptos recogidos en la tabla 2.1.
A. software process B1. description C1. metamodel
B2. definition C2. language
B3. modeling
Tabla 2.1: Expresiones de bu´squeda
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Tal y como se recomienda en el me´todo de Kitchenham, el proceso de seleccio´n de los traba-
jos a incluir en la revisio´n sistema´tica se dividio´ en fases, en nuestro caso seis. Dichas fases, con
el objetivo de ajustar la eleccio´n final de trabajos, dispon´ıan de criterios de inclusio´n y exclusio´n
de los mismos, lo que nos permit´ıa avanzar en el proceso. Para alcanzar una mayor objetividad,
los investigadores participantes en cada una de estas fases eran diferentes en nu´mero, incorpo-
rando as´ı, por defecto, una revisio´n por pares (peer-review) de la seleccio´n de trabajos que se
iba obteniendo. En la tabla 2.2 se resumen los objetivos y los participantes de cada una de las
fases.
Fase Descripcio´n de fase Participacio´n
F1 Seleccio´n de los estudios en base a bu´squeda Investigador l´ıder
F2 Criba: exclusio´n basada en fechas Investigador l´ıder
F3 Criba: exclusio´n basada en t´ıtulos, resu´menes y palabras clave Dos investigadores
F4 Reunio´n de consenso Todos los investigadores
F5 Ana´lisis de relevancia: exclusio´n basada en texto completo Todos los investigadores
F6 Reunio´n de consenso Todos los investigadores
Tabla 2.2: Fases de inclusio´n
Los criterios de inclusio´n y exclusio´n definidos para cada una de las fases anteriores se resu-
men en la tabla 2.3.




Contiene las cadenas de bu´squeda
F2 Fechas de publicacio´n despue´s del 2000
F3 No editoriales, prefacios, discusiones





Nuevo lenguaje o una modificacio´n propuesta del lenguaje
Ni estudios ni revisiones
Tabla 2.3: Criterios de Inclusio´n y Exclusio´n por fase
En la tabla 2.4 se refleja co´mo, mediante la aplicacio´n de los criterios anteriores, fueron dis-
minuyendo el nu´mero de trabajos a incluir en el estudio de la situacio´n actual a medida que se
fue avanzando en las fases del estudio. Las referencias de los 46 art´ıculos finalmente incluidos se
encuentran disponibles en la seccio´n de Referencias.










Tabla 2.4: Estudios incluidos y excluidos por fase
Seleccionados los art´ıculos del estudio, se definio´ un esquema de caracterizacio´n para la re-
cogida de la informacio´n ma´s relevante de los mismos y facilitar as´ı el proceso de ana´lisis de los
datos. Dicho esquema se muestra en la tabla 2.5.
Info ba´sica T´ıtulo y autor
Info de publicacio´n Libro, revista, conferencia o documento te´cnico en el que se publico´ el estudio
An˜o An˜o en que se publico´ el estudio
Lenguaje definido Nombre del lenguaje definido en el estudio, el problema abordado, su descrip-
cio´n y motivacio´n
Basado en Tecnolog´ıa o el lenguaje de referencia en que se basa este nuevo lenguaje y las
ventajas y desventajas de otras alternativas
Trabajos relacionados Nombre de los estudios citados y si el estudio tiene una seccio´n de estado del
arte
Citado por Se identifica el estudio y si se hace referencia expl´ıcitamente en otros estudios
seleccionados
Trabajo futuro El estudio proporciona trabajo futuro y retos relacionados con las preguntas
de investigacio´n
Tabla 2.5: Esquema de caracterizacio´n de datos
En el art´ıculo anteriormente referenciado[Garc´ıa-Borgon˜o´n et al., 2014a] se dispone de una
informacio´n ma´s detallada de los resultados de la ejecucio´n del protocolo de revisio´n. Una vez
descrito el proceso para llevar a cabo la revisio´n sistema´tica de la literatura, en la siguiente
seccio´n se llevara´ a cabo el ana´lisis de los resultados obtenidos.
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2.2. Ana´lisis de los resultados
Para llevar a cabo el ana´lisis de los resultados de la revisio´n se van a considerar las preguntas
de investigacio´n anteriormente formuladas, que van a ser detalladas una a una en los siguientes
apartados.
2.2.1. RQ1. ¿Que´ lenguajes de modelado de procesos de software se han
definido? ¿Por que´?
El nu´mero de lenguajes para modelar procesos de software que se han propuesto en el tiempo
es muy elevado y hay que tener en cuenta que a la hora de hacer la seleccio´n, hemos elegido u´ni-
camente aquellos que fueron definidos con el propo´sito expl´ıcito de ser utilizados como lenguajes
de modelado de procesos de software, es decir, quedar´ıan fuera de esta seleccio´n lenguajes como
los Diagramas de Actividad de UML o BPMN que, si bien somos conscientes de que se esta´n
utilizando en la pra´ctica en ciertas empresas con este fin, no fueron creados con este objeto. De
hecho, como veremos ma´s adelante, algunas de estas propuestas esta´n basadas en algu´n lenguaje
de propo´sito ma´s general al que se incluye cierta sema´ntica espec´ıfica necesaria para los procesos
de software. Es por ello por lo que, a la hora de clasificarlos y analizarlos, registramos la base
sobre la que se constitu´ıa la nueva propuesta.
Figura 2.1: Resumen de los lenguajes de modelado de procesos de software
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El primer paso para llevar a cabo este ana´lisis era el de obtener una vista global de los
lenguajes de modelado de procesos de software existentes. En esta vista se establecio´ como
l´ımite temporal las propuestas posteriores al an˜o 2000 para poder acotar el trabajo, teniendo
en cuenta que los u´nicos estados del arte de los que disponemos hacen referencia a los lenguajes
anteriores y una vista de diez an˜os hacia atra´s es suficientemente representativa.
Al hacer la revisio´n de los 46 art´ıculos finalmente seleccionados de acuerdo a los criterios
establecidos, se observo´ que en muchos casos un art´ıculo introduc´ıa una nueva propuesta de
lenguaje, pero en otros casos varios art´ıculos hac´ıan referencia al mismo lenguaje.
Por otro lado, tambie´n nos encontramos con la situacio´n de que los esta´ndares de lenguajes
de modelado de procesos de software desarrollados en este espacio de tiempo, no ten´ıan una
correspondencia directa y espec´ıfica con ningu´n art´ıculo, pero nos parec´ıa importante que apa-
recieran de forma expl´ıcita en esta vista global de los lenguajes de modelado de procesos de
software, por lo que fueron incorporados manualmente.
Con todo ello, en la figura 2.1 se presentan dicha vista global de los lenguajes de modelado
de procesos de software existentes desde el an˜o 2000, as´ı como el an˜o en el que se publicaron,
marcando con un sombreado diferente aquellos lenguajes procedentes de esta´ndares que se han
incorporado.
Despue´s de alcanzar esta primera vista de los lenguajes de modelado de procesos existentes
desde el an˜o 2000, el siguiente paso consistio´ en extraer de los 46 trabajos seleccionados una
breve descripcio´n del lenguaje que en cada uno de ellos se defin´ıa y la motivacio´n por la que
dichos lenguajes fueron creados. El resultado de esta tarea se muestra de forma detallada en
las tablas 2.6 a 2.10. Los lenguajes incorporados manualmente en la vista global anterior no
fueron objeto de esta tarea, puesto que las especificaciones no formaban parte de los trabajos
seleccionados.
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Para finalizar la resolucio´n de esta primera cuestio´n de investigacio´n, la tabla 2.11 resume los
principales problemas que los lenguajes intentan resolver, agrupados en cuatro grandes tema´ticas
principales: soporte para la documentacio´n esta´tica del proceso, soporte para el ana´lisis y gestio´n
de los procesos previos a su promulgacio´n, soporte para los procesos dina´micos y herramientas
y entornos para procesos de software.
2.2.2. RQ2. ¿Cua´l es la tendencia actual cuando se selecciona una tecnolog´ıa
base para definir un lenguaje de modelado de procesos de software
(SPMLs)?
Para resolver esta cuestio´n hemos intentado descubrir co´mo los SPMLs han sido clasificados
en la literatura. Histo´ricamente se han planteado diferentes generaciones de SPMLs como una
posible manera de catalogarlos [Bendraou et al., 2010]. La primera generacio´n hac´ıa referencia a
aquellos lenguajes de modelado de procesos de software que estaban basados en redes de Petri,
en reglas o definidos como un lenguaje de programacio´n. Se centraban fundamentalmente en
la ejecucio´n del proceso y en su formalidad, lo que los convert´ıa en algo complejo, inflexible y
dif´ıcil de entender. La segunda generacio´n coincide con el momento en el que UML llega a su
madurez como un esta´ndar en la industria del software. La idea que subyace en estos lenguajes
es la de explorar la posibilidad de utilizar UML, en concreto los Diagramas de Actividad de
UML, para modelar los procesos de software. Algunos lenguajes basados en UML aparecieron,
caracterizados principalmente por la expresividad y falta de formalidad, lo que ha influido en la
capacidad de ejecucio´n de los modelos de procesos.
Sin embargo, de acuerdo con lo que se observa en las tablas 2.6 a 2.10, podemos concluir
que hablar de generaciones no es particularmente apropiado, ya que, si bien la mayor parte de
los lenguajes de la segunda generacio´n han sido lanzados en fechas posteriores, algunas de las
propuestas ma´s recientes se pueden clasificar dentro de la primera generacio´n. Por ello, se esta-
blece una nueva taxonomı´a de SPMLs, mediante la consideracio´n de la tecnolog´ıa base utilizada
en el desarrollo del lenguaje. Hemos estructurado los SPMLs en tres grupos de acuerdo con los
resultados de la revisio´n, tal y como se muestra en la figura 2.2. El primer grupo corresponde a
los lenguajes basados en grama´ticas, que incluye todos los estudios relacionados con lenguajes
formales, matema´ticos o de programacio´n, ya sea mediante reglas o restricciones. Un segundo
grupo contiene los SPMLs en las diferentes versiones de UML. Por u´ltimo, en el tercer grupo se
han considerado los lenguajes basados en modelos.
La figura 2.3 muestra la clasificacio´n de todos los lenguajes obtenidos en la RQ1 de acuerdo
a esta taxonomı´a. En esta figura los SPMLs basados en grama´ticas se muestran con un recuadro
ma´s fino, los basados en UML se muestran con un color de relleno y los basados en modelos se
muestran con un recuadro ma´s grueso.
Un asunto muy relevante fue identificar la causa de la eleccio´n de la tecnolog´ıa base en cada
SPML por parte de los autores de las propuestas, justificando as´ı la decisio´n de su adopcio´n. De
esta forma, en las tablas 2.12 y 2.13 se resumen las principales ventajas e inconvenientes que
dichos autores han sen˜alado en cuanto a la eleccio´n de la tecnolog´ıa base de sus lenguajes.
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Figura 2.2: Clasificacio´n de formalismos para SPMLs
Figura 2.3: Relaciones y tecnolog´ıas base de los lenguajes de modelado de procesos de software
existentes
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En base a esto podemos concluir que UML, en concreto los Diagramas de Actividad de UML,
se han considerado una posible tecnolog´ıa base ya que constituye un esta´ndar en ingenier´ıa del
software. Sin embargo, su principal debilidad es la falta de capacidad para ejecutar procesos,
aunque algunos diagramas UML pueden ser ejecutados (o simulados), se les asigna una sema´ntica
de ejecucio´n. Si consideramos la variante temporal en la vista de los SPMLs, se muestra que la
tendencia es usar metamodelos a la hora de generar nuevos SPMLs.
2.2.3. RQ3. ¿Cua´les son las limitaciones de la investigacio´n actual?
El objetivo de esta cuestio´n es reflejar el estado de investigacio´n actual en el a´rea de los
lenguajes de modelado de procesos de software, lo que se ha revisado desde dos puntos de vista.
Hemos considerado los datos recogidos en las secciones de “Trabajo futuro y Conclusiones”
que aparecen en los art´ıculos incluidos en el estudio. La tabla 2.14 los resume, agrupa´ndolos por
aquellos que son comunes en varios art´ıculos. La tabla 2.15 muestra los aspectos pendientes para
ser trabajados en el futuro. Hemos decidido agruparlos en temas relacionados, como aspectos
a tener en cuenta cuando se consideren nuevas propuestas: integrar los modelos de procesos de
software con herramienta de soporte a la toma de decisiones, ser u´til en la pra´ctica, mejorar
la evolucio´n de los procesos, verificar su utilidad en la pra´ctica, alcanzar el consenso sobre los
conceptos que se deben incluir al modelar los procesos de software y que´ tecnolog´ıas podr´ıan ser
integradas en el modelado de procesos de software.
Una propuesta que pueda ofrecer tanto un entorno de modelado como de ejecucio´n, siempre
manteniendo un nivel apropiado de comprensibilidad, podr´ıa ser una alternativa interesante en
este a´rea, con la posibilidad de ser aplicada en organizaciones de software.
No obstante, el hecho de que existan tantos lenguajes de modelado de procesos de software
nos indica que el objetivo en esta a´rea no deber´ıa centrarse en buscar el lenguaje o´ptimo o ideal,
porque no existe y es posible que nunca llegue a existir. Lo que se deber´ıa pretender es el ser
capaces de utilizar el lenguaje ma´s apropiado para un propo´sito concreto en un momento de-
terminado, de modo que es posible que en una misma organizacio´n podamos encontrar procesos
de software modelados con lenguajes diferentes. Si estos procesos no tienen ninguna relacio´n
entre s´ı, no hay ningu´n problema. El problema surgir´ıa en el momento en que fuera necesario
interoperar entre ellos. As´ı, disponer de las facilidades necesarias que nos proporcionen la in-
teroperabilidad entre los procesos de software modelados con diferentes lenguajes, aislando del
usuario las transformaciones necesarias para conseguirlo, ser´ıa un objetivo ma´s adecuado en este
a´mbito. De esta forma los procesos de software no quedar´ıan fuertemente vinculados al lenguaje
elegido, pudie´ndose optar por varios de ellos para representar diferentes aspectos en funcio´n de
lo que se quiere conseguir.
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2.3. Actualizacio´n de la revisio´n sistema´tica
Dado que la revisio´n sistema´tica de la literatura fue realizada antes de la finalizacio´n de
esta memoria de tesis, hemos querido realizar una actualizacio´n de la misma para buscar nuevos
estudios que hayan podido surgir durante los tres u´ltimos an˜os, con el objetivo de completar
nuestra visio´n general y validar que los trabajos futuros que apuntamos como conclusiones siguen
siendo va´lidos.
Para ello, nos hemos basado en la misma metodolog´ıa de Kitchenham siguiendo el consejo
de “quasi-gold standard” durante la ejecucio´n de las bu´squedas, tal y como enunciamos en el
apartado 2.1.3, utilizando las mismas palabras clave de bu´squeda y en los mismos motores tal y
como se detalla en [Garc´ıa-Borgon˜o´n et al., 2014a].
Sobre el me´todo anterior, hemos modificado ligeramente las fases y los criterios de inclusio´n
y exclusio´n. Por un lado, en el mismo momento de la bu´squeda todas las publicaciones anteriores
al an˜o 2012 quedaron excluidas, ya que la anterior revisio´n incorporaba todas las publicaciones
hasta finales de 2011. Por otro, en esta actualizacio´n consideramos interesante poder incluir
estudios que en s´ı no propusieran ningu´n lenguaje de modelado de procesos de software, sino
que fueran revisiones de la literatura, con el objetivo de detectar posibles lenguajes que quiza´s
no hubieran sido incluidos en la primera revisio´n. En la tabla 2.16 se especifican las fases en las
que se ejecuto´ esta actualizacio´n.
Fase Descripcio´n de fase Participacio´n
F1 Seleccio´n de los estudios en base a bu´squeda y fechas Investigador l´ıder
F2 Criba: exclusio´n basada en t´ıtulos, resumenes y palabras clave Dos investigadores
F3 Reunio´n de consenso Todos los investigadores
F4 Ana´lisis de relevancia: exclusio´n basada en texto completo Todos los investigadores
F5 Reunio´n de consenso Todos los investigadores
Tabla 2.16: Fases de inclusio´n
Al igual que se hizo en la revisio´n anterior, los trabajos fueron incluidos y excluidos en cada
fase de acuerdo a unos criterios de seleccio´n detallados en la tabla 2.17.
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Contiene las cadenas de bu´squeda
Fechas de publicacio´n entre 2012 y 2014
F2 No editoriales, prefacios, discusiones





Nuevo lenguaje o una modificacio´n propuesta del lenguaje
Si que puede incluir estudios o revisiones
Tabla 2.17: Criterios de Inclusio´n y Exclusio´n por fase
En la tabla 2.18 se muestran los nu´meros de los trabajos que iban incluye´ndose y excluye´ndo-
se en cada una de las fases. Asimismo, las referencias de los 13 art´ıculos finalmente incluidos se









Tabla 2.18: Estudios incluidos y excluidos por fase
Con los estudios seleccionados, se siguio´ el mismo esquema de caracterizacio´n que en la
primera revisio´n mostrado anteriormente en la tabla 2.5. Seguidamente pasamos a mostrar los
principales resultados obtenidos en esta nueva bu´squeda atendiendo a las mismas tres preguntas
que nos hicimos.
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2.3.1. RQ1. ¿Que´ lenguajes de modelado de procesos de software se han
definido? ¿Por que´?
En esta actualizacio´n hemos podido comprobar que se mantiene la tendencia a seguir creando
lenguajes de modelado de procesos de software en los u´ltimos an˜os, en los que se han definido
ma´s de 10 nuevas propuestas. En la figura 2.4 se presentan dichas propuestas as´ı como el an˜o en
el que se publicaron. Cabe destacar que hemos an˜adido en el an˜o 2011 cinco nuevas propuestas
que han sido citadas en una revisio´n sistema´tica de la literatura.
Figura 2.4: Resumen de los lenguajes de modelado de procesos de software
Al igual que hicimos en la primera revisio´n, se muestra en la tabla 2.19 una descripcio´n
de cada uno de ellos as´ı como la motivacio´n por la que fueron propuestos. De nuevo, al hacer
el ana´lisis de los 13 art´ıculos, dos art´ıculos hac´ıan referencia al mismo lenguaje, de ah´ı que el
nu´mero de lenguajes que aparecen en la vista sean u´nicamente 12.
Y, al igual que se ha hecho anteriormente, en la tabla 2.20 se resumen los principales pro-
blemas que estos lenguajes intentan resolver.
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2.3.2. RQ2. ¿Cua´l es la tendencia actual cuando se selecciona una tecnolog´ıa
base para definir un lenguaje de modelado de procesos de software?
Manteniendo la misma taxonomı´a que hemos presentado en la figura 2.2, podemos observar
en la figura 2.5 la clasificacio´n de las nuevas propuestas de lenguajes obtenidos en la RQ1. Se
mantiene la tendencia a extender SPEM para hacerlo ma´s rico y cubrir mayores requisitos,
aunque siguen existiendo propuestas derivadas de UML o basadas en grama´ticas textuales.
Figura 2.5: Relaciones y tecnolog´ıas base de los lenguajes de modelado de procesos de software
existentes
2.3.3. RQ3. ¿Cua´les son las limitaciones de la investigacio´n actual?
La tabla 2.21 muestra las principales l´ıneas de trabajo futuro enunciadas en los estudios
seleccionados. Destaca principalmente la gran cantidad de propuestas que fijan como principal
reto mejorar la variabilidad, flexibilidad y evolucio´n de los procesos definidos, permitiendo dife-
rencias entre la definicio´n inicial y su ejecucio´n real. Igualmente son varios los trabajos en los que
se cita expl´ıcitamente la necesidad de desarrollar estudios emp´ıricos para utilizar las propuestas
en la pra´ctica.
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2.4. Conclusiones
En este cap´ıtulo se ha presentado el estudio del estado del arte de los lenguajes de modelado
de procesos de software que se han definido desde el an˜o 2000, llevado a cabo mediante una
revisio´n sistema´tica de la literatura. Tal y como se ha podido observar a lo largo de todo el
cap´ıtulo, existen multitud de lenguajes de modelado de procesos de software y una tendencia
frecuentemente encontrada actualmente consiste en utilizar los metamodelos como la base sobre
la que se realiza la definicio´n de nuevos lenguajes. Como resultado de la revisio´n sistema´tica,
se han observado diferentes aspectos como l´ıneas de trabajo futuras, de las que nos gustar´ıa
destacar tres: la primera es la necesidad de disponer de mayor nu´mero de trabajos emp´ıricos,
que nos muestre las principales barreras que impiden que las organizaciones utilicen los lenguajes
de modelado de procesos de software en la pra´ctica para describir sus procesos. Otro aspecto a
trabajar ser´ıa el estudiar co´mo se relacionan los lenguajes de modelado de procesos de software
con otros campos de la ingenier´ıa de procesos, como son la simulacio´n, mejora y la orquestacio´n.
Por u´ltimo, plantear la existencia de entornos integrados para el modelado y la ejecucio´n de
procesos de software.
En este estudio tambie´n se ha visto que, lejos de tener una tendencia clara sobre un lenguaje
de modelado de procesos de software que pudie´ramos considerar como el lenguaje o´ptimo o el
ideal, a pesar de varios intentos de estandarizacio´n que han ido ocurriendo, siguen surgiendo
nuevas propuestas. Un planteamiento diferente al llevado a cabo en este momento es el que
vamos a abordar a lo largo de este trabajo de tesis, en el cual el objetivo pasa de plantear un
lenguaje esta´ndar que cubra todas las necesidades de cualquier organizacio´n de software, al de
utilizar el lenguaje de modelado de procesos de software ma´s apropiado para un determinado
momento, circunstancia o propo´sito, y establecer un mecanismo que facilite la interoperabilidad
entre los procesos de software modelados con diferentes lenguajes. De esta forma los procesos
de software no quedar´ıan fuertemente vinculados o acoplados al lenguaje de modelado elegido
inicialmente, siendo posible optar por varios de ellos para representar diferentes aspectos, en
funcio´n de lo que se pretenda describir.
A la vista de los resultados obtenidos tras la realizacio´n de la revisio´n sistema´tica, podemos
concluir que en los u´ltimos an˜os se mantiene como tendencia el crear nuevas propuestas de
lenguajes de modelado de procesos de software, la mayor´ıa como extensiones a SPEM, para
hacerlo ma´s rico y cubrir nuevos escenarios, especialmente orientados a mejorar la variabilidad,
flexibilidad y evolucio´n de los lenguajes y procesos. Encontramos propuestas que au´nan diversos
lenguajes (ej. BPMN y SPEM, CVL y SPEM) pero siempre mediante la creacio´n de un nuevo
lenguaje, que en su estructura suma conceptos de los anteriores, lo que nos refuerza el cara´cter
novedoso de nuestra propuesta. Por otro lado siguen faltando estudios emp´ıricos de su uso y




En el cap´ıtulo 2 se ha presentado el estado del arte actual en cuanto a lenguajes de modelado
de procesos de software se refiere, poniendo de manifiesto la cantidad existente y que la aparicio´n
de cada uno de ellos ven´ıa motivada para la resolucio´n de un asunto que estaba pendiente de
solventar. El ana´lisis de la situacio´n actual ha permitido vislumbrar el problema que se desea
resolver y el enfoque que en este trabajo de tesis vamos a plantear, aspectos ambos en los que
vamos a profundizar y justificar a lo largo de este cap´ıtulo. Para ello, en la primera seccio´n se
recopilan, a modo de resumen, los aspectos ma´s relevantes que han determinado el problema
que se pretende acometer con este trabajo de tesis, que sera´ definido claramente en la siguiente
seccio´n. Una vez establecido el problema, se enuncia la solucio´n que se propone en este trabajo
de tesis y se plantean los objetivos que se pretenden alcanzar, un esbozo de la estructura de la
solucio´n y las influencias ma´s destacadas que repercuten en el desarrollo de la misma. Finalmente,
la u´ltima seccio´n resume las principales conclusiones de este cap´ıtulo.
3.1. Aspectos relevantes que determinan el problema a resolver
Como paso previo a la manifestacio´n del problema que se pretende resolver, a continua-
cio´n exponemos los principales aspectos que lo especifican, los cuales vienen derivados de las
conclusiones obtenidas en el cap´ıtulo anterior.
3.1.1. Las organizaciones de software tienen la necesidad de definir sus pro-
cesos
Una de las principales conclusiones del cap´ıtulo anterior es que no existen suficientes estudios
emp´ıricos que nos muestren la forma en la que los lenguajes de modelado de procesos de software
se esta´n utilizando en las organizaciones, si es que lo esta´n haciendo, y si no es as´ı, que expongan
las principales barreras que impiden su uso para describir los procesos.
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En el cap´ıtulo 1 se expuso brevemente co´mo los diferentes esta´ndares y modelos utilizados en
la industria del software establecen la necesidad de tener los procesos definidos y mantenidos. Si
las organizaciones quieren cumplir esos esta´ndares deben obligatoriamente definir y documentar
sus procesos, y mantenerlos. Las principales dificultades a las que se tienen que enfrentar las
empresas que se plantean algu´n tipo de certificacio´n van, desde la falta de conocimiento en
determinadas a´reas de procesos, hasta la falta de recursos humanos y herramientas adecuadas
para poder definir e implantar los procesos dentro de la organizacio´n. En [Garc´ıa-Borgon˜o´n et
al., 2014b] se recogen estas barreras o inhibidores de forma ma´s detallada.
Uno de los elementos ma´s relevantes es la manera en la que esos procesos van a ser definidos
y documentados [Bendraou et al., 2010]. Habitualmente las empresas optan por el desarrollo
de un manual de calidad, en el que los procesos son recopilados a modo de documento, descri-
tos en lenguaje natural. Este documento suele formar parte de la biblioteca de activos de las
organizaciones.
Si bien es cierto que un lenguaje natural supone un esfuerzo relativamente pequen˜o a la
hora de llevar a cabo la descripcio´n de los procesos, debido principalmente a que la curva de
aprendizaje es pra´cticamente nula, con la salvedad de los te´rminos concretos relacionados con los
procesos de software, la eleccio´n de dicho lenguaje suele ser el origen de determinados problemas
a la hora de comunicar, mantener e incluso entender los procesos, ya que es susceptible de
contener mu´ltiples inconsistencias no precisamente fa´ciles de detectar.
3.1.2. Existen muchos lenguajes de modelado de procesos de software en la
literatura
El hecho de que el lenguaje natural no sea el medio ma´s adecuado para representar los
procesos de software es la causa por la que, desde hace an˜os, los ingenieros de procesos han visto
en los lenguajes de modelado de procesos de software una oportunidad de formalizar dichos
procesos y facilitar tanto la descripcio´n como la comunicacio´n y el entendimiento de los mismos.
Tal y como ha quedado reflejado en el cap´ıtulo 2, numerosos lenguajes de modelado de pro-
cesos de software han sido propuestos durante an˜os. Se ha visto que con el paso del tiempo las
tendencias seguidas en el desarrollo de estos lenguajes han ido variando, y lo que comenzo´ me-
diante la definicio´n de nuevos lenguajes de programacio´n, lenguajes basados en reglas o redes
de Petri, ha seguido el mismo camino abierto por la ingenier´ıa de software con la introduccio´n
del paradigma de ingenier´ıa dirigida por modelos (MDE), algo lo´gico, por otra parte, puesto
que la ingenier´ıa de procesos (o ingenier´ıa de me´todos) no deja de ser un subconjunto de la
ingenier´ıa de software, cuyo objetivo es obtener el ma´ximo provecho de la aplicacio´n de la in-
genier´ıa dirigida por modelos en el mundo de los procesos [Garc´ıa-Molina et al., 2013]. En la
figura 3.1 se resume el marco de trabajo en el que se enmarca la ingenier´ıa de procesos dentro de
una organizacio´n de software. En ella se observa co´mo, para poder definir una metodolog´ıa de
desarrollo de software, un ingeniero de procesos dispone de dos piezas fundamentales: en primer
lugar, de un metamodelo de me´todos o de procesos, que constituye el lenguaje de modelado de
procesos de software elegido por la organizacio´n y que establece las reglas de construccio´n de
un proceso de software; y, en segundo lugar, de un repositorio de componentes predefinidos y
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Figura 3.1: Marco de trabajo en Ingenier´ıa de Procesos
reutilizables, modelados con el metamodelo en cuestio´n. De esta forma, cuando un ingeniero de
procesos quiere incorporar un nuevo proceso de software a la metodolog´ıa, o bien quiere definir
una nueva metodolog´ıa en el caso, por ejemplo, de que se trate de una organizacio´n de nueva
creacio´n, cuenta con ambos elementos que le facilitan la tarea, puesto que ese nuevo proceso de
software se puede construir combinando las componentes reutilizables ya definidas, e incorpo-
rando nuevos aspectos utilizando siempre el metamodelo de procesos de software establecido.
Por u´ltimo, cuando un jefe de proyecto debe utilizar un proceso de software de la metodolog´ıa
para un proyecto concreto, realiza una instancia del mismo, donde los elementos gene´ricos pasan
a ser espec´ıficos del proyecto en cuestio´n. La metodolog´ıa se retroalimentar´ıa de las lecciones
aprendidas expuestas por los jefes de proyectos en la experiencia de su utilizacio´n en proyec-
tos concretos, pudie´ndose an˜adir, eliminar y modificar elementos incluidos en los procesos de
software de la organizacio´n.
En el a´mbito de la ingenier´ıa de procesos de software, los lenguajes de modelado de procesos
de software constituyen un elemento ba´sico y fundamental para hacer factible toda la activi-
dad relacionada con los procesos de software en una organizacio´n. Sin embargo, los numerosos
lenguajes propuestos no han tenido una extensa aceptacio´n por parte de las organizaciones de
software. Muchos autores han apuntado posibles causas de su falta de uso ma´s alla´ de pruebas de
concepto acade´micas [Bendraou et al., 2010], que van desde la falta de flexibilidad y necesidad
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de conocimientos espec´ıficos para aquellos que estaban basados en lenguajes de programacio´n
y reglas, hasta la falta de sema´ntica adecuada para hacer frente a los conceptos de procesos de
software en el caso de que la opcio´n sea la utilizacio´n de lenguajes esta´ndares ma´s generales
como UML o BPMN. En todos los casos se alude a una importante curva de aprendizaje para
su uso. Otro aspecto a destacar en esta falta de aceptacio´n por parte de la industria es el hecho
de la confusio´n que se produce a la hora de elegir ante todas las posibilidades existentes, ma´s
au´n si cabe sabiendo que la eleccio´n de uno de ellos implica un v´ınculo dif´ıcil de romper entre
los procesos de software y el lenguaje elegido.
Muchos han sido los intentos para definir un lenguaje de modelado de procesos de software
que se convierta en un esta´ndar en el a´mbito de la ingenier´ıa de procesos de software, de manera
similar a como UML se ha convertido en un esta´ndar de modelado en el mundo de la ingenier´ıa
del software. Sin embargo, este hecho no se ha llegado a producir ya que ningu´n lenguaje se
ha erigido como esta´ndar de facto por encima del resto. A pesar de que algunos de ellos esta´n
avalados por organizaciones como ISO con la ISO 24744:2007 [ISO/IEC, 2007a] u OMG con
SPEM[OMG, 2008], siguen apareciendo nuevas propuestas que pretenden corregir las carencias
detectadas en sus predecesores.
3.1.3. Los requerimientos de los lenguajes de modelado de procesos de soft-
ware
En varias ocasiones se ha referido el hecho de que muchos lenguajes de modelado de procesos
de software se han definido a lo largo del tiempo. Una forma que los diferentes autores han tenido
para argumentar el desarrollo de un nuevo lenguaje, ha sido precisamente que los anteriores no
han llegado a cumplir las expectativas que se planteaban a la hora de utilizar un lenguaje de
modelado de procesos de software. Este razonamiento ven´ıa habitualmente soportado por la
definicio´n de un conjunto de requerimientos exigidos a estos lenguajes.
La cuestio´n a la que se alude en este apartado consiste en saber cua´les son los principales
requerimientos demandados por los usuarios a los lenguajes de modelado de procesos de software.
La gran mayor´ıa de estos requerimientos son sugeridos por los autores en las propias propuestas,
por lo que hemos utilizado los trabajos incluidos y los excluidos en la u´ltima fase (F6) de la
revisio´n sistema´tica de la literatura para extraerlos e introducirlos brevemente.
Cabe sen˜alar que, en lo que se refiere a los requerimientos, no todos los autores hacen
referencia a los mismos conceptos, ni hay uniformidad a la hora de denominarlos, con lo que
se ha realizado un trabajo de recapitulacio´n y homogeneizacio´n de dichas nociones entre los
diferentes autores que se refleja en las tablas 3.1 y 3.2. Dicha homogeneizacio´n se ha realizado
en ingles, debido a las connotaciones de los te´rminos a la hora de hacer la traduccio´n al castellano.
A partir de este momento, a lo largo de este trabajo de tesis utilizaremos la denominacio´n de
la columna situada a la izquierda para referirnos a un requerimiento en concreto. En las tablas
hemos querido preservar la palabra original para evitar problemas de interpretacio´n a la hora
de establecer los te´rminos de todos los autores, aunque en lo sucesivo lo utilizaremos traducido.
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Una vez homogeneizados los te´rminos y establecidos la denominacio´n a utilizar, a continua-
cio´n se traducen los te´rminos al castellano y se define brevemente cada uno de ellos.
Expresividad (Expressiveness). Este requerimiento se refiere a la capacidad de expresar
lo que realmente se realiza durante los procesos de desarrollo de software. Indica si todos
los aspectos de un proceso se pueden modelar directamente a partir de los elementos
definidos en el lenguaje de modelado de procesos de software. Este es un requerimiento
que puede ser tan complejo como se desee, puesto que cuantos ma´s elementos contemple un
lenguaje de modelado de procesos de software mayor va a ser su expresividad. Sin embargo,
en el contexto de este trabajo de tesis, vamos a referirnos a e´l como el hecho de que el
lenguaje ofrezca los conceptos apropiados para cubrir la descripcio´n de todos los elementos
de proceso. Los elementos ba´sicos comu´nmente mencionados suelen ser: Actividad, Rol y
Producto.
Ejecutable (Executability). Aqu´ı nos referimos a la capacidad del lenguaje de proporcionar
una sema´ntica operacional que ofrezca el soporte para la ejecucio´n de esas construcciones.
El lenguaje puede ser interpretado directamente por una ma´quina o de alguna manera
trazado con un lenguaje ejecutable. De esta forma se permitir´ıa automatizar partes de los
procesos.
Promulgable (Enactabiliy). Si un lenguaje cumple este requerimiento, es posible definir
un modelo de proceso con un nivel de granularidad tal que permita un control exhaustivo
del mismo, paso a paso, sin llegar a la capacidad de ejecucio´n. Se trata de un punto
intermedio entre la mera publicacio´n y la ejecucio´n detallada de un proceso.
Simulable (Simulability). Este requerimiento hace referencia a la capacidad de simulacio´n
de un modelo de proceso previo a su ejecucio´n, lo que supone una ayuda a la hora de disen˜ar
el proceso de software, o incluso de facilitar la toma de decisiones en su redisen˜o derivado
de la mejora continua.
Comprobable (Testability). Con esto se hace referencia a la capacidad del lenguaje de
realizar de forma automa´tica pruebas para supervisar la forma en la que se promulgan,
como una ayuda para posibles auditor´ıas o revisiones de compatibilidad con esta´ndares
(como CMMI o SPICE).
Modularidad (Modularity). Esta condicio´n trata sobre la capacidad de combinar diferen-
tes componentes de procesos con el objetivo de construir uno nuevo.
Formalidad (Formality). Aqu´ı se hace referencia al hecho de que la sintaxis y la sema´ntica
de un lenguaje de modelado de procesos de software se ha definido formalmente, con una
alta granularidad.
Soportado por herramientas (Tooling Support). Este requerimiento hace referencia a
la posibilidad de tener herramientas que nos permitan definir los procesos con el lenguaje,
que ma´s tarde se pueda convertir en algo compresible por los usuarios de los mismos, ma´s
alla´ de un simple editor de textos.
Estandarizacio´n (Standardization). Aqu´ı se hace referencia a la cercan´ıa del lenguaje de
modelado de procesos de software a algu´n esta´ndar existente y de uso generalizado (como
podr´ıa ser UML), lo que facilitar´ıa su despliegue en entornos reales.
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Representacio´n gra´fica (Graphical representation). El lenguaje dispone de una sema´nti-
ca gra´fica que facilite su descripcio´n e intercambio entre los usuarios del mismo.
Soporte a mu´ltiples vistas (Support Multiple Views). El lenguaje dispone de los ele-
mentos sema´nticos necesarios para la definicio´n de vistas desde varias perspectivas del
modelo de procesos.
Comprensible (Understandability). Este requerimiento hace referencia a la capacidad del
lenguaje de ser entendido por los usuarios del mismo. Se trata de un requerimiento clave,
puesto que si los usuarios no son capaces de comprender el lenguaje, dificilmente va a ser
utilizado en la pra´ctica.
Capacidad de abstraccio´n (Abstraction). Aqu´ı se hace referencia a la capacidad de un
lenguaje de aislar ciertos aspectos de los modelos de procesos concretos, de forma que
faciliten su comprensio´n.
Capacidad de ana´lisis (Analyzability). Con este requerimiento, el lenguaje dispondr´ıa de
los elementos necesarios para comparar diferentes modelos de procesos, tomar decisiones
y actividades similares.
Reflexio´n (Reflection). Este requerimiento hace referencia a la capacidad del lenguaje de
modelado de procesos de software a soportar directamente la evolucio´n de los modelos de
procesos.
Flexibilidad (Flexibility). Hace referencia a poder ser aplicado en una variedad de entor-
nos de procesos, no u´nicamente en entornos de software, sino con procesos de negocio de
otro a´mbito.
Escalabilidad (Scalability). Este requerimiento hace referencia a la capacidad del lenguaje
de modelado de procesos de software de describir procesos de diferentes taman˜os, tanto
grandes como pequen˜os.
Como se ha podido comprobar, los requerimientos que se han demandado a los lenguajes de
modelado de procesos de software han sido muchos y muy variados. De hecho, alguno de ellos
son incompatibles entre s´ı, como lo es, por ejemplo, el hecho de que un lenguaje que cumpla
la condicio´n de Formalidad, es decir, que disponga de un nivel de granularidad elevado, hace
que dif´ıcilmente cumpla el requerimiento de Comprensible o de Flexibilidad, y en ocasiones se
busca un compromiso entre ambos requisitos. En otros casos, un requerimiento puede ser un
subconjunto de otro, por ejemplo, un lenguaje puede cumplir el requerimiento de Promulgable
y no ser Ejecutable, mientras que si es Ejecutable, por definicio´n, tambie´n es Promulgable.
Por u´ltimo, y para concluir esta seccio´n, queremos explicitar que todos los aspectos enuncia-
dos a lo largo de la misma son elementos condicionantes del problema que se desea resolver, el
cual va a ser planteado de forma ma´s detallada en la siguiente seccio´n.
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3.2. Planteamiento del problema a resolver
Los aspectos que han sido mencionados en la seccio´n anterior nos hacen reflexionar sobre
el hecho de que no existe un lenguaje ideal para modelar procesos de software. Cada lenguaje
tiene sus ventajas e inconvenientes en funcio´n de unos requerimientos que se consideran para un
momento espec´ıfico, y ninguno es el mejor en todos ellos. La dificultad reside, principalmente,
en saber elegir que´ lenguaje seleccionar para modelar los procesos de software por parte de una
organizacio´n, puesto que, una vez se ha elegido dicho lenguaje, se establece un v´ınculo con e´l
tan estrecho que intentar utilizar otro lenguaje en otra circunstancia no es una tarea sencilla.
As´ı, con este v´ınculo, la organizacio´n asume y hace suyas las ventajas y desventajas del
lenguaje en cuanto a la capacidad de modelado de sus procesos de software. No existe un
mecanismo que permita poder trabajar al mismo tiempo con procesos de software modelados con
diferentes lenguajes, cada uno de ellos elegidos para satisfacer un requerimiento concreto para el
que se considera ma´s adecuado. Por tanto, el problema que se pretende resolver es precisamente
e´ste, la ausencia de un mecanismo que rompa este v´ınculo, de forma que se facilite el uso y la
interaccio´n entre procesos de software modelados con lenguajes diferentes, sin generar por ello
inconsistencias o pe´rdidas de informacio´n.
Con el objetivo de clarificar el problema que estamos planteando, definimos tres situaciones
pra´cticas que justifican la realizacio´n de este trabajo de tesis y que utilizaremos durante la
validacio´n de la solucio´n propuesta. Son los siguientes:
En primer lugar, planteamos la posibilidad de que dos departamentos diferentes dentro
de una misma organizacio´n, que han modelado sus procesos de software con lenguajes
diferentes, tienen que trabajar juntos, de manera que esos procesos deben combinarse y,
en definitiva, interoperar.
En segundo lugar, la evolucio´n de procesos de software. Con el tiempo, una organizacio´n
que dispone de unos procesos de software definidos con un lenguaje de modelado, decide
migrarlos a otro lenguaje que aporta nuevas caracter´ısticas, perdiendo la menor informa-
cio´n posible y realiza´ndose de la forma ma´s automa´tica y con menos dependencia de las
personas, para evitar as´ı problemas de inconsistencias entre las posibles interpretaciones
que diera lugar. Esta capacidad de mantenibilidad de los procesos de software modelados
con lenguajes diferentes, deber´ıa ser satisfecha con nuestra propuesta.
En tercer lugar, pensemos en el hecho de que varias organizaciones diferentes, donde la
probabilidad de haber elegido el mismo lenguaje de modelado de procesos de software es
todav´ıa ma´s baja, deciden trabajar juntas para ser as´ı ma´s competitivas. Se tratar´ıa de
un nuevo problema de interoperabilidad de procesos de software modelados con lenguajes
diferentes, que deber´ıa tambie´n ser satisfecha con la propuesta que se plantea en este
trabajo de tesis.
El problema a resolver, que de esta manera se plantea, esta´ basado en dos conceptos: la
interoperabilidad y la mantenibilidad. El IEEE1 define interoperabilidad como la capacidad
1http://www.ieee.org
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de dos o ma´s sistemas o componentes de intercambiar informacio´n y utilizar la informacio´n
que ha sido intercambiada [IEEE, 1990]. Si establecemos un marco de referencia que ofrezca la
posibilidad de hacer que los procesos de software modelados con diferentes lenguajes interoperen,
ser´ıa posible que cada lenguaje complementara sus puntos de´biles con otras propuestas, y los
procesos intercambiaran toda la informacio´n necesaria, llegando a cubrir la pra´ctica totalidad
de los requerimientos exigidos para un lenguaje de modelado de procesos de software, algo que
consideramos de gran utilidad para un uso sistema´tico en las organizaciones de software. Por otro
lado esta´ el aspecto de la mantenibilidad. En el fondo el problema viene a ser el mismo, puesto
que lo que se plantea es facilitar la natural evolucio´n en el tiempo de los procesos de software,
para lo cual podemos utilizar un lenguaje de modelado de procesos de software diferentes que
incorpore nuevas caracter´ısticas.
3.3. Objetivos del trabajo de tesis
Una vez planteado el problema a resolver y el contexto del mismo, ilustrado de forma ma´s
concreta con la presentacio´n de las tres situaciones pra´cticas anteriores, el siguiente paso consiste
en enunciar la propuesta de solucio´n y los objetivos que con ella se pretenden alcanzar.
Ya hemos comentado anteriormente que en este trabajo de tesis vamos a utilizar como meta´fo-
ra el esperanto para establecer la propuesta de solucio´n, de forma que cada organizacio´n elija el
lenguaje de modelado de procesos de software que considere oportuno segu´n sus propios criterios
y pueda contar con un marco de referencia que facilite la interoperabilidad y mantenibilidad de
los modelos de procesos de software. Este marco esta´ sustentado en tres pilares fundamenta-
les: un lenguaje de modelado de procesos de software propuesto como lenguaje base, el me´todo
que permite su utilizacio´n y las transformaciones necesarias como nexo entre los lenguajes de
modelado de procesos de software que se incorporan a nuestro marco de referencia.
A la vista de esta propuesta de solucio´n, a continuacio´n se presentan los objetivos a alcanzar
en este trabajo de tesis. Son los siguientes:
1. Realizar un estudio del estado del arte de los diferentes lenguajes de modelado de procesos
de software existentes, las causas por las que han sido creados y cua´les son los aspectos
que llevan a las organizaciones a su utilizacio´n en entornos reales, si es que esto ocurre.
Este objetivo ya se ha alcanzado con el estudio expuesto en el cap´ıtulo anterior.
2. Definir un lenguaje de modelado de procesos de software que sirva de lenguaje base en
nuestro marco de referencia.
3. Definir un me´todo para incorporar nuevos lenguajes de modelado de procesos de software
al marco de referencia.
4. Definir las transformaciones que constituyen el punto de unio´n de todos los lenguajes de
modelado de procesos de software usando el lenguaje base.
5. Implementar una herramienta de soporte para que el marco de referencia pueda ser utili-
zado en la pra´ctica por organizaciones de software.
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Figura 3.2: Vista del contexto del marco de referencia
6. Validar el marco de referencia con casos de estudio reales.
3.4. Presentacio´n de la solucio´n
En las secciones anteriores hemos planteado el problema a resolver y establecido los objetivos
que se desean alcanzar. Antes de entrar en el detalle de cada una de las partes del trabajo de
tesis, en esta seccio´n se presenta un esquema que permite vislumbrar en que´ va a consistir el
marco de referencia para facilitar la interoperabilidad y mantenibilidad de modelos de procesos
de software que aqu´ı se esta´ formulando.
En la figura 3.2 se muestra una primera vista del contexto en el que se va a desarrollar dicho
marco de referencia. En ella se puede observar co´mo, por un lado, es necesario incorporar los
lenguajes de modelado de procesos de software que se deseen utilizar al marco de referencia. Por
otro lado, los ingenieros de procesos pueden modelar sus procesos de software en el lenguaje de
modelado de procesos de software que hayan elegido y que previamente haya sido incorporado
al marco. Ambas acciones van a permitir y facilitar la interoperabilidad y mantenibilidad de
los modelos de procesos definidos entre diferentes organizaciones, tal y como se establec´ıa en
la situaciones pra´cticas anteriores. Adema´s, dicho marco estara´ soportado por una herramienta
para su utilizacio´n por parte de organizaciones reales.
Haciendo mayor e´nfasis en el marco de referencia en s´ı, ya hemos comentado anteriormen-
te que va a estar sustentado en tres pilares ba´sicos: un lenguaje de modelado de procesos de
software que va a ser propuesto como el lenguaje base en el marco, el me´todo para incorpo-
rar nuevos lenguajes al marco de referencia y las transformaciones que hacen posible tanto la
interoperabilidad como la mantenibilidad. Este planteamiento queda reflejado en la figura 3.3.
Antes de continuar detallando la estructura de la solucio´n queremos matizar el hecho de que
cada pieza de la propuesta aqu´ı planteada va a estar basada en esta´ndares, y nos referiremos a
ellos conforme se vaya pormenorizando en cada una de ellas.
Tal y como hemos podido comprobar en el estudio del estado actual, el nu´mero de lenguajes
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Figura 3.3: Los pilares del marco de referencia
de procesos de software definidos es considerable, y cada uno de ellos ha sido propuesto para
dar respuesta a una determinada necesidad o requerimiento. El lenguaje base de modelado
de procesos de software del marco de referencia no pretende ser un lenguaje ma´s, sino que
aspira a convertirse en ese lenguaje de uso comu´n por todas las organizaciones, para permitir la
interoperabilidad y mantenibilidad de los procesos de software. Dado que este es el fin con el que
se crea, lo hemos denominado INROMA (INteROperabilidad y MAntenibilidad). En s´ı mismo
es un lenguaje de modelado de procesos de software y como tal contiene los elementos necesarios
para serlo. Pero se trata de un lenguaje sencillo y de fa´cil aprendizaje, que incorpora el conjunto
mı´nimo comu´n de elementos para poder modelar un proceso de software, y por tanto, puede
ser utilizado como lenguaje de modelado especialmente en aquellas organizaciones con escaso
conocimiento o experiencia en ingenier´ıa de procesos, aunque e´ste no ha sido el objetivo con
el que se ha definido. Siguiendo la tendencia actual de utilizar metamodelos en la definicio´n
de un nuevo lenguaje, INROMA va a estar basado en el esta´ndar para el metametamodelado
Meta-Object Facility (MOF) [OMG, 2014a] propuesto por el organismo de referencia en este
a´mbito, el Object Management Group (OMG) 2, para la definicio´n de lenguajes y metamodelos,
ya que se trata de la base a partir de la cual se desarrollan la mayor parte de los metamodelos
que siguen el paradigma MDE.
La segunda pieza del marco de referencia es el me´todo con el que nuevos lenguajes pueden
ser incorporados al marco de referencia y aprovecharse de sus capacidades de interoperabilidad
y mantenibilidad. Siguiendo dicho me´todo se establecen las correspondencias entre los elementos
presentes en INROMA y el concepto conveniente en el lenguaje que se pretende incluir.
2http://www.omg.org/
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Figura 3.4: Vista detallada del marco de referencia
Por u´ltimo se encuentra la tercera componente clave: las transformaciones. Con ellas se
formalizan las correspondencias obtenidas con el me´todo, y constituyen el punto de unio´n para
la interoperabilidad de los lenguajes y, por tanto, de los procesos modelados con ellos. Al igual
que en el caso anterior, para la definicio´n de las transformaciones haremos uso de un esta´ndar de
referencia, en este caso Query/View/Transformation (QVT) [OMG, 2011a], definido por OMG
para tales fines.
En la figura 3.4 se presenta una visio´n todav´ıa ma´s detallada del marco de referencia, in-
cluyendo cada uno de sus pilares y las relaciones entre ellos. As´ı se observa co´mo los diferentes
lenguajes de modelado de procesos de software se encuentran incorporados en el marco mediante
el me´todo para poder hacer uso de ellos, y co´mo se han definido las transformaciones bidireccio-
nales entre los diferentes metamodelos de los lenguajes incorporados y el lenguaje INROMA. De
esta forma se puede observar co´mo el modelo de proceso A, que utiliza el lenguaje de modelado
de procesos de software A, puede interoperar con cualquier otro modelo de procesos que utilicen
alguno de los lenguajes de modelado que se han incorporado al marco de referencia a trave´s de
INROMA. Y, como ya hemos dicho anteriormente, el marco se implementa en una herramienta
de soporte a la que hemos denominado MONETA, y que permite llevar a la pra´ctica, con posibi-
lidad de e´xito, el planteamiento teo´rico de este marco de referencia, automatizando y haciendo
lo ma´s transparente posible a los usuarios la existencia de las transformaciones y el lenguaje
INROMA.
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3.5. Influencias conceptuales y tecnolo´gicas
A la hora de definir co´mo plantear el desarrollo de este trabajo de tesis ha existido un
conjunto de aspectos, tecnolog´ıas y trabajos previos que han influido en la forma en la que se
ha desarrollado. Estas influencias van a ser expuestas de forma detallada a continuacio´n.
3.5.1. Las lecciones aprendidas de la revisio´n sistema´tica de la literatura
Cuando al comienzo del trabajo de tesis nos propusimos conocer cua´l era el estado del arte en
cuanto a lenguajes de modelado de procesos de software y nos planteamos realizar una revisio´n
sistema´tica de la literatura, uno de nuestros primeros objetivos fue el conocer cua´l era el lenguaje
que pudiera considerarse como esta´ndar, que cubriera todas las expectativas de los ingenieros
de procesos. En el fondo quer´ıamos encontrar cua´l era el lenguaje ideal, y si no exist´ıa plantear
una propuesta que sirviera como tal.
Fue durante el largo proceso de ejecucio´n de la revisio´n y a trave´s de las sugerencias recibidas
de los revisores cuando vimos que, con toda seguridad, ese lenguaje ideal no existe tal y como
espera´bamos, es decir, no hab´ıa ninguno mejor que otro, y cada lenguaje definido ten´ıa ventajas
y desventajas en funcio´n del a´mbito en el que se aplicara. Por ello, el objetivo a partir de
este momento era el buscar un mecanismo que nos permitiera obtener lo mejor de cada uno,
utilizando siempre el ma´s adecuado en cada momento.
3.5.2. Ingenier´ıa dirigida por modelos
Por otro lado, tal y como se ha detallado en el cap´ıtulo 2, una de las conclusiones de la
revisio´n sistema´tica es que la tendencia actual a la hora de definir nuevos lenguajes de modelado
de procesos de software es utilizar enfoques basados en modelos. As´ı, parece adecuado que el
planteamiento de solucio´n tenga un enfoque basado en modelos. Por ello, el paradigma MDE
va a constituir un elemento fundamental, puesto que va a convertirse en el sustento tecnolo´gico
sobre el que va a desarrollarse la solucio´n planteada en este trabajo de tesis. A continuacio´n
se describen brevemente los fundamentos sobre los que este paradigma ha sido definido y los
conceptos que en e´l se manejan.
La mente humana, continuamente y de forma inadvertida, esta´ aplicando sus procesos cog-
nitivos ante la realidad, algo que altera la forma subjetiva en la que percibe las cosas. Entre
los diferentes procesos cognitivos que se aplican, la abstraccio´n es uno de los ma´s habituales
[Brambilla et al., 2012]. De forma sencilla, la abstraccio´n consiste en la capacidad de encontrar
elementos comunes en diferentes observaciones y, a partir de ellas, generar una representacio´n
mental de la realidad.
En la actividad cient´ıfica, la abstraccio´n ha sido y es ampliamente utilizada, y a menudo se
refiere a ella como la actividad de modelar. Si definimos un modelo como una representacio´n
3.5 Influencias conceptuales y tecnolo´gicas 55
parcial o simplificada de la realidad, que nos permite abordar una tarea compleja con un deter-
minado fin, obtenemos que se puede considerar a un modelo como el resultado de la abstraccio´n.
Teniendo en cuenta que la complejidad del software desarrollado ha ido en aumento en las
u´ltimas de´cadas, investigadores y desarrolladores vieron en la abstraccio´n y, en consecuencia, en
los modelos, una alternativa para abordar dicha complejidad [Schmidt, 2006]. El paradigma MDE
plantea el uso de los modelos como un mecanismo para alcanzar lo concreto desde lo abstracto
[Fondement y Silaghi, 2004]. De esta manera, en las primeras etapas de un desarrollo software
se trabaja con modelos de alto nivel de abstraccio´n, con un alto contenido en informacio´n del
dominio, y a medida que se va avanzando por las siguientes etapas, este nivel de abstraccio´n va
disminuyendo en nuevos modelos, que contienen ma´s detalles de implementacio´n final. Es decir,
unos modelos ma´s abstractos se transforman en otros ma´s concretos con el objetivo de producir
software. Expresa´ndolo como una ecuacio´n [Brambilla et al., 2012] podr´ıamos decir que:
Modelos + Transformaciones = Software
De acuerdo a esta ecuacio´n, los elementos ba´sicos en MDE para el desarrollo de software son
los modelos y las transformaciones. Para poder utilizar los modelos como una herramienta de
trabajo, e´stos deben generarse de acuerdo a las reglas de un determinado lenguaje de modelado
(Modeling Language) o formalismo. Este lenguaje define la sintaxis del modelo (o notacio´n) y su
sema´ntica (o significado). La figura 3.5 [Metzger, 2005] muestra gra´ficamente estas relaciones,
manteniendo la terminolog´ıa del autor, aunque ma´s adelante se ira´ haciendo la equivalencia con
los te´rminos que hemos utilizado en este trabajo de tesis.
La sintaxis de un lenguaje de modelado esta´ formada por una sintaxis concreta y una sintaxis
abstracta. La sintaxis abstracta describe la estructura del lenguaje y la forma en la que se pueden
combinar los distintos elementos, independientemente de su representacio´n. La sintaxis concreta
especifica la representacio´n legible (gra´fica o textual) de los elementos abstractos. Por otro lado,
la sema´ntica, que proporciona parte esta´tica y dina´mica, nos plantea restricciones y establece el
significado de los elementos del lenguaje y de las diferentes formas de combinarlos.
La definicio´n de un lenguaje de modelado en este contexto sigue los principios de MDE.
La sintaxis abstracta se define en te´rminos de un modelo y se denomina Metamodelo. Podemos
definir un metamodelo como un tipo especial de modelo que especifica un lenguaje de modelado
[Mellor, 2004]. El metamodelo define la estructura y restricciones para una familia de modelos.
En lo que se refiere a las transformaciones, e´stas son el mecanismo que nos permite derivar
unos modelos a partir de otros modelos ya existentes. Una transformacio´n entre dos modelos
representa una relacio´n entre dos sintaxis abstractas y se define mediante un conjunto de re-
laciones entre los elementos de los correspondientes metamodelos [Thiry y Thirion, 2009]. Las
transformaciones pueden ser verticales u horizontales [Metzger, 2005]. Una transformacio´n es
vertical si el modelo derivado tiene un menor nivel de abstraccio´n que el modelo inicial. Por el
contrario, una transformacio´n es horizontal si el modelo derivado y el origen tienen el mismo
nivel de abstraccio´n.
Otro aspecto interesante de la filosof´ıa que subyace en MDE, donde “Everything is a model”
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Figura 3.5: Relacio´n entre sistema, modelo y formalismo
[Be´zivin, 2005], es el hecho de que las transformaciones en s´ı mismas puedan ser vistas tambie´n
como modelos, y gestionadas como tales, incluyendo la definicio´n de su metamodelo [Brambilla et
al., 2012]. En la figura 3.6 se muestran las transformaciones entre modelos desde el punto de vista
MDE: un programa de transformacio´n de modelos toma como entrada un modelo que es conforme
a un metamodelo origen y produce como salida un modelo conforme al metamodelo destino. El
programa de transformacio´n, compuesto por un conjunto de reglas, deber´ıa ser considerado en
s´ı mismo un modelo y, en consecuencia, estar basado en su correspondiente metamodelo, que es
una definicio´n abstracta del lenguaje de transformacio´n utilizado [Di Ruscio et al., 2012].
E´stos son, de forma muy breve, los principales conceptos con los que se trabaja en los entornos
basados en modelos o MDE, y que nos van a proporcionar el fundamento teo´rico sobre el que
construir la solucio´n. En los cap´ıtulos posteriores, conforme se vaya requiriendo por el contexto,
profundizaremos en alguno de estos conceptos que aqu´ı simplemente hemos presentado.
3.5.3. ISO/IEC TR 24744:2007
La norma ISO/IEC TR 24744:2007[ISO/IEC, 2007b] es un esta´ndar ISO que, ante la prolife-
racio´n de esta´ndares, modelos y gu´ıas de buenas pra´cticas con nociones similares cuya descripcio´n
de proceso var´ıa en formato, contenido y nivel de prescripcio´n, establece cua´les son los concep-
tos fundamentales que un lenguaje de modelado de procesos debe contener, estableciendo unas
gu´ıas para la definicio´n de modelos de procesos y as´ı mejorar la consistencia y uniformidad en
la definicio´n de esta´ndares. Como el a´mbito que nos ocupa es el de procesos de software, y se
trata de un subconjunto concreto de procesos, estos lenguajes tambie´n deber´ıan incluir al menos
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Figura 3.6: Definicio´n de las transformaciones entre modelos
estos conceptos, que pasamos a detallar a continuacio´n.
T´ıtulo. Resume el alcance del proceso, identificando su intere´s principal y distinguie´ndolo
de otros procesos dentro del contexto de modelos de procesos.
Propo´sito. Describe el objetivo alcanzado si el proceso se lleva a cabo.
Resultados. Son los resultados observables y evaluables de la consecucio´n exitosa del
propo´sito del proceso.
Actividades. Definen un conjunto de acciones que se llevar´ıan a cabo durante la ejecucio´n
del proceso.
Tareas. Se refiere a las acciones especificas que se ejecutan para realizar una actividad y
obtener sus resultados.
Elementos de informacio´n. Determinan informacio´n utilizada por las personas que se
producen y almacenan durante el ciclo de vida del software y del sistema.
3.5.4. La aplicacio´n pra´ctica en organizaciones de software y NDT
Uno de los aspectos que mayor influencia ha tenido en el desarrollo de este trabajo de tesis es
la importancia que para nosotros tiene la aplicacio´n pra´ctica de la solucio´n planteada. Cuando
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hablamos de aplicacio´n pra´ctica nos referimos a la capacidad de ser llevada y transferida a
organizaciones de software en un entorno empresarial, no u´nicamente en el a´mbito acade´mico.
En el grupo de investigacio´n en el que se ha desarrollado este trabajo de tesis ya exist´ıa una
propuesta metodolo´gica ampliamente extendida en organizaciones de software y no software. Di-
cha propuesta, denominada NDT (Navigational Development Techniques) [Escalona, 2004], fue
desarrollada inicialmente con el objetivo de acometer los requisitos de un sistema, incorporando
un proceso y un conjunto de artefactos. Actualmente NDT ha evolucionado hasta convertirse
en una metodolog´ıa web guiada por modelos que ofrece un soporte completo, incluyendo herra-
mientas, para todo el ciclo de vida de un sistema software: desarrollo, pruebas, aseguramiento
de la calidad y gestio´n del proyecto [Escalona y Aragon, 2008].
NDT constituye una metodolog´ıa completa con todos sus procesos definidos. Es ma´s, ha
sido implantada en varias organizaciones de software o utilizada como base para el desarrollo de
otras metodolog´ıas. Dada la relevancia que NDT tiene en el grupo en el que se desarrolla este
trabajo de tesis y su amplia aceptacio´n en la industria, sus procesos y las necesidades que en su
modelado se han tenido, nos han servido de gu´ıa para inferir las caracter´ısticas que un lenguaje
base de modelado de procesos de software deber´ıa disponer.
Una de las aspiraciones de este trabajo de tesis es que el lenguaje base de modelado de
procesos de software que aqu´ı se defina, es decir, INROMA, se convierta en el lenguaje utilizado
en NDT para el modelado de procesos de software, puesto que de esta forma queda de manifiesto
que cumple las necesidades que los procesos de software de las organizaciones esta´n demandando,
teniendo adema´s como soporte teo´rico el esta´ndar ISO/IEC TR 24744:2007. NDT, por tanto,
no constituye u´nicamente una influencia, sino que su enriquecimiento se convierte en un fin en
si mismo para este trabajo de tesis.
3.6. Conclusiones
En este cap´ıtulo se ha realizado el planteamiento del problema a resolver a ra´ız de los
resultados obtenidos en la revisio´n sistema´tica de la literatura presentada en el cap´ıtulo anterior
y de otros aspectos determinantes que aqu´ı se han descrito. Derivado del problema a resolver,
se ha presentado la propuesta de solucio´n y los objetivos a alcanzar en este trabajo de tesis.
Adema´s, se ha presentado un esquema de la estructura de la solucio´n que permite vislumbrar
la propuesta planteada. Por u´ltimo, las principales influencias que han tenido repercusio´n en el
desarrollo de este trabajo han sido tambie´n expuestas.
En los siguientes cap´ıtulos se abordara´ en detalle la propuesta y el desarrollo de la solucio´n
que nos permita alcanzar los objetivos que aqu´ı se han marcado.
Cap´ıtulo 4
El lenguaje base de modelado de
procesos de software INROMA
Una vez establecido el alcance de este trabajo de tesis con la descripcio´n del problema a
resolver, los objetivos que se pretenden alcanzar y la propuesta de solucio´n con su estructura, a
partir de este punto vamos a ir tratando en profundidad una por una las piezas sobre las que
se sustenta el marco de referencia para facilitar la interoperabilidad de procesos de software, de
manera que se vayan cubriendo los objetivos planteados.
Para comenzar se profundiza en el lenguaje INROMA (INteROperabilidad y MAntenibili-
dad), el primero de los elementos que han aparecido en la propuesta de solucio´n. INROMA ha
sido desarrollado como un lenguaje base de modelado de procesos de software, con el objetivo
de facilitar la interoperabilidad y mantenibilidad de procesos de software, pero constituye un
lenguaje en s´ı mismo tal y como podremos constatar a lo largo de este cap´ıtulo. Teniendo en
cuenta que se plantea bajo el paraguas del paradigma MDE, la definicio´n del lenguaje se hace
mediante un metamodelo.
Con el objetivo de exponer de forma clara el lenguaje INROMA, este cap´ıtulo se estructura
de la siguiente manera. Comenzaremos con la definicio´n de los objetivos de disen˜o y las capa-
cidades que se espera tenga el lenguaje INROMA. A continuacio´n se detalla el lenguaje en s´ı,
exponiendo el metamodelo e incorporando el detalle de todos los elementos que lo constituyen,
su estructura y relaciones. En la tercera seccio´n se realiza una evaluacio´n del lenguaje de acuerdo
a las capacidades y objetivos previamente establecidos, de la que se extraen las aportaciones que
INROMA proporciona. A continuacio´n, en la siguiente seccio´n se trata el aspecto de la extensi-
bilidad de INROMA como aspecto inherente a su definicio´n y las ventajas que nos aporta. Para
finalizar, en la u´ltima seccio´n se recopilan las principales conclusiones de este cap´ıtulo.
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4.1. Objetivos de disen˜o y capacidades requeridas a INROMA
En los cap´ıtulos anteriores hemos referido en varias ocasiones que, de todos los lenguajes
de modelado de procesos de software que se han estudiado en el estado del arte, ninguno se
ha erigido por encima del resto como una opcio´n prioritaria, a pesar de los varios intentos de
estandarizacio´n auspiciados por los organismos ma´s importantes en estas materias, como pueden
ser OMG o ISO. Tambie´n se ha comentado en diversas ocasiones que el uso de un lenguaje de
modelado de procesos de software de forma sistema´tica en las organizaciones de software, ma´s
alla´ de simples pruebas de concepto, esta´ lejos de lo que cabr´ıa esperar para iniciativas de estas
caracter´ısticas.
Frente a este planteamiento orientado a la estandarizacio´n, la propuesta del marco de refe-
rencia que se hace en este trabajo de tesis se basa en un enfoque en favor de la diversidad de
lenguajes de modelado de procesos de software, de forma que cada organizacio´n puede elegir y
mantener aque´l que considere ma´s adecuado por conocimientos o caracter´ısticas, sin que para
ello suponga una restriccio´n posterior a la hora de trabajar con los procesos as´ı modelados.
Estas reflexiones han condicionado seriamente los objetivos de disen˜o para el desarrollo
del lenguaje de modelado de procesos de software incluido en el marco de referencia para la
interoperabilidad y mantenibilidad de procesos de software, objetivos que pasamos a enumerar
a continuacio´n.
Al tratarse de un lenguaje que podemos denominar base, es necesario que sea un lengu
aje sencillo y fa´cil de aprender y utilizar. Salvando siempre las distancias, si se plantea
INROMA como el esperanto de los lenguajes de modelado de procesos de software, es
fundamental esa sencillez ya que en muchos casos va a ser considerado dentro de las
organizaciones como un lenguaje adicional de modelado de procesos de software, puesto
que ya se dispone de alguno, sino de varios. Muchos de los lenguajes estudiados son bastante
complicados, por lo que definir un nuevo lenguaje de gran complejidad no nos garantizar´ıa
el propo´sito que andamos buscando. Por ello, un primer requerimiento del metamodelo
que queremos proponer ha sido la comprensibilidad, entendido como la capacidad de ser
inteligible por personas no expertas en este a´mbito.
Un segundo punto, fuertemente relacionado con el anterior, tiene que ver con la relacio´n
del metamodelo con los esta´ndares existentes y ampliamente utilizados en el d´ıa a d´ıa
dentro de las organizaciones de software, como puede ser UML. El objetivo consiste en
que el lenguaje debera´ estar basado en esta´ndares de uso habitual, lo que se traduce en
una mayor facilidad para su adopcio´n, reduciendo la propia curva de aprendizaje que la
incorporacio´n de cualquier nuevo elemento conlleva, as´ı como el mantenimiento posterior,
puesto que no es necesario aprender algo completamente desde el principio.
Debe contener los conceptos fundamentales que describan un proceso de software, pero
ninguno adicional, ya que estamos buscando el mı´nimo comu´n de los conceptos que apa-
recen en cualquiera de los lenguajes de modelado de procesos de software. De esta forma
se garantiza que no se privilegia ningu´n lenguaje frente al resto, todos parten con las mis-
mas oportunidades de participacio´n en el marco de referencia para la interoperabilidad y
mantenibilidad de procesos de software.
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En l´ınea con lo anterior, el lenguaje debe contener, al menos, los conceptos mı´nimos que
proporcionen la expresividad suficiente para poder modelar procesos de software. A este
respecto se utilizan los elementos incluidos en la norma ISO/IEC TR 24744 como garant´ıa
de dicha expresividad, puesto que se trata de un esta´ndar reconocido a nivel internacional.
Atendiendo a estos objetivos de disen˜o, establecemos las capacidades que INROMA debe
disponer, y que resumimos en los dos puntos siguientes:
Un lenguaje de modelado de procesos de software. Cumpliendo los objetivos de di-
sen˜o planteados, INROMA es un lenguaje de modelado de procesos de software en s´ı mismo.
Un lenguaje muy sencillo pero lenguaje al fin y al cabo. Esta capacidad viene garantizada
por el hecho de que el lenguaje, segu´n hemos establecido, recogera´ todos los conceptos
esenciales de procesos de acuerdo a la norma ISO/IEC TR 24744. Adema´s, estara´ basado
en esta´ndares de uso comu´n en la industria del software para su fa´cil adopcio´n. De es-
ta forma, el metamodelo que definamos constituira´ la sintaxis abstracta del lenguaje de
modelado de procesos de software y utilizara´ la sintaxis concreta de UML como propia.
Adema´s, al tratarse de un lenguaje de modelado de procesos de software sencillo, podra´ ser
utilizado como tal por personas no expertas en procesos, que quieran comenzar a definir-
los de una manera ma´s formalizada que el t´ıpico documento de manual de calidad, o por
aquellas organizaciones que no tienen los recursos adecuados y quieran disponer de un
lenguaje sencillo de modelado. Adema´s, como lenguaje propiamente dicho, los requisitos
principales que debe cumplir, de acuerdo con los establecidos en el cap´ıtulo anterior, son:
expresividad, comprensibilidad y estandarizacio´n.
Es pieza clave en el marco de referencia para la interoperabilidad y mante-
nibilidad de procesos de software. El metamodelo va a incluir el mı´nimo conjunto
comu´n de conceptos que son necesarios para modelar un proceso de software, ni ma´s ni,
por supuesto, menos. Esto nos garantiza por un lado que cualquier lenguaje de modela-
do de procesos de software se puede incorporar al marco de referencia con el objetivo de
establecer la interoperabilidad y, por otro, que ningu´n lenguaje tenga privilegios frente
al resto, en la interoperabilidad con INROMA, puesto que no incorpora ma´s alla´ de los
conceptos y elementos necesarios y suficientes.
Una vez se han establecido tanto sus objetivos de disen˜o, como las capacidades que se pre-
tenden, en la siguiente seccio´n se presenta el metamodelo que constituye la sintaxis abstracta
de INROMA.
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4.2. El metamodelo del lenguaje INROMA
En esta seccio´n se presenta el metamodelo del lenguaje de modelado de procesos de soft-
ware INROMA, que se incluye como una de las piezas fundamentales en el marco de referencia
propuesto en este trabajo de tesis. La figura 4.1 muestra dicho metamodelo. A continuacio´n ofre-
cemos una explicacio´n detallada de cada una de las metaclases que lo constituyen. Para cada
una de ellas se presenta su descripcio´n, atributos, asociaciones, y sus generalizaciones directas y
restricciones si existieran. Las metaclases se introducen de acuerdo a su importancia, siguiendo
un orden lo´gico para una mayor comprensio´n del metamodelo.0 y no por orden alfabe´tico.
4.2.1. Process
Descripcio´n
La metaclase Process es la clase principal del metamodelo, alrededor de la cual se definen
todos los dema´s elementos del metamodelo. De acuerdo a la definicio´n de proceso de software in-
troducida en el primer cap´ıtulo, representa un conjunto ordenado de acciones que son ejecutadas
por alguien con el objetivo de producir una serie de resultados o productos. Permite representar




name:String El nombre del proceso que constituye el identificador del mismo para los
usuarios .
description:String Ofrece una descripcio´n detallada del proceso de forma textual, inclu-
yendo aspectos tales como la finalidad del mismo, los objetivos que debe cumplir, etc.
Asociaciones
elements:ProcessElement[3..*] Conjunto de los elementos que forman parte de la estructura
de un proceso. Todo proceso tiene que tener un elemento inicial y, al menos, un elemento
final y una actividad.
sequence:ProcessSequence[0..*] Conjunto de conexiones que muestran el flujo entre los
elementos del proceso, y que muestran el orden seguido por dichos elementos.
indicators:Indicator[0..*] Conjunto de indicadores que definen los aspectos a medir de un
proceso.
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Restricciones
Todo proceso debe respetar los siguientes requerimientos mı´nimos:
Son procesos de entrada u´nica - existe exactamente un u´nico elemento de inicio en el pro-
ceso. El fragmento OCL 4.1 describe la restriccio´n.
1 context Process
2 inv exact lyOneStart : ( s e l f . processElement → select ( os | isTypeOf ( I n i t i a l ) ) ) →
s i z e ( ) = 1
Algoritmo 4.1: Restriccio´n sobre la metaclase Process: El proceso tiene un elemento inicial
Son procesos de mu´ltiples salidas - al menos hay un elemento final en el proceso. El frag-
mento OCL 4.2 describe la restriccio´n.
1 context Process
2 inv mult ipleEnds : ( s e l f . processElement → select ( os | isTypeOf ( Fina l ) ) ) → s i z e
( ) >= 1
Algoritmo 4.2: Restriccio´n sobre la metaclase Process: El proceso tiene al menos un
elemento final
Son procesos que tienen al menos una actividad El fragmento OCL 4.3 describe la restric-
cio´n.
1 context Process
2 inv atLeastOneAct iv i ty : ( s e l f . processElement → select ( os | isTypeOf ( Act i v i ty ) )
) → s i z e ( ) >= 1




La metaclase ProcessElement representa cualquier elemento que pueda ser incorporado a
un proceso. Un elemento de proceso se encuentra ordenado dentro del mismo a trave´s de la
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name:String El nombre del elemento del proceso, que constituye su identificador un´ıvoco
de cara al usuario.
Asociaciones
process:Process[1] Establece cua´l es el proceso del que forma parte este elemento de proceso.
incoming:ProcessSequence[0..*] Conjunto de enlaces de entrada al elemento de proceso, es
decir, aquellas que lo tienen como destino.
outgoing:ProcessSequence[0..*] Conjunto de enlaces de salida al elemento de proceso, es
decir, aquellas que lo tienen como origen. Este atributo junto con el anterior permiten





La metaclase ProcessSequence establece las conexiones o enlaces entre dos elementos de




name:String El nombre del elemento de secuencia, que constituye su identificador un´ıvoco
de cara al usuario.
Asociaciones
process:Process[1] Representa el proceso del que forma parte esta conexio´n.
source:ProcessElement[1] Constituye el elemento de proceso origen, es decir, desde el que
parte dicho enlace.
target:ProcessElement[1] Constituye el elemento de proceso destino, es decir, hacia el que
se dirige la conexio´n.





La metaclase Activity describe cualquier fragmento de trabajo que debe ser ejecutado durante




description:String Ofrece una breve descripcio´n de la actividad donde se resumen de forma
textual los elementos relacionados con la misma.
Asociaciones
entry:Product[0..*] Conjunto de productos de entrada que son necesarios para ejecutar la
actividad.
exit:Product[1..*] Conjunto de productos de salida que se obtienen como resultado de la
ejecucio´n de esta actividad.
participant:Stakeholder[0..*] Roles que participan en la ejecucio´n de una actividad pero
no es el responsable de la misma.
responsible::Stakeholder[1..*] Rol (o roles) responsable de la ejecucio´n de una actividad, y
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La metaclase FlowElement representa los elementos que forman parte de la estructura de
un proceso pero no corresponden a la ejecucio´n de ningu´n fragmento de trabajo. Son elementos






La metaclase FlowElement ha sido especializada en una serie de metaclases concretas. Con el
propo´sito de no limitar la futura extensio´n del metamodelo, esta especializacio´n se ha establecido
como una relacio´n de herencia UML incompleta y disjunta.
4.2.6. Initial
Descripcio´n
La metaclase Initial representa el punto de entrada al proceso, a partir del cual se secuencian






Restricciones El elemento inicial de un proceso no puede tener ningu´n enlace de entrada.
El fragmento OCL 4.4 describe la restriccio´n.
1 context Process
2 inv noIncoming : ( s e l f . processElement → select ( os | isTypeOf ( I n i t i a l ) ) ) . incoming →
s i z e ( ) = 0
Algoritmo 4.4: Restriccio´n sobre la metaclase Initial : El elemento inicial no tiene enlace de
entrada
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4.2.7. Final
Descripcio´n
La metaclase Final representa el punto de salida de un proceso, tras el cual podemos decir





Restricciones El elemento final de un proceso no puede tener ningu´n enlace de salida. El
fragmento OCL 4.5 describe la restriccio´n.
1 context Process
2 inv noOutgoing : ( s e l f . processElement → select ( os | isTypeOf ( Fina l ) ) ) . outgoing →
s i z e ( ) = 0
Algoritmo 4.5: Restriccio´n sobre la metaclase Final : El elemento final no tiene enlace de salida
4.2.8. Conditional
Descripcio´n







La restriccio´n que se establece sobre un elemento Conditional es que debe tener al menos
dos enlaces de salida y, al menos, uno de entrada. El fragmento OCL 4.6 describe la restriccio´n.
4.2 El metamodelo del lenguaje INROMA 69
1 context ProcessElement
2 inv : s e l f . isTypeOf ( Condi t iona l ) implies ( s e l f . outgoing → s i z e ( )>=2 and s e l f .
incoming → s i z e ( )>=1)
Algoritmo 4.6: Restriccio´n sobre la metaclase Conditional : al menos, dos enlaces de salida y, al
menos, uno de entrada
4.2.9. Product
Descripcio´n
La metaclase Product representa cualquier pieza de informacio´n consumida (entrada), produ-




name:String El nombre del producto que constituye su identificador un´ıvoco para el usua-
rio.
description:String Una breve descripcio´n del producto en la que se especifica, entre otras
cosas, si es de entrada, salida o de ambos para una actividad de un proceso.
version:String La versio´n del producto.
date:date La fecha del producto que especifica la u´ltima vez que fue modificado.
Asociaciones
entryActivity:Activity[0..*] Un producto puede ser un elemento de entrada para una o
varias actividades, aunque no necesariamente es obligatorio disponer de un producto de
entrada.
exitActivity:Activity[1..*] Un producto es un elemento de salida para una o varias activi-
dades. El hecho de que siempre deba existir un producto de salida para una actividad sirve
como evidencia de su ejecucio´n.
Restricciones
Ninguna
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4.2.10. Deliverable
Descripcio´n
La metaclase Deliverable representa un tipo concreto de producto que es entregable. Es
importante distinguir entre los productos que son artefactos transitorios dentro de un proceso
y los que son entregables, que representan el resultado tangible de una actividad. Un producto
entregable requiere de mayor atencio´n por parte de los roles participantes y, sobre todo, del




disseminationLevel:String Establece si se trata de un entregable pu´blico o confidencial.
contactPerson:String La persona de contacto en todo aquello que haga referencia al entre-
gable.
keywords:String Las palabras claves por las que el entregable es indexado para posibles
bu´squedas .
authors:String Los autores del entregable.







La metaclase Stakeholder representa cualquier actor, ya sea una persona o un sistema, que se
encuentra involucrado en la ejecucio´n de una actividad. En INROMA hemos querido establecer
la diferenciacio´n entre un actor responsable de una actividad y aquel que participa en la misma,
pero que necesita la aprobacio´n del responsable para considerar que dicha actividad ha sido
ejecutada correctamente.




name:String El nombre del actor involucrado en la realizacio´n de la actividad.
Asociaciones
partActivity:Activity[0..*] Conjunto de actividades en el que el actor participa.






La metaclase Indicator representa un indicador de proceso que se establecer a partir de una
determinada fo´rmula y los valores l´ımite objetivo para poder evaluar si el proceso ha cumplido
o no dicho indicador. Es un elemento ba´sico para cualquier cuadro de mando y es exigido por




name:String El nombre del indicador que constituye su identificador para el usuario.
formula:String Establece la formula con la que se va a obtener la me´trica.
limitedValueTop:String Establece el l´ımite superior establecido para la evaluacio´n del in-
dicador.
limitedValueLower:String Establece el l´ımite inferior del valor para la evaluacio´n del indi-
cador.
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Asociaciones
processes:Process[1..*] El conjunto de procesos sobre los que actu´a y se calcula un indica-
dor.





La metaclase Metric representa una medida cuantitativa que nos va a permitir evaluar un




name:String El nombre de la me´trica, que constituye un identificador u´nico de la misma.
value:int El valor de la me´trica actual.
Asociaciones
indicator:Indicator[1] Establece el indicador para el que la me´trica se registra.
Restricciones
Ninguna
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4.3. Evaluacio´n de las capacidades de INROMA
En la seccio´n anterior se ha detallado el metamodelo que constituye la sintaxis abstracta
del lenguaje de modelado de procesos de software INROMA, explicando minuciosamente cada
uno de los elementos que lo componen. El propo´sito de esta seccio´n es evaluar dicho lenguaje
de acuerdo a las capacidades que han sido definidas previamente: es un lenguaje de modelado
de procesos de software en s´ı mismo y es una de las tres piezas clave en el marco de referencia
para facilitar la interoperabilidad y mantenibilidad de procesos de software.
4.3.1. Evaluacio´n de INROMA como lenguaje de modelado de procesos de
software
Vamos a evaluar la capacidad de INROMA como lenguaje de modelado de procesos de
software desde dos perspectivas diferentes. En primer lugar, a partir de los requisitos gene´ricos
de lenguajes de modelado de procesos de software que hemos detallado en el cap´ıtulo 3, se
explicara´ de forma detallada que´ requisitos y co´mo son cubiertos por INROMA. Por otro lado,
utilizaremos INROMA como lenguaje para modelar un proceso definido en la metodolog´ıa NDT,
como ejemplo de proceso de software real actualmente utilizado en diferentes organizaciones de
software [Cutilla et al., 2011] [Escalona y Aragon, 2008]. Hemos preferido utilizar un proceso de
NDT frente al uso de un ejemplo teo´rico como podr´ıa ser ISPW-6[Kellner et al., 1991], conocido
por su utilizacio´n como marco de comparacio´n y evaluacio´n de propuestas para modelar procesos
de software, puesto que uno de nuestros principales objetivos es mostrar la aplicabilidad pra´ctica
de lo que estamos proponiendo. No obstante, una evaluacio´n teo´rica con un (benckmark) tambie´n
podr´ıa haber sido factible.
Comenzamos con los requerimientos para lenguajes de modelado de procesos de software
que, como hemos visto en las tablas 3.1 y 3.2, se han recopilado de los trabajos realizados por
diferentes autores, y su utilizacio´n para la validacio´n de INROMA como lenguaje. Para ello, a
continuacio´n se explica en detalle co´mo INROMA cumple varios de estos requisitos.
Expresividad (Expressiveness).
Hemos visto en la definicio´n de este requerimiento que se refiere a la capacidad de expresar
lo que realmente ocurre durante los procesos de software. Gracias a esta caracter´ıstica
podemos observar si los aspectos ma´s relevantes de un proceso de software se pueden
modelar a partir de los elementos definidos en el lenguaje, concretamente Actividad, Rol
y Producto.
La nocio´n de Actividad viene dada a trave´s de la metaclase Activity. En el metamodelo,
Activity representa cualquier fragmento o pieza de trabajo que puede ser realizada durante
la ejecucio´n del proceso de software, de forma que un proceso es constituido por el conjunto
de estos fragmentos junto con los elementos propios del flujo.
La nocio´n de Rol se ofrece a tave´s de la metaclase Stakeholder. Para las actividades de
un proceso de software, un Stakeholder puede ser el responsable o ejecutor principal de
la actividad o, por otro lado, simplemente participar en ella de alguna forma. Esto queda
reflejado a trave´s de las asociaciones entre Stakeholder y Activity.
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Por u´ltimo, en lo que se refiere a Producto, la equivalencia en nuestro metamodelo es
la metaclase Product, que puede ser de entrada o de salida dentro de una actividad del
proceso. Adema´s, se establece la especializacio´n de un producto como resultado de una
actividad, a trave´s de la metaclase Deliverable.
Comprensible (Understandability).
La capacidad de ser comprensible es un requerimiento crucial, ya que es lo que induce a las
personas a elegir un lenguaje frente a otro [Bendraou, 2007]. Hace referencia a la capacidad
del lenguaje de modelado de procesos de software de ser entendido por sus usuarios y, como
es obvio, si los usuarios de un lenguaje no son capaces de entenderlo, dif´ıcilmente van a
llevarlo a la pra´ctica.
En el caso de INROMA, al estar basado en UML y utilizar sus notaciones como sintaxis
concreta, el cumplimiento de este requerimiento va casi impl´ıcito frente a la definicio´n
de nuevos elementos y, sobre todo, nuevas notaciones para referirse a ellos. UML es un
esta´ndar gra´fico, intuitivo y fa´cil de entender, y dispone de una amplia comunidad de
desarrolladores de software como usuarios del mismo.
Estandarizacio´n (Standardization).
La importancia de la estandarizacio´n en un lenguaje de modelado de procesos de software
viene muy ligado al requerimiento anterior. Utilizar esta´ndares ya ampliamente extendidos
garantiza, en cierta medida, su utilizacio´n y facilidad de despliegue en organizaciones de
la industria del software. En el caso de INROMA, este requerimiento se cumple desde dos
perspectivas diferentes: por un lado, ya hemos dicho que INROMA hace uso de UML como
base de su representacio´n; por otro lado, los conceptos incorporados en el metamodelo son
los que se encuentran incluidos en la norma ISO/IEC TR 24744, tal y como lo hemos
establecido en los objetivos de disen˜o del mismo. Se trata, por tanto, de otra perspectiva
de la estandarizacio´n, en este caso a nivel conceptual.
Estos tres eran los requerimientos principales que nos hab´ıamos planteado cumplir a la hora
de establecer las capacidades y los objetivos de disen˜o. Sin embargo, no son los u´nicos de los
definidos en el cap´ıtulo 3 que son observados por INROMA, los cuales pasamos a detallar a
continuacio´n.
1. Formalidad (Formality).
Este requerimiento hac´ıa referencia al hecho de que la sintaxis y la sema´ntica del len-
guaje de modelado de procesos de software se ha definido formalmente y con una alta
granularidad. Al estar basado en UML, hemos confiado en la literatura [Briand et al.,
2005], [McUmber y Cheng, 2001], [Evans y Kent, 1999], para caracterizar este requeri-
miento. UML se suele considerar un lenguaje semi-formal y, aunque no en su completitud,
podemos decir que este requerimiento esta´ planteado en INROMA.
2. Soportado por herramientas (Tooling Support).
Con este requerimiento se facilitaba la utilizacio´n del metamodelo en entornos reales. El
hecho de tener herramientas de soporte para la definicio´n y despliegue de los procesos
de software de acuerdo a un lenguaje es ba´sico para que e´ste sea realmente utilizado
en las empresas. Es ma´s que probable que, en este caso, el lenguaje de modelado de
procesos de software sea conocido u´nicamente por parte de los ingenieros de procesos,
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siendo transparente para el resto de la organizacio´n, que lo utilizar´ıan de forma impl´ıcita.
Obviamente, este tipo de soporte deber´ıa ir ma´s alla de un simple editor de textos para la
definicio´n de un manual de calidad.
Tal y como se detalla en [Garc´ıa-Borgon˜o´n et al., 2013b] [Ponce et al., 2013], INROMA
dispone de un conjunto de herramientas que facilita su implantacio´n y uso sistema´tico en
entornos reales.
3. Representacio´n gra´fica (Graphical representation).
Este requerimiento hace referencia a la existencia de una notacio´n gra´fica para representar
los procesos de software. Esta´ muy relacionado con el requerimiento de comprensibilidad,
puesto que se ha demostrado que el hecho de disponer de una representacio´n gra´fica facilita
la descripcio´n de cualquier elemento, as´ı como el intercambio de informacio´n por parte de
los usuarios del mismo.
En el caso que nos ocupa, de nuevo, al utilizar UML como soporte, este requerimiento
esta´ contemplado en INROMA.
4. Capacidad de abstraccio´n (Abstraction).
Este requerimiento hac´ıa referencia a la capacidad de un lenguaje de aislar ciertos aspectos
para facilitar su comprensio´n. El hecho de utilizar esta´ndares como UML y, sobre todo,
MOF, con una orientacio´n MDE en la definicio´n de nuestro metamodelo, nos permite es-
tablecer diferentes niveles de abstraccio´n, los denominados CIM (modelo independiente de
la computacio´n, en ingle´s, Computation Independent Model), PIM (modelo independiente
de la plataforma, en ingle´s, Platform Independent Model) y PSM (modelo espec´ıfico de
la plataforma, en ingle´s, Platform Specific Model), en los que se establecen, con distintos
niveles de abstraccio´n, los diferentes aspectos a trabajar en cada momento, hace que este
requerimiento haya sido cubierto.
5. Capacidad de ana´lisis (Analyzability).
Cumpliendo este requerimiento, un lenguaje de modelado de procesos de software dis-
pondr´ıa de los elementos necesarios para comparar diferentes modelos de procesos, tomar
decisiones sobre los mismos con el objetivo de establecer una mejora continua en la im-
plantacio´n de todo proceso.
En INROMA, este requerimiento se cumple al incorporar las metaclases Indicator y Me-
tric, cuyo objetivo es precisamente e´ste, el conocer mediciones dentro de los procesos y de
su desarrollo en entornos reales que nos faciliten las actividades de mejora continua de los
mismos.
6. Flexibilidad (Flexibility).
Este requerimiento es algo complejo, puesto que se basa en la posibilidad de usar un
lenguaje de modelado de procesos de software en entornos no software. Hemos visto en
cap´ıtulos anteriores que un proceso de software puede ser planteado desde dos perspec-
tivas diferentes: la perspectiva de ingenier´ıa de software y la de proceso de negocio. En
un planteamiento de ingenier´ıa del software, adema´s de los elementos ba´sicos que todo
proceso de software deber´ıa contener, se incluyen aspectos muy concretos de este dominio
de aplicacio´n como podr´ıan ser Fase, Iteracio´n, Ciclo de Vida, etc. Por contra, si la opcio´n
planteada es una perspectiva de negocio, los conceptos a an˜adir ser´ıan del estilo de Regla
de Negocio, Unidad Organizacional, Transaccio´n, etc. [Bendraou y Gervais, 2007]
INROMA, al trabajar u´nicamente con los conceptos claves comunes de todo lenguaje de
modelado de procesos de software, cumple este requerimiento puesto que es independiente
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a la utilizacio´n de un enfoque de ingeniera del software o de negocio, pudiendo ser utilizado
en ambos dominios.
7. Escalabilidad (Scalability).
Este requerimiento hace referencia a la capacidad del lenguaje de modelar procesos de
diferentes taman˜os, tanto grandes como pequen˜os, algo que se cumple en INROMA, puesto
que es independiente su uso en un proceso que u´nicamente contenga una actividad con
una persona responsable de su ejecucio´n y un u´nico producto, o en un proceso de mayor
complejidad en cuanto a actividades, participantes y productos obtenidos se refiere.
En la tabla 4.1 se observa de forma resumida los requisitos que cumple INROMA y cua´les
no esta´n cubiertos por el lenguaje aunque, como veremos ma´s adelante, si que pueden llegar a



















Tabla 4.1: Requerimientos cubiertos por INROMA
Una vez evaluada la capacidad de INROMA como lenguaje de modelado de procesos de
software desde el punto de vista ma´s teo´rico, valorando el cumplimiento de los diferentes re-
querimientos establecidos por diferentes autores sobre los mismos, pasaremos a una perspectiva
ma´s pra´ctica, observando su uso en entornos reales.
Para ello, tal y como se ha introducido anteriormente, y dada la influencia e importancia que
la metodolog´ıa NDT tiene en el desarrollo de este trabajo de tesis, haremos uso de un proceso
perteneciente a dicha metodolog´ıa. Como ya hemos avanzado en el cap´ıtulo 3, NDT surge en
el an˜o 2004 centrada en potenciar el aspecto navegacional en sistemas web, incorporando un
proceso y un conjunto completo de artefactos para abordar gran parte del ciclo de vida de
desarrollo de un sistema. En sus inicios, NDT se focalizaba en las fases de Requisitos y Ana´lisis,
haciendo especial e´nfasis en la definicio´n de los requisitos, su trazabilidad con el ana´lisis y la
ejecucio´n de transformaciones para dar soporte en las etapas de desarrollo. Con el paso del
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tiempo y debido fundamentalmente a las experiencias obtenidas de su uso en organizaciones
de software [Garc´ıa-Borgon˜o´n et al., 2013b] [Ponce et al., 2013], NDT ha ampliado su alcance,
incorporando un nu´mero considerablemente mayor de procesos, agrupados en seis categor´ıas
diferentes, que son:
1. Procesos de desarrollo de software, basados en el ciclo de vida del software que establece
la propia metodolog´ıa NDT.
2. Procesos de mantenimiento de software, basados en esta´ndares como ITIL [ITIL, 2014] y
CMMI [Chrissis et al., 2011].
3. Procesos de pruebas de software, basados en la norma de reciente publicacio´n ISO/IEC
29119 [ISO/IEC, 2014].
4. Procesos de calidad de software, basados en la norma ISO 9001:2008 [ISO/IEC, 2008] y
las a´reas de proceso definidas en el modelo CMMI.
5. Procesos de gestio´n de proyectos software, basados en la gu´ıa de direccio´n de proyectos
PMBOK [PMI, 2008], y en el modelo CMMI, en sus diferentes constelaciones.
6. Procesos de seguridad, basados en la norma ISO de seguridad denominada ISO/IEC
27000:2009 [ISO/IEC, 2009].
Todos estos procesos se encuentran definidos de una forma ma´s formal y completa en la
herramienta NDTQ-Framework [Ponce et al., 2013], un marco de procesos desarrollado mediante
un perfil UML, de aplicacio´n en entornos reales, sustentado en un metamodelo para la definicio´n
de todos sus elementos [Garc´ıa-Borgon˜o´n et al., 2013b]. NDT dispone, a su vez, de una suite de
herramientas, denominadas NDT-Suite, que soportan el cara´cter MDE que dicha metodolog´ıa
promulga. Las herramientas incluidas en dicha suite se encuentran detalladas en [Garc´ıa-Garc´ıa
et al., 2012], [Garc´ıa-Garc´ıa et al., 2013] y [Garc´ıa-Garc´ıa et al., 2014].
Una vez introducido el a´mbito de NDT y NDTQ-Framework, para ilustrar el uso de nuestro
metamodelo en su capacidad de lenguaje de modelado de procesos de software, se ha elegido el
proceso de Ingenier´ıa de Requisitos.
Tal y como se concibe en NDT, el proceso de Ingenier´ıa de Requisitos tiene como objetivo la
definicio´n y documentacio´n de los requisitos en el desarrollo de un sistema. Para alcanzar dicho
objetivo, este proceso se divide en un conjunto de actividades que son:
1. Obtener informacio´n del entorno y definir objetivos.
2. Aprobar el alcance.
3. Identificar y definir los requisitos de almacenamiento.
4. Identificar y definir actores.
5. Identificar y definir los requisitos funcionales.
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6. Identificar y definir los requisitos de interaccio´n.
7. Identificar y definir los requisitos no funcionales.
8. Generar el documento de requisitos.
9. Validar el documento de requisitos por los usuarios.
10. Aprobar el documento de requisitos.
En la ejecucio´n de este proceso hay que tener en cuenta tres roles diferentes: el jefe de
proyecto, que esta´ encargado de su ejecucio´n y es el responsable u´ltimo de la elaboracio´n del
documento de requisitos, el responsable del a´rea de usuarios, que nos va a validar si el documento
recoge todos los requisitos tal y como ellos los entienden, y, por u´ltimo, un comite´ de control
que aprueba el documento de requisitos desde la perspectiva de la organizacio´n que desarrolla
el software.
A continuacio´n vamos a ver co´mo este proceso se define utilizando INROMA como lenguaje
de modelado de procesos de software. El proceso se divide en un conjunto de actividades que
contienen un identificador u´nico. Todas estas actividades son del tipo Activity. Definimos tambie´n
tres Stakeholders diferentes: Project Manager, Monitoring Committee y User.
Por otro lado, varios productos son utilizados o generados en dicho proceso, algunos de
entrada y otros de salida como resultado de sus actividades, para dejar evidencia de los mismos.
En algunos casos, estos productos son entregables, con lo que ser´ıan del tipo Deliverable en
INROMA. Tambie´n existen indicadores, como el nu´mero de requisitos definidos, el nu´mero de
cambios al alcance, etc., que forman parte de la definicio´n del modelo de procesos de acuerdo a
nuestro metamodelo.
En la figura 4.2 se observan los elementos que hemos ido comentando. Ya se ha dicho en varias
ocasiones que INROMA utiliza como sintaxis concreta la misma de UML, por tanto, el modelo
a primera vista es muy similar al que se obtendr´ıa utilizando los diagramas de actividades de
UML, pero el metamodelo utilizado es el de INROMA.
Finalmente, queremos destacar la consideracio´n que INROMA tiene hacia NDT, en esta
ocasio´n en lo que se refiere a las restricciones del metamodelo. A la hora de plantear dichas
restricciones, y partiendo del hecho de que no quer´ıamos perder la flexibilidad que INROMA tiene
por definicio´n, nos inspiramos en la herramienta NDT-Quality [Garc´ıa-Garc´ıa et al., 2014] para
establecerlas. NDT-Quality es una herramienta de la suite de NDT cuyo objetivos es garantizar
la calidad del uso de la metodolog´ıa NDT en cada una de las fases del ciclo de vida del software,
con lo que incorpora un amplio nu´mero de restricciones en las metaclases de los diferentes
metamodelos con los que trabaja. El uso de dicha herramienta esta´ ampliamente extendido en
entornos empresariales, con lo que la experiencia emp´ırica de su validez es muy elevada. Esta
evidencia ha apoyado la decisio´n de inspirarnos en NDT-Quality a la hora de elegir y establecer
las restricciones que se han incorporado en INROMA.
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Figura 4.2: Modelo del proceso de Ingenier´ıa de Requisitos de NDT utilizando INROMA
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4.3.2. Evaluacio´n de INROMA como pieza clave en el marco de referencia
Una vez evidenciada la capacidad de INROMA como lenguaje de modelado de procesos
de software, vamos a proceder a la evaluacio´n de la capacidad como pieza clave en el marco de
referencia para facilitar la interoperabilidad y mantenibilidad de modelos de procesos de software
que estamos desarrollando.
En el caso de INROMA no estamos planteando establecer un esta´ndar para el modelado
de procesos de software. De hecho, como ya hemos comentado en varias ocasiones, han sido
numerosos los intentos de estandarizacio´n en este a´mbito, y seguimos sin poder hablar realmente
de un lenguaje esta´ndar de seguimiento general. Es ma´s, la opcio´n ma´s utilizada en la pra´ctica
no es tanto el uso de lenguajes definidos de forma espec´ıfica para modelar procesos de software,
sino lenguajes ma´s generales, como pueden ser BPMN o los diagramas de actividad de UML, con
los que las personas de las empresas se encuentran ma´s co´modos y familiarizados, sin que e´stos
puedan ser obviamente considerados esta´ndares para el modelado de procesos de software. Frente
a esta tendencia estandarizante, la definicio´n de INROMA pretende favorecer la diversidad de
lenguajes y la libertad de eleccio´n por parte de las organizaciones.
El planteamiento de INROMA para esta capacidad viene determinado por el hecho de que
se plantea como un lenguaje base o, dicho de otra forma, como un segundo lenguaje o lenguaje
adicional. Las organizaciones de software que ya utilizan un lenguaje de modelado de procesos
de software no deber´ıan tener que cambiar su eleccio´n, ni tampoco ser obligadas a aprender un
nuevo lenguaje muy amplio y complicado por el mero hecho de que quiera interoperar con otras
empresas. Por ello, INROMA se define como un lenguaje que contiene el mı´nimo comu´n de los
conceptos para el modelado de procesos de software que pueden aparecer en cualquier lenguaje
definido para este fin.
Es ma´s, una de las primeras caracter´ısticas que se plantearon, adema´s de la sencillez, fue
el hecho de que ningu´n lenguaje pudiera tener privilegios frente a los dema´s. Si el enfoque
de INROMA estuviera ma´s ligado a BPMN, podr´ıamos haber incorporado elementos como los
Eventos, pero en ese momento la definicio´n de un nuevo lenguaje perder´ıa, desde nuestro punto
de vista, su sentido, puesto que para ello habr´ıamos optado por BPMN o un subconjunto del
mismo. Para refrendar nuestro planteamiento, sirva como dato anecdo´tico el hecho de que el nivel
de errores en el modelado con BPMN es todav´ıa muy elevado [Recker, 2012] o estudios emp´ıricos
en los que se demuestra que de los 100 elementos de los que dispone BPMN, u´nicamente cuatro
son comunes en ma´s del 50 % de los diagramas [Istoan, 2014] [Recker, 2010]. Esta justificacio´n
es va´lida tambie´n para cualquier otro lenguaje, no es algo espec´ıfico ni concreto de BPMN.
Una de las opciones que se nos planteo´ fue la eleccio´n de un subconjunto del lenguaje BPMN
o de los diagramas de actividad de UML, algo perfectamente va´lido, de no ser porque, de esta
forma, estar´ıamos privilegiando un lenguaje frente al resto. Para considerar el lenguaje base
del marco de referencia lo ma´s objetivo posible frente a los diferentes lenguajes de modelado de
procesos de software que hab´ıan ido apareciendo en la u´ltima de´cada, optamos por la definicio´n de
un nuevo lenguaje que incorporara los conceptos detallados en la norma ISO/IEC TR 24744:2007
que, como hemos visto en cap´ıtulos anteriores, es un esta´ndar internacional que establece cua´les
son los elementos fundamentales que un proceso deber´ıa incorporar, y un proceso de software
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no deja de ser un tipo espec´ıfico de procesos. As´ı, la ISO/IEC TR 24744:2007 se convierte en
principal soporte teo´rico de la definicio´n del lenguaje INROMA, justificando la influencia que
dicho esta´ndar ha tenido en este trabajo de tesis.
En la tabla 4.2 se puede observar co´mo los elementos de la ISO/IEC TR 24744:2007 se
encuentran incluidos en INROMA.
Elemento ISO Descripcio´n del elemento Elemento en INROMA
T´ıtulo Resume el alcance del proceso, iden-
tificando su intere´s principal y distin-
guie´ndolo de otros procesos dentro del
contexto de modelos de procesos
La metaclase Process y su
atributo name
Propo´sito Describe el objetivo alcanzado si el pro-
ceso se lleva a cabo
La metaclase Process y su
atributo shortDescription
Resultados Son los resultados observables y eva-
luables de la consecucio´n exitosa del
propo´sito del proceso
La metaclase Deliverable,
y tambie´n las metaclases
Metric e Indicator
Actividades Definen un conjunto de acciones que se




Tareas Se refiere a las acciones especificas que
se ejecutan para realizar una actividad
y obtener sus resultados
La metaclase Activity y la
metaclase Stakeholder
Elementos de informacio´n Determinan informacio´n utilizada por
las personas que se producen y almace-
nan durante el ciclo de vida del software
y del sistema
La metaclase Product
Tabla 4.2: La ISO/IEC TR 24744:2007 contemplada en INROMA
A la vista de estas correspondencias entre los elementos de INROMA y los que se encuentran
en la ISO/IEC TR 24744:2007 se observa que podemos cumplir el esta´ndar con INROMA y que
adema´s contiene los elementos que todo proceso de software debe disponer, por lo que queda de
manifiesto su capacidad como lenguaje de modelado de procesos de software para formar parte
del marco de referencia, marco que iremos completando conforme vayamos desarrollando en los
siguientes cap´ıtulos los otros dos elementos que lo sustentan.
4.4. La extensibilidad de INROMA
Hemos comentado en varias ocasiones que una de las caracter´ısticas principales de INROMA
es la de incluir el mı´nimo conjunto comu´n de conceptos que son necesarios para modelar un
proceso de software, ni ma´s ni, por supuesto, menos y, por tanto, estara´n incluidos en cualquier
lenguaje de modelado de procesos que funcione como tal. Esto es as´ı para garantizar que cualquier
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lenguaje de modelado de procesos de software puede ser incorporado al marco de referencia, sin
potenciar o privilegiar el uso de unos lenguajes frente a otros. Sin embargo, el hecho de que
este´ basado en UML hace que, de forma inherente, INROMA tenga una propiedad an˜adida: la
extensibilidad o, dicho de otra forma, la capacidad de ser fa´cilmente extensible para incorporar
nuevos conceptos o ideas requeridas en otros entornos.
En el a´mbito de un marco de referencia para facilitar la interoperabilidad y la mantenibili-
dad de procesos de software como el que estamos proponiendo, esta caracter´ıstica podr´ıa no ser
de gran valor, e incluso plantear un contrapunto, puesto que no se deber´ıa permitir incorporar
nuevos elementos en INROMA que, aunque aportaran ma´s informacio´n, supusieran un problema
para la interoperabilidad entre procesos de software modelados con diferentes lenguajes, pues-
to que nos movemos en el a´mbito general de todos los lenguajes. No obstante, si en lugar de
encontrarnos en el a´mbito del marco de referencia gene´rico del que estamos hablando en todo
momento, quisie´ramos utilizar INROMA en otro entorno, ma´s acotado y espec´ıfico, donde el
nu´mero de lenguajes a incorporar no fuera ilimitado sino muy concreto, y estos lenguajes coin-
cidieran en unos elementos que hasta este momento no se encuentran recogidos en INROMA,
podr´ıamos hacer uso de esta capacidad y extender el lenguaje para incorporarlos. Es decir, la
extensibilidad es una propiedad inherente de INROMA por estar basada en UML que, lejos de
ser un problema, puede facilitar su uso en otros entornos ma´s alla´ de nuestro marco de referencia
gene´rico.
Con esta caracter´ıstica, INROMA, que como lenguaje no cumple todos los requerimientos
de los lenguajes de modelado de procesos de software recogidos en el cap´ıtulo 3, podr´ıan ser
abordados mediante las extensiones correspondientes al lenguaje.
Como un ejemplo a todo esto a continuacio´n mostramos co´mo extender INROMA para
cumplir los requerimientos Simulable y Comprobable. Dichas extensiones han sido abordados en
sendos trabajos dentro del grupo IWT2 [Garc´ıa et al., 2014], [Garc´ıa-Borgon˜o´n et al., 2014c]. El
caso de que un lenguaje de modelado de procesos de software sea Simulable hace referencia a la
capacidad de dicho lenguaje de incluir conceptos que nos permitan simular el modelo de proceso
previo a su promulgacio´n y ejecucio´n en entornos reales. Esto nos ofrece una gran ayuda para
el disen˜o de procesos, especialmente aquellos que contemplan multitud de opciones, como una
herramienta ba´sica de toma de decisiones.
En la figura 4.3 podemos observar co´mo se ha extendido INROMA para incorporar ele-
mentos de simulacio´n. Esta extensio´n se describe de forma detallada en [Garc´ıa et al., 2014], y
aqu´ı haremos una introduccio´n breve de la misma.
Entrando en detalle en los elementos representados en la figura 4.3, un Modelo consiste
en un conjunto de para´metros (Parameter), variables (Variable), eventos (Event), entidades
(Entity), transiciones (Transition) y, el elemento que constituye el nexo con INROMA puesto
que se comparte, actividades (Activity).
Las entidades esta´n relacionadas con los eventos, que pueden provocar un cambio de estado
en las mismas segu´n una condicio´n de activacio´n, y con las actividades, que actuara´n sobre ellas
realizando una determinada accio´n (crear, an˜adir a la cola, destruir,..) expresada mediante el
atributo de enlace Action. El evento puede producirse al darse una determinada condicio´n y un
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Figura 4.3: Extensio´n de INROMA para la simulacio´n de eventos discretos
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valor de activacio´n, representados en sus atributos TriggerCondition y TriggerValue.
Por otro lado, las actividades que actu´an sobre las entidades pueden ser de tres tipos: inicial
(Initial), final (Final) e intermedia (Intermediate). Una actividad inicial es la que da comienzo
al proceso de simulacio´n mediante una funcio´n de activacio´n y un valor, la final contiene un
atributo fin que recoge la informacio´n para finalizar la simulacio´n y las actividades intermedias
son las que permiten que el proceso avance y guardan su duracio´n en dicho atributo.
La metaclase Transition permite el paso de una actividad a otra, y la metaclase Decision
representa la alternativa entre dos actividades, que depende de la evaluacio´n de una condicio´n.
Toda transicio´n tiene una actividad de origen y otra de destino.
En cuanto a incorporar a INROMA la propiedad de ser Comprobable, podemos ver una
extensio´n de nuestro metamodelo en la figura 4.4, extensio´n que se explica en profundidad en
[Garc´ıa-Borgon˜o´n et al., 2014c].
El objetivo de esta extensio´n era la de dotar a INROMA de los elementos necesario para ha-
cerlo comprobable, es decir, para poder evaluar si un proceso se ejecuta en la realidad tal y como
se ha definido. Para ello se incorporan nuevos elementos que permiten representar determinados
conceptos. La metaclase Action se constituye en el elemento fundamental del metamodelo para
su extensio´n comprobable. Definimos una accio´n para cada actividad (Activity) que prentende-
mos comprobar. Es posible que no comprobemos todas las actividades de un proceso y, para
garantizarlo, establecemos la separacio´n entre accio´n y actividad. Una accio´n tiene una fecha de
inicio, una fecha de fin, el estado en un momento concreto y el resultado del test o prueba, que
sirve a modo de registro.
Una accio´n tiene un conjunto de precondiciones y postcondiciones. La metaclase Precon-
dition representa las acciones previas que necesitamos chequear para ejecutarla. La metaclase
Postcondition muestra la siguiente accio´n y si ha sido ejecutada de la forma apropiada.
La metaclase WorkProduct representa aquel elemento de Product que es desarrollado en una
accio´n, por tanto, un producto puede ser considerado como un conjunto de varios WorkPro-
ducts. Finalmente, la metaclase Stakeholder representa a alguien (herramienta o persona) que
esta´ ejecutando una determinada accio´n.
En definitiva, y como resultado de la posibilidad de extender INROMA, la gran mayor´ıa de los
requerimientos que como lenguaje de modelado de procesos de software INROMA actualmente
no contempla, podr´ıan alcanzarse. Entre ellos destacamos el requerimiento de Ejecutable, objeto
de una tesis desarrollada en el grupo IWT2, que comentaremos con ma´s detalle en el cap´ıtulo 9.
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Figura 4.4: Extensio´n de INROMA para incorporar la propiedad de comprobable
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En la figura 4.5 se puede observar a modo de resumen el cumplimiento actual y potencial de
los requerimientos de lenguajes de modelado de procesos de software por parte de INROMA. Se
trata de un gra´fico radial que presenta tres valores discretos: 0, para representar que INROMA
no soporta el requerimiento, 10 en el caso en el que s´ı que lo soporte y 5 para aquellos que
potencialmente podr´ıan soportarse en un futuro.
Figura 4.5: Cumplimiento actual y potencial de los requerimientos de lenguajes de modelado de
procesos de software por parte de INROMA
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4.5. Conclusiones
En este cap´ıtulo se ha presentado uno de los tres pilares de nuestra propuesta, el lenguaje
de modelado de procesos de software INROMA. A lo largo de este cap´ıtulo se ha presentado
el metamodelo que constituye la sintaxis abstracta del lenguaje, describiendo con detalle cada
uno de los elementos y sus relaciones. Adema´s, se han especificado y evaluados los objetivos de
disen˜o y las capacidades aportadas por INROMA, que son dos: es un lenguaje de modelado de
procesos de software en s´ı mismo y, a su vez, se trata de un lenguaje sencillo que se va a utilizar
en el marco de referencia para la interoperabilidad y mantenibilidad de los modelos de procesos
de software. Por u´ltimo, se ha profundizado en una propiedad inherente en INROMA al estar
basado en UML, la extensibilidad, exponiendo cua´les son las ventajas que dicha caracter´ıstica
nos aporta e ilustrando mediante ejemplos dicha propiedad.
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Cap´ıtulo 5
El me´todo para incorporar lenguajes
de modelado de procesos de software
en el marco de referencia
En el cap´ıtulo anterior se ha presentado el lenguaje INROMA como la primera de las tres
piezas sobre las que se sustenta el marco de referencia para facilitar la interoperabilidad de
modelos de procesos de software. En este cap´ıtulo vamos a profundizar en la segunda de las
piezas, el me´todo mediante el cual un lenguaje de modelado de procesos de software puede ser
incorporado en el marco de referencia, tanto desde un punto de vista teo´rico, con la exposicio´n
del me´todo propiamente dicho, como desde el punto de vista ma´s pra´ctico, utilizando como
ejemplos lenguajes de modelado de procesos de software espec´ıficos. Para ello, la estructura del
cap´ıtulo es la siguiente. En la primera seccio´n plantearemos el contexto de la interoperabilidad en
el a´mbito de MDE y co´mo se ha reflejado en la arquitectura de nuestra propuesta de solucio´n. A
continuacio´n se definira´ el me´todo de incorporacio´n de un lenguaje de modelado de procesos de
software al marco de referencia y, seguidamente, se expondra´ a modo de ejemplo el uso de dicho
me´todo con algunos lenguajes de modelado de procesos de software utilizados en la industria de
los que disponemos de ejemplos reales de uso. Para finalizar, se resumira´n las conclusiones ma´s
relevantes del cap´ıtulo.
5.1. Una arquitectura para facilitar la interoperabilidad
En cap´ıtulos anteriores se ha introducido que IEEE define Interoperabilidad como la ca-
pacidad de dos o ma´s sistemas o componentes de intercambiar informacio´n y de usar dicha
informacio´n intercambiada [Thomas y Nejmeh, 1992]. La interoperabilidad es un problema am-
pliamente estudiado en la ingenier´ıa del software que requiere ser trabajado desde el punto de
vista sinta´ctico y sema´ntico, estableciendo los v´ınculos o puentes oportunos entre los diferentes
sistemas. Estos v´ınculos, habitualmente, se generan de forma ad-hoc para cada dupla de siste-
mas. Esta solucio´n manual constituye una fuente importante de errores, consume mucho tiempo
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y es dif´ıcilmente reutilizable, incluso cuando tratamos con herramientas similares [Bruneliere et
al., 2010].
Con la aparicio´n de MDE se ha contemplado la posibilidad de plantear la interoperabilidad
desde un nivel de abstraccio´n superior, aplicando te´cnicas de ingenier´ıa dirigida por modelos.
Este enfoque, que se ha denominado Interoperabilidad Dirigida por Modelos (Model-Driven
Interoperability, MDI) [Brambilla et al., 2012] establece los v´ınculos entre los conceptos rela-
cionados definidos en los metamodelos de los sistemas que se plantean interoperar, y define
transformaciones modelo a modelo (Model-to-Model) y modelo a texto (Model-to-Text) como
una forma de abordar la interoperabilidad.
En [Pastor et al., 2013] se realiza una revisio´n de los principales trabajos realizados en MDI
y, de acuerdo a las evidencias en ellos presentadas, estos trabajos se categorizan y clasifican de
acuerdo a las siguientes caracter´ısticas:
Entramado de modelo Model Weaving (MW). Considera la definicio´n de enlaces entre
los metamodelos de los modelos involucrados, que son definidos habitualmente mediante
un modelo entramado.
Meta-extensiones Meta-Extensions (ME). Corresponde a la definicio´n de nueva infor-
macio´n (extensiones) en los enfoques de modelado involucrados para proporcionar carac-
ter´ısticas de modelado adicionales que son necesarias para ejecutar las operaciones de
interoperabilidad.
Verificacio´n de interoperabilidad Interoperability Verification (IV). Los modelos y las
operaciones de interoperabilidad pueden tener incidencias que provocan un intercambio
incompleto de informacio´n. Adema´s, es importante analizar los mecanismos de verificacio´n
para asegurar la correcta especificacio´n de los artefactos que esta´n involucrados en los
escenarios de interoperabilidad.
Artefacto de pivote Pivot Artifact (PA). Esta caracter´ıstica esta´ relacionada con el
uso de un artefacto intermediario (metamodelo u ontolog´ıa) para gestionar las diferencias
estructurales e identificar equivalencias conceptuales.
Dominio de aplicacio´n Application Domain (AD). Indica el dominio con el que esta´ re-
lacionado el enfoque analizado, de forma que las contribuciones analizadas puedan ser
generalizadas a otros dominios.
En nuestra propuesta de desarrollar un marco de referencia para facilitar la interoperabilidad
y la mantenibilidad de los procesos de software, es obvio pensar que la interoperabilidad es uno
de los principales focos de atencio´n. Teniendo en cuenta que estamos enmarcando la solucio´n
en el a´mbito de MDE, se ha optado por utilizar un enfoque similar al empleado en alguno de
los trabajos de MDI [Bruneliere et al., 2010], [Berger et al., 2010], [Vallecillo, 2010], [Moreno y
Vallecillo, 2008], caracterizados por la definicio´n de un metamodelo pivote, que corresponde a
la categor´ıa de Artefacto de Pivote (PA) anteriormente citada y que utiliza un metamodelo
como artefacto. En el marco de referencia ese metamodelo pivote es INROMA, tal y como
queda reflejado en la figura 5.1, en la que se refleja la arquitectura del mismo. En ella se observa
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Figura 5.1: Arquitectura del marco de referencia para facilitar la interoperabilidad y manteni-
bilidad
que se establecen trazas bidireccionales entre los conceptos de los metamodelos de cada uno
de los lenguajes de modelado de procesos de software incluidos en el marco de referencia y el
metamodelo del lenguaje INROMA, el cual actu´a de puente conceptual entre ellos. Estas trazas
son planteadas a modo de transformaciones modelo a modelo horizontales, es decir, entre modelos
que se encuentran en un mismo nivel de abstraccio´n, en este caso un nivel CIM (Computation
Independent Model).
De esta forma, si un modelo A se ha modelado con un lenguaje LA, es decir, se ha definido
conforme a un Metamodelo A, y queremos conseguir un modelo B modelado en un lenguaje LB,
es decir, que sea conforme a un Metamodelo B, los enlaces se establecen a trave´s del metamodelo
de INROMA, y no directamente entre los modelos espec´ıficos. De esta forma subimos un nivel
de abstraccio´n en la interoperabilidad, y el nu´mero de metamodelos entre los que se puede
interoperar es tan amplio como se desee sin que la complejidad aumente de forma exponencial
sino de forma lineal. La interoperabilidad la estamos estableciendo siempre desde un punto de
vista sema´ntico. La sintaxis concreta de cada uno de los modelos participantes sigue siendo la
espec´ıfica del lenguaje de modelado de procesos de software elegido. Lo mismo ocurre con la
mantenibilidad, ya sea utilizando dos lenguajes diferentes o el mismo lenguaje evolucionado,
siempre se va a realizar mediante INROMA como metamodelo pivote.
Una vez establecida la arquitectura del marco de referencia, en la siguiente seccio´n aborda-
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Figura 5.2: Vista del me´todo sobre la arquitectura del marco de referencia
remos en detalle el segundo de los pilares del mismo: el me´todo para incorporar lenguajes al
marco.
5.2. El me´todo del marco de referencia
Una vez expuesto co´mo la arquitectura del marco de referencia da cabida a la interoperabi-
lidad y la mantenibilidad, el objetivo del me´todo es establecer una sistema´tica para incorporar
nuevos lenguajes de modelado de procesos de software al marco de referencia. En la figura 5.2
se presenta la utilizacio´n del me´todo para la incorporacio´n del lenguaje L sobre una vista de la
arquitectura del marco de referencia, en la que se observan los tres pasos principales del me´todo
representados con un c´ırculo numerado. Estos pasos son los siguientes:
1. Descubrimiento del metamodelo de L. Para poder realizar una nueva incorporacio´n
de un lenguaje de modelado de procesos de software al marco de referencia es necesario
disponer de la sintaxis abstracta de dicho lenguaje. Sin embargo, dicha sintaxis no siempre
esta´ disponible de forma expl´ıcita. En tales casos es necesario descubrir el metamodelo,
entendiendo como tal una representacio´n ma´s abstracta, a partir de la especificacio´n del
lenguaje, ejemplos de uso, etc. Aunque la sintaxis concreta del lenguaje es muy importante
a la hora de modelar un proceso de software, en este paso no resulta, sin embargo, relevante.
2. Transcripcio´n. Este paso consiste en expresar la sintaxis abstracta del lenguaje L en
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Figura 5.3: El me´todo del marco de referencia modelado con INROMA
te´rminos del metametamodelo MOF, obteniendo el metamodelo de L (ML) para poder ser
utilizado dentro del entorno del marco de referencia.
3. Alineamiento sema´ntico. En este paso se van a realizar las correspondencias concep-
tuales existentes entre el metamodelo del lenguaje L (ML) e INROMA. Como resultado se
obtiene la tabla de correspondencias entre L e INROMA que, como veremos en el cap´ıtulo
posterior, constituye la fuente de informacio´n para poder desarrollar las transformaciones.
Como se ha podido observar en la definicio´n del mismo, este me´todo se caracteriza por ser
gene´rico, ya que puede ser aplicado para cualquier lenguaje, independientemente de la forma en
la que se encuentra especificado. En la figura 5.3 se observa el me´todo del marco de referencia
modelado utilizando INROMA como lenguaje. En e´l se observan los tres pasos anteriormente
explicados como tres actividades del me´todo: Descubrimiento del metamodelo de L, Transcrip-
cio´n y Alineamiento Sema´ntico. En la primera actividad se obtiene como resultado el producto
Metamodelo de L que es refinado en el siguiente paso del me´todo, para convertirse en el producto
de entrada de la u´ltima de las actividades. Como producto entregable de este me´todo se obtiene
la tabla de correspondencias entre el lenguaje L e INROMA, que sera´ utilizada para desarrollar
las transformaciones.
A continuacio´n, en la siguiente seccio´n presentamos, a modo de ejemplo, el uso de este me´todo
para la incorporacio´n de varios lenguajes de modelado de procesos de software utilizados en la
industria.
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5.3. El me´todo en la pra´ctica: Ejemplos de aplicacio´n
Para ilustrar la aplicacio´n del me´todo definido en la seccio´n anterior, a continuacio´n pre-
sentamos su uso con tres lenguajes de modelado de procesos diferentes. Los lenguajes elegidos
para tal fin son los diagramas de actividad de UML2.0, que se ha convertido en el esta´ndar de
facto en ingenier´ıa del software y es la base sobre la que se definen muchos de los lenguajes
de modelado de procesos de software, tal y como hemos podido comprobar en el cap´ıtulo 2,
BPMN, utilizado por multitud de empresas e instituciones de todos los sectores, ofreciendo un
enfoque de negocio del software, e IDEF (Integration DEFinition) [IDEF, 1995], otro lenguaje
de modelado de procesos de software de uso extendido en el sector aerona´utico.
5.3.1. Los lenguajes elegidos para los ejemplos
Una cuestio´n significativa en este punto es la correcta eleccio´n de los lenguajes de modelado
de procesos de software a utilizar en estos ejemplos. Lo es por varios aspectos: por un lado se
pretende buscar ejemplos que sean representativos de la realidad en las empresas de software,
por lo tanto, los lenguajes aqu´ı elegidos deber´ıan tener presencia real en organizaciones del
a´mbito del software. Otro criterio a utilizar a la hora de elegir esta muestra de lenguajes es la
diferenciacio´n entre ellos, tanto a nivel conceptual, incorporando diferentes aspectos o formas de
abordar alguna cuestio´n, como en su sintaxis concreta. Por u´ltimo, y teniendo en cuenta que la
solucio´n propuesta esta´ incluida en el paradigma MDE, los lenguajes de modelado de procesos
de software elegidos deben incorporar un metamodelo para definir su sintaxis abstracta o, en el
caso de que no lo tengan, ser posible extraerlo de la propia especificacio´n del lenguaje.
En este sentido, nuestra eleccio´n fue la siguiente: el primer lenguaje elegido es UML-DA,
los diagramas de actividad de UML, una de las alternativas ma´s frecuentemente utilizadas en
las organizaciones de software debido, principalmente, al conocimiento que los ingenieros del
software tienen del mismo. El segundo lenguaje elegido es BPMN, el cual esta´ siendo promovido
por las ma´s importantes organizaciones multinacionales como esta´ndar de facto para la repre-
sentacio´n de los procesos de negocio, y los procesos de software pueden ser vistos como procesos
de negocio de empresas cuya finalidad es el desarrollo de software, y por ello esta´ siendo elegido
por un considerable nu´mero de empresas. Y, por u´ltimo, y tambie´n con la aspiracio´n de contar
con un lenguaje bien diferenciado a los otros, es decir, que no tenga como base ninguno de los
anteriores, elegimos IDEF3, el cual, si bien no es muy utilizado en empresas de software, s´ı tiene
una amplia aceptacio´n en la industria aerona´utica, en la que, aunque no tiene por objetivo la
venta directa al mercado de productos software, tambie´n se desarrolla como parte de su pro-
duccio´n. Los tres son lenguajes muy diferentes entre s´ı, fundamentalmente porque los objetivos
para los que fueron creados tambie´n eran radicalmente distintos, porque disponen de sintaxis
concretas muy desiguales, porque en su sema´ntica tambie´n aparecen formas heteroge´neas de
afrontar cuestiones similares, y de todos ellos podemos tener empresas software que nos faciliten
ejemplos pra´cticos reales.
Cabe destacar que ninguno de estos lenguajes aparece en el cap´ıtulo 2 expl´ıcitamente como
lenguajes de modelado de procesos de software. U´nicamente se hace referencia a UML como la
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base sobre la cual algunas de las propuestas ma´s actuales se han definido, pero UML-DA no
aparece directamente como tal. Esto es debido a que, si bien los tres lenguajes elegidos pueden ser
utilizados como lenguajes de modelado de procesos de software, no fueron definidos o propuestos
con este fin ya que su propo´sito es ma´s general. Sin embargo, nos hemos decantado por ellos
frente al resto por la disponibilidad de casos de estudio reales en empresas en los que estos
lenguajes se utilizan, que nos permiten obtener la informacio´n necesaria para el desarrollo de
nuestro marco de referencia, as´ı como la validacio´n del mismo. No obstante, queremos recalcar
que cualquier otro lenguaje de modelado de procesos de software de los que hemos visto en el
cap´ıtulo 2 podr´ıa haber sido perfectamente va´lido para nuestros ejemplos, y e´sta habr´ıa sido
nuestra eleccio´n en el caso de que hubie´ramos dispuesto de casos reales de estudio.
Una vez argumentada la eleccio´n de estos tres lenguajes, comenzaremos con la utilizacio´n del
me´todo definido en la seccio´n anterior. El uso de estos tres lenguajes como ejemplos se propaga
a los siguientes cap´ıtulos: en las transformaciones definidas en el cap´ıtulo 6 o en la presentacio´n
de la herramienta en el cap´ıtulo 7 y en los casos de estudio que son el objeto del cap´ıtulo 8.
En los tres ejemplos seguiremos un mismo esquema: comenzaremos con una pequen˜a in-
troduccio´n del lenguaje de modelado de procesos de software elegido, aplicaremos el me´todo
descrito en la seccio´n anterior y mostraremos el resultado de dicha aplicacio´n mediante la tabla
de correspondencias obtenida.
5.3.2. Unified Modeling Language, UML-Diagramas de Actividad
UML (Unified Modeling Language) [OMG, 2011b] esta´ considerado como el esta´ndar de facto
para el disen˜o y modelado de software. Se trata de un conjunto de formalismos para capturar
aspectos detallados de disen˜o de los sistemas software, muy extendida y ampliamente utilizada
por los ingenieros del software. Es este hecho, su uso extendido, lo que lo convierte en una de las
primeras opciones para un ingeniero de software a la hora de representar los procesos a trave´s
de sus Diagramas de Actividad (Activity Diagrams, AD). Como se ha podido comprobar en
el cap´ıtulo 2, la opcio´n de utilizar los diagramas de actividad de UML como un lenguaje de
modelado de procesos de software ha sido utilizada por varios autores en la u´ltima de´cada.
A partir de la versio´n 2.0 (actualmente existe la versio´n 2.5), UML va ma´s alla´ de la repre-
sentacio´n gra´fica, ofreciendo un importante potencial en la representacio´n de una gran variedad
de procesos [Bendraou et al., 2010]. Entre los conceptos soportados por UML cabe destacar
los conceptos de actividad (Activity), usado para representar el comportamiento global de un
sistema, acciones (Actions), que encapsulan el comportamiento de negocio y son usados para
representar actividades dentro de un proceso, y los nodos de control (Control Nodes) utilizados
para describir los t´ıpicos patrones de control de flujo.
Para mostrar su capacidad de representacio´n de procesos, son varios los autores que los han
evaluado utilizando los Workflow Patterns [Van Der Aalst et al., 2003a], una taxonomı´a de
construcciones gene´ricas que originalmente se utilizaban para evaluar los sistemas de flujos de
trabajo, y que en los u´ltimos an˜os se ha utilizado para evaluar los lenguajes de modelado de pro-
cesos de negocio. Diferentes trabajos han mostrado, con evaluaciones respecto a los Workflows,
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las fortalezas [Russell et al., 2006] [Wohed et al., 2005] as´ı como las debilidades [Russell et al.,
2006] de los diagramas de actividad de UML para el modelado de procesos de software.
El hecho de que OMG adoptara BPMN para la representacio´n de procesos (de negocio en
general, y de software en particular), podr´ıa hacer pensar que la capacidad de representacio´n de
procesos de BPMN respecto a los diagramas de actividad de UML es mucho mayor, algo que no
resulta tan evidente a la vista de algunos trabajos emp´ıricos con ambos [Birkmeier y Overhage,
2010]. Son muchos los que, conociendo ya la sema´ntica y notacio´n gra´fica de UML, optan por
los diagramas de actividad para el modelado de procesos de software.
Una vez introducido el contexto de los diagramas de actividad de UML, procederemos a la
realizacio´n del me´todo definido en la seccio´n anterior. Definimos UML-DA como el lenguaje,
que dispone de una sintaxis abstracta, que es la parte del metamodelo que hace referencia a las
actividades y las acciones, y una sintaxis concreta, que es su notacio´n gra´fica.
Los dos primeros pasos del me´todo consisten en descubrir el metamodelo de UML-DA y
disponer de e´l en te´rminos de MOF. Ambos pasos son relativamente sencillos en el caso de este
lenguaje puesto que en su especificacio´n as´ı se definen. Para facilitar su uso en el siguiente paso,
se han reagrupado los conceptos de UML-DA que se van a utilizar en la realizacio´n del me´todo,
como se puede observar en la figura 5.4 1.
El tercer paso del me´todo consiste en la alineacio´n sema´ntica, esto es, en investigar las co-
rrespondencias entre el metamodelo de UML 2.5, en lo referente a Diagramas de Actividad, e
INROMA en busca de las equivalencias conceptuales entre ambos. En la tabla 5.1 aparecen tales









Tabla 5.1: Correspondencias entre INROMA y UML-Diagramas de Actividad
1El metamodelo aqu´ı reflejado es un subconjunto del metamodelo completo de UML Superstructure. Para
consultar el metamodelo completo se sugiere acudir a la especificacio´n [OMG, 2011b]
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5.3.3. Business Process Model and Notation, BPMN
Bussiness Process Model and Notation (BPMN) [OMG, 2010] es una notacio´n gra´fica para
la representacio´n de modelos de procesos de negocio, inicialmente desarrollada por la Business
Process Management Initiative [BPMI.org y OMG, 2006], adoptada por el Object Management
Group (OMG) en 2006 para su estandarizacio´n, y actualmente es mantenida y evolucionada
por dicho grupo. Se ha convertido, por tanto, en la apuesta de OMG para la representacio´n de
procesos de negocio frente a otras opciones como podr´ıan ser los Diagramas de Actividad de
UML [Birkmeier y Overhage, 2010], de forma que se establece el diferente campo de accio´n de
ambos esta´ndares: mientras BPMN se enfoca hacia los procesos de negocio, los diagramas de
actividad de UML lo hace hac´ıa el disen˜o de software, con lo que no son competencia entre s´ı,
sino que ofrecen vistas diferentes de los sistemas [Cibran, 2009].
BPMN fue desarrollado con el objetivo de disponer de una notacio´n que fuera entendible por
todos los usuarios de procesos de negocio, desde los analistas que crean los primeros borradores
de los procesos hasta los desarrolladores responsables de la implementacio´n de la tecnolog´ıa
sobre la cual esos procesos son ejecutados, y, finalmente, las personas de negocios que gestionan y
monitorizan dichos procesos. Es decir, con el desarrollo de BPMN se buscaba disminuir la brecha
existente entre los departamentos de tecnolog´ıas de la informacio´n (Information Technologies,
IT) y de negocio [Weske, 2007].
Actualmente se encuentra en su versio´n 2.0, y su aplicacio´n en la industria y en la academia
esta´ ampliamente probada [Recker, 2010], llegando a convertirse en un esta´ndar de facto para
la representacio´n de los procesos de negocio. Entre otras, una de las aportaciones de esta ver-
sio´n respecto a la anterior es la definicio´n de su metamodelo de manera formal, lo que facilita
enormemente su adopcio´n en un contexto MDE y, por tanto, su utilizacio´n en este trabajo de
tesis. Son estos factores, su amplio uso por parte de la industria del software y la existencia de
un metamodelo formal, los que han influido en su eleccio´n como uno de los tres lenguajes de
modelado de procesos de software elegidos en este apartado.
Los modelos de BPMN representan, t´ıpicamente, el flujo de control de actividades, las or-
ganizaciones y los roles involucrados en ellas, as´ı como los mensajes que se intercambian. Los
elementos de BPMN se encuentran agrupados en cinco categor´ıas ba´sicas que son Objetos de
Flujo (Flow Objects), Datos (Data), Objetos de Conexion (Connecting Objects), Calles (Swim-
lanes) y Artefactos (Artifacts). Los Objetos de Flujo son los ma´s ba´sicos elementos usados en la
creacio´n de diagramas de procesos de negocio. Los Datos se utilizan para mostrar la informacio´n
que se utiliza a lo largo del proceso de negocio. Los Objetos de Conexio´n son los utilizados
para interconectar Objetos de Flujo mediante diferentes tipos de flechas. Las Calles son usadas
para agrupar actividades en categor´ıas separadas por diferentes responsabilidades funcionales,
y, finalmente los Artefactos, pueden ser an˜adidos para ofrecer una mayor informacio´n a lo que se
procesa o incluso comentarios. Esta´ fuera del alcance de este trabajo de tesis referirnos a cada
uno de los elementos de la especificacio´n de BPMN de forma ma´s detallada, aunque s´ı trataremos
alguno de estos elementos de manera ma´s minuciosa.
Una vez introducido el contexto de BPMN procederemos a la realizacio´n del me´todo definido
en la seccio´n anterior. Se establece que el lenguaje es BPMN, el cual dispone de una sintaxis
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abstracta que es su propio metamodelo, y una sintaxis concreta, que es la notacio´n gra´fica con
la que se representa cada elemento y que puede consultarse en la propia especificacio´n [OMG,
2010].
Al igual que en el caso anterior, los dos primeros pasos del me´todo consisten en descubrir
el metamodelo de BPMN y disponer de e´l en te´rminos de MOF. De nuevo, ambos pasos son
relativamente sencillos en el caso de este lenguaje puesto que en su especificacio´n as´ı se definen.
En la figura 5.5 se han reagrupado el subconjunto de los conceptos del metamodelo BPMN que
van a ser utilizados durante la realizacio´n del me´todo2.
A continuacio´n, el tercer paso del me´todo consiste en la alineacio´n sema´ntica, esto es, en
investigar las correspondencias entre el metamodelo de BPMN 2.0 y el de INROMA en busca de
dichas equivalencias conceptuales. En la tabla 5.2 aparecen tales correspondencias, lo que viene










Tabla 5.2: Correspondencias entre INROMA y BPMN 2.0
2El metamodelo aqu´ı reflejado es un subconjunto del metamodelo completo de BPMN. Para consultar el
metamodelo completo se sugiere acudir a la especificacio´n [OMG, 2010]
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5.3.4. Integration DEFinition, IDEF3
El conjunto de lenguajes de modelado IDEF [IDEF, 1995] surgio´ en la de´cada de los 70,
auspiciado por el programa U.S. Air Force Integrated Computer Aided Manufacturing (ICAM).
El objetivo de ICAM era aprovechar la tecnolog´ıa informa´tica para incrementar la productividad
de fabricacio´n. Una suposicio´n fundamental del programa fue la necesidad de disponer de un
me´todo de modelado para soportar el disen˜o y ana´lisis de los sistemas poderoso, pero al mismo
tiempo fa´cilmente utilizable. Por ello el programa emprendio´ el desarrollo de los me´todos IDEF
que, inicialmente incluyen: un me´todo de modelado de funcio´n (IDEF0), un me´todo de modelado
de datos o conceptos (IDEF1), un me´todo de especificacio´n del modelo de simulacio´n (IDEF2).
Adicionalmente, ma´s adelante se desarrollo´ el me´todo de modelado de procesos (IDEF3), que
es el que va a ocupar nuestra atencio´n. Asimismo existen dos me´todos adicionales IDEF4, que
es un me´todo de disen˜o de software orientado a objetos, e IDEF5, que constituye un me´todo
de ingenier´ıa y adquisicio´n de conocimiento [Menzel y Mayer, 1998] [Kim et al., 2003] [Noran,
2000].
El IDEF3 Process Description Capture Method fue creado espec´ıficamente para capturar
descripciones de secuencias ordenadas de actividades o eventos. El principal objetivo era pro-
porcionar un me´todo estructurado mediante el cual un experto de dominio puede expresar co-
nocimiento sobre la operacio´n de un particular sistema u organizacio´n y que les permita reflejar
las relaciones de precedencia y causalidad entre las diferentes actividades, algo que era imposible
de expresar en los me´todos IDEF previos (IDEF0, IDEF1, IDEF1X e IDEF2).
Una vez introducido el contexto de IDEF3, procederemos a la realizacio´n del me´todo definido
en la seccio´n anterior. En este caso definimos IDEF3 como lenguaje el cual, como los anteriores,
dispone de una sintaxis abstracta y una sintaxis concreta.
A diferencia de los dos casos anteriores, en la especificacio´n de IDEF3 no esta´ expl´ıcitamente
disponible el metamodelo del lenguaje, por lo que se ha tenido que extraer a partir de dicha
especificacio´n y de los diferentes ejemplos disponibles de procesos que lo utilizan para su mode-
lado. Este paso para este lenguaje en concreto, dadas las caracter´ısticas espec´ıficas de IDEF3,
consistio´ en la recopilacio´n de todos los conceptos existentes y las relaciones entre ellos, a la que
denominamos metamodelo, por ser una representacio´n asbtracta de dicho lenguaje. Una vez ex-
tra´ıdo este metamodelo, en un segundo paso se adecua y se describe de acuerdo a los establecido
para que pueda ser considerado conforme al metamodelo MOF. El resultado se puede observar
en la figura 5.6.
Una vez disponible el metamodelo del lenguaje, de nuevo el tercer paso consiste en investigar
las correspondencias entre IDEF3 e INROMA en busca de sus equivalencias sema´nticas. En la ta-
bla 5.3 aparecen tales correspondencias, lo que viene a ser el resultado de la ejecucio´n del me´todo.
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Tabla 5.3: Correspondencias entre INROMA e IDEF3
5.4. Conclusiones
En este cap´ıtulo se ha presentado de forma detallada el segundo de los elementos clave
que conforman el marco de referencia para facilitar la interoperabilidad y mantenibilidad de
los procesos de software: el me´todo de incorporacio´n de lenguajes a dicho marco. Adema´s de
establecer el contexto de interoperabilidad y MDE en el que se ha definido la arquitectura del
marco de referencia y que influye en gran medida en la definicio´n del me´todo, se ha presentado
de forma detallada dicho me´todo, modela´ndolo con INROMA y mostrando su aplicacio´n con
tres lenguajes de modelado de procesos de software, obteniendo como resultado un conjunto de
correspondencias. Como ya hemos comentado anteriormente, estos lenguajes han sido elegidos
por la disponibilidad que tenemos de ejemplos de procesos reales de empresa modelados con
ellos, lo que nos va a permitir ir utiliza´ndolos a partir de este momento, especialmente en la
validacio´n del marco una vez desarrollado.
Hasta este momento, en el marco de referencia para facilitar la interoperabilidad y manteni-
bilidad de los procesos de software disponemos de INROMA como lenguaje base y del me´todo
para incorporar nuevos lenguajes al mismo. Mediante el me´todo somos capaces de establecer
las correspondencias existentes entre INROMA y cualquier lenguaje que se incluya en el marco.
Sin embargo, todav´ıa falta darle formalidad a dichas correspondencias. Por ello, para completar
definitivamente el marco de referencia que estamos proponiendo en este trabajo de tesis falta
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Cap´ıtulo 6
Las transformaciones en el marco de
referencia
Hasta este punto se han descrito de forma detallada dos de las tres piezas claves que
conforman el mecanismo de referencia para facilitar la interoperabilidad de los procesos de
software, el lenguaje de modelado de procesos de software perteneciente al marco y el me´todo
para incorporar nuevos lenguajes de modelado de procesos de software a dicho marco. Para
finalizar con la descripcio´n de nuestra propuesta de solucio´n faltar´ıa desarrollar la tercera de las
piezas: las transformaciones o reglas de derivacio´n entre modelos que van a ser presentadas a
continuacio´n.
Con este fin el cap´ıtulo se estructura como sigue. En la primera seccio´n se realizara´ una breve
introduccio´n sobre el concepto de transformaciones en MDE, sus principales caracter´ısticas y
alternativas. A continuacio´n se presentara´ la incorporacio´n de las transformaciones al marco
de referencia propuesto, siguiendo las pautas establecidas en el paradigma MDE. En la tercera
seccio´n se desarrollara´n las transformaciones para los lenguajes de modelado de procesos de
software utilizados como ejemplos en el cap´ıtulo anterior, incorporando u´nicamente la explicacio´n
para alguno de los elementos, quedando recogidos en los anexos A, B y C la totalidad de estas
transformaciones. Por u´ltimo, para finalizar este cap´ıtulo, se resumira´n las conclusiones ma´s
relevantes obtenidas en su desarrollo.
6.1. Transformaciones Modelo-a-Modelo en MDE
Las transformaciones, como ya hemos introducido en cap´ıtulos anteriores, son pieza clave
en MDE al igual que lo son los metamodelos. Sin embargo, a diferencia de e´stos, que disponen
de tecnolog´ıas base bien establecidas a partir de las cuales construir metamodelos como MOF
[OMG, 2014a], todav´ıa no existe una base bien establecida sobre la que describir co´mo a partir
de un modelo origen lo transformamos para producir uno destino [Di Ruscio et al., 2012], siendo
muchas las propuestas para llevarlas a cabo y diferentes los criterios para la eleccio´n de una de
106 Las transformaciones en el marco de referencia
estas propuestas frente a otra.
En [Kleppe et al., 2003] se define una transformacio´n Modelo-a-Modelo como la generacio´n
automa´tica de un modelo destino a partir de un modelo origen de acuerdo a un conjunto de
reglas de transformacio´n. Una regla de transformacio´n es una descripcio´n de co´mo una o mas
contrucciones de un lenguaje origen puede ser convertida en una o ma´s construcciones en el len-
guaje destino. Ya hemos comentado anteriormente que el conjunto de reglas de transformacio´n
deber´ıa ser considerado en s´ı como un modelo y, por tanto, estar basado en su correspondien-
te metamodelo o definicio´n abstracta del lenguaje de transformacio´n utilizado. Muchas son las
propuestas que, durante la u´ltima de´cada, se han planteado desde la industria o la academia,
diferencia´ndose principalmente en sus paradigmas, construcciones, enfoques de modelado y so-
porte de herramientas, adema´s de su idoneidad para resolver determinadas problemas, pudiendo
clasificarlas en [Czarnecki y Helsen, 2006]:
Enfoques de manipulacio´n directa. Ofrecen una representacio´n de modelos interna y
algunas APIs para manipularlas. Normalmente ofrecen un marco orientado a objetos y los
usuarios implementan las reglas de transformacio´n mediante un lenguaje de programacio´n.
Enfoque operacional. Muy similar al anterior pero ofrece un soporte ma´s dedicado para
las transformaciones de modelo. Una solucio´n t´ıpica en esta categor´ıa es extender el forma-
lismo de metamodelado utilizado con facilidades para expresar elementos de programacio´n.
En esta categor´ıa estar´ıan incluidos el QVT Operational mappings [OMG, 2011a], XMF 1
y Kermeta [Muller et al., 2005].
Enfoque relacional. Este enfoque agrupa las propuestas declarativas en las que el con-
cepto principal son las relaciones matema´ticas y la resolucio´n de restricciones. Todas estas
propuestas esta´n libres de efectos laterales, a diferencia de lo que ocurre con las operacio-
nales, adema´s de proporcionar de forma natural soporte para la multidireccionalidad de
las reglas. A este grupo pertenece QVT Relations [OMG, 2011a] o AMW [Del Fabro et
al., 2005].
Enfoque h´ıbrido. Las propuestas de este tipo combinan diferentes te´cnicas de ambas
categor´ıas. A este grupo pertenecen ATL [Jouault et al., 2008] [Jouault y Kurtev, 2006] y
ETL [Kolovos et al., 2008], los cuales envuelven cuerpos imperativos en sentencias decla-
rativas.
Enfoque basado en transformacio´n de grafos. Describen la transformacio´n de un
modelo origen a uno destino a trave´s de grafos, con toda la teor´ıa sobre los mismos de
trasfondo. A esta categor´ıa pertenecen AGG [Taentzer, 2004], TGG [Schu¨rr, 1995] o VIA-
TRA2 [Varro´ et al., 2002].
Enfoques basados en reglas. En ellos es posible describir reglas en la forma guarda
- action. Durante su ejecucio´n, las reglas son activadas de acuerdo a sus guardas y no
mediante invocacio´n, y se basan en los lenguajes de reglas tradicionales.
De esta clasificacio´n se desprende que el nu´mero de propuestas planteadas es muy elevado
y la eleccio´n de una por delante de otra resulta bastante ardua. En nuestro caso, nos hemos
1http://www.xactium.com/
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Figura 6.1: Los lenguajes de QVT: relaciones y arquitectura
decidido por QVT como lenguaje de transformacio´n, al ser el esta´ndar propuesto por OMG que,
si bien en su versio´n actual dispone de ciertos aspectos sin resolver, confiamos tenga una mayor
proyeccio´n tanto en la parte conceptual como de soporte en herramientas respaldado por este
organismo de estandarizacio´n.
El esta´ndar Query/View/Transformation, QVT, no es un u´nico lenguaje sino que en su espe-
cificacio´n se definen tres lenguajes diferentes, estableciendo un h´ıbrido declarativo/imperativo,
con la parte declarativa dividida en una arquitectura de dos niveles, tal y como se muestra en
la figura 6.1.
Son muchos los autores que sugieren el uso de diferentes enfoques para distintos problemas
de transformacio´n entre modelos [Romeikat et al., 2008]: los enfoques declarativos son mejores
para especificar simples transformaciones y relaciones entre los elementos de los modelos origen y
destino, mientras que las propuestas imperativas nos permiten resolver problemas de transforma-
cio´n ma´s complejos. En QVT asumen dicha creencia, estableciendo dos lenguajes declarativos,
QVT Relations y QVT Core, y uno imperativo, QVT Operational Mappings, OM.
Relations soporta un complejo mecanismo de coincidencia de patrones (pattern matching)
que de forma impl´ıcita crea instancias para registrar lo que ocurre en una transformacio´n. Ofrece,
por naturaleza, soporte a la bidireccionalidad de las transformaciones, reduciendo el esfuerzo en
la sincronizacio´n de los escenarios. Adema´s, este lenguaje dispone de una sintaxis gra´fica. El
lenguaje Core es ma´s simple, estableciendo la coincidencia de patrones u´nicamente para un
conjunto de variables. Es igual de potente que Relations pero resultar´ıa ma´s farragoso, por lo
que se establece como referencia para la sema´ntica de Relations, el cual, mediante un lenguaje
de transformacio´n propio, puede ser enlazado con Core.
Sin embargo, en muchas ocasiones para la definicio´n de transformaciones complejas no es
posible el uso de un enfoque puramente declarativo [Gardner et al., 2003]. QVT extiende Re-
lations y Core mediante un tercer lenguaje, Operational Mappings, un enfoque imperativo que
proporciona extensiones de OCL [OMG, 2012] con un estilo meramente procedimental. Adema´s,
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deja una puerta abierta al uso de un lenguaje externo de programacio´n, para la implementacio´n
de algoritmos complejos y la reutilizacio´n de librer´ıas externas, mediante el mecanismo de Black-
Box. Este mecanismo, aunque existente, no es muy recomendable por las posibles inconsistencias
que puedan surgir durante su uso.
QVT Relations nos ofrece bidireccionalidad, algo que en el marco de referencia que estamos
desarrollando es fundamental al reducir el esfuerzo de sincronizacio´n que toda transformacio´n
requiere. Tambie´n debemos apuntar que el hecho de contar con una representacio´n gra´fica faci-
lita su comprensio´n y disen˜o a las personas ajenas a la programacio´n. Como hemos apuntado
anteriormente, el enfoque declarativo de Relations no podr´ıa ser utilizado en el caso de disponer
de transformaciones muy complejas, pero en nuestro caso las transformaciones no son tan com-
plicadas como para no hacer uso de toda la potencialidad que nos ofrece. Otro de los aspectos
importante a tener en cuenta es la experiencia del grupo IWT2, en el que se ha desarrollado
este trabajo de tesis, en el uso de QVT frente al resto de las propuestas. Todos estos elementos
han propiciado la eleccio´n de utilizar QVT Relations para las transformaciones del marco de
referencia.
Una vez justificada su eleccio´n, vamos a profundizar en el lenguaje QVT Relations, en su
sintaxis textual y gra´fica, para dejar sentadas las bases sobre las que definiremos las transfor-
maciones en nuestro marco de referencia.
QVT Relations define una sintaxis concreta textual mediante una grama´tica cuya especi-
ficacio´n completa se encuentra en [OMG, 2011a] y de forma muy resumida presentamos en el
algoritmo 6.1.
1 transformation . . . {
2 top relation R {
3 checkonly | enforce domain a . . .
4 checkonly | enforce domain b . . .
5 when { . . . }
6 where { . . . }
7 }
8
9 top relation S . . .
10 relation . . .
11 relation . . .
12 . . .
13 }
Algoritmo 6.1: Versio´n simple de la sintaxis concreta textual de QVT Relations
Una transformation establece las relaciones bidireccionales que existen entre los elementos
de dos modelos. Las top relation son aquellas que deben ejecutarse siempre, mientras que el
resto son invocadas directamente dentro de alguna cla´usula de otra relacio´n. Una relacio´n puede
estar condicionada por dos predicados, las cla´usulas when y where. La primera especifica las
pre-condiciones que deben cumplirse por todos los elementos del modelo que participan en la
relacio´n y puede requerir el cumplimiento de ciertos valores en las variables y sus dominios. La
segunda especifica las condiciones que deben mantenerse en la relacio´n. Cuando una transfor-
macio´n se ejecuta en la direccio´n de un dominio checkonly, implica que tan so´lo se comprueba
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Figura 6.2: Ejemplo ba´sico de la sintaxis concreta gra´fica de QVT Relations
si existe un dominio va´lido en el modelo que satisface la relacio´n. En un dominio enforce, en el
caso de que no existiera (lo que implica que ese chequeo de que en ambos modelos existan los
elementos que cumplen la relacio´n falla), el modelo destino es modificado para poder satisfacer
la relacio´n. Las relaciones incluyen expresiones en las que se establecen los mapeos entre los
elementos del modelo origen y los declarados dentro del dominio que, a su vez, puede incluir
variables libres sin asignar o pueden estar ya con un valor como resultado de la ejecucio´n de
otras evaluaciones o relaciones.
QVT Relations tambie´n incluye una sintaxis gra´fica que complementa a la textual anterior-
mente comentada y que se materializa en los diagramas de transformacio´n como una notacio´n
visual para representar transformaciones, dominios y patrones. Cabe destacar que la notacio´n
gra´fica tambie´n permite el uso de los diagramas de clase UML para representar transformaciones,
si bien se conciben como un subconjunto de los diagramas de transformacio´n.
En la figura 6.2 se presenta gra´ficamente una relacio´n con la sintaxis gra´fica de QVT Re-
lations. En ella se representa de forma gra´fica que una relacio´n se establece entro dos o ma´s
patrones. Cada patro´n es un conjunto de objetos, referencias y valores. La estructura de un
patro´n puede expresarse mediante diagramas de objetos UML, aunque la especificacio´n sugiere
su extensio´n, con los elementos an˜adidos en los diagramas de transformacio´n, como: la definicio´n
de dominios (clases, objetos y valores), las relaciones entre dominios (anotadas como C en el
caso de checkonly o E en para endforce), elementos que aparecen en el primer recuadro de la
transformacio´n, as´ı como las relaciones (non-top) a ejecutar en las cla´usulas when, reflejadas
en el segundo recuadro, y where, que son visibles en el tercer recuadro.
Teniendo en cuenta que lo que pretende el marco de referencia es facilitar la interoperabilidad
de modelos de procesos, se ha decidido que la direccio´n hacia INROMA sea de tipo enforce,
para que en el caso de que fuera la primera vez que se realizara la transformacio´n para ese
proceso y no existiera, este proceso fuera creado. En la direccio´n opuesta, desde INROMA hacia
cualquiera de los lenguajes de modelado de procesos de software con el que se este´n constitu-
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Figura 6.3: Las tranformaciones en el marco de referencia
yendo las transformaciones, se establece una relacio´n anotada como checkonly para no realizar
modificaciones en el proceso de software modelado en el lenguaje original pero s´ı anotar las
diferencias. De esta forma, los procesos siguen estando modelados en el lenguaje de modelado
de procesos de software definido por la organizacio´n y su reflejo o traduccio´n a INROMA u´nica-
mente se utiliza para el momento en el que se quiera interoperar con otros procesos modelados
con lenguajes diferentes al del proceso en cuestio´n.
Una vez establecida la base teo´rica, a continuacio´n se va a desarrollar las transformaciones
y la forma en la que con ellas se va a trabajar en el marco de referencia para facilitar la
interoperabilidad y la mantenibilidad de los modelos de procesos de software.
6.2. Las transformaciones en el marco de referencia
Una vez introducidas las transformaciones, a continuacio´n se expone la manera en la que
pasan a convertirse en la tercera de las piezas clave del marco de referencia. Al igual que hemos
hecho con el me´todo, definimos mediante un modelo INROMA en el que se recoge la generacio´n
de las tranformaciones.
As´ı, en la figura 6.3 se observa co´mo a partir de las correspondencias obtenidas con el me´todo
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del marco de referencia se definen las transformaciones oportunas en QVT Relations mediante
la actividad Generacio´n de transformaciones. Para ello, para cada lenguaje incorporado en el
marco de referencia se establecera´ una top relation en la que se establece la relacio´n entre el
concepto Process de INROMA y su correspondencia en la tabla de correspondencias. En ella
se establece las relaciones Activity, Initial, Final, Conditional e Indicator de INROMA con su
elemento correspondiente. Y, dentro de la relacio´n de Activity, se hace lo propio con Product,
ProcessSequence y Stakeholder.
Para ilustrar claramente la forma en la que se definen las transformaciones, en la siguiente
seccio´n se generan las transformaciones para los lenguajes de modelado de procesos de software
utilizados en el cap´ıtulo 5, mostrando alguna de ellas, las ma´s representativas, como ejemplos de
uso. La totalidad de las transformaciones definidas para dichos lenguajes se encuentran recogidas
en los anexos A , B y C.
6.3. Las transformaciones en la pra´ctica: Ejemplos de aplicacio´n
Seguidamente vamos a exponer en mayor detalle co´mo se van llevar a cabo las transformacio-
nes entre los lenguajes de modelado de procesos de software incorporados al marco de referencia
mediante el me´todo definido para tal fin y el lenguaje INROMA. Para ello, utilizaremos como
ejemplos los lenguajes seleccionados en el cap´ıtulo anterior, es decir, los diagramas de actividad
de UML2.0, BPMN e IDEF, y atendiendo a las tablas de correspondencia igualmente presen-
tadas, haremos uso del lenguaje QVT Relations para establecer las transformaciones modelo a
modelo bidireccionales entre cada uno de los lenguajes e INROMA, utilizando tanto la sintaxis
textual como la gra´fica.
6.3.1. Transformaciones INROMA - Diagramas de Actividad UML
Seguidamente vamos a exponer las principales relaciones necesarias para establecer la trans-
formacio´n entre INROMA y los Diagramas de Actividad de UML. El listado completo de las
mismas se encuentra detallado en el anexo A.
La transformacio´n tiene una u´nica relacio´n principal obligatoria que establece la correspon-
dencia entre las actividades de UML y los procesos de INROMA, cuya vista gra´fica se observa
en la figura 6.4. En ella, atendiendo al v´ınculo entre las metaclases Activity de UML y Process
de INROMA, realizamos el mapeo a trave´s del nombre, lo que se repetira´ para todos los len-
guajes a incorporar en el marco de referencia. Se mantiene el criterio establecido en la definicio´n
de transformaciones dentro del marco de referencia en lo relativo a las anotaciones checkonly
y enforce en las direcciones hacia UML e INROMA respectivamente. De nuevo esta relacio´n
principal es la encargada de invocar a las que llenan las actividades (MapActivities), el estado
inicial (MapInitial), los estados finales (MapFinal) y los condicionales (MapConditional). Cabe
destacar que la ausencia de indicadores en los diagramas de actividad de UML hace inviable
establecer la correspondencia con las metaclases Metric e Indicator de INROMA.
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Figura 6.4: Vista QVT Relations de la relacio´n Activity2Process en la transformacio´n
UML2INROMA
La notacio´n textual de esta relacio´n se detalla en el algoritmo 6.2.
1 top relation Act iv i ty2Proce s s
2 {
3 act iv i tyName : S t r ing ;
4 checkonly domain umlmodel umlAct iv i ty : uml : : Ac t i v i ty
5 {
6 name = act iv i tyName
7 } ;
8 enforce domain inromamodel inromaProcess : inroma : : Process
9 {
10 name = act iv i tyName
11 } ;
12 where {
13 MapAct iv i t i e s ( umlActivity , inromaProcess ) ;
14 MapIn i t i a l ( umlActivity , inromaProcess ) ;
15 MapFinal ( umlActivity , inromaProcess ) ;
16 MapConditional ( umlActivity , inromaProcess ) ;
17 −− No e x i s t e n I n d i c a t o r s en UML, no es p o s i b l e r e a l i z a r e l mapeo
18 −− MapIndicators ( umlAct iv i ty , inromaProcess ) ;
19 }
20 }
Algoritmo 6.2: Relacio´n principal para la transformacio´n UML2INROMA
A modo de ejemplo, en la figura 6.5 se observa la relacio´n encargada de mapear las actividades
(MapActivities) en la transformacio´n UML2INROMA. Dado que viene invocada por la relacio´n
principal, los dominios de la actividad en UML y el proceso en INROMA ya esta´n establecidos.
En este caso vamos a establecer una correspondencia entre las metaclases Action de los dia-
gramas de actividad de UML y Activity de INROMA. Para ello, desde la Activity de UML iremos
a trave´s de la relacio´n node para encontrar las Action, y vincularemos su nombre. En el caso de
INROMA, utilizaremos la relacio´n elements para llegar a las Activity. Fijados la actividad (en
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Figura 6.5: Vista QVT Relations de la relacio´n MapActivities en la transformacio´n
UML2INROMA
UML) y el proceso (en INROMA), as´ı como la accio´n (en UML) y la actividad (en INROMA),
esta relacio´n invoca a las encargadas de vincular los productos de entrada (MapInputProduc-
tsOfActivity) o salida (MapOutputProductsOfActivity), as´ı como de establecer la secuencia de
las mismas (MapIncomingSequence y MapOutgoingSequence). Debido a que en los diagramas de
actividad de UML no existe un v´ınculo con los actores, no es posible llevar a cabo el mapeo de
la metaclase Stakeholder de INROMA.
La notacio´n textual queda detallada en el algoritmo 6.3.
1 relation MapAct iv i t i e s
2 {
3 actionName : S t r ing ;
4 checkonly domain umlmodel umlAct iv i ty : uml : : Ac t i v i ty
5 {
6 node = umlAction : uml : : Action {name = actionName}
7 } ;
8 enforce domain inromamodel inromaProcess : inroma : : Process
9 {
10 e lements = inromaAct iv i ty : inroma : : Ac t i v i ty { name = actionName }
11 } ;
12 where {
13 MapInputProductsOfActivity ( umlAction , inromaAct iv i ty ) ;
14 MapOutputProductsOfActivity ( umlAction , inromaAct iv i ty ) ;
15 −− No e x i s t e r e l a c i o´ n en t re un Actor y l o s diagramas de a c t i v i d a d en UML,
no es p o s i b l e r e a l i z a r e l mapeo
16 −−MapStakeho ldersOfAct iv i ty ( umlAction , inromaAct iv i ty ) ;
17 MapIncomingSequence ( umlAction , inromaAct iv i ty ) ;
18 MapOutgoingSequence ( umlAction , inromaAct iv i ty ) ;
19 }
20 }
Algoritmo 6.3: Relacio´n MapActivities para la transformacio´n UML2INROMA
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Figura 6.6: Vista QVT Relations de la relacio´n Process2Process en la transformacio´n
BPMN2INROMA
6.3.2. Transformaciones INROMA - Business Process Model and Notation,
BPMN
En esta seccio´n vamos a presentar algunas de las relaciones establecidas para realizar la
transformacio´n bidireccional entre INROMA y BPMN, atendiendo a la tabla de correspondencias
presentada en el cap´ıtulo anterior. El listado completo de las mismas puede verse en el anexo B.
La transformacio´n tiene una u´nica relacio´n principal, obligatoria (top relation), que esta-
blece las correspondencias entre los procesos. En el algoritmo 6.4 se detalla su notacio´n textual
y su representacio´n gra´fica puede observarse en la figura 6.6.
1 top relation Proces s2Proces s
2 {
3 processName : S t r ing ;
4 checkonly domain bpmnmodel bpmnProcess : bpmn2 : : Process
5 {
6 name = processName
7 } ;
8 enforce domain inromamodel inromaProcess : inroma : : Process
9 {
10 name = processName
11 } ;
12 where {
13 MapAct iv i t i e s ( bpmnProcess , inromaProcess ) ;
14 MapIn i t i a l ( bpmnProcess , inromaProcess ) ;
15 MapFinal ( bpmnProcess , inromaProcess ) ;
16 MapConditional ( bpmnProcess , inromaProcess ) ;
17 −− No e x i s t e n I n d i c a t o r s en BPMN, no es p o s i b l e r e a l i z a r e l mapeo
18 −− MapIndicators ( bpmnProcess , inromaProcess ) ;
19 }
20 }
Algoritmo 6.4: Relacio´n principal para la transformacio´n BPMN2INROMA
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En ella de nuevo, atendiendo al v´ınculo entre las metaclases Process de BPMN y de INROMA,
realizamos el mapeo a trave´s del nombre. En estas transformaciones nuevamente se mantiene el
criterio en lo relativo a las anotaciones checkonly y enforce en las direcciones hacia BPMN e
INROMA respectivamente.
Esta relacio´n principal hace que se ejecuten otra serie de relaciones, que tendra´n prefijado
el dominio de los procesos y que se explicitan bajo la cla´usula where. En particular, la que se
encarga del mapeo de las actividades (MapActivities), el estado inicial (MapInitial), los estados
finales (MapFinal) y los condicionales (MapConditional). Cabe destacar que debido a la ausencia
de indicadores o me´tricas dentro del metamodelo de BPMN, no es posible realizar un mapeo a
las metaclases Metric e Indicator de INROMA.
A modo de ejemplo, describimos la relacio´n MapActivities, la encargada de mapear las acti-
vidades dentro de la transformacio´n BPMN2INROMA, cuya notacio´n textual de dicha relacio´n
queda detallada en el algoritmo 6.5.
1 relation MapAct iv i t i e s
2 {
3 taskName : S t r ing ;
4 checkonly domain bpmnmodel bpmnProcess : bpmn2 : : Process
5 {
6 f lowElements = bpmnTask : bpmn2 : : Task {name = taskName}
7 } ;
8 enforce domain inromamodel inromaProcess : inroma : : Process
9 {
10 e lements = inromaAct iv i ty : inroma : : Ac t i v i ty { name = taskName }
11 } ;
12 where {
13 MapInputProductsOfActivity (bpmnTask , inromaAct iv i ty ) ;
14 MapOutputProductsOfActivity (bpmnTask , inromaAct iv i ty ) ;
15 MapStakeholdersOfActiv ity (bpmnTask , inromaAct iv i ty ) ;
16 MapIncomingSequence (bpmnTask , inromaAct iv i ty ) ;
17 MapOutgoingSequence (bpmnTask , inromaAct iv i ty ) ;
18 }
19 }
Algoritmo 6.5: Relacio´n MapActivities para la transformacio´n BPMN2INROMA
Dado que viene invocada por la relacio´n principal, los dominios del proceso ya esta´n estable-
cidos. En este caso vamos a establecer una correspondencia entre las metaclases Task de BPMN
y Activity de INROMA. Para ello, desde el proceso iremos a trave´s de la relacio´n flowElements
para encontrar las Task, y vincularemos su nombre. En el caso de INROMA utilizaremos la rela-
cio´n elements para llegar a las Activity. Fijados el proceso (en BPMN e INROMA), la tarea (en
BPMN) y la actividad (en INROMA), esta relacio´n invoca a otras que sera´n las encargadas de
vincular los productos de entrada (MapInputProductsOfActivity) o salida (MapOutputProduc-
tsOfActivity), los stakeholders (MapStakeholdersOfActivity), as´ı como de establecer la secuencia
de las mismas (MapIncomingSequence y MapOutgoingSequence). Debido a que en BPMN no se
establece la responsabilidad de una tarea, hemos establecido la correspondencia como partici-
pante, sin establecer ningu´n responsable. En la figura 6.7 se puede observar la representacio´n
gra´fica de la relacio´n MapActivities de la transformacio´n BPMN2INROMA.
116 Las transformaciones en el marco de referencia
Figura 6.7: Vista QVT Relations de la relacio´n MapActivities en la transformacio´n
BPMN2INROMA
Figura 6.8: Vista QVT Relations de la relacio´n Scenario2Process en la transformacio´n
IDEF2INROMA
6.3.3. Transformaciones INROMA - Integration DEFinition, IDEF
Por u´ltimo presentamos algunas relaciones dentro de la transformacio´n entre INROMA e
Integration DEFinition, cuyo detalle se encuentra reflejado en el anexo C.
La transformacio´n tiene una u´nica relacio´n principal obligatoria que establece la correspon-
dencia entre un escenario de IDEF3 y los procesos de INROMA, cuya vista gra´fica de la relacio´n
Scenario2Process puede verse en la figura 6.8. De nuevo, en estas transformaciones se mantiene
el criterio en lo relativo a las anotaciones checkonly y enforce en las direcciones hacia IDEF3
e INROMA respectivamente. Esta relacio´n principal sera´ la encargada de, a trave´s de la cla´usula
where de QVT, lanzar el resto de relaciones como la que mapea las Unit of Behaviors y los
Conditional. En esta ocasio´n no so´lo no podremos establecer correspondencias con los indicado-
res, sino que tampoco estableceremos las mismas en relacio´n a los estados iniciales y finales, al
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Figura 6.9: Vista QVT Relations de la relacio´n MapUnitOfBehaviors en la transformacio´n
UML2INROMA
estar ausentes en IDEF3. La notacio´n textual de esta relacio´n se detalla en el algoritmo 6.6.
1 top relation Scenar io2Proce s s
2 {
3 scenarioName : S t r ing ;
4 checkonly domain ide fmode l i d e f S c e n a r i o : i d e f 3 : : Scenar io
5 {
6 name = scenarioName
7 } ;
8 enforce domain inromamodel inromaProcess : inroma : : Process
9 {
10 name = scenarioName
11 } ;
12 where {
13 MapUnitOfBehaviors ( i d e f S c e n a r i o , inromaProcess ) ;
14 −− No e x i s t e I n i c i a l ni Fina l en IDEF3 , no es p o s i b l e r e a l i z a r e l mapeo
15 −− M a p I n i t i a l ( i d e f S c e n a r i o , inromaProcess ) ;
16 −− MapFinal ( i d e f S c e n a r i o , inromaProcess ) ;
17 MapConditional ( i d e f S c e n a r i o , inromaProcess ) ;
18 −− No e x i s t e n I n d i c a t o r s en IDEF3 , no es p o s i b l e r e a l i z a r e l mapeo
19 −− MapIndicators ( i d e f S c e n a r i o , inromaProcess ) ;
20 }
21 }
Algoritmo 6.6: Relacio´n principal para la transformacio´n IDEF2INROMA
A modo de ejemplo, describiremos la relacio´n encargada de mapear las Unit of Behaviours
con las actividades en la transformacio´n IDEF2INROMA, denominada MapUnitOfBehaviors, y
cuya representacio´n gra´fica puede observarse en la figura 6.9.
Dado que viene invocada por la relacio´n principal, los dominios del escenario en IDEF3 y el
proceso en INROMA ya esta´n establecidos. En este caso vamos a establecer una corresponden-
cia entre las metaclases Unit of Behavior de IDEF3 y Activity de INROMA. Para ello, desde el
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Scenario de IDEF3 iremos a trave´s de la relacio´n flowElements para encontrar las UOB, y vin-
cularemos su nombre a trave´s del atributo label. En el caso de INROMA, seguiremos la relacio´n
elements para llegar a las Activity. Establecidos el estereotipo (en IDEF3) y el proceso (en IN-
ROMA), as´ı como la UOB (en IDEF) y la actividad (en INROMA), esta relacio´n a trave´s de la
cla´usula where invoca a las relaciones encargadas de establecer las correspondencia entre los pro-
ductos de entrada (MapInputProductsOfActivity) y de salida (MapOutputProductsOfActivity),
as´ı como de establecer la secuencia de las mismas (MapIncomingSequence y MapOutgoingSe-
quence). Al igual que ocurr´ıa en los diagramas de actividad de UML, en IDEF3 no se establece
el concepto de Stakeholders por lo que no es posible llevar a cabo el mapeo de la metaclase
Stakeholder de INROMA. Al igual que en ejemplos anteriores, detallamos la notacio´n textual
de esta relacio´n en el algoritmo 6.7.
1 relation MapUnitOfBehaviors
2 {
3 uobName : S t r ing ;
4 checkonly domain ide fmode l i d e f S c e n a r i o : i d e f 3 : : Scenar io
5 {
6 f lowElements = idefUOB : i d e f 3 : :UOB { l a b e l = uobName}
7 } ;
8 enforce domain inromamodel inromaProcess : inroma : : Process
9 {
10 e lements = inromaAct iv i ty : inroma : : Ac t i v i ty { name = uobName }
11 } ;
12 where {
13 MapInputProductsOfActivity ( idefUOB , inromaAct iv i ty ) ;
14 MapOutputProductsOfActivity ( idefUOB , inromaAct iv i ty ) ;
15 −− No e x i s t e n S t a k e h o l d e r s en IDEF3 , no es p o s i b l e r e a l i z a r e l mapeo
16 −− MapStakeho ldersOfAct iv i ty ( idefUOB , inromaAct iv i ty ) ;
17 MapIncomingSequence ( idefUOB , inromaAct iv i ty ) ;
18 MapOutgoingSequence ( idefUOB , inromaAct iv i ty ) ;
19 }
20 }
Algoritmo 6.7: Relacio´n MapUnitOfBehaviors para la transformacio´n IDEF2INROMA
6.4. Conclusiones
En este cap´ıtulo hemos visto de forma detallada co´mo se generan las transformaciones para
ser incorporadas en nuestro marco de referencia. Dichas transformaciones constituyen el conjunto
de reglas de derivacio´n entre INROMA y cualquier lenguaje de modelado de procesos de software
que se desee incorporar al marco de referencia, y sera´ necesaria su generacio´n para cada nuevo
lenguaje. Adema´s, para ilustrar la forma en la que se establecen dichas transformaciones, a modo
de ejemplo hemos mostrado las ma´s representativas correspondientes a los lenguajes de modelado
de procesos de software utilizados en el cap´ıtulo 5. La totalidad de las transformaciones definidas
para dichos lenguajes se encuentran recogidas en los anexos A , B y C.
En este punto las tres bases sobre las que se sustenta el marco de referencia para facilitar la
interoperabilidad y la mantenibilidad de modelos de procesos de software ya han sido definidas,
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por lo tanto, la propuesta de solucio´n ya se ha desarrollado desde el punto de vista teo´rico. Sin
embargo, si nuestra pretensio´n es la utilizacio´n pra´ctica del mismo, con el objetivo de hacer
llegar los beneficios de dicho marco a las organizaciones de software, es necesario definir una
herramienta de soporte que lo implemente. Este sera´ el objetivo a tratar en el siguiente cap´ıtulo.
Los lenguajes de modelado de procesos de software utilizados como ejemplo en este cap´ıtulo y el
anterior van a ser utilizados con el marco de referencia, tanto en la exposicio´n de la herramienta
como en los ejemplos de los casos de estudio, de ah´ı, como ya hemos comentado en varias
ocasiones, su eleccio´n.
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Cap´ıtulo 7
MONETA: Herramienta de soporte
para el marco de referencia
En los tres cap´ıtulos anteriores se ha profundizado en el desarrollo de la propuesta de
solucio´n de este trabajo de tesis con el objetivo de conformar un marco de referencia para
facilitar la interoperabilidad y la mantenibilidad de los modelos de procesos de software. Para
ello se ha ido trabajando en los tres fundamentos o piezas claves sobre los que se sustenta
dicho marco: un lenguaje de modelado de procesos de software para el marco, al que hemos
denominado INROMA, un me´todo para la incorporacio´n de lenguajes de modelado de procesos
de software y las transformaciones para poder operar en dicho marco.
Una vez finalizada la exposicio´n teo´rica sobre la que se desarrolla nuestra propuesta, todav´ıa
no hemos cumplido con la totalidad de los objetivos que nos marcamos en su comienzo. Una
de nuestras pretensiones principales era la de que este marco pudiera ser llevado a la pra´ctica y
de e´l se beneficiaran en su utilizacio´n diferentes organizaciones de software, ya fueran empresas
dedicadas al desarrollo y mantenimiento de software o departamentos de software dentro de
empresas ma´s grandes. Para ello se nos plantea la necesidad de desarrollar una herramienta de
soporte que implemente el marco de referencia que tan minuciosamente hemos definido. A esta
herramienta la hemos denominado MONETA, y el objetivo de este cap´ıtulo es tratar de mostrar
en profundidad co´mo dicha herramienta da soporte al marco de referencia.
Para conseguir este objetivo el presente cap´ıtulo se estructura como sigue. En la primera
seccio´n se detalla cua´l va a ser el entorno de desarrollo y ejecucio´n de MONETA y las causas
de su eleccio´n, exponiendo claramente co´mo dicho entorno va a dar soporte a la herramienta
que se desea desarrollar. A continuacio´n se presenta de forma detallada co´mo la herramienta
MONETA da soporte a los tres elementos claves que estamos mencionando en todo momento.
En la tercera seccio´n se realizara´ la validacio´n con las situaciones reales que han justificado la
realizacio´n de este trabajo de tesis y que fueron descritas en los cap´ıtulos iniciales, utilizando
MONETA como implementacio´n de la solucio´n propuesta para ello. Por u´ltimo, en la u´ltima
seccio´n se mencionan las conclusiones ma´s relevantes del cap´ıtulo.
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7.1. Entorno de trabajo para MONETA: Enterprise Architect
A la hora de hacer el planteamiento para el desarrollo de la herramienta MONETA se dis-
pon´ıa, como suele ser habitual en la elaboracio´n de cualquier aplicacio´n software, de dos alter-
nativas sobre las que fundamentarnos:
Por un lado, la posibilidad de disen˜ar e implementar una herramienta desde cero (from
scratch), que disponga de las capacidades de modelado de procesos, a ser posible con una
interfaz gra´fica, y ejecucio´n de las transformaciones;
La otra opcio´n consiste en tomar como base una herramienta ya existente en el mercado que
nos ofrezca los mecanismos ba´sicos de modelado y que admita la inclusio´n de complementos
o extensiones, lo que nos permitir´ıa a nosotros como desarrolladores externos ampliar las
funciones ba´sicas que ofrece.
Ambas opciones tienen sus ventajas e inconvenientes. En la primera opcio´n, la principal
ventaja consiste en controlar la herramienta desarrollada en su totalidad, incluyendo las futuras
evoluciones, a modo de versiones o adaptaciones de la misma, algo de lo que no se dispone en
el caso de optar por una herramienta externa como base, puesto que estamos sujetos a la forma
de evolucionar comercialmente el producto que el propietario de la misma elija. Sin embargo, el
desarrollar una herramienta de estas caracter´ısticas desde la nada supone un esfuerzo demasiado
grande para llegar a un nivel similar al de las herramientas de este tipo que existen en el mercado.
Hace ya unos an˜os, el grupo IWT2, en el que se encuadra el trabajo de esta tesis, opto´ por
utilizar Enterprise Architect [SparxSystems, 2014] como base para sus desarrollos e investiga-
ciones en el a´mbito de MDE. Esta decisio´n se fundamento´ en un estudio llevado a cabo por el
grupo para la Consejer´ıa de Cultura y Deporte de la Junta de Andaluc´ıa [IWT2 y Consejeria de
Cultura de la Junta de Andalucia, 2013], donde se realizaba una comparativa de nueve herra-
mientas de modelado de acuerdo a un esquema de caracterizacio´n en el que se ten´ıan en cuenta
aspectos tales como la compatibilidad con UML, el soporte a mecanismos de extensio´n de UML
para la definicio´n de nuevos perfiles, la generacio´n sistema´tica de modelos y co´digo a partir de
otros modelos, la generacio´n de documentacio´n de forma automa´tica o el soporte para la gestio´n
del ciclo de vida del software en grandes proyectos.
En dicho estudio se conclu´ıa que Enterprise Architect era la herramienta de mejor relacio´n
calidad/precio que soportaba todas las caracter´ısticas del marco comparativo, por lo que fue ele-
gida como aquella a utilizar en los desarrollos del grupo. As´ı, con la eleccio´n de una herramienta
comercial de estas caracter´ısticas, IWT2 dispon´ıa de una base so´lida y de garant´ıas para el
desarrollo de los proyectos de transferencia con empresas y organismos pu´blicos y privados, con
la posibilidad de incluir las extensiones necesarias derivadas de los resultados de sus proyectos
de investigacio´n.
En este contexto se fundamenta la eleccio´n de Enterprise Architect como el entorno de tra-
bajo para el desarrollo de MONETA puesto que, tal y como ha quedado patente a lo largo de
toda la memoria, una de nuestras aspiraciones es la aplicacio´n y transferencia de los resultados
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de este trabajo de tesis a empresas. No obstante, nos gustar´ıa resen˜ar que, aunque u´nicamente
se haya utilizado como una validacio´n de las pruebas de concepto de lo que aqu´ı estamos pro-
poniendo, tambie´n hemos hecho uso del entorno Eclipse [The Eclipse Foundation, 2014b] y sus
diferentes extensiones para el modelado, metamodelado y definicio´n de transformaciones (Euge-
nia [The Eclipse Foundation, 2014c], QVTMedini [IKV++, 2011], BPMN Modeler [The Eclipse
Foundation, 2014a], Papyrus [The Eclipse Foundation, 2015], etc.) comprobando la viabilidad
de su posible eleccio´n como herramienta base.
7.1.1. An˜adir un nuevo lenguaje en Enterprise Architect
Como ma´s adelante detallaremos, la posibilidad de poder ir incorporando nuevos lenguajes
en MONETA y, por tanto, que este requerimiento estuviera soportado por Enterprise Architect,
consist´ıa en otro de los elementos clave para su eleccio´n. Enterprise Architect dispone de un
conjunto de lenguajes que ya vienen integrados en su distribucio´n comercial, entre los que se
encuentran tanto BPMN como los diferentes diagramas de UML, y adema´s dispone de una fun-
cionalidad para la definicio´n de perfiles UML. Veamos a continuacio´n co´mo dicha funcionalidad
satisface nuestra necesidad de incorporar nuevos lenguajes de modelado de procesos de software
en MONETA.
Ya hemos referido en cap´ıtulos anteriores que un lenguaje de modelado de procesos de soft-
ware deber´ıa tener una sintaxis concreta y una sintaxis abstracta, siendo esta u´ltima su meta-
modelo. Para la definicio´n de sintaxis concretas [Brambilla et al., 2012] existen dos alternativas
claramente diferenciadas:
Definir un nuevo lenguaje espec´ıfico de dominio, desde la nada, al que podemos aportar
toda la expresividad y sema´ntica propia del mismo; o bien,
Extender UML con nuevos conceptos o modificando alguno de ellos, aprovechando de esta
forma su sema´ntica. El mecanismo de extensio´n que el esta´ndar ofrece se denomina perfil
UML [Fontoura et al., 2000], y esta opcio´n nos ofrece una doble ventaja: por un lado, UML
se ha convertido en un esta´ndar de facto en los u´ltimos an˜os y se encuentra ampliamente
extendido en la industria del software, lo que facilitar´ıa su adopcio´n, y por otro, se dis-
pondr´ıan de las herramientas compatibles con UML, lo que facilitar´ıa su aceptacio´n en el
mundo empresarial.
Tal y como se establece en la especificacio´n de UML, la enunciacio´n de un perfil pasa por la
definicio´n personalizada de tres componentes:
1. Estereotipos (Stereotype), que permiten definir elementos de dominio espec´ıfico, es decir,
los elementos del metamodelo. Una vez estereotipados es necesario establecer las metaclases
UML de las que extienden.
2. Restricciones (Constraints), mecanismo que permite establecer condiciones sobre los ele-
mentos estereotipados del metamodelo que nos permitan verificar un modelo bien formado.
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3. Valores etiquetados (Tagged value), que nos permiten an˜adir propiedades adicionales y
asociarlas a un elemento estereotipado del metamodelo.
En nuestro caso, dado que MONETA se desarrolla sobre Enterprise Architect, y e´sta dispone
de la funcionalidad de definir nuevos perfiles UML, vamos a ver a continuacio´n co´mo la definicio´n
de esos nuevos perfiles son claves en nuestra herramienta.
7.2. MONETA: la herramienta de soporte para el marco de re-
ferencia
Una vez determinado el entorno de trabajo en el que se desarrolla MONETA, que como
ya hemos comentado esta´ basado en Enterprise Architect, y su funcionalidad de definicio´n de
perfiles, en esta seccio´n se va a entrar en detalle en dicha herramienta, considerando sus capaci-
dades y detallando co´mo cada una de las tres piezas claves del marco de referencia se encuentran
contenidas en MONETA.
7.2.1. El lenguaje de modelado de procesos de software INROMA en MO-
NETA
Un primer paso en el desarrollo de MONETA como herramienta de soporte del marco de
referencia era la introduccio´n de la primera de las piezas clave sobre las que nuestro marco se
sustenta: el lenguaje INROMA. Tal y como hemos visto en la seccio´n anterior, la incorporacio´n
de INROMA en MONETA se realiza por medio de la definicio´n de un perfil de UML, el cua´l se
observa en la figura 7.1.
En la tabla 7.1 se muestran los estereotipos del perfil UML de INROMA, as´ı como la meta-
clase que se ha utilizado para realizarlo, y se justifica la eleccio´n de la metaclase correspondiente
a cada estereotipo.
Con la definicio´n del perfil de INROMA tal y como aqu´ı se ha descrito, podemos utilizar
INROMA como lenguaje de modelado de procesos de software en MONETA. Aunque el objetivo
para el que fue elaborado era el de servir como lenguaje base en el marco de referencia, ya hemos
dicho anteriormente que, tambie´n es un lenguaje en s´ı mismo y como tal puede ser usado. Veamos
en la figura 7.2 una captura de pantalla donde se puede observar co´mo modelar un proceso de
software con INROMA, donde se puede observar la sintaxis concreta del lenguaje en el editor
de la propia herramienta.
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Figura 7.1: Perfil UML para INROMA
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Metaclase UML Estereotipo Justificacio´n
Activity Process La metaclase Activity representa la secuencia coor-
dinada de acciones, y por ellos ha sido elegida para
ser extendida con Process.
Action
La metaclase Action representa un simple paso
dentro de una Activity, lo que en INROMA se ha





Decision Conditional Este elemento se corresponde a un ControlNode de
UML, ma´s concretamente los que hacen referencia a
DecisionNode, que en EA esta´ definido como Deci-
sion.
Object
Esta meclase de EA hace referencia a la metaclase
ObjectNode de UML, que se define como un
ActivityNode que indica una instancia de un estado
de un clasificador concreto, y por eso aqu´ı se ha




La metaclase Artifact es la especificacio´n de una
pieza f´ısica de informacio´n que se usa o produce en
el desarrollo de software, y se define como una
especializacio´n de Classifer, por lo que se ha elegido
como elemento del que extender estos estereotipos.
Metric
Indicator
Actor Stakeholder La metaclase Actor de UML especifica cualquier ente
(humano o no) que interactua con el sistema, por
lo que representa fielmente lo que pretendemos con
Stakeholder.
ControlFlow ProcessSequence UML modela el flujo de ejecucio´n mediante Activit-
yEdges y, por tanto, sus especializaciones. Una de
ellas es precisamente ControlFlow, que es la que se
define para una secuencia de Actions, por lo tanto




Se ha optado por la metaclase Dependency para
extender estos esterotipos, como una forma de





Tabla 7.1: Justificacio´n de las metaclases en el perfil UML de INROMA
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Figura 7.2: Editor de INROMA en MONETA
7.2.2. El me´todo del marco de referencia en MONETA
Con la incorporacio´n de INROMA en MONETA ya tenemos el primero de los fundamentos
del marco de referencia incluido en la herramienta. Pasemos, pues, a incorporar la siguiente pieza
clave, el me´todo para incluir nuevos lenguajes de modelado de procesos de software.
Ya hemos mencionado en el cap´ıtulo 5 que para poder incorporar un lenguaje de modelado de
procesos de software es necesario poder configurar ese lenguaje con una morfolog´ıa compatible, es
decir, deber´ıa disponer, o ser posible definir, el metamodelo que constituye la sintaxis abstracta
de dicho lenguaje. Tambie´n se hab´ıa comentado que la sintaxis concreta es importante pero en
nuestro contexto teo´rico no era absolutamente necesaria. Sin embargo a la hora de desarrollar
MONETA se ha visto la necesidad de disponer para todo lenguaje de modelado de procesos de
software que queramos incorporar tanto de su sintaxis abstracta, es decir, el metamodelo, como
de su sintaxis concreta.
En la implementacio´n de MONETA se establecio´ la necesidad de incorporar al menos unos
ejemplos de lenguajes de modelado de procesos de software para poder demostrar el soporte al
marco de referencia. Como no podr´ıa haber sido de otra forma, dado que durante el desarrollo de
la parte teo´rica del marco hemos utilizado como ejemplos de lenguajes modelado de procesos de
software UML-DA 2.5, BPMN 2.0 e IDEF3, e´stos fueron los lenguajes que se decidio´ incluir en
MONETA. Al tomar esta decisio´n comprobamos que tanto BPMN como UML, en sus diferentes
te´cnicas y diagramas, ya se encontraban incluidos en la distribucio´n comercial de Enterprise
Architect, con lo que estos lenguajes ven´ıan por defecto accesibles desde MONETA. No era e´ste
el caso de IDEF3, para el que tuvo que desarrollarse un perfil UML de forma similar a co´mo se
desarrollo´ el de INROMA. En la figura 7.3 se observa dicho perfil.
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Figura 7.3: Perfil UML de IDEF3
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Como en el caso de INROMA, es necesario justificar la eleccio´n de la metaclase correspon-
diente a cada uno de los estereotipos del perfil UML definidos para IDEF3. En las tablas 7.2 y
7.3 se muestran de forma resumida los estereotipos, las metaclases correspondientes y la justifi-
cacio´n de su eleccio´n.
Metaclase UML Estereotipo Justificacio´n
Activity Scenario Scenario corresponde en IDEF3 al concepto de Pro-
cess, por eso se ha optado por extenderlo de Activity
ya que se especifica como una secuencia de acciones
y el control de su flujo.
Action
Estos elementos corresponden a los pasos
individuales que componen un Scenario. Por ello,
para este estereotipo utilizamos la metaclase Action






Todos estos elementos se corresponden a un
ControlNode de UML, mas concretamente los que
hacen referencia a DecisionNode, que en EA





AssociationClass Referent La metaclase AssociationClass es una clase que es
parte de la relacio´n de asociacio´n que existen entre
otras dos clases, algo que ocurre con Referent, pues-
to que representa la llamada a otra clase desde la
transicio´n de un objeto a otro.
ControlFlow
UML modela el flujo de ejecucio´n mediante
ActivityEdges y, por tanto, sus especializaciones.
Una de ellas es precisamente ControlFlow, que es la
que se define para una secuencia de Actions, por lo
tanto es la metaclase de la que extienden los




La metaclase Dependency establece una relacio´n
sema´ntica entre los objetos enlazados de tal forma
que el origen no esta´ completo sin el destino, y esta





Tabla 7.2: Justificacio´n de las metaclases en el perfil UML de IDEF3
Por u´ltimo, fue necesario introducir tambie´n en MONETA la sintaxis concreta correspon-
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Metaclase UML Estereotipo Justificacio´n
Object
Esta meclase de EA hace referencia a la metaclase
ObjectNode de UML, que se define como un
ActivityNode que indica una instancia de un estado
de un clasificador concreto, y por eso aqu´ı se ha




De nuevo, esta metaclase corresponde a
DecisionNode, y la justificacio´n es la misma que en
el caso anterior, aunque hemos querido destacar que
se encuentran en diagramas diferentes, en este caso
en los diagramas de Objects, por eso los hemos




Tabla 7.3: Justificacio´n de las metaclases en el perfil UML de IDEF3
diente al lenguaje IDEF3 para poder utilizarla a la hora de modelar procesos de software en ese
lenguaje. En la figura 7.4 se muestra co´mo se pueden utilizar IDEF3 dentro de MONETA, y se
puede observar co´mo la sintaxis concreta IDEF3 ha sido incorporada dentro de la herramienta
y es accesible desde el editor de componentes para los modelos.
Una vez disponibles los lenguajes de modelado de procesos de software en MONETA, el
siguiente paso del me´todo consist´ıa en establecer las correspondencias. Hoy por hoy, dichas
correspondencias se realizan de forma manual, con lo que no es posible ver su reflejo en la
herramienta. Sin embargo, no hay que olvidar que es un paso necesario ma´s para la posibilidad
de utilizar MONETA como soporte al marco de referencia, por lo que aunque no se disponga
de automatizacio´n es algo absolutamente necesario. Como las correspondencias ya las vimos en
el cap´ıtulo 5 no las repetiremos de nuevo y nos remitimos a dicho cap´ıtulo en el caso de que
deseemos su revisio´n.
7.2.3. Las transformaciones en MONETA
Para completar MONETA como herramienta de soporte al marco de referencia, el u´ltimo
elemento clave que nos queda por incorporar son las transformaciones. Con ellas la tercera de
las piezas clave habra´ sido implementada. Como se ha visto en el cap´ıtulo 6 las transformaciones
se han definido en QVT Relations. Actualmente este esta´ndar no se encuentra soportado por
Enterprise Architect, ni para el modelado de las transformaciones ni, obviamente, como motor
de ejecucio´n de las mismas.
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(a) Vista Objetos
(b) Vista Procesos
Figura 7.4: Editor para IDEF3 en MONETA
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Con el objetivo de facilitar a los usuarios el modelado de las transformaciones con QVT
Relations se desarrollo´, tal y como hab´ıamos hecho con INROMA e IDEF3, un perfil UML para
este esta´ndar, que se encuentra recogido en la figura 7.5.
Figura 7.5: Perfil UML de QVT Relations
Como en los casos anteriores, justificamos la eleccio´n de cada una de las metaclases corres-
pondientes con los estereotipos del perfil. En la tabla 7.4 se muestran de forma resumida los
estereotipos, las metaclase correspondientes y la justificacio´n de su eleccio´n.
Por u´ltimo, fue necesario introducir tambie´n en MONETA la sintaxis concreta correspon-
diente a QVT Relations para poder utilizarla a la hora de modelar las transformaciones. En la
figura 7.6 se muestra co´mo se pueden utilizar QVT Relations dentro de MONETA al haber sido
incorporada dicha sintaxis en el editor de componentes.
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Metaclase UML Estereotipo Justificacio´n
Node Relation La metaclase Node hace referencia a un entorno de
ejecucio´n y permite establecer el contexto de la tans-
formacio´n entre los diferentes participantes de la mis-
ma.
Class
Cada uno de los elementos que participan en una
transformacio´n se han considerado un estereotipo
de la metaclase Class, puesto que es la ma´s general
para poder representar meras entidades que





Note Constraint La metaclase Note nos permite dejar constancia de
las restricciones que aparecen en una relacio´n QVT
Relations y, por tanto, tambie´n en su representacio´n
gra´fica.
Dependency Assignment La metaclase Dependency establece una relacio´n
sema´ntica entre los objetos enlazados. En este ca-
so permite establecer la relacio´n entre cada uno de
los elementos de la transformacio´n y el contexto de
la misma.
Tabla 7.4: Justificacio´n de las metaclases en el perfil UML de QVT-Relations
Figura 7.6: Caja de herramientas para el perfil de QVT Relations
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Una vez incorporada a MONETA la capacidad de modelar las transformaciones, lo que
restaba por implementar era la ejecucio´n de las mismas.
Hemos considerado fuera del alcance de este trabajo de tesis la implementacio´n completa de
un motor de ejecucio´n de transformaciones de QVT Relations, as´ı que se opto´ para la utilizacio´n
del mecanismo de extensio´n de componentes que ofrece el propio Enterprise Architect, denomi-
nado Add-In, para desarrollar en el lenguaje C# la implementacio´n de las transformaciones.
As´ı, una vez modelada una transformacio´n con la sintaxis concreta de QVT Relations,
sera´ necesario incorporar con Add-Ins el co´digo fuente equivalente. En los algoritmos 7.1 y
7.2 se observa un ejemplo de esta equivalencia de las transformaciones definidas en QVT e im-
plementadas en MONETA.
1 top relation Proces s2Proces s
2 {
3 processName : S t r ing ;
4 checkonly domain bpmnmodel bpmnProcess : bpmn2 : : Process
5 {
6 name = processName
7 } ;
8 enforce domain inromamodel inromaProcess : inroma : : Process
9 {
10 name = processName
11 } ;
12 where {
13 MapAct iv i t i e s ( bpmnProcess , inromaProcess ) ;
14 MapIn i t i a l ( bpmnProcess , inromaProcess ) ;
15 MapFinal ( bpmnProcess , inromaProcess ) ;
16 MapConditional ( bpmnProcess , inromaProcess ) ;
17 −− No e x i s t e n I n d i c a t o r s en BPMN, no es p o s i b l e r e a l i z a r e l mapeo
18 −− MapIndicators ( bpmnProcess , inromaProcess ) ;
19 }
20 }
Algoritmo 7.1: Relacio´n principal para la transformacio´n BPMN2INROMA
1 void Proces s2Proces s (EA. Element bpmnProcess , EA. Element inromaProcess )
2 {
3 i f ( inromaProcess == null )
4 inromaProcess = addNewProcess ( bpmnProcess .Name) ;
5
6 i f ( inromaProcess == null )
7 return ;
8
9 MapAct iv i t i e s ( bpmnProcess , inromaProcess ) ;
10 MapIn i t i a l ( bpmnProcess , inromaProcess ) ;
11 MapFinal ( bpmnProcess , inromaProcess ) ;
12 MapConditional ( bpmnProcess , inromaProcess ) ;
13 }
Algoritmo 7.2: Implementacio´n de la transformacio´n principal BPMN2INROMA en C#
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7.3. MONETA en uso: la validacio´n de las situaciones reales
Una vez expuesto en profundidad la forma en la que en MONETA se implementan las
tres piezas claves que conforman el marco de referencia para facilitar la interoperabilidad y la
mantenibilidad de los modelos de procesos de software, es el momento de abordar la validacio´n de
la herramienta, para lo que utilizaremos las situaciones reales que han justificado el desarrollo de
este trabajo de tesis y que fueron descritas en el cap´ıtulo 3. Para ello, en los siguientes apartados
haremos uso de MONETA para resolver una por una las situaciones reales planteadas. En esta
seccio´n no se va a entrar en el detalle del uso de MONETA, para lo cual en el anexo D se
encuentra recogido el manual de usuario de la herramienta.
7.3.1. Migracio´n de un lenguaje A a un lenguaje B
La primera de las situaciones reales que se planteo´ fue la migracio´n de procesos de software.
Pensemos en una organizacio´n que tiene los procesos de software modelados con un lenguaje La.
Con el tiempo, por diversas razones, la organizacio´n decide migrar esos modelos de procesos de
software de ese lenguaje La a otro lenguaje Lb. El objetivo a la hora de abordar este cambio ser´ıa
conseguir tener una mı´nima pe´rdida de informacio´n derivada de la migracio´n entre los lenguajes,
y que la tarea en s´ı fuera lo ma´s independiente posible de las personas que la llevaran a cabo,
evitando las posibles inconsistencias derivadas de interpretaciones diferentes. Veamos entonces
co´mo el marco de referencia y MONETA dan soporte a este caso de uso.
Como ya hemos dicho en varias ocasiones, para poder trabajar con MONETA en un lenguaje
de modelado de procesos de software concreto, e´ste debe haber sido incorporado a la herramienta.
Por ello y dado que, como se ha visto anteriormente, los lenguajes BPMN, diagramas de actividad
de UML e IDEF3 se encuentran ya incluidos, en lugar de utilizar lenguajes gene´ricos en la
visualizacio´n de las situaciones reales que constituyen nuestros ejemplos, haremos uso de estos
lenguajes.
En este primer caso, vamos a considerar que el lenguaje La es BPMN y el lenguaje Lb son
los diagramas de actividad de UML, UML-DA. Inicialmente, el proceso de software se encuentra
modelado en BPMN, tal y como se muestra en la figura 7.7.
MONETA, como herramienta de soporte del marco de referencia, nos permite realizar las
transformaciones necesarias para obtener un modelo de proceso de software equivalente en otro
lenguaje que tambie´n este disponible. En este caso, hemos seleccionado el lenguaje UML-DA. En
esta migracio´n se ha procedido a la transformacio´n de BPMN a INROMA, para posteriormente
transformar de INROMA a UML-DA, algo que ocurre de forma completamente transparente al
usuario. El resultado se encuentra reflejado en la figura 7.8.
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Figura 7.7: Situacio´n real 1: Modelo de proceso de software en BPMN
Figura 7.8: Situacio´n real 1: Modelo de proceso de software en UML-DA obtenido con MONETA
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A pesar de que el paso a trave´s de INROMA es transparente al usuario, hemos considerado
mostrar el proceso intermedio obtenido en INROMA para ilustrar en mayor medida el funcio-
namiento de MONETA. Dicho proceso se muestra en la figura 7.9.
Figura 7.9: Situacio´n real 1: Modelo de proceso de software en INROMA obtenido con MONETA.
Se trata de un modelo intermedio y transparente al usuario
En resumen, como se ha podido observar esta migracio´n se ha realizado de forma pra´ctica-
mente automa´tica, puesto que lo u´nico que se necesita de partida es el modelo de proceso de
software inicial. Realizando con MONETA la migracio´n se garantiza la ausencia de inconsisten-
cias entre ambos modelos, as´ı como la falta de pe´rdida de informacio´n en dicho cambio, objetivos
ambos planteados en el enunciado de la primera de las situaciones reales que estamos utilizando
para la validacio´n de MONETA.
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7.3.2. Interoperabilidad de procesos de software modelados en lenguajes di-
ferentes
La segunda de las situaciones reales planteadas constituye un problema t´ıpico de interope-
rabilidad de modelos de procesos de software. Supongamos que una organizacio´n dispone de
dos departamentos en los que se trabaja con lenguajes de modelado de procesos de software
diferentes y, en algu´n momento estos procesos necesitan interoperar. Como hemos referido en
varias ocasiones anteriormente, es necesario que los lenguajes con los que vamos a trabajar en
MONETA hayan sido previamente incorporados a la herramienta.
Consideraremos, pues, que en este caso el departamento A utiliza UML-DA para modelar
sus procesos de software, tal y como se muestra en la figura 7.10.
Figura 7.10: Situacio´n real 2: Modelo de proceso de software en UML-DA del departamento A
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Por otro lado, vamos a considerar que el departamento B, como se observa en la figura 7.11,
utiliza BPMN para modelar sus procesos de software.
Figura 7.11: Situacio´n real 2: Modelo de proceso de software en BPMN del departamento B
Son, por tanto, dos procesos de software diferentes, en los que resulta que la Task2 del proceso
del departamento B es el proceso del departamento A, es decir, ambos procesos interoperan
entre ellos. Sin embargo, ninguno de los departamentos se plantea cambiar de lenguaje, ni
hay prevalencia de ninguno de ellos frente al otro. MONETA resuelve esta situacio´n utilizando
INROMA como lenguaje comu´n. As´ı, de forma transparente al usuario, convierte ambos modelos
de proceso a INROMA, permitiendo trabajar sobre ellos e incorporando la informacio´n necesaria.
Como hemos hecho en el ejemplo anterior, mostramos en las figuras 7.12 y 7.13 los mode-
los de proceso de ambos departamentos generados por MONETA y que utiliza como lenguaje
INROMA.
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Figura 7.12: Situacio´n real 2: Modelo de proceso de software del departamento A generado en
INROMA por MONETA
Figura 7.13: Situacio´n real 2: Modelo de proceso de software del departamento B generado en
INROMA por MONETA
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El modelo de proceso resultante de la unio´n de ambos procesos y trabajado por parte de los
ingenieros de procesos de ambos departamentos se muestra en la figura 7.14.
Figura 7.14: Situacio´n real 2: Modelo de proceso de software resultante de interoperar ambos
procesos en INROMA
No obstante, debido a que al enunciar esta segunda situacio´n hab´ıamos comentado que nin-
guno de los dos departamentos plantea cambiar de lenguaje, deber´ıamos obtener este mismo
proceso en BPMN y en UML-DA, algo, de nuevo, que se obtiene automa´ticamente con la he-
rramienta MONETA. Los modelos de proceso resultantes de esta accio´n se muestran en las
figuras 7.15 y 7.16
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Figura 7.15: Situacio´n real 2: Modelo de proceso de software resultante de interoperar ambos
procesos en BPMN
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Resumiendo el resultado de esta segunda situacio´n real que justifica la realizacio´n de este
trabajo de tesis, de nuevo se cumple el objetivo inicialmente planteado validando la herramienta
ya que, gracias a MONETA, podemos interoperar entre procesos de software que se encuentran
modelados con lenguajes diferentes.
Figura 7.16: Situacio´n real 2: Modelo de proceso de software resultante de interoperar ambos
procesos en UML-DA
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7.3.3. Otro caso de interoperabilidad de procesos de software
La tercera y u´ltima de las situaciones reales que justificaban la realizacio´n de este trabajo
de tesis introducidas en el cap´ıtulo 3 planteaba un caso de interoperabilidad algo diferente al
anterior. Supongamos, por ejemplo, tres organizaciones que deciden empezar a trabajar juntas,
y se plantean modelar el proceso a seguir. Cada una de ellos utiliza un lenguaje de modelado
de procesos de software diferente. Imaginemos que la empresa A utiliza UML-DA, la empresa
B utiliza BPMN y la empresa C utiliza IDEF3. De nuevo queremos explicar que la eleccio´n de
estos mensajes para la realizacio´n de la validacio´n viene determinada por la necesidad de que
en MONETA se hayan incorporado los lenguajes con los que trabajar.
Para poder solucionar la situacio´n propuesta, en lugar de elegir un lenguaje de estos tres
para modelar el nuevo proceso, el marco de referencia, y por ende MONETA, propone utilizar su
propio lenguaje, INROMA, muy sencillo de aprender para aquellos que ya utilizan otro lenguaje
y tambie´n para los que es la primera vez que se situ´an ante un lenguaje de modelado de proce-
sos, puesto que recoge u´nicamente aquello que es necesario para todos los procesos de software.
De esta forma, ninguna de las empresas tiene privilegios inicialmente frente al resto. El resulta-
do es la generacio´n de un nuevo proceso comu´n en INROMA, proceso mostrado en la figura 7.17.
Figura 7.17: Situacio´n real 3: Modelo de proceso de software comu´n para las empresas A, B y C
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Una vez establecido este proceso comu´n, cada empresa en sus sedes siguen trabajando en
el lenguaje elegido, por lo que se debera´ realizar la transformacio´n de este modelo INROMA a
cada uno de los lenguajes de las empresas. Como ya hemos visto en las situaciones anteriores,
esta funcionalidad nos la facilita MONETA. As´ı, una vez definido el proceso, incorporarlo al
compendio de procesos de cada organizacio´n es una actividad pra´cticamente automa´tica. En las
figuras 7.18, 7.19 y 7.20, se observa co´mo quedar´ıa el proceso comu´n en cada uno de los lenguajes
de las organizaciones.
Figura 7.18: Situacio´n real 3: Modelo de proceso de software comu´n en UML-DA para la empresa
A
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Figura 7.19: Situacio´n real 3: Modelo de proceso de software comu´n en BPMN para la empresa
B
(a) Vista Objetos (b) Vista Procesos
Figura 7.20: Situacio´n real 3: Modelo de proceso de software comu´n en IDEF3 para la empresa
C
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Para concluir, simplemente destacar que en esta seccio´n hemos visto en detalle co´mo el
marco de referencia y su herramienta de soporte MONETA pueden resolver los problemas que
se plantearon en el cap´ıtulo 3 como situaciones reales que justifican el desarrollo de dicho marco
de referencia. Para ello se han validado dichas situaciones mostrando fielmente las capacidades
que el marco de referencia desarrollado proporciona.
7.4. Conclusiones
En este cap´ıtulo se ha presentado MONETA como la herramienta de soporte del marco de
referencia que hemos ido definiendo y desarrollando a lo largo de este trabajo de tesis. Se ha
mostrado co´mo se han incorporado a MONETA las tres piezas claves del marco de referencia,
de forma que se garantiza que dicho marco esta´ siendo soportado por la herramienta, y se ha
validado MONETA utilizando las tres situaciones reales que justificaban la realizacio´n de este
trabajo de tesis descritas en el cap´ıtulo 3 a la hora de determinar el problema a resolver. Estas
situaciones reales nos han permitido validar la herramienta frente a los requisitos que hab´ıamos
planteado. Sin embargo, sera´ en el siguiente cap´ıtulo do´nde se expondra´n los casos de estudio
reales que nos han permitido validar el marco de referencia para facilitar la interoperabilidad y
la mantenibilidad de los procesos de software.
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Cap´ıtulo 8
Evaluacio´n del marco de referencia:
Casos de estudio reales
Llegados a este punto, despue´s de establecer el problema a resolver, de haber ido profundi-
zando una por una en las tres piezas claves de las que consta el marco de referencia para facilitar
la interoperabilidad de los modelos de procesos de software, para finalmente haber expuesto la
herramienta que da soporte a dicho marco, MONETA, validada con las situaciones reales que
justificaban la realizacio´n de este trabajo de tesis, es el momento de evaluar la solucio´n propuesta
en casos de estudio reales.
El objetivo de este cap´ıtulo consiste en corroborar, con casos espec´ıficos extra´ıdos de proyec-
tos reales con la industria, que el problema que en este trabajo de tesis se ha planteado existe,
es una realidad en situaciones ma´s o menos cotidianas y que, aunque en el momento en el que
se dieron se llevo´ a cabo un planteamiento completamente ad-hoc para resolver la situacio´n, el
resultado de este trabajo de tesis habr´ıa facilitado en gran medida las soluciones implementadas,
debido principalmente a la magnitud del trabajo manual que origino´. De hecho, dichos proyectos
fueron el germen de la inspiracio´n para la realizacio´n de este trabajo de tesis, y en los proyectos
que les siguen, continuacio´n de aquellos, vamos a tener la oportunidad de utilizar los resultados
aqu´ı obtenidos, lo que facilitara´ en gran medida su desarrollo.
Para ello, este cap´ıtulo se estructura de la siguiente manera. En primer lugar se establece el
contexto de los proyectos reales elegidos, en los que se evidencia la existencia de la problema´tica
aqu´ı planteada en la industria. A continuacio´n, en las dos secciones siguientes se describen de
forma detallada los dos proyectos elegidos y la forma en la que se habr´ıan abordado si el marco de
referencia desarrollado en este trabajo de tesis hubiera existido entonces. De hecho, e´ste sera´ el
“modus operandi” en los proyectos posteriores. Para finalizar, en la u´ltima seccio´n se resumen
las principales conclusiones obtenidas a lo largo del cap´ıtulo.
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8.1. Eleccio´n de los casos de estudio
A lo largo de la exposicio´n realizada en el transcurso de este trabajo de tesis se han establecido
los procesos de software como el contexto en el que se ha trabajado en el desarrollo del marco de
referencia, puesto que dicho marco esta´ definido para la interoperabilidad y mantenibilidad de
los procesos de software y, en todo momento, se ha hecho alusio´n a los lenguajes de modelado
de procesos de software como parte integrante del mismo. Como consecuencia de la bu´squeda
insistente del mı´nimo comu´n de los conceptos recogidos en los lenguajes de modelado de procesos
de software, se ha alcanzado una solucio´n que resulta de fa´cil adopcio´n en empresas que disponen
de procesos de negocio en general, ma´s alla´ del software. Este hecho, lejos de ser un ha´ndicap
a nuestra solucio´n, supone una ventaja an˜adida al marco de referencia, puesto que ampl´ıa en
mucho las posibilidades de aplicacio´n en entornos industriales.
Uno de los objetivos planteados al enunciar nuestra propuesta de solucio´n consist´ıa precisa-
mente en poder validarla con ejemplos reales concretos, con la intencio´n de mostrar su aplica-
bilidad en la pra´ctica. El hecho de que este trabajo se haya desarrollado dentro del grupo de
investigacio´n Ingenier´ıa Web y Testing Temprano (IWT2) de la Universidad de Sevilla, el cual
posee colaboraciones establecidas con entidades, tanto pu´blicas como privadas, en dominios muy
diversos mediante diferentes proyectos de I+D de a´mbito autono´mico, nacional e internacional,
ha facilitado en gran medida la consecucio´n de dicho objetivo, ya que nos ha proporcionado
casos y situaciones en empresas en los que la problema´tica aqu´ı enunciada era una realidad.
Esto nos ha permitido validar el marco de referencia aqu´ı desarrollado, adema´s de asegurar la
posibilidad de transferencia inmediata de los resultados de la tesis, en concreto dicho marco, a
entornos empresariales, algo que ha sido una aspiracio´n subyacente en todo momento durante
su desarrollo.
De entre los posibles casos de estudio a elegir para presentar tanto la problema´tica contextua-
lizada como la manera con la que, utilizando nuestra propuesta, se habr´ıa abordado la solucio´n,
se han seleccionado dos. Dicha eleccio´n viene motivada por la envergadura, la representatividad,
la importancia y la actualidad de los proyectos elegidos y de las organizaciones presentes en
los mismos, sin condicionar dicha eleccio´n al hecho de que estas empresas pertenezcan o no al
a´mbito del software. Adema´s, se da el hecho de que ambos proyectos han sido el punto de par-
tida de sendos marcos de colaboracio´n ma´s amplios con las organizaciones involucradas, marcos
que continu´an vigentes a trave´s del desarrollo de nuevos proyectos en los cuales los resultados
obtenidos, en concreto el marco de referencia, podra´n ser ya utilizados.
Los proyectos seleccionados son los siguientes:
SAS, proyecto para el desarrollo de la adaptacio´n de la plataforma eSalud a una arqui-
tectura orientada a servicios (Service Oriented Architecture, SOA), de forma que permita
una mayor modularidad, independencia, mantenibilidad y la usabilidad del desarrollo de
servicios cl´ınicos en dicha plataforma. Este proyecto se ha llevado a cabo para la Conse-
jer´ıa de Salud y Bienestar Social de la Junta de Andaluc´ıa en colaboracio´n con el grupo
GiT (Grupo de Investigacio´n Tecnolo´gica) del Hospital Universitario Virgen del Roc´ıo de
Sevilla.
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CALIPSOneo, advanCed Aeronautical soLutIons using Plm proceSses and tOols, proyecto
en el que entre sus objetivos se encontraba la definicio´n de una metodolog´ıa de trabajo
para permitir a los ingenieros definir, simular, optimizar y validar los procesos de montaje
aerona´uticos en un entorno virtual 3D antes de su ejecucio´n real en una l´ınea de montaje.
Todo ello a trave´s de un proceso integral de recoleccio´n de requisitos, personalizacio´n y uso
de software PLM existente en el mercado. Este proyecto fue llevado a cabo en colaboracio´n
con Airbus Defense & Space.
En las tablas 8.1 y 8.2 se puede observar la informacio´n ma´s relevante relativa a dichos
proyectos.
Plataforma de E-Salud: Adaptacio´n de la Plataforma a una Arquitectura de
Procesos y Pilotaje del Registro para Estudios Epidemiolo´gicos de Lesio´n de
Me´dula
Investigador Principal: Mar´ıa Jose´ Escalona Cuaresma
Referencia: P040-13/E09
Fecha de inicio: 03/05/2013
Fecha de fin: 30/09/2013
Empresa / Organismo financiador: Fisevi
Presupuesto: 14.995e+ 9.700e(ampliacio´n)
Tabla 8.1: Informacio´n detallada del proyecto Plataforma E-Salud
CalipsoNEO: Soluciones Aerona´uticas Avanzadas usando Procesos y Herramien-
tas PLM
Investigador Principal: Carmelo del Valle
Referencia: P051-12/E08
Fecha de inicio: 24/01/2012
Fecha de fin: 31/12/2013
Empresa / Organismo financiador: Airbus Defense & Space
Presupuesto: 139.026e
Tabla 8.2: Informacio´n detallada del proyecto CalipsoNEO
Una vez contextualizados los proyectos elegidos como objeto de estudio para validar el marco
de referencia en entornos reales, en las siguientes secciones se profundizara´ en ambos proyectos.
Para cada uno de estos proyectos se describira´ en detalle el objetivo del mismo y la necesidad que
han evidenciado entorno al problema planteado en este trabajo de tesis, que es en definitiva por
lo que han sido elegidos como casos de estudio. Adema´s, se expondra´ co´mo fueron abordados en
su desarrollo y, finalmente, co´mo lo habr´ıan sido si hubieran contado con el marco de referencia
y la herramienta MONETA en su ejecucio´n.
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8.2. Caso de estudio: SAS
eSalud es una plataforma desarrollada por la Junta de Andaluc´ıa para la tramitacio´n electro´ni-
ca de procesos cl´ınicos y el intercambio de informacio´n utilizando sistemas software de infor-
macio´n. El trabajo planteado era de gran envergadura y ten´ıa como objetivo adaptar dicha
plataforma a una arquitectura orientada a servicios de forma que se alcanzara una modulari-
dad, independencia, mantenibilidad y usabilidad en el desarrollo de mo´dulos funcionales que
proporcionan soporte a los servicios cl´ınicos del hospital. Para acometerlo se definio´ un proyecto
inicial, a modo de prueba de concepto, en el que se pretend´ıa verificar la conveniencia de utilizar
un enfoque MDE para desarrollar el trabajo completo de adaptacio´n. Este proyecto se llevo´ a
cabo mediante una colaboracio´n entre los grupos GiT e IWT2 durante los an˜os 2013-2014 y se
encuentra descrito en [Garc´ıa-Garc´ıa et al., 2015].
Durante las primeras fases del proyecto, uno de los puntos primordiales era el de adoptar una
decisio´n de comu´n acuerdo entre ambos grupos de investigacio´n para representar los procesos
cl´ınicos que se encontraban incorporados en la plataforma eSalud. Por un lado, el grupo GiT
dispon´ıa de todos los procesos cl´ınicos descritos de forma gra´fica en el lenguaje BPMN, y su
principal argumento de uso era que BPMN es, a d´ıa de hoy, el lenguaje de modelado de procesos
de negocio con mayor expresividad, aunque esto implique una mayor complejidad. Por otro
lado, el enfoque MDE que el grupo IWT2 pretend´ıa darle al proyecto implicaba transformar los
procesos cl´ınicos de BPMN a diagramas de actividad de UML para permitir, por medio de las
herramientas desarrolladas por el grupo, dar soporte a su ejecucio´n. Obviamente, la eleccio´n de
lenguajes de modelado de procesos en ambos entornos era diferente y era necesario llegar a un
consenso y seleccionar un lenguaje comu´n para este proyecto, aunque esto supon´ıa una serie de
connotaciones que vamos a ir desglosando a continuacio´n.
Para alcanzar dicho consenso fue necesario demostrar lo que se argumenta en [Birkmeier y
Overhage, 2010], en el que se demuestra de forma emp´ırica que en la pra´ctica no existe una
diferencia fundamental en el uso de BPMN frente a los diagramas de actividad de UML, puesto
que los elementos de BPMN que se utilizan realmente a la hora de describir un proceso ronda las
tres cuartas partes de la totalidad del esta´ndar. Esta comprobacio´n se hizo utilizando el proceso
cl´ınico modelado en BPMN ma´s complejo del que se dispon´ıa y realizando una traduccio´n a un
diagrama de actividad de UML, obteniendo como resultado que los modelos de procesos eran
completamente equivalentes.
El acuerdo al que se llego´ fue el de traducir los procesos cl´ınicos modelados en BPMN a
diagramas de actividad de UML de forma manual. Este trabajo de traduccio´n conllevo´ dos
importantes inconvenientes que, aunque fueron asumidos en la realizacio´n del proyecto, nos
gustar´ıa recalcar. El primero de ellos es obvio, y tiene que ver con el importante coste que
supone esta traduccio´n, derivado del esfuerzo en horas de los recursos del proyecto y de la
complejidad de las tareas de ana´lisis de los ejemplos del hospital, tareas que por otro lado ya
hab´ıan sido realizadas para obtener el modelo de proceso en BPMN y que ahora se volv´ıan a
ejecutar. El segundo de ellos quiza´ no resulta tan evidente y se trata de las inconsistencias que
aparecen al trabajar los modelos de forma manual. Esta´ comprobado que una misma persona
transformando manualmente un modelo de un lenguaje a otro en tiempos distintos produce
modelos diferentes, debido principalmente a que siempre hay decisiones contextuales espec´ıficas
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del momento. Si en lugar de ser una u´nica persona se incorporan a esta labor ma´s participantes,
estas diferencias se acrecientan, lo que constituye una importante fuente de errores. Esto, que
supone un problema en un entorno reducido, se amplifica extraordinariamente en a´mbitos de
trabajo grandes, como el que podr´ıa ser un hospital, que es el caso que nos ocupa. Adema´s,
aunque no es un problema en s´ı mismo, el hecho de elegir los diagramas de actividad de UML
frente a BPMN supone que, de alguna forma, estamos dando prevalencia al primero frente al
segundo, demandando un importante cambio en el modo de trabajo en el entorno del hospital
Virgen del Roc´ıo.
Una vez descrita la necesidad demandada en la ejecucio´n de este proyecto y la forma en
la que se abordo´, veamos lo que habr´ıa pasado en el caso de que el marco de referencia y la
herramienta MONETA hubieran existido, y co´mo el planteamiento habr´ıa cambiado. En primer
lugar, la traduccio´n tal cual se hizo, es decir, pasar de BPMN a los diagramas de actividad de
UML, no habr´ıa sido necesaria llevarla a cabo. El grupo GiT podr´ıa haber seguido trabajando
con el lenguaje de modelado de procesos BPMN y el grupo IWT2 haber mantenido su eleccio´n
de los diagramas de actividad de UML para hacer uso de las herramientas desarrolladas por el
grupo en la ejecucio´n de este proyecto, sin imponer un lenguaje por encima del otro. Ese es uno
de los principales objetivos del marco de referencia y de MONETA.
As´ı, los procesos hospitalarios se podr´ıan haber mantenido y actualizado siempre que fuera
necesario con BPMN y, mediante las transformaciones incorporadas en MONETA, obtener de
forma automa´tica el modelo de proceso del diagrama de actividad de UML equivalente, para
que pudiera ser tratado con las herramientas del grupo IWT2, y si en algu´n caso se detectara
la necesidad de incluir alguna nueva actividad o se observara algu´n tipo de inconsistencia o
fallo en el proceso modelado con los diagramas de actividad de UML, el cambio realizado para
solventarlo podr´ıa haber sido automa´ticamente transformado al modelo BPMN, evitando as´ı las
inconsistencias, pero manteniendo la forma de trabajo de ambos grupos.
Veamos un ejemplo que nos permita visualizar todas estas ventajas teo´ricas del uso de
MONETA en este contexto que hemos expuesto. Las figuras que vamos a mostrar a continuacio´n
son capturas de pantalla de un fragmento de uno de los procesos utilizados y obtenidos con
MONETA, puesto que el diagrama completo es de tal envergadura que ser´ıa ilegible en un
documento como esta memoria de tesis. No obstante, en la web del grupo IWT21 se encuentra
disponible para su descarga el proceso completo tanto de este caso de estudio real como el
siguiente. Tambie´n queremos mencionar que, de nuevo considerando la legibilidad de los ejemplos
en esta memoria, hemos eliminado el marco de la caja de herramientas y del editor en las figuras.
1http://iwt2.org/
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El fragmento de proceso cl´ınico seleccionado, disponible en BPMN, se ha modelado con
MONETA tal y como se puede observar en la figura 8.1.
Figura 8.1: Fragmento del diagrama BPMN del proceso de triaje de un ictus en MONETA
De acuerdo a lo que hemos ido detallando en esta seccio´n, el objetivo del uso de MONETA era
conseguir el modelo en diagramas de actividad de UML equivalente para este proceso. Siguiendo
los pasos descritos en el manual de usuario que se encuentra en el anexo D, se obtiene el modelo
representado en la figura 8.2, consiguiendo de forma automa´tica lo que en el proyecto se hizo
manualmente.
Al igual que hemos hecho en el cap´ıtulo 7, aunque en el uso real por parte del usuario, la
obtencio´n del modelo en INROMA es completamente transparente, nos ha parecido adecuado
presentarlo para ilustrar de forma conveniente el ejemplo que aqu´ı queremos mostrar. De esta
forma, el modelo INROMA intermedio para este fragmento de proceso del triaje es el que se
puede observar en la figura 8.3.
Todo esto se encuentra almacenado dentro de los modelos de MONETA. Si en un momento
en el transcurso del proyecto se detectara la necesidad de actualizar el proceso en BPMN con
cambios derivados de su tratamiento en UML-DA, llevar´ıamos a cabo la transformacio´n inversa
gracias al cara´cter bidireccional del marco de referencia. Es indiscutible el ahorro de costes y la
eliminacio´n de errores que se obtiene gracias a MONETA, frente a un funcionamiento puramente
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Figura 8.2: Diagrama UML-DA del proceso de triaje de un ictus obtenida con MONETA
Figura 8.3: Diagrama intermedio en INROMA del proceso de triaje de un ictus obtenida con
MONETA
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manual.
Este primer proyecto ha abierto el camino para establecer un marco de colaboracio´n y poder
abordar el trabajo global que inicialmente se planteaba, acometiendo nuevos proyectos en los que
poder utilizar los resultados de este trabajo de tesis. De hecho, actualmente se esta´ desarrollando
uno de ellos en los que se encuentran involucrados el grupo IWT2, el hospital Virgen del Roc´ıo
y la empresa Fujitsu, con lo que, al incluir nuevos participantes que hagan uso de MONETA, el
efecto multiplicador de utilizacio´n en entornos reales se ampl´ıa considerablemente, y tambie´n el
uso del resto de las funcionalidades que el marco de referencia y MONETA ofrecen.
8.3. Caso de estudio: CALIPSOneo
El proyecto CALIPSOneo finalizo´ a finales del 2013 y, como ya hemos introducido en una
seccio´n anterior, ten´ıa como objetivo conseguir la ma´xima integracio´n de informacio´n, procesos
de negocio, personas y sistemas en la realizacio´n del disen˜o industrial de un producto. Fue el
primero al que esta´n siguiendo otros proyectos, algunos ya en marcha como EOLO o GEOLIA,
dentro del marco de colaboracio´n establecido entre IWT2 y Airbus Defense & Space.
Como hemos comentado previamente, uno de los objetivos consist´ıa en la definicio´n de una
metodolog´ıa de trabajo para permitir a los ingenieros definir, simular, optimizar y validar los
procesos de montaje aerona´uticos en un entorno virtual 3D antes de su ejecucio´n real en una l´ınea
de montaje. Todo ello a trave´s de un proceso integral de recoleccio´n de requisitos, personalizacio´n
y uso de software PLM existente en el mercado.
A trave´s de los an˜os, se realizaron varios ana´lisis que concluyeron en un conjunto de beneficios
para Airbus Military [Mas et al., 2013]. A partir de este conocimiento, el equipo del proyecto
CALIPSOneo llevo´ a cabo una exhaustiva fase de captura de requisitos del proyecto, el plan de
gestio´n de requisitos, y la matriz de trazabilidad de requisitos para satisfacer las necesidades PLM
del negocio. En u´ltima instancia, CALIPSOneo contemplo´ el disen˜o de una nueva metodolog´ıa
PLM para ajustarse a una solucio´n PLM colaborativa y el desarrollo de la solucio´n software que
proporcionase soporte a ese concepto [Salido et al., 2013].
El contexto en el que nos encontramos a la hora de desarrollar este proyecto fue el siguiente.
Por un lado, los procesos estaban definidos desde un punto de vista estrate´gico, por un departa-
mento que ten´ıa entre sus funciones la conformacio´n de dicha estrategia. Para ello se utilizaba
IDEF como lenguaje de modelado de procesos, muy habitual en la industria aerona´utica, y con
gran capacidad sema´ntica para el fin con el que estaba elegido. Sin embargo, dichos procesos
deb´ıan ser implementados sobre herramientas de soporte por un departamento diferente, en un
plano ma´s operativo, para lo cual IDEF no resulta el lenguaje ma´s adecuado.
En los inicios del proyecto se intento´ hacer uso de IDEF, e incluso hacer una extensio´n al
mismo de forma que se enriqueciera y sirviera de lenguaje vehicular entre ambos departamentos.
Sin embargo se demostro´ que no era la opcio´n ma´s adecuada, ma´xime incluso teniendo en
cuenta la falta de herramientas de soporte adecuadas para esta lenguaje a nivel comercial, y
8.3 Caso de estudio: CALIPSOneo 157
el grupo IWT2 planteo´ dar un giro y utilizar un enfoque MDE, usar UML-DA como lenguaje
de modelado de los procesos de Airbus y utilizar asimismo las herramientas de soporte que el
grupo ya tiene definidas. Nos volvemos a encontrar una situacio´n similar a la anterior, en la que
un departamento modela procesos en IDEF y otro departamento tiene en UML-DA su lenguaje
para las herramientas de soporte.
De nuevo la traduccio´n de los procesos se hizo de forma manual, con problemas similares a
los referidos en el caso de estudio anterior, pero en este caso dichos problemas se acrecentaban.
El paso de un enfoque estrate´gico a un enfoque operativo obligaba al segundo departamento a,
adema´s de implementar los procesos recibidos, evolucionarlos y alimentarlos con nuevas fuentes
de informacio´n. De esta forma, era necesario mantener manualmente una consistencia en la infor-
macio´n muy complicada de mantener, puesto que no siempre se consegu´ıa la retroalimentacio´n
continua, teniendo en cuenta que de un mismo proceso estrate´gico se pod´ıan obtener un buen
nu´mero de procesos operativos.
En el caso de poder haber utilizado el marco de referencia e INROMA desde el comienzo,
se habr´ıa facilitado en gran medida estas tareas de mantenibilidad e interoperabildad de los
procesos de Airbus, ya que la automatizacio´n de las mismas, no solamente las agilizan, sino que
tambie´n las independizan de las personas que las ejecutan y el momento o circunstancia en la
que ocurren.
Debido a las gran cantidad de procesos existentes en el proyecto, y dado que el objetivo de
este cap´ıtulo es demostrar la validez del marco de referencia de acuerdo a lo que nos hab´ıamos
planteado, hemos decidido mostrar en este trabajo de tesis un u´nico proceso, el denominado
PROTEUS, definido en el departamento PLM con IDEF. Este proceso ha sido transcrito en
MONETA, para lo que se ha utilizado el lenguaje IDEF3, en el que es necesario modelar tanto
los procesos como los objetos que en ellos intervienen, y podemos observarlo en la figura 8.4.
De nuevo, las figuras que aparecen son capturas de pantallas obtenidas de la utilizacio´n de
MONETA, si bien se han eliminado los aspectos visuales del editor para mejorar su legibilidad.
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(a) Vista diagrama de Procesos
(b) Vista diagrama de Objetos
Figura 8.4: Diagrama del proceso PROTEUS modelado con IDEF3 en MONETA
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A la hora de desarrollar la herramienta de soporte para este proceso, fue necesario su trans-
formacio´n a UML-DA. Ya hemos dicho que esto se trata de una tarea completamente automa´tica
a trave´s de MONETA, pudiendo observarse el resultado en la figura 8.5.
No es dif´ıcil observar la posibilidad de enriquecer y alimentar este proceso, en definitiva,
evolucionarlo. Para mantener su consistencia con aquellos definidos en IDEF no habr´ıa ma´s que
hacer uso de MONETA para que dichas aportaciones quedaran tambie´n recogidas en el modelo
de procesos de este lenguaje.
Al igual que hemos hecho con el ejemplo anterior, aunque el modelo en INROMA es com-
pletamente transparente al usuario, hemos querido destacarlo para ilustrar en mayor medida el
ejemplo que estamos planteando. Dicho modelo se encuentra reflejado en la figura 8.6.
Finalmente, so´lo nos queda destacar que las ventajas y funcionalidades que MONETA nos
ofrece van a ser utilizadas tambie´n en los proyectos continuacio´n dentro del marco de colabora-
cio´n con Airbus Defense & Space, pero no so´lo con ellos. Dada la gran cantidad de posibilidades
que MONETA nos proporciona a la hora de trabajar con modelos de procesos y diferentes len-
guajes de modelado de los mismos, ya son varias las empresas que se han interesado por la
misma para la utilizacio´n en a´mbitos muy diferentes.
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(a)
(b)
Figura 8.5: Diagrama de PROTEUS modelado con UML-DA
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(a)
(b)
Figura 8.6: Diagramas intermedios en INROMA del proceso PROTEUS obtenido con MONETA
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8.4. Conclusiones
Para concluir, destacar que en este cap´ıtulo se han presentado dos casos de estudio con
empresas reales en los que se ha podido constatar que la necesidad que ha inspirado el desarrollo
de este trabajo de tesis existe en la industria. Las situaciones aqu´ı referidas nos han mostrado
que, hasta ahora, se ha trabajado en su resolucio´n de forma completamente manual y ad-hoc para
cada caso concreto. Tambie´n se ha comentado que esta manera de abordar las transformaciones
de los modelos de procesos entre diferentes lenguajes implica, no so´lo el coste tanto en esfuerzo
como en complejidad de las tareas asociadas, sino que constituye tambie´n una importante fuente
de errores e inconsistencias a la hora de trabajar con los modelos de procesos as´ı obtenidos. La
disponibilidad del marco de referencia desarrollado en este trabajo de tesis as´ı como, obviamente,
la herramienta MONETA que le da soporte y que facilita en gran medida su aplicacio´n pra´ctica
en entornos industriales, va a suponer un antes y un despue´s en la realizacio´n de estas tareas
relacionadas con modelos de procesos y lenguajes de modelado que forman parte de muchos
proyectos asociados con mejora metodolo´gica de las organizaciones, especialmente cuando el
nu´mero de participantes y de localizaciones se va incrementando.
Cap´ıtulo 9
Conclusiones y trabajos futuros
Durante este trabajo de tesis hemos ido abordando en profundidad uno por uno todos los
elementos que conforman el marco de referencia para facilitar la interoperabilidad y la man-
tenibilidad de los procesos de software. Para poder llevarlo a cabo, se ha realizado un estudio
exhaustivo de la situacio´n actual y, una vez analizados los resultados obtenidos, se han concre-
tado las motivaciones que han cimentado el desarrollo de dicho marco.
Teniendo en cuenta que para resolver el problema planteado se ha optado por una perspectiva
de ingenier´ıa dirigida por modelos, nuestra propuesta de marco de referencia esta´ soportado por
tres elementos claves, que han constituido el grueso del trabajo aqu´ı presentado: un lenguaje
de modelado de procesos de software que cumple los requisitos necesarios para ser utilizado
en dicho marco, al que hemos denominado INROMA, un me´todo que facilita la incorporacio´n
de los diferentes lenguajes de modelado de procesos de software existentes al marco, con el
objetivo de posibilitar la interoperabilidad y la mantenibilidad de los procesos de software con
ellos modelados, y, por u´ltimo, las transformaciones que hacen posible dicho marco.
Adema´s, para hacer viable el uso de esta solucio´n teo´rica en entornos empresariales, se ha
desarrollado la herramienta MONETA, que da soporte pra´ctico a todo este trabajo. Para ello,
MONETA ha sido doblemente validada. Por un lado, se ha utilizado para implementar las tres
situaciones reales inicialmente descritas en el planteamiento del problema que justificaban la
realizacio´n de este trabajo de tesis y, por otro lado, se ha evaluado mediante la validacio´n con
dos casos de estudio reales, elegidos de proyectos llevados a cabo con empresas.
Esto es, en definitiva, lo que ha constituido el desarrollo de este trabajo de tesis. Sin embargo,
es necesario dejar constancia de cua´les han sido las principales aportaciones de este trabajo para
poder darlo por concluido, y e´ste va a ser el objetivo del presente cap´ıtulo. Para lograrlo, en
la primera seccio´n se detalla el marco de investigacio´n en el que se ha desarrollado esta tesis
doctoral, que ha constituido una influencia importante en los resultados obtenidos. En este
marco hablaremos tanto del contexto en el que se ha desarrollado, como del conjunto de grupos
de investigacio´n con los que se ha colaborado y tambie´n han influido en el resultado de la misma.
A continuacio´n se detallan precisamente estas aportaciones haciendo referencia a los objetivos
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planteados al comienzo del trabajo. Y, para finalizar, se proponen un conjunto de trabajos y
l´ıneas de investigacio´n que siguen la senda iniciada por e´sta y otras tesis doctorales vinculadas.
La u´ltima seccio´n resume las principales conclusiones obtenidas a lo largo del cap´ıtulo.
9.1. Marco de investigacio´n en el que se desarrolla este trabajo
El contexto en el que se ha enmarcado este trabajo de tesis ha influenciado en gran medida
en su desarrollo. Dicho contexto engloba tanto la idiosincrasia propia del grupo IWT2 como las
relaciones de dicho grupo con otros grupos de investigacio´n y empresas. Ambos aspectos son
descritos en detalle a continuacio´n.
9.1.1. L´ınea de investigacio´n en el grupo IWT2
En varias ocasiones a lo largo de este trabajo de tesis se ha comentado la importancia de
haber sido desarrollado en el grupo IWT2, puesto que no so´lo nos aportaba un soporte teo´rico,
sino que su capacidad de ejecucio´n de proyectos de transferencia de I+D a empresas y organismos
de toda ı´ndole, nos facilitaba la identificacio´n de los problemas y necesidades que en entornos
empresariales se detectan, as´ı como las expectativas que dichos problemas generaban dentro
de las propias organizaciones. Ma´s adelante comentaremos la importancia de esto u´ltimo, pero
ahora nos centramos en el soporte teo´rico.
El grupo IWT2 posee desde hace unos an˜os una l´ınea estrate´gica de investigacio´n en la
que se trabaja en co´mo combinar de forma satisfactoria el paradigma de ingenier´ıa dirigida
por modelos con la gestio´n de procesos de negocio en mu´ltiples a´mbitos, con la finalidad de
resolver diferentes necesidades con las que se ha ido encontrando. El hecho de contar con una
l´ınea sobre procesos permite armonizar propuestas y planteamientos, ya que los resultados de
un trabajo de investigacio´n apoyan las hipo´tesis de los siguientes, abriendo camino y avanzando
conjuntamente.
Dentro de los objetivos de esta l´ınea de investigacio´n se contempla la necesidad de mejorar
la competitividad de las organizaciones mediante la mejora continua de sus procesos de negocio,
facilitando una gestio´n eficaz y eficiente de los mismos, utilizando para ello el paradigma MDE.
Para lograrlo, actualmente se encuentran en estado de desarrollo muy cercano a su finalizacio´n
tres trabajos de tesis estrechamente relacionados, en la que se abordan aspectos clave que cons-
tituyen la base a partir de la cua´l esta´n surgiendo nuevos trabajos, tanto de transferencia a
empresas como de aplicacio´n a otros a´mbitos. Los aspectos estudiados y que constituyen la base
sobre la que se conforma la l´ınea de procesos de negocio son los siguientes:
1. Proporcionar a las organizaciones un entorno basado en modelos para orquestar y ejecutar
los procesos de negocio a partir de su modelado, en el que se consiga reducir, e incluso
eliminar, la brecha existente entre los procesos definidos en las organizaciones y lo que
realmente ocurre en el d´ıa a d´ıa de las mismas, es decir, las diferencias entre los procesos
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definidos y los procesos actuales. Para alcanzar dicho objetivo se contempla la definicio´n
de una serie de protocolos con los que se transforma el modelo de definicio´n del proceso
a su modelo de ejecucio´n y orquestacio´n para, en este punto, obtener una versio´n textual,
desplegable y ejecutable en un motor de ejecucio´n de procesos.
2. Aportar un marco de referencia para facilitar la interoperabilidad y la mantenibilidad de
los procesos de software, aspecto que esta´ siendo abordado en este trabajo de tesis tal y
co´mo hemos descrito en detalle. De esta forma se garantiza la independencia del proceso
modelado frente al lenguaje de modelado seleccionado a la hora de abordar proyectos
interorganizacionales.
3. Proporcionar a las organizaciones la capacidad de modernizacio´n a trave´s de la extraccio´n
dina´mica de la vista global de sus procesos de negocio a partir de la informacio´n inferida
en bases de datos relacionales, estructuras de tablas, restricciones y activadores PL/SQL
de reglas de negocio. De esta forma se obtienen los elementos esenciales que se encuentran
involucrados en una organizacio´n en el desarrollo de proyectos: composicio´n de procesos y
me´tricas de los mismos, documentos, estructuras de equipos de trabajo, etc.
A partir de estos tres trabajos que, como hemos comentado, constituyen la base de conoci-
miento para posteriores investigaciones, en el grupo IWT2 se han iniciado un par de trabajos de
tesis dentro del a´mbito de la gestio´n de procesos cl´ınicos, motivados por la incipiente trayectoria
del grupo en la realizacio´n de proyectos de transferencia e I+D en el sector sociosanitario, y
otro relacionado con la gestio´n de los procesos involucrados en la cadena de suministro, fruto
de la estrecha relacio´n del grupo IWT2 con la divisio´n de Log´ıstica del Instituto Tecnolo´gico de
Arago´n. Todos estos trabajos esta´n siendo llevados a cabo por doctorandos miembros del grupo
IWT2.
9.1.2. Relaciones con otros organismos que han influido en el desarrollo de
este trabajo de tesis
Una vez conocida la importancia de la l´ınea de procesos de negocio en el grupo IWT2, a
continuacio´n se nombran algunos de los grupos de investigacio´n, organismos y empresas, que sin
ser los u´nicos, s´ı los podemos considerar como los ma´s relevantes, con los que el grupo IWT2 se
encuentra actualmente trabajando entorno a esta l´ınea de procesos de negocio, y que han sido y
siguen siendo relevantes tanto en el desarrollo de este trabajo de tesis como a la hora de abordar
nuevas l´ıneas de trabajo ya en marcha o planteadas para un futuro.
El Grupo de Innovacio´n Tecnolo´gica de la fundacio´n FISEVI. Como se ha co-
mentado en el cap´ıtulo 8, uno de los casos de estudio utilizados para validar el marco
de referencia ha sido precisamente el proyecto de adaptacio´n de la plataforma eSalud del
hospital universitario Virgen del Roc´ıo de Sevilla a una arquitectura basada en procesos
SOA para permitir una mayor modularidad, independencia, mantenibilidad y usabilidad
durante el desarrollo de mo´dulos funcionales que proporcionan soporte a los servicios cl´ıni-
cos del hospital. En este proyecto se colaboro´ estrechamente con el Grupo de Innovacio´n
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Tecnolo´gica (GiT), un grupo de investigacio´n relacionado con la I+D+i y las nuevas tecno-
log´ıas que se encuentra bajo la coordinacio´n del gerente de la Fundacio´n Pu´blica Andaluza
para la Gestio´n de la Investigacio´n en Salud de Sevilla (FISEVI)1, y en colaboracio´n con las
Unidades de Gestio´n Cl´ınica y las no Asistenciales de los hospitales universitarios Virgen
Macarena y Virgen del Roc´ıo, en concreto con el Servicio de Tecnolog´ıas de la Informacio´n.
Anteriormente se ha comentado el hecho de que esta relacio´n tan continuada ha conlleva-
do el hecho de que actualmente se esta´n realizando dos trabajos de tesis en el a´mbito de
procesos cl´ınicos.
El Grupo de Investigacio´n en Ingenier´ıa del Software de la Universidad de
Oviedo. Aunque algo ma´s adelante sera´ destacado como una futura l´ınea de trabajo
comu´n entre ambos grupos de investigacio´n, ya se han realizado las primeras propuestas
para incorporar te´cnicas de pruebas de software con el objetivo de asegurar la conformidad
de los procesos ejecutados conforme a su definicio´n. Esto es posible gracias a que el Grupo
de Investigacio´n de Ingenier´ıa del Software (GIIS) de la Universidad de Oviedo tiene como
l´ınea de trabajo la definicio´n de metodolog´ıas y herramientas para la calidad del software,
especialmente en el a´mbito de las pruebas de software.
El Grupo de Investigacio´n en Mejora del Proceso Software y Me´todos Formales
de la Universidad de Ca´diz. Tambie´n se comentara´ ma´s adelante, pero otra l´ınea de
trabajo paralela a la anterior es la que se lleva a cabo con este grupo de Mejora del Proceso
Software y Me´todos Formales (SPI&FM) de la Universidad de Ca´diz. La l´ınea de trabajo
con este grupo versa sobre la simulacio´n de procesos de software, y tambie´n se han realizado
los primeros trabajos al respecto.
El Laboratorio de Investigacio´n y Formacio´n en Informa´tica Avanzada de la
Universidad Nacional de La Plata, Argentina. Conjuntamente con el Laboratorio de
Investigacio´n y Formacio´n en Informa´tica Avanzada (LIFIA) de la Universidad Nacional
de La Plata (Argentina) se vienen realizando desde hace tiempo trabajos de investigacio´n
para mejorar los procesos de la metodolog´ıa NDT, concretamente en el proceso de inge-
nier´ıa de requisitos en lo que tiene que ver con la conciliacio´n de los requerimientos. Estos
trabajos conjuntos han propiciado el establecimiento de convenios de colaboracio´n para la
realizacio´n de estancias y proyectos internacionales, as´ı como tesis doctorales conjuntas.
Le Laboratoire Cognitions Humaine et Artificielle, Universite Paris 8. Este gru-
po de investigacio´n esta´ formado por un equipo multidisciplinar que investiga sistemas
cognitivos naturales y artificiales a trave´s de diferentes estudios pragma´ticos y sema´nti-
cos, con el propo´sito de modelar procesos cognitivos implicados en el aprendizaje durante
toda la vida del individuo. Enmarcado en el proyecto Merime´e, que tiene por objetivo
la colaboracio´n entre estudiantes de doctorados franceses, se han establecido trabajo de
investigacio´n con el objetivo de entrelazar esta l´ınea con los procesos de negocio.
La Divisio´n de Log´ıstica del Instituto Tecnolo´gico de Arago´n (ITAINNOVA)
Los trabajos relacionados con los procesos de negocio dentro del grupo IWT2 han motivado
1La Fundacio´n FISEVI surge con el objetivo de dar servicio a los investigadores de los centros del Sistema
Sanitario Pu´blico de Andaluc´ıa en la provincia de Sevilla, aglutinando las actividades que anteriormente eran
desarrolladas por otras entidades de gestio´n. Su cartera de servicios se compone de todo un conjunto de actividades
de apoyo al desarrollo de la investigacio´n en Salud en el seno del Sistema Sanitario Pu´blico de Andaluc´ıa, as´ı como
la gestio´n de ayudas y contratos que permiten las actividades de investigacio´n de los diferentes grupos de los centros
de dicho Sistema Sanitario ubicados en la provincia de Sevilla.
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un marco de colaboracio´n entre e´ste y la divisio´n de Log´ıstica de ITAINNOVA, en concreto
con su l´ınea de investigacio´n MDE, puesto que uno de los trabajos en esta l´ınea, apoyada
en el desarrollo de una tesis dentro del grupo, trata sobre los procesos de una cadena de
suministro, modelando las colaboraciones entre los diferentes agentes de la cadena con un
lenguaje de modelado de procesos que incorpore la capacidad sema´ntica para expresar de
forma adecuada las necesidades que ah´ı se plantean.
Southampton Solent University. En los u´ltimos an˜os se viene trabajando en estrecha
colaboracio´n con la Doctora eme´rita Margaret Ross en el a´mbito de la calidad del software,
lo que ha propiciado la realizacio´n de estancias en dicha universidad y la revisio´n por su
parte tanto de los trabajos de investigacio´n, y as´ı como de los art´ıculos desarrollados.
Todos estos son ejemplos de colaboracio´n con otros grupos de investigacio´n, organismos,
entidades pu´blicas y empresas en los que la l´ınea estrate´gica de procesos de negocio del grupo
IWT2 tiene especial protagonismo y con los que, de alguna u otra forma, se ha trabajado en
el desarrollo de esta tesis, tal y como queda de manifiesto en el anexo E donde se recopilan los
principales trabajos, art´ıculos, proyectos y estancias de la doctoranda.
El contexto dentro del grupo IWT2 y las relaciones con otros grupos han conformado el marco
estrate´gico en el que se ha desarrollado este trabajo de tesis, que ha constituido una importante
influencia a la hora de afrontar las soluciones planteadas y la manera en la que se han llevado a
cabo, de ah´ı el hecho de que lo hayamos destacado como un aspecto relevante. Una vez precisado
este marco contextual, en la siguiente seccio´n se exponen las principales aportaciones obtenidas
en el desarrollo de este trabajo de tesis.
9.2. Aportaciones de esta tesis
Una vez descrito y documentado el trabajo realizado durante la realizacio´n de esta tesis
doctoral y expuesto el marco de trabajo en el que se ha llevado a cabo, es momento para
recapitular las principales aportaciones obtenidas como resultado de la misma. En cada una de
estas aportaciones haremos referencia al objetivo que al comienzo del trabajo se planteo´ para
observar que existe al menos una correspondencia para todos los objetivos, con lo que se puede
concluir que todos ellos han sido cubiertos.
9.2.1. Un estudio del estado del arte de los lenguajes de modelado de procesos
de software
Conocer cua´l era la situacio´n actual en cuanto a los lenguajes de modelado de procesos de
software se refiere, era algo fundamental en el desarrollo de esta investigacio´n, puesto que el
planteamiento seguramente habr´ıa sido diferente en el caso de existir un nu´mero ma´s reducido
de propuestas. Para conocer el estado del arte se realizo´ una revisio´n sistema´tica de la literatura
sobre los trabajos relacionados con los lenguajes de modelado de procesos de software existentes
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en la u´ltima de´cada. En este estudio se realizo´ una clasificacio´n de los mismos de acuerdo a
una nueva taxonomı´a y se detecto´ la tendencia actual en el desarrollo de nuevos lenguajes de
modelado de procesos de software: hacer uso de la potencia ofrecida por los modelos, ya que
ofrecen una capacidad de abstraccio´n mayor que la de los histo´ricos enfoques como los lenguajes
de programacio´n, las redes de Petri o las reglas. Adema´s, se recogieron las limitaciones del
estudio y principales l´ıneas abiertas en cada uno de estos trabajos, algo muy destacable porque
la revisio´n sistema´tica de la literatura ofrece un punto de partida para continuar la investigacio´n
en este campo. Los resultados de dicho estudio se publicaron en [Garc´ıa-Borgon˜o´n et al., 2014a].
Con esta aportacio´n se cubre el primero de los objetivos planteados en el cap´ıtulo 3 que, tal
y como estaba formulado, consist´ıa en Realizar un estudio del estado del arte de los diferentes
lenguajes de modelado de procesos de software existentes, las causas por las que han sido creados
y cua´les son los aspectos que llevan a las organizaciones a su utilizacio´n en entornos reales, si
es que esto ocurre.
Adema´s de conocer la situacio´n actual en cuanto a los lenguajes de modelado de procesos de
software se refiere, gracias a este estudio se ha llevado a cabo una recopilacio´n de los principales
requerimientos exigidos a estos lenguajes en la literatura. Al hacer la revisio´n sistema´tica nos
percatamos de que unos de los elementos ma´s repetidos en los diferentes trabajos encontrados
eran, precisamente, los requerimientos que se exigen a un lenguaje de modelado de procesos
de software. Esto se convert´ıa en un argumento de peso para la creacio´n o propuesta de un
nuevo lenguaje o, simplemente, la extensio´n de alguno de los existentes. Sin embargo, aunque el
elemento referido era comu´n, el conjunto de requisitos que cada trabajo proporcionaba difer´ıa
entre ellos y tampoco ten´ıan una homogeneidad en cuanto a la denominacio´n aportada. Por ello,
consideramos adecuado realizar una compilacio´n de los requerimientos que fuimos detectando en
el transcurso del desarrollo de la revisio´n sistema´tica de la literatura teniendo en cuenta tanto
los trabajos finalmente incluidos en la misma como aquellos que fueron excluidos en sus u´ltimas
fases. Una vez realizada dicha recopilacio´n, establecimos los te´rminos que permit´ıan armonizar
los mismos aspectos introducidos por diferentes autores, con distintos nombres, de forma que
se obtuvo como resultado un marco (Framework) para la evaluacio´n de las capacidades de un
lenguaje de modelado de procesos de software. Adema´s de dar soporte a esta evaluacio´n, este
marco puede ser utilizado para realizar comparativas entre diferentes lenguajes.
9.2.2. Un marco de referencia para facilitar la interoperabilidad y la mante-
nibilidad de los modelos de procesos de software
La principal aportacio´n realizada con el desarrollo de esta tesis doctoral es, sin duda, el
marco de referencia para facilitar la interoperabilidad y la mantenibilidad de los modelos de
procesos de software, ya que constituye el resultado principal de la misma. Este marco, utilizando
la meta´fora del esperanto tal y como se ha comentado en el cap´ıtulo 3, hace posible que cada
organizacio´n elija y trabaje en el lenguaje de modelado de procesos de software que ma´s satisfaga
sus necesidades, sin tener por ello que convertir esta eleccio´n en algo irrevocable e indisoluble.
Hay que destacar la gran influencia que en el desarrollo de dicho marco ha tenido la ingenier´ıa
dirigida por modelos, puesto que ha condicionado en gran medida las soluciones adoptadas.
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Para conseguir dicho objetivo, hemos comentado en mu´ltiples ocasiones que el marco se
sustenta en tres pilas fundamentales: un lenguaje de modelado de procesos de software propuesto
como lenguaje base al que hemos denominado INROMA, un me´todo que permite su utilizacio´n
como lenguaje de referencia y las transformaciones necesarias para convertir INROMA en el
nexo entre los lenguajes de modelado de procesos de software que participan en el marco de
referencia.
1. El lenguaje de modelado de procesos de software INROMA. Este lenguaje, como
su propio nombre indica, ha sido definido para dar soporte al marco de referencia en su
misio´n de facilitar la interoperabilidad y mantenibilidad (INROMA, INteROperabilidad y
MAntenibilidad). Teniendo en cuenta el enfoque basado en modelos que se hab´ıa estableci-
do a la hora de plantear el marco, INROMA se desarrollo´ utilizando ese mismo paradigma,
obteniendo como resultado una sintaxis abstracta, el metamodelo, y una sintaxis concreta,
gra´fica y muy similar a los diagramas de actividad de UML.
INROMA tiene como propiedad fundamental el ser el lenguaje de modelado de procesos
de software que soporta el marco de referencia y, por tanto, incluye los mı´nimos elemen-
tos comunes a todos los lenguajes de modelado de procesos de software existentes, con
el objetivo de garantizar la interoperabilidad y no privilegiar ningu´n lenguaje frente al
resto. Para conseguirlo nos hemos basado en los conceptos definidos en la ISO/IEC TR
24744:2007, convirtie´ndose en un lenguaje sencillo y de fa´cil adopcio´n, muy cercano a la
filosof´ıa esperantista que se buscaba en la definicio´n del marco. Un lenguaje al fin y al
cabo, que hemos evaluado utilizando el marco para la evaluacio´n de las capacidades de los
lenguajes de modelado de procesos de software. Otra caracter´ıstica intr´ınseca en INRO-
MA, al estar basado en UML, es su capacidad de extensio´n que, en entornos diferentes al
de la interoperabilidad, puede ser explotado en toda su magnitud, incorporando capacida-
des que actualmente el lenguaje no contempla. Los resultados de la definicio´n y evolucio´n
de INROMA ha sido publicado en varias revistas y conferencias [Garc´ıa-Borgon˜o´n et al.,
2013b] [Ponce et al., 2013] [Garc´ıa-Borgon˜o´n et al., 2013a], sujetas a revisiones de expertos
externos, que nos ha permitido aprender e incorporar muchas de sus recomendaciones para
la generacio´n de la versio´n final del mismo.
Para finalizar lo que hace referencia a INROMA, destacar que con su desarrollo se ha
cubierto el segundo de los objetivos planteados, que consist´ıa en Definir un lenguaje de
modelado de procesos de software que sirva de lenguaje base en nuestro marco de referencia.
2. Un me´todo que permite la utilizacio´n de INROMA como lenguaje base. Con la
definicio´n de dicho me´todo se garantiza la posibilidad de incorporar nuevos lenguajes de
modelado de procesos de software en el marco de referencia para facilitar la interoperabi-
lidad y mantenibilidad de los modelos de procesos. El principal aspecto a tener en cuenta
en la utilizacio´n del me´todo son las correspondencias entre los elementos que conforman
el metamodelo de INROMA y los del lenguaje de modelado de procesos de software que
se pretende incorporar al marco. A modo de gu´ıa para el uso de dicho me´todo se han
realizado tres ejemplos con lenguajes de modelado de procesos: dos muy habituales en la
industria hoy en d´ıa, como son BPMN y UML-DA, de los que ya ten´ıamos disponible y
accesible el metamodelo, y otro, IDEF3, ma´s espec´ıfico del campo de la aerona´utica, del
que hemos definido su metamodelo para poder utilizarlo en el marco de referencia.
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Con la definicio´n de este me´todo, el objetivo Definir un me´todo para incorporar nuevos
lenguajes de modelado de procesos de software al marco de referencia se ha alcanzando.
3. Las transformaciones dentro del marco de referencia. Adema´s del lenguaje y del
me´todo, para completar el marco de referencia era necesario establecer la manera en la
que todos estos elementos se enlazan para realmente facilitar la interoperabilidad y la
mantenibilidad de los procesos de software. Para ello se sugiere la forma en la que estas
transformaciones deben ser definidas, dado el cara´cter bidireccional de las mismas, utili-
zando el esta´ndar QVT Relations para ello. Al igual que sucede en el caso del me´todo, a
modo de gu´ıa se han utilizado los tres lenguajes previamente elegidos como ejemplo para
la definicio´n de las transformaciones.
As´ı, con el desarrollo de este u´ltimo pilar del marco de referencia, el objetivo Definir las
transformaciones que constituyen el punto de unio´n de todos los lenguajes de modelado de
procesos de software se ha logrado.
Una vez definidos y desarrollados cada uno de los pilares del marco de referencia, el objetivo
que engloba a todos ellos consistente en Plantear el marco de referencia que se sustenta sobre
estos tres elementos previamente defindos tambie´n ha sido alcanzado.
9.2.3. Una herramienta que da soporte al marco de referencia: MONETA
Tambie´n hemos comentado en repetidas ocasiones a lo largo de este documento que una de
nuestras pretensiones principales era la de que este marco pudiera ser llevado a la pra´ctica y
de e´l se beneficiaran en su utilizacio´n diferentes organizaciones de software, ya fueran empresas
dedicadas al desarrollo y mantenimiento de software o departamentos de software dentro de
empresas ma´s grandes. Para ello se planteo´ la necesidad de desarrollar una herramienta de
soporte que implementara el marco de referencia y que abarcara los tres pilares fundamentales
que lo conforman. La herramienta resultante, denominada MONETA, fue desarrollada tomando
como base el entorno de desarrollo de Enterprise Architect, dadas las prestaciones que nos
proporcionaba.
Enterprise Architect incorpora los lenguajes BPMN y UML-DA para el modelado de proce-
sos, lo que nos permit´ıa poder utilizarlos directamente en MONETA, pero no es el caso comu´n
entre los lenguajes de modelado de procesos. Por ejemplo, el otro lenguaje utilizado a lo largo
de este documento, IDEF3, no esta´ incluido por defecto en la versio´n comercial. Para la im-
plementacio´n en MONETA se han desarrollado los perfiles UML de IDEF3 e INROMA, con
el objetivo de hacer uso de la misma en la validacio´n de las situaciones reales planteadas a la
hora es proponer la solucio´n. Adema´s de estos perfiles, que podr´ıamos considerarlos como la im-
plementacio´n de las sintaxis abstracta de estos lenguajes, tambie´n ha sido necesario definir sus
sintaxis concretas. Con ello se consegu´ıa tener soporte para los dos primeros pilares del marco
de referencia.
En cuanto a las transformaciones, tambie´n se ha definido un perfil UML para el lenguaje
QVT Relations para las mismas, as´ı como el desarrollo concreto para su ejecucio´n mediante el
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uso de las capacidades que nos proporciona Enterprise Architect a trave´s de Add-ins, lo que
erige a MONETA en la herramienta de soporte para el marco de referencia.
Una vez finalizado el desarrollo de MONETA, se ha utilizado para la validacio´n del marco
de referencia con los tres casos de uso teo´ricos planteados al inicio de este trabajo de tesis. De
esta forma se cubre el objetivo de Implementar una herramienta de soporte para que el marco
de referencia pueda ser utilizado en la pra´ctica por organizaciones de software.
9.2.4. Validacio´n del marco de referencia con casos reales
Una vez desarrollados el marco de referencia y la herramienta de soporte, el u´ltimo objetivo
a cumplir era Validar el marco de referencia con casos de estudio reales, como una forma de
corroborar las hipo´tesis que se hab´ıan planteado a la hora de formular el problema y poder
observar que la solucio´n propuesta cumpl´ıa con las expectativas planteadas.
La utilizacio´n de casos reales derivados de proyectos con empresas para realizar esta vali-
dacio´n, no so´lo ha servido para alcanzar dicho objetivo sino que se han abierto nuevas ideas y
l´ıneas de trabajo entorno a esta tema´tica y con una importante carga de investigacio´n aplicada
a la industria, con la continuidad que esto supone en la tema´tica de los procesos.
Todas y cada una de estas aportaciones nos han permitido alcanzar los objetivos planteados
al comienzo del trabajo de tesis, reforzando las hipo´tesis y evidenciado las principales fortalezas
del marco de referencia para facilitar la interoperabilidad y mantenibilidad de los procesos de
software aqu´ı expuesto.
9.3. Trabajos futuros
Una vez recapituladas las principales aportaciones realizadas con el desarrollo de este tra-
bajo de tesis, es importante poner en valor que dicho trabajo no es algo estanco, sino que sus
resultados, en confluencia con los otros trabajos del grupo IWT2 que hemos comentado ante-
riormente, han propiciado la apertura de nuevas ideas y l´ıneas para avanzar en esta tema´tica.
A continuacio´n se plantean algunos de los trabajos futuros ma´s representativos en el a´mbito de
los procesos.
9.3.1. La incorporacio´n de nuevos lenguajes en el marco de referencia
Para poder utilizar el marco de referencia para facilitar la interoperabilidad y mantenibilidad
de los lenguajes de modelado de procesos de software es necesario incorporar esos lenguajes
mediante el me´todo definido en el marco. Para poder utilizar el marco y validarlo en entornos
reales, durante el desarrollo de este trabajo de tesis se incorporaron, a modo de ejemplo, los
lenguajes de modelado de procesos BPMN, los diagramas de actividad de UML e IDEF3. Hemos
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podido comprobar que los dos primeros son habitualmente utilizados en las organizaciones para
modelar sus procesos de negocio, independientemente de si este negocio es software u otro, e
IDEF3 tiene un uso bastante extendido en la industria aerona´utica. Sin embargo, para poder
obtener mayor rendimiento de este marco de referencia, un mayor nu´mero de lenguajes deber´ıan
ser incorporados.
De hecho, se podr´ıa ampliar el alcance en cuanto al tipo de procesos se refiere, y abrir
las puertas a su utilizacio´n en a´reas como la energ´ıa, la automocio´n o la salud, puesto que
hemos podido comprobar que el marco de referencia cumple las expectativas para las que fue
desarrollado en un a´mbito ma´s general de procesos de negocio, sin particularizar u´nicamente en
el caso de los procesos de software.
9.3.2. La definicio´n de un mecanismo para asegurar la calidad de los procesos
y los productos relacionados con ellos en entornos empresariales
Los procesos, una vez definidos y modelados, se convierten en uno de los principales activos
de una organizacio´n. Ellos aspiran a ser un reflejo operativo de las particularidades e idiosincrasia
de la propia organizacio´n. La mayor parte de estos procesos, a excepcio´n de aquellos que son
transversales a la organizacio´n, se ponen en marcha durante la ejecucio´n de los proyectos. Sin
embargo, es una situacio´n bastante habitual encontrarse con que existe una notable distancia
entre el proceso definido (o modelado) por los ingenieros de procesos y el proceso real (o actual)
que verdaderamente se esta´ utilizando en el desarrollo de los proyectos. Esta cuestio´n suele ser
solventada con la instauracio´n de una figura o rol dentro de una empresa que se encarga del
aseguramiento de la calidad de los procesos, observando, habitualmente de forma manual, las
diferencias entre los procesos definidos y los reales en las evidencias (o productos procedentes de
los procesos) obtenidas de los proyectos en curso y finalizados. Estas actividades, que suponen
un coste para las empresas, son asumidas dentro de lo que se llama coste de la calidad.
Ma´s alla´ de disponer de un mecanismo de orquestacio´n y ejecucio´n de los procesos modela-
dos, el enfoque que se otorga a esta l´ınea de trabajo consiste en establecer una forma de asegurar
el seguimiento de los procesos mediante la aplicacio´n de te´cnicas de testeo de software. Habi-
tualmente estas te´cnicas son utilizadas para comprobar la calidad de los productos resultado de
los proyectos, pero rara vez se utilizan para comprobar la calidad de los procesos definidos. De
esta forma, estas actividades manuales pasar´ıan a tener un soporte importante, eliminando en
gran medida la subjetividad de una tarea meramente manual y personal.
9.3.3. La definicio´n de un mecanismo de medicio´n, ana´lisis y toma de deci-
siones en base a datos de ejecucio´n de los procesos
Otro aspecto importante al que dirigir una l´ınea de trabajo consiste en la disponibilidad en
los procesos de una organizacio´n de los elementos necesarios para establecer indicadores, a partir
de me´tricas y mediciones fruto de la ejecucio´n de los procesos en el desarrollo de los proyectos,
y utilizar dichas me´tricas para la toma de decisiones dentro de una organizacio´n.
9.3 Trabajos futuros 173
Ampliar y extender los conceptos de me´tricas e indicadores introducidos en el lenguaje
INROMA que permitan tener en cuenta estos aspectos a la hora de modelar los procesos, va a
permitir la obtencio´n de un cuadro de mando organizacional que, unidos con entornos de gestio´n
estad´ıstica de los procesos como Six Sigma o Lean, podr´ıan ser de gran utilidad en las empresas,
de ah´ı su importancia como l´ınea de investigacio´n aplicada. Unido a este enfoque se podr´ıa
contemplar la incorporacio´n de aspectos de simulacio´n de los procesos a partir de su modelado
como otro elemento a incorporar en el ana´lisis y toma de decisiones.
9.3.4. La definicio´n de un mecanismo que facilite las auditorias y certifica-
ciones de calidad de los procesos
Habitualmente las organizaciones, una vez definidos e institucionalizados los procesos, suelen
querer acceder a las certificaciones y auditor´ıas que acreditan la obtencio´n de alguna norma o
esta´ndar por la importante imagen comercial que e´stas suponen. Sin embargo, las tareas rela-
cionadas espec´ıficamente a la preparacio´n y ejecucio´n de estas auditor´ıas es un coste bastante
elevado para cualquier organizacio´n, puesto que los objetivos de estas tareas esta´n dirigidos a
recopilar las evidencias necesarias para poder pasar con e´xito las evaluaciones de tales certifica-
ciones.
Una l´ınea de trabajo en este sentido consistir´ıa en marcar en los procesos a la hora de
modelarlos los aspectos susceptibles de ser tomados como evidencias a la hora de realizar las
certificaciones, estableciendo un marco de evaluacio´n en el que se pudieran incorporar diferentes
normas y esta´ndares de todo tipo. Los resultados de este trabajo podr´ıan tener gran aceptacio´n
por parte de las empresas, puesto que suelen aceptar a regan˜adientes los costes internos asociados
a estas evaluaciones sumados a los propios costes de las mismas.
9.3.5. La definicio´n de un mecanismo para la interaccio´n de procesos en la
cadena de suministro
En esta l´ınea se plantea la utilizacio´n de los procesos de negocio en el a´mbito de la cadena de
suministro. Hoy en d´ıa la mayor´ıa de productos y servicios existentes son fruto de la colaboracio´n
de un gran nu´mero de compan˜´ıas diferentes que forman una cadena de valor. Cada organizacio´n
que forma parte de la cadena ofrece, de alguna u otra forma, valor al cliente final, que se
materializa como resultado de la colaboracio´n efectiva de los miembros de la cadena. Por ello
es necesario que, manteniendo la privacidad y autonomı´a en los procesos individuales, cada
organizacio´n conozca que´ papel desempen˜a en una cadena de suministro y co´mo puede o le
pueden afectar las decisiones tomadas por otras empresas con las que colabora en la cadena de
valor.
En este contexto, la l´ınea de trabajo que se plantea y que se encuentra ya en desarrollo
se centra en, tomando como base el lenguaje INROMA, ser capaces de reutilizar modelos de
procesos de negocio creados en diversos lenguajes para crear, en un primer paso, un modelo de
interaccio´n de procesos que especifique co´mo un proceso se puede relacionar con otros, y en un
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segundo paso, definir un modelo de proceso de cadena de suministro en el que se aborden las
actividades con un enfoque inter-organizacional.
Las l´ıneas de trabajo futuras aqu´ı referidas son las ma´s representativas actualmente, pero
cabe destacar que la sincronizacio´n de los resultados obtenidos en dos trabajos que se esta´n
desarrollando en el grupo IWT2 de forma simulta´nea, ampliar´ıa en gran medida horizontes y
surgir´ıan nuevas ideas que explorar.
9.4. Conclusiones
A lo largo de todo esta memoria hemos presentado el trabajo realizado en los diferentes
cap´ıtulos que la componen, desde la definicio´n del problema basada en los resultados obtenidos
en la revisio´n sistema´tica de literatura, hasta la propuesta de solucio´n, inicialmente desde un
punto de vista ma´s teo´rico, para llegar a un enfoque totalmente pra´ctico con la herramienta de
soporte y la manifestacio´n de su utilidad mediante la exposicio´n de los casos de estudio.
En este cap´ıtulo han quedado reflejado el contexto dentro del grupo IWT2 en el que se ha
desarrollado esta tesis doctoral, lo que ha influido notablemente en los enfoques establecidos
durante la ejecucio´n del trabajo de tesis. Asimismo, se han destacado las principales relaciones
con otros grupos de investigacio´n y empresas con los que se trabaja en el a´mbito de los procesos
de negocio, conformando todo ello un marco estrate´gico para esta l´ınea de investigacio´n. Adema´s
de las principales aportaciones realizadas por esta tesis doctoral, dentro de este marco estrate´gi-
co se han abierto un conjunto de ideas de trabajo futuro que complementar´ıan los resultados
aqu´ı obtenidos.
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En este anexo se presentan las relaciones para acometer la transformacio´n bidireccional entre
los diagramas de actividad de UML e INROMA. Para ello, haremos uso de la sintaxis concreta
gra´fica y textual de QVT Relations, tal y como fueron descritas en el cap´ıtulo 6. Tambie´n se
recoge la implementacio´n que se ha hecho de todas estas transformaciones en MONETA, de
forma similar a lo expuesto en el cap´ıtulo 7.
La tabla A.1 expone las correspondencias entre las relaciones y los diagramas de transfor-
macio´n QVT que se muestran a continuacio´n. Las relaciones, atendiendo a la sintaxis textual de
QVT Relations, se detallan en el algoritmo A.1. La implementacio´n de dichas transformaciones
se recogen en los algoritmos A.2 y A.3.










Tabla A.1: Relaciones para acometer la transformacio´n UML2INROMA
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Figura A.1: Vista QVT Relations de la relacio´n Activity2Process en la transformacio´n
UML2INROMA
Figura A.2: Vista QVT Relations de la relacio´n MapActivities en la transformacio´n
UML2INROMA
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Figura A.3: Vista QVT Relations de la relacio´n MapInputProductsOfActivity en la transforma-
cio´n UML2INROMA
Figura A.4: Vista QVT Relations de la relacio´n MapOutputProductsOfActivity en la transfor-
macio´n UML2INROMA
Figura A.5: Vista QVT Relations de la relacio´n MapIncomingSequence en la transformacio´n
UML2INROMA
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Figura A.6: Vista QVT Relations de la relacio´n MapOutgoingSequence en la transformacio´n
UML2INROMA
Figura A.7: Vista QVT Relations de la relacio´n MapInitial en la transformacio´n UML2INROMA
Figura A.8: Vista QVT Relations de la relacio´n MapFinal en la transformacio´n UML2INROMA
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Figura A.9: Vista QVT Relations de la relacio´n MapConditional en la transformacio´n
UML2INROMA
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1 transformation uml2inroma ( umlmodel : uml , inromamodel : inroma ) {
2
3 top relation Act iv i ty2Proce s s
4 {
5 act iv i tyName : S t r ing ;
6 checkonly domain umlmodel umlAct iv i ty : uml : : Ac t i v i ty
7 {
8 name = act iv i tyName
9 } ;
10 enforce domain inromamodel inromaProcess : inroma : : Process
11 {
12 name = act iv i tyName
13 } ;
14 where {
15 MapAct iv i t i e s ( umlActivity , inromaProcess ) ;
16 MapIn i t i a l ( umlActivity , inromaProcess ) ;
17 MapFinal ( umlActivity , inromaProcess ) ;
18 MapConditional ( umlActivity , inromaProcess ) ;
19 −− No e x i s t e n I n d i c a t o r s en UML, no es p o s i b l e r e a l i z a r e l mapeo




24 relation MapAct iv i t i e s
25 {
26 actionName : S t r ing ;
27 checkonly domain umlmodel umlAct iv i ty : uml : : Ac t i v i ty
28 {
29 node = umlAction : uml : : Action {name = actionName}
30 } ;
31 enforce domain inromamodel inromaProcess : inroma : : Process
32 {
33 e lements = inromaAct iv i ty : inroma : : Ac t i v i ty { name = actionName }
34 } ;
35 where {
36 MapInputProductsOfActivity ( umlAction , inromaAct iv i ty ) ;
37 MapOutputProductsOfActivity ( umlAction , inromaAct iv i ty ) ;
38 −− No e x i s t e r e l a c i o´ n en t re un Actor y l o s diagramas de a c t i v i d a d en UML,
no es p o s i b l e r e a l i z a r e l mapeo
39 −−MapStakeho ldersOfAct iv i ty ( umlAction , inromaAct iv i ty ) ;
40 MapIncomingSequence ( umlAction , inromaAct iv i ty ) ;






47 productName : S t r ing ;
48 checkonly domain umlmodel umlAction : uml : : Action
49 {
50 incoming = umlActionEdges : uml : : Act iv ityEdge {
51 source = umlDataStoreNode : uml : : DataStoreNode {name = productName}}
52 } ;
53 enforce domain inromamodel inromaAct iv i ty : inroma : : Ac t i v i ty
54 {







61 productName : S t r ing ;
62 checkonly domain umlmodel umlAction : uml : : Action
63 {
64 outgoing = umlActionEdges : uml : : Act iv ityEdge {
65 t a r g e t = umlDataStoreNode : uml : : DataStoreNode {name = productName}}
66 } ;
67 enforce domain inromamodel inromaAct iv i ty : inroma : : Ac t i v i ty
68 {






75 sequenceName : S t r ing ;
76 checkonly domain umlmodel umlAN : uml : : ActivityNode
77 {
78 incoming = umlCF : uml : : ControlFlow {name = sequenceName , t a r g e t = umlAN}
79 } ;
80 enforce domain inromamodel inromaPE : inroma : : ProcessElement
81 {
82 incoming = inromaIncoming : inroma : : ProcessSequence {name = sequenceName






88 sequenceName : S t r ing ;
89 checkonly domain umlmodel umlAN : uml : : ActivityNode
90 {
91 outgoing = umlCF : uml : : ControlFlow {name = sequenceName , source = umlAN}
92 } ;
93 enforce domain inromamodel inromaPE : inroma : : ProcessElement
94 {
95 outgoing = inromaOutgoing : inroma : : ProcessSequence {name = sequenceName




99 relation MapIn i t i a l
100 {
101 nodeName : S t r ing ;
102 checkonly domain umlmodel umlAct iv i ty : uml : : Ac t i v i ty
103 {
104 node = umlNode : uml : : I n i t i a l N o d e {name = nodeName}
105 } ;
106 enforce domain inromamodel inromaProcess : inroma : : Process
107 {
108 e lements = inromaIn i t i a lEvent : inroma : : I n i t i a l { name = nodeName }
109 } ;
110 where {
111 MapOutgoingSequence (umlNode , in romaIn i t i a lEvent ) ;
112 }





117 nodeName : S t r ing ;
118 checkonly domain umlmodel umlAct iv i ty : uml : : Ac t i v i ty
119 {
120 node = umlNode : uml : : FinalNode {name = nodeName}
121 } ;
122 enforce domain inromamodel inromaProcess : inroma : : Process
123 {
124 e lements = inromaFinalEvent : inroma : : F ina l { name = nodeName }
125 } ;
126 where {






133 condit ionalName : S t r ing ;
134 checkonly domain umlmodel umlAct iv i ty : uml : : Ac t i v i ty
135 {
136 node = umlNode : uml : : DecisionNode {name = condit ionalName }
137 } ;
138 enforce domain inromamodel inromaProcess : inroma : : Process
139 {




143 MapIncomingSequence (umlNode , inromaCondit ional ) ;
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1 class UML2INROMA : INROMA, ITransform
2 {
3
4 Hashtable idMaps = new Hashtable ( ) ; // inputModelElementID →
outputModelElementID
5
6 public EA. Package trans form (EA. Repos i tory r epo s i t o ry , EA. Package
inputModel , EA. Package outputModelView )
7 {
8 idMaps . Clear ( ) ;
9 addNewRoot ( r epo s i t o ry , outputModelView ) ;
10 foreach (EA. Element e in inputModel . Elements )
11 {
12 i f ( e . Type == ” Act iv i ty ”)
13 Act iv i ty2Proce s s ( e , f indElement ( e .Name) ) ;
14 }
15
16 package . Update ( ) ;
17 r e p o s i t o r y . RefreshModelView ( package . PackageID ) ;
18
19 return package ;
20 }
21
22 public int getOutputDiagramID ( ) { return getDiagramID ( ) ; }
23
24 void Act iv i ty2Proce s s (EA. Element umlActivity , EA. Element inromaProcess )
25 {
26 i f ( inromaProcess == null )
27 inromaProcess = addNewProcess ( umlAct iv ity .Name) ;
28
29 i f ( inromaProcess == null )
30 return ;
31
32 MapAct iv i t i e s ( umlActivity , inromaProcess ) ;
33 MapIn i t i a l ( umlActivity , inromaProcess ) ;
34 MapFinal ( umlActivity , inromaProcess ) ;
35 MapConditional ( umlActivity , inromaProcess ) ;
36 }
37
38 void MapAct iv i t i e s (EA. Element umlActivity , EA. Element inromaProcess )
39 {
40 foreach (EA. Element e in umlAct iv i ty . Elements )
41 {
42 i f ( e . Type == ” Action ”)
43 {
44 i f ( f indElement ( e .Name) == null )
45 {
46 EA. Element inromaAct iv i ty = addNewActivity ( inromaProcess .
Elements , e .Name) ;
47 i f ( inromaAct iv i ty != null )
48 {
49 idMaps [ e . ElementID ] = inromaAct iv i ty . ElementID ;
50 MapInputProducts ( e , inromaActiv ity , inromaProcess ) ;
51 MapOutputProducts ( e , inromaActiv ity , inromaProcess ) ;
52 MapStakeholders ( e , inromaActiv ity , inromaProcess ) ;
53 MapIncomingSequence ( e , inromaAct iv i ty ) ;
54 MapOutcomingSequence ( e , inromaAct iv i ty ) ;







61 void MapIn i t i a l (EA. Element umlActivity , EA. Element inromaProcess )
62 {
63 foreach (EA. Element e in umlAct iv i ty . Elements )
64 {
65 i f ( e . Type == ”StateNode” && e . Stereotype == ” I n i t i a l ”)
66 {
67 i f ( f indElement ( e .Name) == null )
68 {
69 EA. Element i n r o m a I n i t i a l = addNewInit ia l ( inromaProcess .
Elements , e .Name) ;
70 i f ( i n r o m a I n i t i a l != null )
71 {
72 idMaps [ e . ElementID ] = i n r o m a I n i t i a l . ElementID ;







80 void MapFinal (EA. Element umlActivity , EA. Element inromaProcess )
81 {
82 foreach (EA. Element e in umlAct iv i ty . Elements )
83 {
84 i f ( e . Type == ”StateNode” && e . Stereotype == ” Fina l ”)
85 {
86 i f ( f indElement ( e .Name) == null )
87 {
88 EA. Element inromaFinal = addNewFinal ( inromaProcess .
Elements , e .Name) ;
89 i f ( inromaFinal != null )
90 {
91 idMaps [ e . ElementID ] = inromaFinal . ElementID ;







99 void MapConditional (EA. Element umlActivity , EA. Element inromaProcess )
100 {
101 foreach (EA. Element e in umlAct iv i ty . Elements )
102 {
103 i f ( e . Type == ” Dec i s i on ”)
104 {
105 i f ( f indElement ( e .Name) == null )
106 {
107 EA. Element inromaCondit ional = addNewConditional (
inromaProcess . Elements , e .Name) ;
108 i f ( inromaCondit ional != null )
109 {
199
110 idMaps [ e . ElementID ] = inromaCondit ional . ElementID ;
111 MapIncomingSequence ( e , inromaCondit ional ) ;







119 void MapInputProducts (EA. Element umlAction , EA. Element inromaActiv ity , EA.
Element inromaProcess )
120 {
121 foreach (EA. Connector c in umlAction . Connectors )
122 {
123 int elementID = c . Cl ientID ;
124 EA. Element e = r e p o s i t o r y . GetElementByID ( elementID ) ;
125 i f ( e != null && e . Stereotype == ” data s to r e ”)
126 {
127 EA. Element product = null ;
128 i f ( idMaps . ContainsKey ( e . ElementID ) )
129 {
130 product = r e p o s i t o r y . GetElementByID ( ( int ) idMaps [ e .




134 product = addNewProduct ( inromaProcess . Elements , e .Name) ;
135 idMaps [ e . ElementID ] = product . ElementID ;
136 }





142 void MapOutputProducts (EA. Element umlAction , EA. Element inromaActiv ity , EA
. Element inromaProcess )
143 {
144 foreach (EA. Connector c in umlAction . Connectors )
145 {
146 int elementID = c . Suppl ier ID ;
147 EA. Element e = r e p o s i t o r y . GetElementByID ( elementID ) ;
148 i f ( e != null && e . Stereotype == ” data s to r e ”)
149 {
150 EA. Element product = null ;
151 i f ( idMaps . ContainsKey ( e . ElementID ) )
152 {
153 product = r e p o s i t o r y . GetElementByID ( ( int ) idMaps [ e .




157 product = addNewProduct ( inromaProcess . Elements , e .Name) ;
158 idMaps [ e . ElementID ] = product . ElementID ;
159 }
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164
165 void MapStakeholders (EA. Element umlAction , EA. Element inromaActiv ity , EA.
Element inromaProcess )
166 {
167 foreach (EA. Connector c in umlAction . Connectors )
168 {
169 EA. Element e = r e p o s i t o r y . GetElementByID ( c . Suppl ier ID ) ;
170 i f ( e == null | | e . Type != ”Actor ”)
171 {
172 e = r e p o s i t o r y . GetElementByID ( c . Cl ientID ) ;




177 EA. Element s takeho lde r = addNewStakeholder ( inromaProcess . Elements ,
e .Name) ;




182 void MapIncomingSequence (EA. Element umlElement , EA. Element inromaElement )
183 {
184 foreach (EA. Connector c in umlElement . Connectors )
185 {
186 i f ( c . Type != ” ControlFlow ” | | c . Suppl ier ID != umlElement .
ElementID ) // not incoming
187 continue ;
188
189 int sourceID = c . Cl ientID ;
190 int target ID = c . Suppl ier ID ;
191 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
192 | | idMaps . ContainsKey ( target ID ) == fa l se )
193 continue ;
194
195 int inromaSourceID = ( int ) idMaps [ sourceID ] ;
196 int inromaTargetID = ( int ) idMaps [ target ID ] ;
197
198 EA. Element source = r e p o s i t o r y . GetElementByID ( inromaSourceID ) ;
199 EA. Element t a r g e t = inromaElement ; // r e p o s i t o r y . GetElementByID (
inromaTargetID ) ;
200




205 void MapOutcomingSequence (EA. Element umlElement , EA. Element inromaElement )
206 {
207 foreach (EA. Connector c in umlElement . Connectors )
208 {




212 int sourceID = c . Cl ientID ;
213 int target ID = c . Suppl ier ID ;
214 i f ( idMaps . ContainsKey ( sourceID ) == fa l se




218 int inromaSourceID = ( int ) idMaps [ sourceID ] ;
219 int inromaTargetID = ( int ) idMaps [ target ID ] ;
220
221 EA. Element source = inromaElement ; // r e p o s i t o r y . GetElementByID (
inromaSourceID ) ;
222 EA. Element t a r g e t = r e p o s i t o r y . GetElementByID ( inromaTargetID ) ;
223
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1 class INROMA2UML : UML, ITransform
2 {
3 Hashtable idMaps = new Hashtable ( ) ; // inputModelElementID →
outputModelElementID
4
5 public EA. Package trans form (EA. Repos i tory r epo s i t o ry , EA. Package
inputModel , EA. Package outputModelView )
6 {
7 idMaps . Clear ( ) ;
8 addNewRoot ( r epo s i t o ry , outputModelView ) ;
9 foreach (EA. Element e in inputModel . Elements )
10 {
11 i f ( e . Ste reotype . Contains (” Process ”) )
12 Proce s s2Act iv i ty ( e , f indElement ( e .Name) ) ;
13 }
14
15 package . Update ( ) ;
16 r e p o s i t o r y . RefreshModelView ( package . PackageID ) ;
17
18 return package ;
19 }
20
21 public int getOutputDiagramID ( ) { return getDiagramID ( ) ; }
22
23 void Proce s s2Act iv i ty (EA. Element inromaProcess , EA. Element umlAct iv ity )
24 {
25 i f ( umlAct iv i ty == null )
26 umlAct iv i ty = addNewActivity ( inromaProcess .Name) ;
27
28 i f ( umlAct iv i ty == null )
29 return ;
30
31 MapAct iv i t i e s ( inromaProcess , umlAct iv i ty ) ;
32 MapIn i t i a l ( inromaProcess , umlAct iv ity ) ;
33 MapFinal ( inromaProcess , umlAct iv ity ) ;
34 MapConditional ( inromaProcess , umlAct iv i ty ) ;
35 }
36
37 void MapAct iv i t i e s (EA. Element inromaProcess , EA. Element umlAct iv ity )
38 {
39 foreach (EA. Element a c t i v i t y in inromaProcess . Elements )
40 {
41 i f ( a c t i v i t y . Stereotype . Contains (” Act i v i ty ”) )
42 {
43 i f ( f indElement ( a c t i v i t y .Name) == null )
44 {
45 EA. Element umlAction = addNewAction ( umlAct iv ity . Elements ,
a c t i v i t y .Name) ;
46 i f ( umlAction != null )
47 {
48 idMaps [ a c t i v i t y . ElementID ] = umlAction . ElementID ;
49 MapInputProducts ( a c t i v i t y , umlAction , umlAct iv i ty ) ;
50 MapOutputProducts ( a c t i v i t y , umlAction , umlAct iv i ty ) ;
51 MapStakeholders ( a c t i v i t y , umlAction , umlAct iv i ty ) ;
52 MapIncomingSequence ( a c t i v i t y , umlAction ) ;








60 void MapIn i t i a l (EA. Element inromaProcess , EA. Element umlAct iv ity )
61 {
62 foreach (EA. Element e in inromaProcess . Elements )
63 {
64 i f ( e . Ste reotype . Contains (” I n i t i a l ”) )
65 {
66 i f ( f indElement ( e .Name) == null )
67 {
68 EA. Element u m l I n i t i a l = addNewAct iv i ty In i t i a l ( umlAct iv ity .
Elements , e .Name) ;
69 i f ( u m l I n i t i a l != null )
70 {
71 idMaps [ e . ElementID ] = u m l I n i t i a l . ElementID ;







79 void MapFinal (EA. Element inromaProcess , EA. Element umlAct iv i ty )
80 {
81 foreach (EA. Element e in inromaProcess . Elements )
82 {
83 i f ( e . Ste reotype . Contains (” Fina l ”) )
84 {
85 i f ( f indElement ( e .Name) == null )
86 {
87 EA. Element umlFinal = addNewActivityFinal ( umlAct iv i ty .
Elements , e .Name) ;
88 i f ( umlFinal != null )
89 {
90 idMaps [ e . ElementID ] = umlFinal . ElementID ;







98 void MapConditional (EA. Element inromaProcess , EA. Element umlAct iv ity )
99 {
100 foreach (EA. Element e in inromaProcess . Elements )
101 {
102 i f ( e . Ste reotype . Contains (” Condi t iona l ”) )
103 {
104 i f ( f indElement ( e .Name) == null )
105 {
106 EA. Element umlDecis ion = addNewDecision ( umlAct iv i ty .
Elements , e .Name) ;
107 i f ( umlDecis ion != null )
108 {
109 idMaps [ e . ElementID ] = umlDecis ion . ElementID ;
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110 MapIncomingSequence ( e , umlDecis ion ) ;







118 void MapInputProducts (EA. Element inromaActiv ity , EA. Element umlAction , EA.
Element umlAct iv ity )
119 {
120 foreach (EA. Connector c in inromaAct iv i ty . Connectors )
121 {
122 i f ( c . Ste reotype . Contains (” Entry ”) )
123 {
124 EA. Element e = r e p o s i t o r y . GetElementByID ( c . Cl ientID ) ;
125 i f ( e == null | | ! e . Ste reotype . Contains (” Product ”) )
126 {
127 e = r e p o s i t o r y . GetElementByID ( c . Suppl ier ID ) ;




132 EA. Element product = null ;
133 i f ( idMaps . ContainsKey ( e . ElementID ) )
134 {
135 product = r e p o s i t o r y . GetElementByID ( ( int ) idMaps [ e .




139 product = addNewDataStore ( umlAct iv ity . Elements , e .Name) ;
140 idMaps [ e . ElementID ] = product . ElementID ;
141 }





147 void MapOutputProducts (EA. Element inromaActiv ity , EA. Element umlAction , EA
. Element umlAct iv i ty )
148 {
149 foreach (EA. Connector c in inromaAct iv i ty . Connectors )
150 {
151 i f ( c . Ste reotype . Contains (” Exit ”) )
152 {
153 EA. Element e = r e p o s i t o r y . GetElementByID ( c . Cl ientID ) ;
154 i f ( e == null | | ! e . Ste reotype . Contains (” Product ”) )
155 {
156 e = r e p o s i t o r y . GetElementByID ( c . Suppl ier ID ) ;




161 EA. Element product = null ;
162 i f ( idMaps . ContainsKey ( e . ElementID ) )
163 {
164 product = r e p o s i t o r y . GetElementByID ( ( int ) idMaps [ e .
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168 product = addNewDataStore ( umlAct iv ity . Elements , e .Name) ;
169 idMaps [ e . ElementID ] = product . ElementID ;
170 }





176 void MapStakeholders (EA. Element inromaActiv ity , EA. Element umlAction , EA.
Element umlAct iv ity )
177 {
178 foreach (EA. Connector c in inromaAct iv i ty . Connectors )
179 {
180 int elementID = c . Suppl ier ID ;
181 EA. Element e = r e p o s i t o r y . GetElementByID ( elementID ) ;
182 i f ( e == null | | ! e . Ste reotype . Contains (” Stakeho lder ”) )
183 e = r e p o s i t o r y . GetElementByID ( c . Cl ientID ) ;
184 i f ( e != null && e . Stereotype . Contains (” Stakeho lder ”) )
185 {
186 EA. Element ac to r = addNewActor ( umlAct iv ity . Elements , e .Name) ;





192 void MapIncomingSequence (EA. Element inromaElement , EA. Element umlElement )
193 {
194 foreach (EA. Connector c in inromaElement . Connectors )
195 {
196 i f ( ! c . Ste reotype . Contains (” ProcessSequence ”) | | c . Suppl ier ID !=
inromaElement . ElementID ) // not incoming
197 continue ;
198
199 int sourceID = c . Cl ientID ;
200 int target ID = c . Suppl ier ID ;
201 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
202 | | idMaps . ContainsKey ( target ID ) == fa l se )
203 continue ;
204
205 int umlSourceID = ( int ) idMaps [ sourceID ] ;
206 int umlTargetID = ( int ) idMaps [ target ID ] ;
207
208 EA. Element source = r e p o s i t o r y . GetElementByID ( umlSourceID ) ;
209 EA. Element t a r g e t = umlElement ; // r e p o s i t o r y . GetElementByID (
bpmnTargetID ) ;
210




215 void MapOutcomingSequence (EA. Element inromaElement , EA. Element umlElement )
216 {
217 foreach (EA. Connector c in inromaElement . Connectors )
218 {
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219 i f ( ! c . Ste reotype . Contains (” ProcessSequence ”) | | c . Cl ientID !=
inromaElement . ElementID ) // not incoming
220 continue ;
221
222 int sourceID = c . Cl ientID ;
223 int target ID = c . Suppl ier ID ;
224 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
225 | | idMaps . ContainsKey ( target ID ) == fa l se )
226 continue ;
227
228 int umlSourceID = ( int ) idMaps [ sourceID ] ;
229 int umlTargetID = ( int ) idMaps [ target ID ] ;
230
231 EA. Element source = umlElement ; // r e p o s i t o r y . GetElementByID (
bpmnSourceID ) ;
232 EA. Element t a r g e t = r e p o s i t o r y . GetElementByID ( umlTargetID ) ;
233








Seguidamente se expone con mayor detalle la transformacio´n bidireccional entre BPMN e
INROMA, siguiendo el mismo esquema que en el anexo A.
La tabla B.1 expone las correspondencias entre las relaciones y los diagramas de transfor-
macio´n QVT que se muestran a continuacio´n. Las relaciones, atendiendo a la sintaxis textual de
QVT Relations, se detallan en el algoritmo B.1. La implementacio´n de dichas transformaciones
se recogen en los algoritmos B.2 y B.3.
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Figura B.1: Vista QVT Relations de la relacio´n Process2Process en la transformacio´n
BPMN2INROMA
Figura B.2: Vista QVT Relations de la relacio´n MapActivities en la transformacio´n
BPMN2INROMA
209
Figura B.3: Vista QVT Relations de la relacio´n MapInputProductsOfActivity en la transforma-
cio´n BPMN2INROMA
Figura B.4: Vista QVT Relations de la relacio´n MapOutputProductsOfActivity en la transfor-
macio´n BPMN2INROMA
Figura B.5: Vista QVT Relations de la relacio´n MapStakeholdersOfActivity en la transformacio´n
BPMN2INROMA
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Figura B.6: Vista QVT Relations de la relacio´n MapIncomingSequence en la transformacio´n
BPMN2INROMA
Figura B.7: Vista QVT Relations de la relacio´n MapOutgoingSequence en la transformacio´n
BPMN2INROMA
Figura B.8: Vista QVT Relations de la relacio´n MapInitial en la transformacio´n
BPMN2INROMA
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Figura B.9: Vista QVT Relations de la relacio´n MapFinal en la transformacio´n BPMN2INROMA
Figura B.10: Vista QVT Relations de la relacio´n MapConditional en la transformacio´n
BPMN2INROMA
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1 transformation bpmn2inroma (bpmnmodel : bpmn2 , inromamodel : inroma ) {
2
3 top relation Proces s2Proces s
4 {
5 processName : S t r ing ;
6 checkonly domain bpmnmodel bpmnProcess : bpmn2 : : Process
7 {
8 name = processName
9 } ;
10 enforce domain inromamodel inromaProcess : inroma : : Process
11 {
12 name = processName
13 } ;
14 where {
15 MapAct iv i t i e s ( bpmnProcess , inromaProcess ) ;
16 MapIn i t i a l ( bpmnProcess , inromaProcess ) ;
17 MapFinal ( bpmnProcess , inromaProcess ) ;
18 MapConditional ( bpmnProcess , inromaProcess ) ;
19 −− No e x i s t e n I n d i c a t o r s en BPMN, no es p o s i b l e r e a l i z a r e l mapeo




24 relation MapAct iv i t i e s
25 {
26 taskName : S t r ing ;
27 checkonly domain bpmnmodel bpmnProcess : bpmn2 : : Process
28 {
29 f lowElements = bpmnTask : bpmn2 : : Task {name = taskName}
30 } ;
31 enforce domain inromamodel inromaProcess : inroma : : Process
32 {
33 e lements = inromaAct iv i ty : inroma : : Ac t i v i ty { name = taskName }
34 } ;
35 where {
36 MapInputProductsOfActivity (bpmnTask , inromaAct iv i ty ) ;
37 MapOutputProductsOfActivity (bpmnTask , inromaAct iv i ty ) ;
38 MapStakeholdersOfActiv ity (bpmnTask , inromaAct iv i ty ) ;
39 MapIncomingSequence (bpmnTask , inromaAct iv i ty ) ;






46 productName : S t r ing ;
47 checkonly domain bpmnmodel bpmnTask : bpmn2 : : Task
48 {
49 i o S p e c i f i c a t i o n = bpmnIOSpeci f icat ion : bpmn2 : : InputOutputSpec i f i ca t i on {
50 dataInputs = bpmnDataInput : bpmn2 : : DataInput {name = productName}}
51 } ;
52 enforce domain inromamodel inromaAct iv i ty : inroma : : Ac t i v i ty
53 {







60 productName : S t r ing ;
61 checkonly domain bpmnmodel bpmnTask : bpmn2 : : Task
62 {
63 i o S p e c i f i c a t i o n = bpmnIOSpeci f icat ion : bpmn2 : : InputOutputSpec i f i ca t i on {
64 dataOutputs = bpmnDataOutput : bpmn2 : : DataOutput {name = productName
}}
65 } ;
66 enforce domain inromamodel inromaAct iv i ty : inroma : : Ac t i v i ty
67 {




72 relation MapStakeholdersOfActiv ity
73 {
74 stakeholderName : S t r ing ;
75 checkonly domain bpmnmodel bpmnTask : bpmn2 : : Task
76 {
77 r e s o u r c e s = bpmnResourceRole : bpmn2 : : ResourceRole {name =
stakeholderName }
78 } ;
79 enforce domain inromamodel inromaAct iv i ty : inroma : : Ac t i v i ty
80 {







87 sequenceName : S t r ing ;
88 checkonly domain bpmnmodel bpmnFlow : bpmn2 : : FlowNode
89 {
90 incoming = bpmnIncoming : bpmn2 : : SequenceFlow {name = sequenceName ,
ta rge tRe f = bpmnFlow}
91 } ;
92 enforce domain inromamodel inromaPE : inroma : : ProcessElement
93 {
94 incoming = inromaIncoming : inroma : : ProcessSequence {name = sequenceName






100 sequenceName : S t r ing ;
101 checkonly domain bpmnmodel bpmnFlow : bpmn2 : : FlowNode
102 {
103 outgoing = bpmnOutgoing : bpmn2 : : SequenceFlow {name = sequenceName ,
sourceRef = bpmnFlow}
104 } ;
105 enforce domain inromamodel inromaPE : inroma : : ProcessElement
106 {
107 outgoing = inromaOutgoing : inroma : : ProcessSequence {name = sequenceName
, source = inromaPE}
108 } ;
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109 }
110
111 relation MapIn i t i a l
112 {
113 eventName : S t r ing ;
114 checkonly domain bpmnmodel bpmnProcess : bpmn2 : : Process
115 {
116 f lowElements = bpmnStartEvent : bpmn2 : : StartEvent {name = eventName}
117 } ;
118 enforce domain inromamodel inromaProcess : inroma : : Process
119 {
120 e lements = inromaIn i t i a lEvent : inroma : : I n i t i a l { name = eventName }
121 } ;
122 where {






129 eventName : S t r ing ;
130 checkonly domain bpmnmodel bpmnProcess : bpmn2 : : Process
131 {
132 f lowElements = bpmnEndEvent : bpmn2 : : EndEvent {name = eventName}
133 } ;
134 enforce domain inromamodel inromaProcess : inroma : : Process
135 {
136 e lements = inromaFinalEvent : inroma : : F ina l { name = eventName }
137 } ;
138 where {






145 condit ionalName : S t r ing ;
146 checkonly domain bpmnmodel bpmnProcess : bpmn2 : : Process
147 {
148 f lowElements = bpmnGateway : bpmn2 : : ExclusiveGateway {name =
condit ionalName }
149 } ;
150 enforce domain inromamodel inromaProcess : inroma : : Process
151 {




155 MapIncomingSequence (bpmnGateway , inromaCondit ional ) ;




Algoritmo B.1: Transformacio´n BPMN2INROMA
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1 class BPMN2INROMA : INROMA, ITransform
2 {
3
4 Hashtable idMaps = new Hashtable ( ) ; // inputModelElementID →
outputModelElementID
5
6 public EA. Package trans form (EA. Repos i tory r epo s i t o ry , EA. Package
inputModel , EA. Package outputModelView )
7 {
8 idMaps . Clear ( ) ;
9 addNewRoot ( r epo s i t o ry , outputModelView ) ;
10 foreach (EA. Element e in inputModel . Elements )
11 {
12 i f ( e . Ste reotype . Contains (” Bus ines sProces s ”) )
13 Proces s2Proces s ( e , f indElement ( e .Name) ) ;
14 }
15
16 package . Update ( ) ;
17 r e p o s i t o r y . RefreshModelView ( package . PackageID ) ;
18
19 return package ;
20 }
21
22 public int getOutputDiagramID ( ) { return getDiagramID ( ) ; }
23
24 void Proces s2Proces s (EA. Element bpmnProcess , EA. Element inromaProcess )
25 {
26 i f ( inromaProcess == null )
27 inromaProcess = addNewProcess ( bpmnProcess .Name) ;
28
29 i f ( inromaProcess == null )
30 return ;
31
32 MapAct iv i t i e s ( bpmnProcess , inromaProcess ) ;
33 MapIn i t i a l ( bpmnProcess , inromaProcess ) ;
34 MapFinal ( bpmnProcess , inromaProcess ) ;
35 MapConditional ( bpmnProcess , inromaProcess ) ;
36 }
37
38 void MapAct iv i t i e s (EA. Element bpmnProcess , EA. Element inromaProcess )
39 {
40 foreach (EA. Element bpmnTask in bpmnProcess . Elements )
41 {
42 i f (bpmnTask . Stereotype . Contains (” Act i v i ty ”) ) // BPMN: : Task !
43 {
44 i f ( f indElement (bpmnTask .Name) == null )
45 {
46 EA. Element inromaAct iv i ty = addNewActivity ( inromaProcess .
Elements , bpmnTask .Name) ;
47 i f ( inromaAct iv i ty != null )
48 {
49 idMaps [ bpmnTask . ElementID ] = inromaAct iv i ty . ElementID
;
50 MapInputProducts (bpmnTask , inromaActiv ity ,
inromaProcess ) ;
51 MapOutputProducts (bpmnTask , inromaActiv ity ,
inromaProcess ) ;
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52 MapStakeholders (bpmnTask , inromaActiv ity ,
inromaProcess ) ;
53 MapIncomingSequence (bpmnTask , inromaAct iv i ty ) ;







61 void MapIn i t i a l (EA. Element bpmnProcess , EA. Element inromaProcess )
62 {
63 foreach (EA. Element e in bpmnProcess . Elements )
64 {
65 i f ( e . Ste reotype . Contains (” StartEvent ”) )
66 {
67 i f ( f indElement ( e .Name) == null )
68 {
69 EA. Element i n r o m a I n i t i a l = addNewInit ia l ( inromaProcess .
Elements , e .Name) ;
70 i f ( i n r o m a I n i t i a l != null )
71 {
72 idMaps [ e . ElementID ] = i n r o m a I n i t i a l . ElementID ;







80 void MapFinal (EA. Element bpmnProcess , EA. Element inromaProcess )
81 {
82 foreach (EA. Element e in bpmnProcess . Elements )
83 {
84 i f ( e . Ste reotype . Contains (” EndEvent ”) )
85 {
86 i f ( f indElement ( e .Name) == null )
87 {
88 EA. Element inromaFinal = addNewFinal ( inromaProcess .
Elements , e .Name) ;
89 i f ( inromaFinal != null )
90 {
91 idMaps [ e . ElementID ] = inromaFinal . ElementID ;







99 void MapConditional (EA. Element bpmnProcess , EA. Element inromaProcess )
100 {
101 foreach (EA. Element e in bpmnProcess . Elements )
102 {
103 i f ( e . Ste reotype . Contains (” Gateway ”) && getTagValue ( e , ”
gatewayType ”) == ” Exc lus ive ”)
104 {
105 i f ( f indElement ( e .Name) == null )
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106 {
107 EA. Element inromaCondit ional = addNewConditional (
inromaProcess . Elements , e .Name) ;
108 i f ( inromaCondit ional != null )
109 {
110 idMaps [ e . ElementID ] = inromaCondit ional . ElementID ;
111 MapIncomingSequence ( e , inromaCondit ional ) ;







119 void MapInputProducts (EA. Element bpmnTask , EA. Element inromaActiv ity , EA.
Element inromaProcess )
120 {
121 foreach (EA. Connector c in bpmnTask . Connectors )
122 {
123 int elementID = c . Cl ientID ;
124 EA. Element e = r e p o s i t o r y . GetElementByID ( elementID ) ;
125 i f ( e != null && e . Stereotype . Contains (” DataObject ”) )
126 {
127 foreach (EA. TaggedValue tag in e . TaggedValues )
128 {
129 i f ( tag .Name == ”dataInOut ”)
130 {
131 i f ( tag . Value == ” Input ” | | tag . Value == ”None”)
132 {
133 EA. Element product = addNewProduct ( inromaProcess .
Elements , e .Name) ;








142 void MapOutputProducts (EA. Element bpmnTask , EA. Element inromaActiv ity , EA.
Element inromaProcess )
143 {
144 foreach (EA. Connector c in bpmnTask . Connectors )
145 {
146 int elementID = c . Suppl ier ID ;
147 EA. Element e = r e p o s i t o r y . GetElementByID ( elementID ) ;
148 i f ( e != null && e . Stereotype . Contains (” DataObject ”) )
149 {
150 foreach (EA. TaggedValue tag in e . TaggedValues )
151 {
152 i f ( tag .Name == ”dataInOut ”)
153 {
154 i f ( tag . Value == ”Output” | | tag . Value == ”None”)
155 {
156 EA. Element product = addNewProduct ( inromaProcess .
Elements , e .Name) ;
157 addNewExit ( inromaActiv ity , product , c .Name) ;
158 }







165 void MapStakeholders (EA. Element bpmnTask , EA. Element inromaActiv ity , EA.
Element inromaProcess )
166 {
167 foreach (EA. Connector c in bpmnTask . Connectors )
168 {
169 int elementID = c . Suppl ier ID ;
170 EA. Element e = r e p o s i t o r y . GetElementByID ( elementID ) ;
171 i f ( e != null && e . Stereotype . Contains (” ResourceRole ”) )
172 {
173 EA. Element s takeho lde r = addNewStakeholder ( inromaProcess .
Elements , e .Name) ;





179 void MapIncomingSequence (EA. Element bpmnElement , EA. Element inromaElement )
180 {
181 foreach (EA. Connector c in bpmnElement . Connectors )
182 {
183 i f ( ! c . Ste reotype . Contains (” SequenceFlow ”) | | c . Suppl ier ID !=
bpmnElement . ElementID ) // not incoming
184 continue ;
185
186 int sourceID = c . Cl ientID ;
187 int target ID = c . Suppl ier ID ;
188 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
189 | | idMaps . ContainsKey ( target ID ) == fa l se )
190 continue ;
191
192 int inromaSourceID = ( int ) idMaps [ sourceID ] ;
193 int inromaTargetID = ( int ) idMaps [ target ID ] ;
194
195 EA. Element source = r e p o s i t o r y . GetElementByID ( inromaSourceID ) ;
196 EA. Element t a r g e t = inromaElement ; // r e p o s i t o r y . GetElementByID (
inromaTargetID ) ;
197




202 void MapOutcomingSequence (EA. Element bpmnElement , EA. Element inromaElement
)
203 {
204 foreach (EA. Connector c in bpmnElement . Connectors )
205 {
206 i f ( ! c . Ste reotype . Contains (” SequenceFlow ”) | | c . Cl ientID !=
bpmnElement . ElementID ) // not outcoming
207 continue ;
208
209 int sourceID = c . Cl ientID ;
210 int target ID = c . Suppl ier ID ;
219
211 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
212 | | idMaps . ContainsKey ( target ID ) == fa l se )
213 continue ;
214
215 int inromaSourceID = ( int ) idMaps [ sourceID ] ;
216 int inromaTargetID = ( int ) idMaps [ target ID ] ;
217
218 EA. Element source = inromaElement ; // r e p o s i t o r y . GetElementByID (
inromaSourceID ) ;
219 EA. Element t a r g e t = r e p o s i t o r y . GetElementByID ( inromaTargetID ) ;
220
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1 class INROMA2IBPMN : BPMN, ITransform
2 {
3 Hashtable idMaps = new Hashtable ( ) ; // inputModelElementID →
outputModelElementID
4
5 public EA. Package trans form (EA. Repos i tory r epo s i t o ry , EA. Package
inputModel , EA. Package outputModelView )
6 {
7 idMaps . Clear ( ) ;
8 addNewRoot ( r epo s i t o ry , outputModelView ) ;
9 foreach (EA. Element e in inputModel . Elements )
10 {
11 i f ( e . Ste reotype . Contains (” Process ”) )
12 Proce s s2Bus ines sProce s s ( e , f indElement ( e .Name) ) ;
13 }
14
15 package . Update ( ) ;
16 r e p o s i t o r y . RefreshModelView ( package . PackageID ) ;
17
18 return package ;
19 }
20
21 public int getOutputDiagramID ( ) { return getDiagramID ( ) ; }
22
23 void Proces s2Bus ine s sProce s s (EA. Element inromaProcess , EA. Element
bpmnProcess )
24 {
25 i f ( bpmnProcess == null )
26 bpmnProcess = addNewBusinessProcess ( inromaProcess .Name) ;
27
28 i f ( bpmnProcess == null )
29 return ;
30
31 MapAct iv i t i e s ( inromaProcess , bpmnProcess ) ;
32 MapIn i t i a l ( inromaProcess , bpmnProcess ) ;
33 MapFinal ( inromaProcess , bpmnProcess ) ;
34 MapConditional ( inromaProcess , bpmnProcess ) ;
35 }
36
37 void MapAct iv i t i e s (EA. Element inromaProcess , EA. Element bpmnProcess )
38 {
39 foreach (EA. Element a c t i v i t y in inromaProcess . Elements )
40 {
41 i f ( a c t i v i t y . Stereotype . Contains (” Act i v i ty ”) ) // BPMN: : Task !
42 {
43 i f ( f indElement ( a c t i v i t y .Name) == null )
44 {
45 EA. Element bpmnActivity = addNewActivity ( bpmnProcess .
Elements , a c t i v i t y .Name) ;
46 // por d e f e c t o : ac t iv i tyType=Task , taskType=S c r i p t
47 i f ( bpmnActivity != null )
48 {
49 idMaps [ a c t i v i t y . ElementID ] = bpmnActivity . ElementID ;
50 MapInputProducts ( a c t i v i t y , bpmnActivity , bpmnProcess ) ;
51 MapOutputProducts ( a c t i v i t y , bpmnActivity , bpmnProcess )
;
52 MapStakeholders ( a c t i v i t y , bpmnActivity , bpmnProcess ) ;
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53 MapIncomingSequence ( a c t i v i t y , bpmnActivity ) ;







61 void MapIn i t i a l (EA. Element inromaProcess , EA. Element bpmnProcess )
62 {
63 foreach (EA. Element e in inromaProcess . Elements )
64 {
65 i f ( e . Ste reotype . Contains (” I n i t i a l ”) )
66 {
67 i f ( f indElement ( e .Name) == null )
68 {
69 EA. Element bpmnIn i t ia l = addNewStartEvent ( bpmnProcess .
Elements , e .Name) ;
70 // e v e n t D e f i n i t i o n=None
71 i f ( bpmnIn i t ia l != null )
72 {
73 idMaps [ e . ElementID ] = bpmnIn i t ia l . ElementID ;







81 void MapFinal (EA. Element inromaProcess , EA. Element bpmnProcess )
82 {
83 foreach (EA. Element e in inromaProcess . Elements )
84 {
85 i f ( e . Ste reotype . Contains (” Fina l ”) )
86 {
87 i f ( f indElement ( e .Name) == null )
88 {
89 EA. Element bpmnFinal = addNewEndEvent ( bpmnProcess . Elements
, e .Name) ;
90 i f ( bpmnFinal != null )
91 {
92 setTagValue ( bpmnFinal , ” e v e n t D e f i n i t i o n ” , ”Terminate ”)
;
93 idMaps [ e . ElementID ] = bpmnFinal . ElementID ;







101 void MapConditional (EA. Element inromaProcess , EA. Element bpmnProcess )
102 {
103 foreach (EA. Element e in inromaProcess . Elements )
104 {
105 i f ( e . Ste reotype . Contains (” Condi t iona l ”) )
106 {
107 i f ( f indElement ( e .Name) == null )
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108 {
109 EA. Element bpmnGateway = addNewGateway( bpmnProcess .
Elements , e .Name) ;
110 i f (bpmnGateway != null )
111 {
112 setTagValue (bpmnGateway , ”gatewayType ” , ” Exc lus ive ”) ;
113 idMaps [ e . ElementID ] = bpmnGateway . ElementID ;
114 MapIncomingSequence ( e , bpmnGateway) ;







122 void MapInputProducts (EA. Element inromaActiv ity , EA. Element bpmnActivity ,
EA. Element bpmnProcess )
123 {
124 foreach (EA. Connector c in inromaAct iv i ty . Connectors )
125 {
126 i f ( c . Ste reotype . Contains (” Entry ”) )
127 {
128 EA. Element e = r e p o s i t o r y . GetElementByID ( c . Cl ientID ) ;
129 i f ( e == null | | ! e . Ste reotype . Contains (” Product ”) )
130 {
131 e = r e p o s i t o r y . GetElementByID ( c . Suppl ier ID ) ;




136 EA. Element product = null ;
137 i f ( idMaps . ContainsKey ( e . ElementID ) )
138 {
139 product = r e p o s i t o r y . GetElementByID ( ( int ) idMaps [ e .




143 product = addNewProduct ( bpmnProcess . Elements , e .Name) ;
144 idMaps [ e . ElementID ] = product . ElementID ;
145 }
146 setTagValue ( product , ”DataInOut ” , ” Input ”) ;





152 void MapOutputProducts (EA. Element inromaActiv ity , EA. Element bpmnActivity ,
EA. Element bpmnProcess )
153 {
154 foreach (EA. Connector c in inromaAct iv i ty . Connectors )
155 {
156 i f ( c . Ste reotype . Contains (” Exit ”) )
157 {
158 EA. Element e = r e p o s i t o r y . GetElementByID ( c . Cl ientID ) ;
159 i f ( e == null | | ! e . Ste reotype . Contains (” Product ”) )
160 {
161 e = r e p o s i t o r y . GetElementByID ( c . Suppl ier ID ) ;
223




166 EA. Element product = null ;
167 i f ( idMaps . ContainsKey ( e . ElementID ) )
168 {
169 product = r e p o s i t o r y . GetElementByID ( ( int ) idMaps [ e .




173 product = addNewProduct ( bpmnProcess . Elements , e .Name) ;
174 idMaps [ e . ElementID ] = product . ElementID ;
175 }
176 setTagValue ( product , ”DataInOut ” , ”Output ”) ;





182 void MapStakeholders (EA. Element inromaActiv ity , EA. Element bpmnActivity ,
EA. Element bpmnProcess )
183 {
184 foreach (EA. Connector c in inromaAct iv i ty . Connectors )
185 {
186 int elementID = c . Suppl ier ID ;
187 EA. Element e = r e p o s i t o r y . GetElementByID ( elementID ) ;
188 i f ( e == null | | ! e . Ste reotype . Contains (” Stakeho lder ”) )
189 e = r e p o s i t o r y . GetElementByID ( c . Cl ientID ) ;
190 i f ( e != null && e . Stereotype . Contains (” Stakeho lder ”) )
191 {
192 EA. Element re sourceRo le = addNewResourceRole ( bpmnProcess .
Elements , e .Name) ;





198 void MapIncomingSequence (EA. Element inromaElement , EA. Element bpmnElement )
199 {
200 foreach (EA. Connector c in inromaElement . Connectors )
201 {
202 i f ( ! c . Ste reotype . Contains (” ProcessSequence ”) | | c . Suppl ier ID !=
inromaElement . ElementID ) // not incoming
203 continue ;
204
205 int sourceID = c . Cl ientID ;
206 int target ID = c . Suppl ier ID ;
207 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
208 | | idMaps . ContainsKey ( target ID ) == fa l se )
209 continue ;
210
211 int bpmnSourceID = ( int ) idMaps [ sourceID ] ;
212 int bpmnTargetID = ( int ) idMaps [ target ID ] ;
213
214 EA. Element source = r e p o s i t o r y . GetElementByID ( bpmnSourceID ) ;
215 EA. Element t a r g e t = bpmnElement ; // r e p o s i t o r y . GetElementByID (
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bpmnTargetID ) ;
216




221 void MapOutcomingSequence (EA. Element inromaElement , EA. Element bpmnElement
)
222 {
223 foreach (EA. Connector c in inromaElement . Connectors )
224 {
225 i f ( ! c . Ste reotype . Contains (” ProcessSequence ”) | | c . Cl ientID !=
inromaElement . ElementID ) // not incoming
226 continue ;
227
228 int sourceID = c . Cl ientID ;
229 int target ID = c . Suppl ier ID ;
230 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
231 | | idMaps . ContainsKey ( target ID ) == fa l se )
232 continue ;
233
234 int bpmnSourceID = ( int ) idMaps [ sourceID ] ;
235 int bpmnTargetID = ( int ) idMaps [ target ID ] ;
236
237 EA. Element source = bpmnElement ; // r e p o s i t o r y . GetElementByID (
bpmnSourceID ) ;
238 EA. Element t a r g e t = r e p o s i t o r y . GetElementByID ( bpmnTargetID ) ;
239








Para finalizar con las transformaciones en el presente anexo se exponen las relaciones pa-
ra desarrollar una transformacio´n bidireccional entre IDEF3 e INROMA. Al igual que en los
anexos anteriores, mostraremos todas las relaciones atendiendo a la sintaxis gra´ficas de QVT y
finalizaremos con el algoritmo siguiendo la sintaxis textual de QVT.
En la tabla C.1 podemos observar la equivalencia entre las relaciones y los diagramas de
transformacio´n de QVT que son expuestos seguidamente, finalizando en el algoritmo C.1. La
implementacio´n de dichas transformaciones se recogen en los algoritmos C.2 y C.3.








Tabla C.1: Relaciones para acometer la transformacio´n IDEF2INROMA
226 Transformaciones bidireccionales de IDEF a INROMA
Figura C.1: Vista QVT Relations de la relacio´n Scenario2Process en la transformacio´n
IDEF2INROMA
Figura C.2: Vista QVT Relations de la relacio´n MapUnitOfBehaviors en la transformacio´n
IDEF2INROMA
Figura C.3: Vista QVT Relations de la relacio´n MapInputProductsOfActivity en la transforma-
cio´n IDEF2INROMA
227
Figura C.4: Vista QVT Relations de la relacio´n MapOutputProductsOfActivity en la transfor-
macio´n IDEF2INROMA
Figura C.5: Vista QVT Relations de la relacio´n MapIncomingSequence en la transformacio´n
IDEF2INROMA
Figura C.6: Vista QVT Relations de la relacio´n MapOutgoingSequence en la transformacio´n
IDEF2INROMA
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Figura C.7: Vista QVT Relations de la relacio´n MapConditional en la transformacio´n
IDEF2INROMA
229
1 transformation ide f2 inroma ( ide fmode l : i d e f 3 , inromamodel : inroma ) {
2
3 top relation Scenar io2Proce s s
4 {
5 scenarioName : S t r ing ;
6 checkonly domain ide fmode l i d e f S c e n a r i o : i d e f 3 : : Scenar io
7 {
8 name = scenarioName
9 } ;
10 enforce domain inromamodel inromaProcess : inroma : : Process
11 {
12 name = scenarioName
13 } ;
14 where {
15 MapUnitOfBehaviors ( i d e f S c e n a r i o , inromaProcess ) ;
16 −− No e x i s t e I n i c i a l ni Fina l en IDEF3 , no es p o s i b l e r e a l i z a r e l mapeo
17 −− M a p I n i t i a l ( i d e f S c e n a r i o , inromaProcess ) ;
18 −− MapFinal ( i d e f S c e n a r i o , inromaProcess ) ;
19 MapConditional ( i d e f S c e n a r i o , inromaProcess ) ;
20 −− No e x i s t e n I n d i c a t o r s en IDEF3 , no es p o s i b l e r e a l i z a r e l mapeo






27 uobName : S t r ing ;
28 checkonly domain ide fmode l i d e f S c e n a r i o : i d e f 3 : : Scenar io
29 {
30 f lowElements = idefUOB : i d e f 3 : :UOB { l a b e l = uobName}
31 } ;
32 enforce domain inromamodel inromaProcess : inroma : : Process
33 {
34 e lements = inromaAct iv i ty : inroma : : Ac t i v i ty { name = uobName }
35 } ;
36 where {
37 MapInputProductsOfActivity ( idefUOB , inromaAct iv i ty ) ;
38 MapOutputProductsOfActivity ( idefUOB , inromaAct iv i ty ) ;
39 −− No e x i s t e n S t a k e h o l d e r s en IDEF3 , no es p o s i b l e r e a l i z a r e l mapeo
40 −− MapStakeho ldersOfAct iv i ty ( idefUOB , inromaAct iv i ty ) ;
41 MapIncomingSequence ( idefUOB , inromaAct iv i ty ) ;






48 productName : S t r ing ;
49 checkonly domain ide fmode l idefUOB : i d e f 3 : :UOB
50 {
51 r e f e r e n t = i d e f R e f e r e n t : i d e f 3 : : Re ferent {
52 uob = idefUOB ,
53 e n t r i e s = ide f InputObjec t : i d e f 3 : : Object {name = productName}}
54 } ;
55 enforce domain inromamodel inromaAct iv i ty : inroma : : Ac t i v i ty
56 {
57 entry = inromaProduct : inroma : : Product {name = productName}






63 productName : S t r ing ;
64 checkonly domain ide fmode l idefUOB : i d e f 3 : :UOB
65 {
66 r e f e r e n t = i d e f R e f e r e n t : i d e f 3 : : Re ferent {
67 uob = idefUOB ,
68 e x i t s = ide f InputObjec t : i d e f 3 : : Object {name = productName}}
69 } ;
70 enforce domain inromamodel inromaAct iv i ty : inroma : : Ac t i v i ty
71 {







79 sequenceName : S t r ing ;
80 checkonly domain ide fmode l idefFlowNode : i d e f 3 : : FlowNode
81 {
82 incoming = ide f Incoming : i d e f 3 : : ArrowFlow { l a b e l = sequenceName , t a r g e t
= idefFlowNode}
83 } ;
84 enforce domain inromamodel inromaPE : inroma : : ProcessElement
85 {
86 incoming = inromaIncoming : inroma : : ProcessSequence {name = sequenceName






92 sequenceName : S t r ing ;
93 checkonly domain ide fmode l idefFlowNode : i d e f 3 : : FlowNode
94 {
95 outgoing = ide fOutgo ing : i d e f 3 : : ArrowFlow { l a b e l = sequenceName , source
= idefFlowNode}
96 } ;
97 enforce domain inromamodel inromaPE : inroma : : ProcessElement
98 {
99 outgoing = inromaOutgoing : inroma : : ProcessSequence {name = sequenceName






105 condit ionalName : S t r ing ;
106 checkonly domain ide fmode l i d e f S c e n a r i o : i d e f 3 : : Scenar io
107 {
108 f lowElements = i d e f J u n c t i o n : i d e f 3 : : ProcessJunct ion { l a b e l =
condit ionalName ,
109 type = i d e f 3 : : ProcessJunct ionKind : :XOR}
110 } ;
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111 enforce domain inromamodel inromaProcess : inroma : : Process
112 {




116 MapIncomingSequence ( ide fJunct i on , inromaCondit ional ) ;
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1 class IDEF2INROMA : INROMA, ITransform
2 {
3 Hashtable idMaps = new Hashtable ( ) ; // inputModelElementID →
outputModelElementID
4
5 public EA. Package trans form (EA. Repos i tory r epo s i t o ry , EA. Package
inputModel , EA. Package outputModelView )
6 {
7 idMaps . Clear ( ) ;
8 addNewRoot ( r epo s i t o ry , outputModelView ) ;
9 foreach (EA. Element e in inputModel . Elements )
10 {
11 i f ( e . Ste reotype . Contains (” Scenar io ”) )
12 Scenar io2Proce s s ( e , f indElement ( e .Name) ) ;
13 }
14 package . Update ( ) ;
15 r e p o s i t o r y . RefreshModelView ( package . PackageID ) ;
16
17 return package ;
18 }
19
20 public int getOutputDiagramID ( ) { return getDiagramID ( ) ; }
21
22 void Scenar io2Proce s s (EA. Element i d e f S c e n a r i o , EA. Element inromaProcess )
23 {
24 i f ( inromaProcess == null )
25 inromaProcess = addNewProcess ( i d e f S c e n a r i o .Name) ;
26
27 i f ( inromaProcess == null )
28 return ;
29
30 MapUnitOfBehaviors ( i d e f S c e n a r i o , inromaProcess ) ;
31 MapConditional ( i d e f S c e n a r i o , inromaProcess ) ;
32 }
33
34 void MapUnitOfBehaviors (EA. Element i d e f S c e n a r i o , EA. Element inromaProcess )
35 {
36 foreach (EA. Element idefUOB in i d e f S c e n a r i o . Elements )
37 {
38 i f ( idefUOB . Stereotype . Contains (” UnitOfBehavior ”) )
39 {
40 i f ( f indElement ( idefUOB .Name) == null )
41 {
42 EA. Element inromaAct iv i ty = addNewActivity ( inromaProcess .
Elements , idefUOB .Name) ;
43 i f ( inromaAct iv i ty != null )
44 {
45 idMaps [ idefUOB . ElementID ] = inromaAct iv i ty . ElementID ;
46 MapInputProducts ( i d e f S c e na r i o , idefUOB , inromaActiv ity
, inromaProcess ) ;
47 MapOutputProducts ( i d e f S c e n a r i o , idefUOB ,
inromaActiv ity , inromaProcess ) ;
48 MapIncomingSequence ( idefUOB , inromaAct iv i ty ) ;








56 void MapConditional (EA. Element i d e f S c e n a r i o , EA. Element inromaProcess )
57 {
58 foreach (EA. Element e in i d e f S c e n a r i o . Elements )
59 {
60 i f ( e . Type == ” Dec i s i on ” && e . Stereotype . Contains (”XOR”) )
61 {
62 i f ( f indElement ( e .Name) == null )
63 {
64 EA. Element inromaCondit ional = addNewConditional (
inromaProcess . Elements , e .Name) ;
65 i f ( inromaCondit ional != null )
66 {
67 idMaps [ e . ElementID ] = inromaCondit ional . ElementID ;
68 MapIncomingSequence ( e , inromaCondit ional ) ;







76 void MapInputProducts (EA. Element i d e f S c e n a r i o , EA. Element idefUOB , EA.
Element inromaActiv ity , EA. Element inromaProcess )
77 {
78 // buscamos l o s r e f e r e n t de idefUOB
79 foreach (EA. Element e in i d e f S c e n a r i o . Elements )
80 {
81 i f ( e . I s A s s o c i a t i o n C l a s s ( ) && e . Stereotype . Contains (” Referent ”) )
82 {
83 string type = getTagValue ( e , ” type ”) ;
84 i f ( type == null | | type != ”uob” | | e .Name != idefUOB .Name | |





89 EA. Connector c = r e p o s i t o r y . GetConnectorByID ( e .
Assoc iat ionClassConnector ID ) ;
90 i f ( c != null )
91 {
92 EA. Element ide fOb j e c t = r e p o s i t o r y . GetElementByID ( c .
Cl ientID ) ;
93




98 else i f ( i d e fOb j e c t . Type == ” Class ” && ide fOb j e c t .
Ste reotype . Contains (”ObjectAND”) )
99 {
100 foreach (EA. Connector cc in i d e fOb j e c t . Connectors )
101 {
102 int elementID = cc . Cl ientID ;
103 EA. Element ee = r e p o s i t o r y . GetElementByID (
elementID ) ;
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104 i f ( ee != null && ee . Type == ” Object ” && ee .
Stereotype . Contains (” Object ”) )
105 {
106 addNewProductAndConnect ( inromaProcess , ee ,




110 else i f ( i d e fOb j e c t . Type == ” Object ” && ide fOb j e c t .
Ste reotype . Contains (” Object ”) )
111 {
112 addNewProductAndConnect ( inromaProcess , ide fObject ,











123 void MapOutputProducts (EA. Element i d e f S c e na r i o , EA. Element idefUOB , EA.
Element inromaActiv ity , EA. Element inromaProcess )
124 {
125 // buscamos l o s r e f e r e n t de idefUOB
126 foreach (EA. Element e in i d e f S c e n a r i o . Elements )
127 {
128 i f ( e . I s A s s o c i a t i o n C l a s s ( ) && e . Stereotype . Contains (” Referent ”) )
129 {
130 string type = getTagValue ( e , ” type ”) ;
131 i f ( type == null | | type != ”uob” | | e .Name != idefUOB .Name | |





136 EA. Connector c = r e p o s i t o r y . GetConnectorByID ( e .
Assoc iat ionClassConnector ID ) ;
137 i f ( c != null )
138 {
139 EA. Element ide fOb j e c t = r e p o s i t o r y . GetElementByID ( c .
Suppl ier ID ) ;
140 i f ( i d e fOb j e c t == null | | ! i d e fOb j e c t . Ste reotype .
Contains (” Object ”) )
141 continue ;
142
143 addNewProductAndConnect ( inromaProcess , ide fObjec t ,











153 void addNewProductAndConnect (EA. Element inromaProcess , EA. Element
ide fObjec t , EA. Element inromaActiv ity , bool i sEntry )
154 {
155 i f ( inromaProcess == null | | i d e fOb j e c t == null )
156 return ;
157
158 int ide fObject ID = ide fOb j e c t . ElementID ;
159 EA. Element inromaProduct = null ;
160 i f ( idMaps . ContainsKey ( ide fObject ID ) )
161 {
162 inromaProduct = r e p o s i t o r y . GetElementByID ( ( int ) idMaps [




166 inromaProduct = addNewProduct ( inromaProcess . Elements , i d e fOb j e c t .
Name) ;
167 idMaps [ i d e fOb j e c t . ElementID ] = inromaProduct . ElementID ;
168 }
169
170 i f ( i sEntry )
171 addNewEntry ( inromaProduct , inromaActiv ity , ””) ;
172 else
173 addNewExit ( inromaProduct , inromaActiv ity , ””) ;
174 }
175
176 void MapIncomingSequence (EA. Element idefElement , EA. Element inromaElement )
177 {
178 foreach (EA. Connector c in ide fElement . Connectors )
179 {
180 i f ( ! ( c . Ste reotype . Contains (” SimplePrecedence ”) | | c . Stereotype .
Contains (” Constra inedPrecedence ”) )




184 int sourceID = c . Cl ientID ;
185 int target ID = c . Suppl ier ID ;
186 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
187 | | idMaps . ContainsKey ( target ID ) == fa l se )
188 continue ;
189
190 int inromaSourceID = ( int ) idMaps [ sourceID ] ;
191 int inromaTargetID = ( int ) idMaps [ target ID ] ;
192
193 EA. Element source = r e p o s i t o r y . GetElementByID ( inromaSourceID ) ;
194 EA. Element t a r g e t = inromaElement ; // r e p o s i t o r y . GetElementByID (
inromaTargetID ) ;
195




200 void MapOutcomingSequence (EA. Element idefElement , EA. Element inromaElement
)
201 {
202 foreach (EA. Connector c in ide fElement . Connectors )
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203 {
204 i f ( ! ( c . Ste reotype . Contains (” SimplePrecedence ”) | | c . Stereotype .
Contains (” Constra inedPrecedence ”) )
205 | | c . Cl ientID != idefElement . ElementID ) // not incoming
206 continue ;
207
208 int sourceID = c . Cl ientID ;
209 int target ID = c . Suppl ier ID ;
210 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
211 | | idMaps . ContainsKey ( target ID ) == fa l se )
212 continue ;
213
214 int inromaSourceID = ( int ) idMaps [ sourceID ] ;
215 int inromaTargetID = ( int ) idMaps [ target ID ] ;
216
217 EA. Element source = inromaElement ; // r e p o s i t o r y . GetElementByID (
inromaSourceID ) ;
218 EA. Element t a r g e t = r e p o s i t o r y . GetElementByID ( inromaTargetID ) ;
219
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1 class INROMA2IDEF3 : IDEF3 , ITransform
2 {
3 int uidUnitOfBehavior ;
4 Hashtable idMaps = new Hashtable ( ) ; // inputModelElementID →
outputModelElementID
5
6 public EA. Package trans form (EA. Repos i tory r epo s i t o ry , EA. Package
inputModel , EA. Package outputModelView )
7 {
8 uidUnitOfBehavior = 1 ;
9 idMaps . Clear ( ) ;
10 addNewRoot ( r epo s i t o ry , outputModelView ) ;
11 foreach (EA. Element e in inputModel . Elements )
12 {
13 i f ( e . Ste reotype . Contains (” Process ”) )
14 Proce s s2Scenar io ( e , f indElement ( e .Name) ) ;
15 }
16
17 package . Update ( ) ;
18 r e p o s i t o r y . RefreshModelView ( package . PackageID ) ;
19
20 return package ;
21 }
22
23 public int getOutputDiagramID ( ) { return getDiagramID ( ) ; }
24
25 void Proces s2Scenar io (EA. Element inromaProcess , EA. Element i d e f P r o c e s s )
26 {
27 i f ( i d e f P r o c e s s == null )
28 i d e f P r o c e s s = addNewScenario ( inromaProcess .Name) ;
29
30 i f ( i d e f P r o c e s s == null )
31 return ;
32
33 MapAct iv i t i e s ( inromaProcess , i d e f P r o c e s s ) ;
34 MapConditional ( inromaProcess , i d e f P r o c e s s ) ;
35 }
36
37 void MapAct iv i t i e s (EA. Element inromaProcess , EA. Element i d e f P r o c e s s )
38 {
39 foreach (EA. Element inromaAct iv i ty in inromaProcess . Elements )
40 {
41 i f ( ! inromaAct iv i ty . Stereotype . Contains (” Act i v i ty ”) )
42 continue ;
43
44 EA. Element idefUOB = addNewUnitOfBehavior ( i d e f P r o c e s s . Elements ,
u idUnitOfBehavior . ToString ( ) , u idUnitOfBehavior . ToString ( ) ,
inromaAct iv i ty .Name) ;
45 uidUnitOfBehavior++;
46 i f ( idefUOB != null )
47 {
48 idMaps [ inromaAct iv i ty . ElementID ] = idefUOB . ElementID ;
49 MapProducts ( inromaProcess , inromaActiv ity , i d e fProce s s ,
idefUOB ) ;
50 MapIncomingSequence ( inromaActiv ity , idefUOB ) ;
51 MapOutcomingSequence ( inromaActiv ity , idefUOB ) ;
52 }





57 void MapConditional (EA. Element inromaProcess , EA. Element i d e f S c e n a r i o )
58 {
59 foreach (EA. Element e in inromaProcess . Elements )
60 {
61 i f ( e . Ste reotype . Contains (” Condi t iona l ”) )
62 {
63 i f ( f indElement ( e .Name) == null )
64 {
65 EA. Element i d e f J u n c t i o n = addNewProcessJunctionXOR (
i d e f S c e n a r i o . Elements , e .Name) ;
66 i f ( i d e f J u n c t i o n != null )
67 {
68 idMaps [ e . ElementID ] = i d e f J u n c t i o n . ElementID ;
69 MapIncomingSequence ( e , i d e f J u n c t i o n ) ;







77 void MapProducts (EA. Element inromaProcess , EA. Element inromaActiv ity , EA.
Element ide fProc e s s , EA. Element idefUOB )
78 {
79 int count = inromaAct iv i ty . Connectors . Count ;
80 EA. Element [ ] e n t r i e s = new EA. Element [ count ] ;
81 EA. Element [ ] e x i t s = new EA. Element [ count ] ;
82 int entryCount = 0 ;
83 int exitCount = 0 ;
84 foreach (EA. Connector c in inromaAct iv i ty . Connectors )
85 {
86 i f ( c . Ste reotype . Contains (” Entry ”) )
87 {
88 int inromaProductID = c . Cl ientID == inromaAct iv i ty . ElementID ?
c . Suppl ier ID : c . Cl ientID ;
89 i f ( idMaps . ContainsKey ( inromaProductID ) )
90 {
91 e n t r i e s [ entryCount ] = r e p o s i t o r y . GetElementByID ( ( int )





96 EA. Element inromaProduct = r e p o s i t o r y . GetElementByID (
inromaProductID ) ;
97 i f ( inromaProduct == null | | ! inromaProduct . Stereotype .
Contains (” Product ”) )
98 continue ;
99
100 EA. Element o = addNewObject ( i d e f P r o c e s s . Elements ,
inromaProduct .Name) ;
101 idMaps [ inromaProductID ] = o . ElementID ;





106 else i f ( c . Ste reotype . Contains (” Exit ”) )
107 {
108 int inromaProductID = c . Cl ientID == inromaAct iv i ty . ElementID ?
c . Suppl ier ID : c . Cl ientID ;
109 i f ( idMaps . ContainsKey ( inromaProductID ) )
110 {
111 e x i t s [ exitCount ] = r e p o s i t o r y . GetElementByID ( ( int ) idMaps





116 EA. Element inromaProduct = r e p o s i t o r y . GetElementByID (
inromaProductID ) ;
117 i f ( inromaProduct == null | | ! inromaProduct . Stereotype .
Contains (” Product ”) )
118 continue ;
119
120 EA. Element o = addNewObject ( i d e f P r o c e s s . Elements ,
inromaProduct .Name) ;
121 idMaps [ inromaProductID ] = o . ElementID ;






128 i f ( exitCount < 1 | | entryCount < 1)
129 return ;
130
131 EA. Element junct ionEntry = null ;
132 EA. Element junc t i onEx i t = null ;
133
134 i f ( entryCount > 1)
135 {
136 junct ionEntry = addNewObjectJunctionAND ( i d e f P r o c e s s . Elements , ””) ;
137 for ( int i = 0 ; i < entryCount ; i++)




142 junct ionEntry = e n t r i e s [ 0 ] ;
143 }
144
145 i f ( exitCount > 1)
146 {
147 junc t i onEx i t = addNewObjectJunctionAND ( i d e f P r o c e s s . Elements , ””) ;
148 for ( int i = 0 ; i < exitCount ; i++)




153 junc t i onEx i t = e x i t s [ 0 ] ;
154 }
155
156 addNewReference ( i d e f P r o c e s s . Elements , idefUOB . Name, junct ionEntry ,
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j unc t i onEx i t ) ;
157 }
158
159 void MapIncomingSequence (EA. Element inromaElement , EA. Element ide fElement )
160 {
161 foreach (EA. Connector c in inromaElement . Connectors )
162 {
163 i f ( ! c . Ste reotype . Contains (” ProcessSequence ”) | | c . Suppl ier ID !=
inromaElement . ElementID ) // not incoming
164 continue ;
165
166 int sourceID = c . Cl ientID ;
167 int target ID = c . Suppl ier ID ;
168 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
169 | | idMaps . ContainsKey ( target ID ) == fa l se )
170 continue ;
171
172 int bpmnSourceID = ( int ) idMaps [ sourceID ] ;
173 int bpmnTargetID = ( int ) idMaps [ target ID ] ;
174
175 EA. Element source = r e p o s i t o r y . GetElementByID ( bpmnSourceID ) ;
176 EA. Element t a r g e t = idefElement ; // r e p o s i t o r y . GetElementByID (
bpmnTargetID ) ;
177




182 void MapOutcomingSequence (EA. Element inromaElement , EA. Element ide fElement
)
183 {
184 foreach (EA. Connector c in inromaElement . Connectors )
185 {
186 i f ( ! c . Ste reotype . Contains (” ProcessSequence ”) | | c . Cl ientID !=
inromaElement . ElementID ) // not incoming
187 continue ;
188
189 int sourceID = c . Cl ientID ;
190 int target ID = c . Suppl ier ID ;
191 i f ( idMaps . ContainsKey ( sourceID ) == fa l se
192 | | idMaps . ContainsKey ( target ID ) == fa l se )
193 continue ;
194
195 int bpmnSourceID = ( int ) idMaps [ sourceID ] ;
196 int bpmnTargetID = ( int ) idMaps [ target ID ] ;
197
198 EA. Element source = idefElement ; // r e p o s i t o r y . GetElementByID (
bpmnSourceID ) ;
199 EA. Element t a r g e t = r e p o s i t o r y . GetElementByID ( bpmnTargetID ) ;
200




Algoritmo C.3: Implementacio´n de las transformaciones de INROMA a IDEF en C#
Anexo D
Manual de MONETA
Este anexo tiene como objetivo describir el uso de la herramienta MONETA, a modo de
un manual de usuario. Esta herramienta fue introducida en el cap´ıtulo 7, donde se explico´ en
detalle co´mo hab´ıa sido desarrollada y co´mo se hab´ıan incorporado cada uno de los elementos
claves que conforman el marco de referencia para facilitar la interoperabilidad y mantenibilidad
de los modelos de procesos de software, con el objetivo de constituir la herramienta soporte del
mismo. Sin embargo, en dicho cap´ıtulo no se hac´ıa hincapie´ en el manejo de MONETA, siendo
este manejo el objeto de este manual de usuario.
En dicho cap´ıtulo se detallo´ el entorno de trabajo sobre el que se desarrolla MONETA y
la justificacio´n de los motivos que nos han llevado a esa eleccio´n, por lo que en este manual
de usuario se va a observar que la interfaz gra´fica de MONETA esta´ integrada en el propio
entorno de Enterprise Architect. A continuacio´n se establecen los pasos que determinan el uso
de MONETA.
D.1. Crear un modelo de proceso en MONETA
Como primer paso para la creacio´n de un modelo en MONETA es necesario crear un proyecto
en Enterprise Architect, utilizando el asistente que dicha herramienta nos proporciona. No es
necesario establecer ningu´n tipo espec´ıfico de proyecto concreto para MONETA, por lo que basta
con elegir la opcio´n de creacio´n de un nuevo proyecto sin detallar ningu´n aspecto an˜adido. Como
resultado se obtiene un modelo (Model) vac´ıo.
Una vez creado el modelo, se realizan las acciones encaminadas a completarlo con los ele-
mentos del proceso que lo conforman. En el cap´ıtulo 7 se ha explicado que para poder utilizar
MONETA es necesario tener disponibles los lenguajes de modelado de procesos de software que
queremos utilizar en el marco de referencia. Por ello, en dicho cap´ıtulo se detallaba la necesidad
de incorporar un perfil UML para hacer accesibles los lenguajes dentro de MONETA. Como en
este manual esta´ enfocado a una perspectiva de uso, se supone que dichos perfiles ya han sido
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incorporados.
Para incluir los elementos del proceso en el modelo se genera una vista ( Add - AddView,
pulsando el boto´n derecho del rato´n sobre el icono del modelo) a la que se establece un nombre
(Name). Una vez generada dicha vista, se an˜ade un diagrama a la misma ( Add - AddDiagram,
pulsando el boto´n derecho del rato´n sobre el icono de la vista), siendo e´ste el momento en el que
se especifica el lenguaje de modelado de procesos que se va a utilizar para modelar el proceso
concreto. Para ello, adema´s del nombre del diagrama (Name), el usuario elige el tipo (Type) de
diagrama que se va a utilizar.
En este momento ya tenemos disponible el diagrama para modelar todos los elementos del
proceso, estando disponible para ello el editor con la caja de herramientas (Toolbox ) correspon-
diente al lenguaje de modelado de procesos que se ha elegido.
En la figura D.1 se muestra un proceso modelado utilizando como lenguaje el diagrama de
actividad de UML, en la que se aprecia la estructura que se genera para contener el modelo,
la vista y el diagrama que se han creado dentro de MONETA. En ella se puede observar un
detalle muy importante para hacer uso de MONETA y es el hecho de que todos los elementos
del proceso pertenecen al proceso, es decir, en el a´rbol de estructura lo tienen como padre. Esto
permite diferenciar en MONETA los elementos propios del proceso de aquellos que se incluyen
a modo explicativo.
Actualmente MONETA permite modelar procesos en UML-DA, BPMN, IDEF3 e INROMA,
aunque cualquier otro lenguaje puede ser incorporado siguiendo las explicaciones detalladas en
el cap´ıtulo 7.
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Figura D.1: Proceso modelado con el lenguaje UML-DA con MONETA
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D.2. Obtener el modelo de proceso equivalente en otro lenguaje
Una vez creado el modelo de proceso en un lenguaje de modelado de procesos concreto con
MONETA, podemos obtener el modelo equivalente del proceso en otro de los lenguajes incluidos
en el marco de referencia, puesto que las transformaciones propias de dicho marco se encuentran
implementadas en MONETA.
La ejecucio´n de dichas transformaciones es totalmente transparente al usuario, el cual u´ni-
camente tiene que seguir los pasos para obtener el nuevo modelo de proceso. En la figura D.2
se muestran los pasos a seguir para transformar un modelo en BPMN a otro lenguaje. Hay que
tener en cuenta que para poder hacer uso de esta funcionalidad, es necesario encontrarse sobre
el diagrama donde se encuentra modelado el proceso.
Figura D.2: Uso de MONETA para transformar un modelo en BPMN a otro lenguaje
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Una vez ejecutada esta funcionalidad, se crea un modelo intermedio, denominado MONETA,
que alberga una vista que contiene el modelo de proceso obtenido a partir de la transformacio´n
en el lenguaje elegido, y otra vista con el modelo del proceso en INROMA, puesto que es el
lenguaje base utilizado y puede ser u´til en actividades de interoperabilidad de procesos. En la
figura D.3 se observa este hecho.
Figura D.3: Modelo MONETA despue´s de su ejecucio´n
Una vez revisadas, estas vistas deber´ıan ser incorporadas al modelo en el que se esta´ tra-
bajando puesto que MONETA se seguira´ utilizando como modelos intermedio para futuras
transformaciones.
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Anexo E
Actividad investigadora
Este anexo recoge la produccio´n y la actividad investigadora de la doctoranda, clasifica´ndola
en diferentes apartados para facilitar su lectura. As´ı, en un primer apartado se recopila la
informacio´n relacionada con la produccio´n investigadora, esto es, cap´ıtulos de libros, art´ıculos
en revistas y art´ıculos publicados en conferencias internacionales y nacionales.
En un segundo apartado se reu´ne la informacio´n referente a la actividad investigadora, es
decir, estancias de investigacio´n, comite´s, proyectos de I+D y redes de investigacio´n en los que
la doctoranda ha colaborado.
E.1. Produccio´n investigadora
E.1.1. Cap´ıtulos de libro
Garc´ıa-Garc´ıa, J. A., Alba, M., Garc´ıa-Borgon˜o´n, L., Escalona, M. J. NDT-Suite: A model-
based suite for the application of NDT. Proceedings of the 12nd International Conference on
Web Engineering (ICWE 2012) Lecture Notes in Computer Science. 2012 Vol. 7387, No. 1, pp.
469-472. 2012.
Garc´ıa-Borgon˜o´n, L., Garc´ıa-Garc´ıa, J. A., Alba, M., Escalona, M. J. Software Process Ma-
nagement: A Model-Based Approach. Information Systems Development: Building Sustainable
Information Systems (Proceedings of the 21st International Conference on Information Systems
Development (ISD 2012)), pp 167-178. Editors: Henry Linger, Julie Fisher, Andrew Barnden,
Chris Barry, Michael Lang, Christoph Schneider. ISBN: 978-1-4614-7539-2. 2013.
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Garc´ıa-Borgon˜o´n, L., Blanco, R., Garc´ıa-Garc´ıa, J. A., Barcelona, M. A. Applying Testing
Techniques to Software Process Assessment: A model-based perspective. Information Systems De-
velopment: Improving Enterprise Communication (Proceedings of the 22nd International Con-
ference on Information Systems Development (ISD 2013)), pp 333-344. Editors: Mar´ıa Jose´ Es-
calona, Gustavo Arago´n, Henry Linger, Michael Lang, Chris Barry, Christoph Schneider. ISBN:
ISBN 978-3-319-07214-2. 2014.
Garc´ıa, M. T., Barcelona, M. A., Ruiz, M., Garc´ıa-Borgon˜o´n, L., Ramos, I. A Discrete-
Event Simulation Metamodel for obtaining Simulation Models from Business Process Models.
Information Systems Development: Improving Enterprise Communication (Proceedings of the
22nd International Conference on Information Systems Development (ISD 2013)), pp 333-344.
Editors: Mar´ıa Jose´ Escalona, Gustavo Arago´n, Henry Linger, Michael Lang, Chris Barry, Chris-
toph Schneider. ISBN: ISBN 978-3-319-07214-2. 2014.
E.1.2. Revistas
Ponce, J., Garc´ıa-Borgon˜o´n, L., Garc´ıa-Garc´ıa, J. A., Escalona, M. J., Domı´nguez-Mayo, F.
J., Alba, M., Aragon, G. A Model-Driven Approach for Business Process Management. Covenant
Journal of Engineering & Technology (CJICT). Vol. 1, No. 2, pp. 32-52. 2013.
Garc´ıa-Borgon˜o´n, L., Barcelona, M. A., Garc´ıa-Garc´ıa, J. A., Alba, M., Escalona, M. J. Soft-
ware Process Modeling Languages: A Systematic Literature Review. Information and Software
Technology (IST). Vol. 56, No. 2, pp. 103-116. 2014.
Garc´ıa-Borgon˜o´n, L., Barcelona, M. A., Garc´ıa-Garc´ıa, J. A., Escalona, M. J. Software Pro-
cess Accessibility in Practice: A Case Study. Procedia Computer Science (Proceedings of the 5th
International Conference on Software Development and Technologies for Enhancing Accessibility
and Fighting Info-exclusion, DSAI 2013) . Vol. 27, pp. 292-301. 2014.
Garc´ıa-Garc´ıa, J. A., Escalona, M. J., Mej´ıas, M., Garc´ıa-Borgon˜o´n, L. A Model-Based Ap-
proach for Software Processes Modeling with PLM4BS. Journal Information and Software Tech-
nology . Bajo Revisio´n. 2014.
Barcelona M.A., Garc´ıa-Borgon˜o´n L., Escalona, M.J., Ramos I., Mej´ıas M. Supply Chain
Business Process Modeling Languages: a Systematic Literature Review. Journal of Systems and
Software. Bajo Revisio´n. 2015.
E.1.3. Conferencias internacionales
Garc´ıa-Borgon˜o´n, L., Escalona, M. J. Globally Distributed Software Process Engineering.
Doctoral Symposium at the 6th International Conference on Global Software Engineering (ICG-
SE 2011) ISBN: 978-1-4577-1140-4. 2011.
E.1 Produccio´n investigadora 249
Garc´ıa-Garc´ıa, J. A., Alba, M., Garc´ıa-Borgon˜o´n, L., Escalona, M. J. NDT-Suite: A model-
based suite for the application of NDT. Proceedings of the 12nd International Conference on
Web Engineering (ICWE 2012) Lecture Notes in Computer Science. 2012 Vol. 7387, No. 1, pp.
469-472. 2012.
Garc´ıa-Garc´ıa, J. A., Victorio, J., Garc´ıa-Borgon˜o´n, L., Barcelona, M. A., Domı´nguez-Mayo,
F. J., Escalona, M. J. A Formal Demonstration of NDT-Quality: A Tool for Measuring the
Quality using NDT Methodology. Proceedings of the 21st Annual Software Quality Management
Conference (SQM 2013) ISBN: 978-0-9563140-8-6. 2013.
Domı´nguez-Mayo, F. J., Garc´ıa-Garc´ıa, J. A., Garc´ıa-Borgon˜o´n, L., Escalona, M. J., Mej´ıas,
M. QuEF framework and quality management of software products in organizations. Proceedings
of the 22nd Annual Software Quality Management Conference (SQM 2014) ISBN: 978-0-9926958-
1-1. 2014.
Garc´ıa-Borgon˜o´n, L., Barcelona, M. A., Pen˜a, P., Escalona, M. J. SoftArago´n: a methodo-
logical framework for Software Process Improvement in SMEs. Proceedings of the 22nd Annual
Software Quality Management Conference (SQM 2014) ISBN: 978-0-9926958-1-1. 2014.
Garc´ıa-Borgon˜o´n, L., Barcelona, M. A., Calvo, J. I., Ramos, I., Escalona, M. J. CERVAN-
TES: A Model-Based Approach for Service-Oriented Systems Development. Information Systems
Development: Transforming Organisations and Society through Information Systems (Procee-
dings of the 23rd International Conference on Information Systems Development (ISD 2014)), pp
298-305. Editors: Vjeran Strahonja, Neven Vrcek, Dijana Plantak Vukovac, Chris Barry, Michael
Lang, Henry Linger, Christoph Schneider. ISBN: ISBN 978-953-6071-43-2. 2014.
E.1.4. Conferencias nacionales
Garc´ıa-Borgon˜o´n, L., Garc´ıa-Garc´ıa, J. A., Alba, M. , Domı´nguez-Mayo, F. J. Gestio´n de
Procesos en Organizaciones de Desarrollo de Software: Un Enfoque Basado en Modelos. Actas
de las XVIII Jornadas de Ingenier´ıa del Software y Bases de Datos (JISBD), pp. 113-126, ISBN:
978-84-695-8310-4. 2013.
Barcelona, M. A., Garc´ıa-Borgon˜o´n, L., Calvo, J. I., Escalona, M. J. CERVANTES: Un
framework para el disen˜o y desarrollo de sistemas distribuidos. Actas de las XIX Jornadas de
Ingenier´ıa del Software y Bases de Datos (JISBD), pp. 113-126, ISBN: 978-84-697-1152-1. 2014.
Guessous, M., Barcelona, M. A., Garc´ıa-Borgon˜o´n, L., Alba, M. Un Enfoque Basado en
Modelos para incorporar Requisitos No Funcionales y de Integracio´n de Software en el Disen˜o
de Arquitecturas Orientadas a Servicios. Actas de las XIX Jornadas de Ingenier´ıa del Software
y Bases de Datos (JISBD), pp. 113-126, ISBN: 978-84-697-1152-1. 2014.
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E.2. Actividad investigadora
E.2.1. Estancias de investigacio´n
Agosto 2013. Una semana de estancia de investigacio´n en el Laboratorio de Investigacio´n
y Formacio´n en Informa´tica Avanzada de la Universidad Nacional de La Plata, Argentina,
bajo la supervisio´n de Dr. Gustavo Rossi.
Julio-Agosto 2013. Seis semanas de estancia de investigacio´n en la Southampton Solent
University, Maritime and Technology Faculty, bajo la superviso´n de Professor Margaret
Ross.
Abril 2013. Tres dias de estancia de investigacio´n en el Laboratoire des Usages en Tech-
niques d’Information Nume´riques, University of Paris 8, bajo la supervisio´n del Professor
Charles Tijus.
E.2.2. Comite´s
Miembro del Comite´ de Programa de la conferencia ISD2014 (23rd International Con-
ference on Information Systems Development), que se ha llevado a cabo en Croacia en
Septiembre del 2014.
Miembro del Comite´ de Programa de la conferencia COMTEL (Congreso Internacional en
Computacio´n y Comunicaciones) que se celebro´ en Lima (Peru´) en Octubre de 2014.
Miembro del Comite´ de Programa y del Comite´ de Organizacio´n de la conferencia ISD2013
(22nd International Conference on Information Systems Development), que se llevo´ a cabo
en Sevilla en Septiembre de 2013.
Miembro del Comite´ de Programa de la conferencia COMTEL (Congreso Internacional en
Computacio´n y Comunicaciones) que se celebro´ en Lima (Peru´) en Octubre de 2013.
Miembro del Commite´ de Programa de la conferencia SEPGLA (Software Engineering
Process Group, Latin America) desde 2005-2009.
Miembro del Commite´ de Programa de la conferencia EUROMED SPI (Europe-Mediterranean
Process Improvement Software) en 2010.
E.2.3. Redes de investigacio´n
Redes nacionales
• Red CaSA - Calidad del software aplicada (TIN2010-12312-E9).
• Grupo de Calidad de Software - INES
• Red Tema´tica para el desarrollo de soluciones de software de calidad en entornos
PLM. Redes de Excelencia. Convocatoria 2015. (TIN2015-71938-REDT).
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Redes internacionales
• AST - Red Internacional sobre arquitecturas de Testing.
• Red Tema´tica Mexicana en Ingenier´ıa del Software (244467) del Consejo Nacional de




Responsable: Julia´n Alberto Garc´ıa Garc´ıa, Jose´ Ponce
Tipo de proyecto: Contrato 68/83
Referencia: P047-14/E09
Fecha de comienzo: 01/03/2015
Fecha de finalizacio´n: 31/12/2016
Red Tema´tica Mexicana en Ingenier´ıa del Software
Informacio´n del proyecto
Responsable: Mar´ıa Jose´ Escalona Cuaresma
Tipo de proyecto: Consejo Nacional de Ciencia y Tecnolog´ıa,
CONACIT redes tema´ticas
Referencia: 0244467
Fecha de comienzo: 01-12-2014
Financiado por Consejo Nacional de Ciencia y Tecnolog´ıa, Me´xico
Mecanismos Guiados en Etapas Tempranas para la Mejora del Software. Megus
Informacio´n del proyecto
Responsable: Mar´ıa Jose´ Escalona Cuaresma
Tipo de proyecto: Ministerio de Economı´a y Competitividad
Referencia: TIN2013-46928-C3-3-R
Fecha de comienzo: 01/01/2014
Fecha de finalizacio´n: 31/12/2016




Responsable: Mar´ıa Jose´ Escalona Cuaresma
Tipo de proyecto: Programme Me´rime´e de collaboration en-
tre Ecoles Doctorales franc¸aises et espagnoles
Referencia: ED224
Fecha de comienzo: 05/11/2012
Fecha de finalizacio´n: 31/12/2014
Financiado por European Union
MIDAS: Model and Inference Driven Automated Testing of Services Architectures
Informacio´n del proyecto
Tipo de proyecto: FP7-ICT Strep
Referencia: FP7-ICT-2012-8-318786
Fecha de comienzo: 01/09/2012
Fecha de finalizacio´n: 31/10/2015
Financiado por European Union
Red sobre Calidad del Software Aplicada. Red CaSA
Informacio´n del proyecto
Responsable: Mar´ıa Jose´ Escalona Cuaresma
Tipo de proyecto: Ministerio de Ciencia e Innovacio´n
Referencia: TIN2010-12312-E
Fecha de comienzo: 21/07/2011
Fecha de finalizacio´n: 20/07/2012
Financiado por Ministerio de Ciencia e Innovacio´n
Testing temprano y modelos de simulacio´n h´ıbrida en la produccio´n de software
Informacio´n del proyecto
Responsable: Mar´ıa Jose´ Escalona Cuaresma
Tipo de proyecto: Plan Nacional del 2010
Referencia: TIN2010-20057-C03-02
Fecha de comienzo: 01-01-2011
Fecha de finalizacio´n: 31-12-2013
Financiado por Ministerio de Ciencia e Innovacio´n
ITChain: Tecnolog´ıas de la Informacio´n para la Cadena de Suministro Colaborativa
Informacio´n del proyecto
Responsable: Mar´ıa Jose´ Escalona Cuaresma
Tipo de proyecto: Plan AVANZA
Referencia: TSI-020302-2010-80
Fecha de comienzo: 02/11/2009
Fecha de finalizacio´n: 29/03/2013
Financiado por Ministerio de Industria
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NOVARED: Sistema para distribuir e incrementar el valor creado en internet
Informacio´n del proyecto
Tipo de proyecto: Plan Nacional de Investigacio´n Cient´ıfica,
Desarrollo e Innovacio´n Tecnolo´gica
Referencia: IPT-2011-1942-430000
Fecha de comienzo: 01/01/2008
Fecha de finalizacio´n: 31/12/2010
Financiado por Ministerio de Economı´a y Competitividad
LOGysTIC-A: Centro Nacional de Conocimiento en la Aplicacio´n de las Tecnolog´ıas
de la Informacio´n y las Comunicaciones a la resolucio´n de problemas en el a´mbito
de la Log´ıstica
Informacio´n del proyecto
Tipo de proyecto: Plan AVANZA Centros de Conocimiento
Referencia: TSI-070200-2008-76
Fecha de comienzo: 01/01/2008
Fecha de finalizacio´n: 31/12/2010
Financiado por Ministerio de Industria
DBE: Digital Business Ecosystem
Informacio´n del proyecto
Tipo de proyecto: FP7-ICT Strep
Referencia: IST-2002-507953
Fecha de comienzo: 03/11/2003
Fecha de finalizacio´n: 31/01/2007
Financiado por European Union
IST@HOME: Delivering video-based IST services into European HOMEs
Informacio´n del proyecto
Tipo de proyecto: FP7-ICT Strep
Referencia: IST-2000-28406
Fecha de comienzo: 01/02/2002
Fecha de finalizacio´n: 29/06/2004
Financiado por European Union
VULCANO: Promocio´n del desarrollo de software libre en un entorno de calidad
y confianza adaptando las metodolog´ıas, procesos, modelos de negocio y u´ltimas
tecnolog´ıas
Informacio´n del proyecto
Tipo de proyecto: Plan AVANZA
Referencia: TSI-020301-2009-1
Fecha de comienzo: 01/01/2007
Fecha de finalizacio´n: 01/01/2010
Financiado por Ministerio de Industria
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Acro´nimos
BPM Business Process Management
COBIT Control Objectives for Information and Related Technology
CIM Computation Independent Model
CMMI Capability Maturity Model Integration
EAI Enterprise Application Integration
EFQM European Foundation for Quality Management
INROMA INteroperabilidad, RObustez y MAntenibilidad (INteroperability, RObustness and
MAntenibility)
ITIL Information Technology Infrastructure Library
ISE Information Systems Engineering
ISO International Organization for Standardization
IWT2 Ingenier´ıa Web y Testing Temprano
MDA Model Driven Architecture
MDE Model Driven Engineering
MOF Meta Object Facility
M2M Model-to-Model Transformation
M2T Model-to-Text Transformation
NDT Navigational Development Techniques
OCL Object Constraint Language
OMG Object Management Group
PCI DSS Payment Card Industry Data Security Standard
PIM Platform Independent Model
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PMBOOK A Guide to the Project Management Body of Knowledge
PML Process Modeling Language
PRINCE2 PRojects IN Controlled Environments
PSM Platform Specific Model
QGS Quasi-Gold Standard
QVT Query View Transformation
RQ Research Question
SQA Software Quality Assurance
SPE Software Process Engineering
SPEM Software Process Engineering Metamodel
SPICE Software Process Improvement and Capability Determination
SPML Software Process Modeling Language
UML Unified Modeling Language
TMMi Test Maturity Model integration
WfM Workflow Management
Glosario de Te´rminos
Capacidad de abstraccion (Abstraction) Capacidad de un lenguaje de aislar ciertos aspec-
tos de los modelos de procesos concretos de forma que faciliten su comprensio´n
Capacidad de analisis (Analyzability) Capacidad de un lenguaje para disponer de los ele-
mentos necesarios para comparar diferentes mo- delos de procesos, tomar decisiones y
actividades similares
Comprensible (Understandability)) Capacidad de un lenguaje de ser entendido por los
usuarios del mismo
Comprobable (Testability) Capacidad de un lenguaje para realizar de forma automa´tica
pruebas que supervisen co´mo se promulga el modelo
Ejecutabilidad (Executability) Capacidad de un lenguaje para soportar construcciones con
sema´ntica operacional que ofrezcan el soporte para la ejecucio´n de esas construcciones
Escalabilidad (Scalability) Capacidad de un lenguaje para describir procesos de diferentes
taman˜os, tanto grandes como pequen˜os
Estandarizacion (Standardization) Grado de cercan´ıa de un lenguaje a esta´ndares o len-
guajes de uso generalizado como UML
Expresividad (Expressiveness) Capacidad de un lenguaje para expresar lo que realmente se
realiza durante los procesos de desarrollo de software
Flexibilidad (Flexibility) Capacidad de un lenguaje para poder ser aplicado en una variedad
de entornos de procesos, no u´nicamente en el a´mbito del software
Formalidad (Formality) Capacidad de un lenguaje para expresar formalmente la sintaxis y
sema´ntica
Gestion de Procesos de Negocio (Business Process Management) Conjunto de me´to-
dos, te´cnicas y herramientas que soportan el disen˜o, aprobacio´n, gestio´n, ana´lisis y mejora
de los procesos de negocio
Ingenieria del Software Disciplina o a´rea de la informa´tica que ofrece me´todos y te´cnicas
para el desarrollo y el mantenimiento de calidad que resuelva todo tipo de problemas
Ingenieria orientada a modelos (Model Driven Development) Paradigma de desarrollo
de software que se centra en la creacio´n y explotacio´n de modelos de dominio
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Modelo de Proceso Descripcio´n abstracta de un proceso actual o propuesto que representa
elementos seleccionados del mismo, que son considerados importantes para el propo´sito
del modelo y pueden ser ejecutados por una persona o una ma´quina
Modularidad (Modularity) Capacidad de un lenguaje para combinar diferentes pedazos o
componentes de procesos con el objetivo de construir uno nuevo
Navigational Development Techniques Propuesta metodolo´gica web guiada por modelos
que ofrece un soporte completo, incluyendo herramientas, para todo el ciclo de vida de un
sistema software: desarrollo, pruebas, aseguramiento de la calidad y gestio´n del proyecto
NDTQ-Framework Framework de trabajo que define todos los procesos actualmente sopor-
tados por NDT
Proceso Consiste en el uso de los recursos para transformar entradas en salidas debido a que
algu´n tipo de trabajo, actividad o funcio´n se ha llevado a cabo
Proceso de Negocio Conjunto de tareas relacionadas de manera lo´gica que se deben realizar
para proporcionar valor a los clientes o cumplir otros objetivos estrate´gicos
Proceso de Software Conjunto de tecnolog´ıas, mejores pra´cticas y estrategias que permitan
gestionar de manera efectiva el desarrollo realizado por grandes equipos de ingenieros
software a lo largo de todo el ciclo de vida de los productos
Promulgable (Enactabiliy) Capacidad de un lenguaje para que un modelo pueda imitar la
ejecucio´n real del proceso
Reflexion (Reflection) Capacidad de un lenguaje para soportar directamente la evolucio´n de
los modelos de procesos
Representacion grafica (Graphical representation) Capacidad de un lenguaje para dis-
poner de una sema´ntica gra´fica que facilite su descripcio´n e intercambio entre los usuarios
del mismo
Simulable (Simulability) Capacidad de un lenguaje para que un modelo pueda ser simulado
previo a su ejecucio´n
Sintaxis Abstracta Describe la estructura del lenguaje y la forma en la que se pueden com-
binar los distintos elementos, independientemente de su representacio´n
Sintaxis Concreta Especifica la representacio´n legible (gra´fica o textual) de los elementos
abstractos
Soportado por herramientas (Tooling Support) Disponibilidad de herramientas que nos
permitan definir los procesos con el lenguaje
Soporte a multiples vistas (Support Multiple Views) Capacidad de un lenguaje para dis-
poner de los elementos sema´nticos necesarios para la definicio´n de vistas desde varias
perspectivas del modelo de procesos
Transformacion Mecanismo que nos permite derivar unos modelos a partir de otros modelos
ya existentes
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Transformacion Horizontal Aquella en la que el modelo derivado y el origen tienen el mismo
nivel de abstraccio´n
Transformacion M2M Transformacio´n Modelo-a-Modelo: representa una relacio´n entre dos
sintaxis abstractas y se define mediante un conjunto de relaciones entre los elementos de
los correspondientes metamodelos
Transformacion Vertical Aquella en la que el modelo derivado tiene un menor nivel de abs-
traccio´n que el modelo inicial
