Let X denote a discrete distribution as Poisson, binomial or negative binomial variable. The score confidence interval for the mean of X is obtained based on inverting the hypothesis test and the central limit theorem is discussed and recommended widely. But it has sharp downward spikes for small means. This paper proposes to move the score interval left a little (about 0.04 unit), called by moved score confidence interval. Numerical computation and Edgeworth expansion show that the moved score interval is analogous to the score interval completely and behaves better for moderate means; for small means the moved interval raises the infimum of the coverage probability and improves the sharp spikes significantly. Especially, it has unified explicit formulations to compute easily.
Introduction
Forming a confidence interval (CI) for the mean of a discrete distribution is one of the most basic problems in statistics, since the discrete lattice nature and skewness make the problem complicated. Let X be a discrete variable with the mean E(X) = μ and the variance Var(X) = aμ + bμ 2 . For X～π (λ) Poisson distribution with mean λ, a = 1, b = 0; for X～B(n, p) binomial distribution with mean np, a = 1, b = -1/n; for X～NB(r,p) negative binomial distribution, mean rp/q, a = 1, b = 1/r. Where q = 1 -p.
It is well known that the normal distribution N(μ, aμ + bμ 2 ) could be regarded as an approximation to X for large sample by the central limit theorem. Let 
and its coverage probability is equal to 
Moved Score Interval for the Mean of a Poisson Variable
Let X～π (λ), 
Let the mean λ be small near 0, its lower bound of confidence interval should be 0. That is to say, two-sided confidence interval is exactly one-sided interval for the small means. Denote λ α * as the upper bound on the mean that two-sided confidence interval can be replaced by one-sided interval, and it could be estimated approximately by P{X ≥ 1 |λ α Figure 1 shows that most of coverage probabilities of CI π (0.45) and CI π (0.44) are not less than the level for λ ≤ λ α * . But they seem to be conservative. Numerical computation shows c = 0.46 is almost the best choice on Poisson, binomial and negative binomial variables for general levels 0.90, 0.95, 0.99. In the latter part of this paper would mainly demonstrate advantages of CI(0.46) (see Figure 2 ).
An important criterion to judge a confidence interval is the confidence coefficient, i.e. the infimum of the coverage probability (ICP) of the interval [4]. If ICP < 1 -α, the larger is ICP the better is the interval. Figure 2 and Table 1 show that CI π (0.46) and CI π (0.45) greatly increase ICP and evidently improve the spike characteristic of CI π (0.5) for small λ. Of course, CI π (0.46) is more excellent than CI π (0.45). Table 3 shows that errors between coverage probabilities and levels on the score interval and moved score intervals are analogous to the exact interval, although they do not gurantee all coverage probabilities are not less than levels as the later.
Moved Score Intervals for the Means of Binomial Variable and Negative Binomial Variable
Let X～B(n,p ), when p near 0 and 1, π(np) could be as an approximation to B(n,p). So we pay attention to CI B (0.45) and CI B (0.46) also. Agresti and Coull [6] , Agresti and Caffo [1] suggested the score interval and the Agresti-Coull interval; Brown et al. [3, 7, 8] recommended the Agresti-Coull interval, the modified Wilson (score) interval, modified Jeffreys interval and the likelihood ratio interval; Vollset [9] also recommended score methods for its easily computation; Zhou et al. [10] recommended the score interval if there is no available information about p. We believe that the score method is the uppermost approximation on interval estimation of a binomial proportion. Figure 3 shows that intervals CI B (0.46) and CI B (0.45) improves the spikes of CI B (0.5) obviously. For small p the Agresti-Coull interval behaves too conservative. The Jeffreys interval is a better interval for moderate p, but it has sharp spikes for small p also. Brown et al. [3] suggested revising two specific limits when X = 0, 1, n -1, or n. Besides, they used one-sided Poisson approximation to binomial distribution to modify CI S with X = 1,2 for n < 50 and X = 3 for n ≥ 50. Numerical computation shows the modified score interval and the modified Jeffreys interval are comparable with moved score intervals CI B (0.46), but the latter method and formula are more simple than the formers. Zhou et al. [10] proposed ZL interval based on logit transformation, but its coverage probabilities are greater than the nominal level when p is close to 0 or 1.
Let X～NB(r,p), when p near 0 and r large, π (rp/q) could be as an approximation to NB(r, p). By numerical computation, we believe CI NB (0.45) and CI NB (0.46) improve the spikes of CI NB (0.5) obviously also. There is fewer people interesting confidence interval on negative binomial variable than binomial variable markedly.
Edgeworth Expansion
Brown et al. [3, 7, 8] suggested utilizing Edgeworth expansion to theoretically analyze the coverage probability of a confidence interval. In general, the intervals for Poisson, binomial and negative binomial variable based on the same method almost have the same Edgeworth expansion (see [8] ). So, we only discuss Edgeworth expansion of the moved interval on binomial variable in this section. ) term is nonoscillating and would produce systematic bias without it. So it is a key term. We called its coefficient by coefficient of O(n -1 ) nonoscillating term. Meanings of other terms in theorem 3 are explained in detail in [3, 8] .
By theorem 3, the coefficient of O(n -1
) nonoscillating term of CI(c) is
