Abstract. -We construct solutions to the quintic nonlinear Schrödinger equation on the circle
is called a resonant set. These sets exactly correspond to the resonant monomials of order 6 of the Hamiltonian of (1.1) which contain 4 different modes. Here, we consider resonant sets of the type (1.3)
A k = n k − 2, n k − 1, n k + 1, n k + 2 , where (n k ) k≥1 is a sequence of integers which will be described. In the sequel, we denote by
1 = n k − 1, and for K ≥ 1, we define
To begin with, let us recall the result of [5] for the resonant set A k .
Theorem 1.1 ([5]
). -Let k ≥ 1. There exist T k > 0, ν 0 > 0, α k ∈ (0, 1/2) and a 2T k −periodic function K 
and q is smooth in time and analytic in space on [−ν −9/8 , ν −9/8 ]×S 1 . Moreover, the Fourier coefficients q j (t) of q(t) satisfy sup |t|≤ν −9/8 | q j (t)| ≤ Ce −|j| , with C independent of k ≥ 1 and ν > 0.
The result is not exactly stated like this in [5] , but is proven there. In particular, the analycity of the remainder term follows from the analytical framework of the Birkhoff normal form procedure in [5, Section 3] . See also [4] . Theorem 1.1 shows that there are non trivial interactions between the modes in A k and they occur for times t ∼ ν −1 T k .
1.2. The main result. -In this paper we prove that if the resonant sets are carefully chosen, there exist solutions to (1.1) which are the superposition of solutions of the previous type. Theorem 1.2. -There exists ν 0 > 0 and there exists an increasing sequence of integers (n k ) k≥1 such that, if 0 < ν < ν 0 , for all K ≥ 1 with n K ≤ −c ln ν there exists a solution to (1.1) which reads for all |t| ≤ ν −9/8
where i) For all 1 ≤ k ≤ K, v k is as in Theorem 1.1.
ii) The error term is smooth in time and analytic in space on [−ν −9/8 , ν −9/8 ] × S 1 . Moreover, the Fourier coefficients q j (t) of q(t) satisfy
with C independent of K ≥ 1 and ν > 0.
This result shows a beating effect inside of each resonant set, but there is no energy transfer between two different resonant clusters. In particular, we do not show an energy transfer from the low to the high frequencies.
In our example, for all s ≥ 0, u H s is almost preserved during the time. This is due to the particular form (1.3) of our resonant sets. We believe that a similar construction for more general resonant sets (1.2) can be done.
For all j ∈ Z, the Fourier coefficient u j of u in (1.5) satisfies
thus u is bounded in an analytic norm uniformly in K ≥ 1 for this time scale. A natural question is whether we can choose K = +∞ in Theorem 1.2. Our method does not allow this extension since the period of v k grows to infinity with k. Moreover, the expansion in (1.5) is relevant as long as e −n k v k is larger than the error term, and this gives the limitation n K ≤ −c ln ν.
In fact there are many sequences which satisfy Theorem 1.2: almost all sequences which satisfy n k+1 ≥ 12n 2 k can be taken (see the proof of Proposition 2.2). Our approach allows also to treat the focusing Schrödinger equation (ν < 0), but for simplicity we only deal with the case ν > 0.
With an appropriate choice of the initial conditions, we can construct quasi-periodic solutions in time for a large set of frequencies. 
This is clearly a nonlinear phenomenon, since in the linear regime all the frequencies are integer multiples of the same number.
1.3. Plan of the paper. -In Section 2 we prove the existence of resonant sets made up of several clusters which do not interact much with one another. In Section 3 we recall the Hamiltonian structure of (1.1) and we study the model equation, which is obtained by truncating the error terms of the normal form (higher order terms and terms involving frequencies outside the resonant sets). In Section 4 we perform the perturbation analysis and collect the results of the previous sections in order to prove our main results. Throughout the paper, we widely rely on the results obtained by B. Grébert and the second author in [5] : since several proofs turn out to be similar, here we choose to highlight what is new and different, rather than copy out the proofs in [5] .
Existence of resonant sets
In this section, we show the existence of a sequence (n k ) such that the modes in A k and A j do not interact much when k < j. We will see that this is ensured when (n k ) is growing fast enough and if it satisfies some arithmetical condition.
Lemma 2.1. -Assume that the sequence (n k ) k≥1 satisfies n 1 ≥ 3 and n k+1 ≥ 12n 2 k . Then the following holds true:
and
Proof.
we are done, hence we assume that k ≥ 2. We claim that one of the integers j 1 , j 2 , j 3 , say j 1 , is of the form j 1 = n k + q 1 with
If it is not the case, j 1 , j 2 , j 3 ≤ n k−1 + 2 and thus
, which is a contradiction. We plug the expressions of ℓ 1 and j 1 in (2.1) and obtain
which is a contradiction.
• We can therefore assume that
, thus we can assume that j 2 ∈ A k and we write
. With a similar argument we deduce that {ℓ 3 , j 3 } ⊂ A k , which completes the proof.
Define the set
Proposition 2.2. -There exists a sequence (n k ) k≥1 which satisfies n 1 ≥ 3, n k+1 ≥ 12n 2 k and so that the following holds true:
Proof. -We construct such a sequence (n k ) k≥1 by induction. When K = 1, we can apply [5, Lemma 2.4] and set any n 1 ≥ 3. Now, assume that we have constructed the first K elements of the sequence (n k ) K k=1 . We will prove that we can choose n K+1 satisfying the wanted properties. Suppose that we have fixed n K+1 (and therefore A K+1 ): we now investigate which arithmetical properties are required in order to satisfy the non-resonance condition.
Let
The two complex (possibly coinciding) solutions (p 1 , p 2 ) to (2.3) are the roots of the polynomial
The discriminant of this polynomial is ∆ = 2T − S 2 . Therefore, a necessary condition for (2.3) to have integer solutions is that 2T − S 2 is a perfect square. Each of the elements j 1 , j 2 , j 3 , ℓ 1 may belong either to A K+1 or to A k with k ≤ K. We have to distinguish 8 different cases, depending on how many of the j's belong to A K+1 (4 possibilities, from 0 to 3) and whether ℓ 1 ∈ A K+1 or not.
• Case (0,0):
. No further property has to be verified: the non-resonance condition is satisfied by induction hypothesis.
• Case (1,0):
Now, j 1 may be expressed as j 1 = n K+1 + c 1 , with c 1 ∈ {−2, −1, 1, 2}. Therefore
The relevant thing here is that ∆ has the form (n K+1 +c 1 ) 2 +c 2 . Ifc 2 = 0, then either ℓ 1 = j 2 or ℓ 1 = j 3 , which implies the non-resonance condition p 1 , p 2 ∈ A, by [5, Lemma 2.1]. Ifc 2 = 0, it is sufficient to choose n K+1 large enough to prevent ∆ from being a perfect square.
• Case (2,0):
, then ∆ has the form αn K+1 + β, with α = 0.
• Case (3,0):
Therefore we exploit the translation invariance of the resonance condition and we translate back (j 1 , j 2 , j 3 , ℓ 1 , p 1 , p 2 ) obtaining the new resonant sextuple
with |j 1 |, |j 2 |, |j 3 | ≤ 2 and |l 1 | ≥ 105 − 2 = 103, which is clearly absurd sincẽ • Case (0,1): ℓ 1 ∈ A K+1 , j 1 , j 2 , j 3 / ∈ A K+1 . This case is easily seen to be absurd, since
and ℓ 1 is much bigger than j 1 , j 2 , j 3 .
• Case (1,1):
If c 1 = c 2 , then j 1 = ℓ 1 and p 1 , p 2 ∈ A because of [5, Lemma 2.1]. Otherwise, ∆ has the form αn K+1 + β, with α = 0.
• Case (2,1):
which has the same structure as for the case (1,0) and therefore ∆ is not a perfect square provided that n K+1 is large enough.
• Case (3,1):
Now, what still has to be proved is that we can choose n K+1 arbitrarily large and such that α r n K+1 + β r is not a square for a finite number of couples of integers {(α r , β r )} s r=1 . We can limit ourselves to α r > 0, since the conditions to be satisfied yield α r = 0 and, if α r < 0, then α r n K+1 +β r is negative and therefore not a perfect square, for n K+1 large enough. Let α := (α 1 , . . . , α s ) ∈ (N \ {0}) s and β := (β 1 , . . . , β s ) ∈ Z s . We denote by S αβ := {(α r , β r )} s r=1 the set of all couples (α r , β r ), for a given choice of α ∈ (N \ {0}) s and β ∈ Z s . Definition 1. -We say that a positive integer n ∈ N satisfies the "no-square condition" with respect to S αβ (NSC-S αβ ) if for all r = 1 . . . s, α r n + β r is not a perfect square.
Fix α ∈ (N \ {0}) s , β ∈ Z s . Let F N be the number of positive integers 1 ≤ n ≤ N which satisfy (NSC-S αβ ).
Consider a single couple (α r , β r ): the main result in [2] implies that there exist two universal constants C 1 , C 2 (which do not depend on α r , β r ), such that the number of positive integers 1 ≤ n ≤ N such that α r n + β r is a perfect square is at most C 1 N 3/5 (ln N ) C 2 . Now, a positive integer n fails to satisfy (NSC-S αβ ) if and only if α r n + β r is a perfect square for at least one of the s couples (α r , β r ). Therefore, we deduce that the number of positive integers ≤ N which fail to satisfy (NSC-S αβ ) is
Hence, we have
which implies that F N is asymptotic to N as N → +∞. In particular, this implies that there are infinitely many positive integers satisfying (NSC-S αβ ), which in turn implies that one can choose n K+1 arbitrarily large and satisfying (NSC-S αβ ). This concludes the proof of Proposition 2.2.
The model equation
Recall that
A k , and the notation (1.4). We assume that (n k ) k≥1 is a sequence which satisfies Lemma 2.1 and Proposition 2.2. Next, we set ε = ν 1/4 and make the change of unknown v = εu. Therefore v satisfies
We expand v andv in Fourier modes
and denote by H =
the Hamiltonian of (3.1).
We now refer to [5, Section 3] , and in particular to Proposition 3.1 and Proposition 3.3. It is proven that, thanks to a Birkhoff normal form procedure, that there exists a symplectic change of coordinates τ close to the identity so that
where -N only depends on the actions (I k ) k∈Z ; -Z 6 is the homogeneous polynomial of degree 6 ;
-R 10 is a remainder of order 10.
As in [5, Section 4], we introduce the model system by setting ξ 0 j = η 0 j = 0 in (3.2) when j = A. This induces here the Hamiltonian
where
Since H is almost decoupled, we obtain a completely integrable system.
Lemma 3.1. -The system given by H is completely integrable.
Proof. -Since J is a constant of motion, this is a direct consequence of [5, Lemma 4.1] . Indeed, for all 1 ≤ k ≤ K, H k and
, are constants of motion in involution.
As in [5] , we use the coordinates (ϕ, K) to describe some particular trajectories of H. To begin with, H k can be rewritten
and denote by K
. With the previous choice,
The following rescaling proves to be useful
and (3.6)
Lemma 4.1. -Assume that there exists C > 0 so that
Then for all 0 ≤ t ≤ Cε −6 ,
We consider the initial conditions
and for all 1 ≤ k ≤ K we set τ k = ε 4 k t. Then thanks to Lemma 4.1 we have Proposition 4.2. -Consider the solution of the Hamiltonian system given by H with the initial conditions (4.1).
where H ⋆ is the Hamiltonian (3.6).
4.1. Proof of Theorem 1.2. -We choose the initial conditions for (ϕ, K). We take ϕ (k) (0) = 0 and γ k < K (k) (0) < 1 − γ k . We also consider the solution (ϕ
For t ≤ ε −9/2 = ν −9/8 we get (1.5).
The period of K (k) 0 is 2T k ε −4 k = 2T k ε −4 e 4n k , thus one has to ask that (4.2)
2T k e 4n k ≤ ε −1/2 = ν −1/8 . k − 3) −1/2 , +∞), which contains the interval (π/(9 √ 3), +∞) for all k, so we can choose the initial data in such a way that T k = 1/2 for all k. Therefore, since n k ≤ n K , (4.2) is satisfied provided that n K ≤ −1/32 ln ν.
4.2.
Proof of Corollary 1.3. -For each k, the period of v k equals the period of K (k) 0 , whose value is 2ν −1 T k e 4n k . In the proof of Theorem 1.2 we have observed that, given anyT ∈ (π/(9 √ 3), +∞), one can choose the initial data in such a way that T k =T . This, with n k ≤ n K , implies that, for any givenΛ ∈ (πe 4n K /(9 √ 3), +∞), one can choose the initial data so that the period of v k is equal to 2Λ/ν. Therefore, given any K ≥ 1 and any Λ 1 , Λ 2 , . . . , Λ K > 0, there exists N ∈ N so that, with a proper choice of the initial data, v k has period 2N Λ k /ν, if ν is small enough. It suffices to choose the smallest N such that N Λ k > πe 4n K /(9 √ 3) for all k, which is admissible if for the chosen N one has N Λ k < ν −1/8 for all k, which is verified provided that ν is small enough.
