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We propose the coarse-grained spectral projection method (CGSP), a deep learning approach
for tackling quantum unitary dynamic problems with an emphasis on quench dynamics. We show
CGSP can extract spectral components of many-body quantum states systematically with highly
entangled neural network quantum ansatz. CGSP exploits fully the linear unitary nature of the
quantum dynamics, and is potentially superior to other quantum Monte Carlo methods for ergodic
dynamics. Practical aspects such as naturally parallelized implementations on modern deep learning
infrastructures are also discussed. Preliminary numerical experiments are carried out to guide future
development of CGSP.
I. INTRODUCTION
The past several decades have witnessed a rapid growth
of research interests in dynamical quantum many-body
systems and hatched a series of remarkable experimental
techniques [1–5] for manipulating and observing quan-
tum matters. These developments led to the observation
of novel quantum phenomena [6–10] outside the scope of
equilibrium physics, and also opened the possibility for
realistic implementations of quantum computations [11–
15]. To further explore these topics, advanced numer-
ical algorithm for simulating the dynamics of quantum
many-body systems is highly desired. The purpose is
not only observing and verifying theoretical findings, but
also actively searching for new physical mechanisms or
strategies to guide the design and the control of artificial
quantum systems [16–26].
But unfortunately, the simulation of generic quan-
tum dynamic problems usually brings out exponential
complexity that is out of reach for classical comput-
ers. The major difficulty comes from the presence of
high-dimensional highly-entangled quantum states dur-
ing time evolution, which is, however, a guarantee of
quantum advantages in quantum computation [27]. That
being said, high-fidelity quantum simulation algorithms
are immature, if not impossible, to be implemented at
the current noisy intermediate-scale stage of quantum
computing research [28], considering the tremendous re-
sources demanded by error correction [29]. Therefore it
is still of utter importance to continue pushing the limit
of classical algorithms towards specialized quantum dy-
namic problems that are potentially accessible to classical
computers.
To distinguish classically tractable quantum dynamic
problems from the others, quantum entanglement and
locality of the Hamiltonian serve frequently as practical
criteria. The former is used to evaluate the quality of a
classical ansatz for representing high-dimensional quan-
tum many-body states, while the latter determines the
complexity of a classical algorithm for capturing quan-
tum dynamics.
Quantum entanglement is at the heart of most tensor
network ansatz originated from the density matrix renor-
malization group (DMRG) method [30]. Famous exam-
ples include Matrix product states (MPS), projected en-
tangled pair states (PEPS) and multiscale entanglement
renormalization ansatz (MERA) [31–33]. The usage of
these ansatz is usually restricted to quantum states fea-
turing area-law entanglement (S < c ·Area) with or with-
out logarithmic correction [34, 35], a property commonly
seen in low-lying states of many-body models with local
interactions. However, except for some special cases such
as many-body localization, a quantum dynamic system
usually goes through many-body states with volume law
entanglement. Even for a time evolution process starting
from an unentangled initial sate, the bipartite entangle-
ment entropy of a quantum system can grow linearly to-
wards saturation value (proportional to half system size),
resulting in an exponential growth of the tensor network
ansatz complexity. Therefore, the simulation of quan-
tum dynamics is longing for more sophisticated classi-
cal ansatz as successor to tensor networks. In recent
years, the most promising candidate turned out to be
artificial neural networks which are capable of modeling
highly-entangled quantum states [36]. An early practice
along this line of research was the application of restricted
Boltzmann machine (RBM) in solving the ground state
and the dynamics of quantum spin models [37]. Later,
symmetry preserving deep fully-connected neural net-
works (FNN) and convolutional neural networks (CNN)
were also shown to be efficient quantum state ansatz [38–
42]. In particular, CNN is believed to support volume-
law entanglement scaling while being polynomially more
efficient in resources compared to RBM-like ansatz in 2D,
due to an inherent reuse of information [43].
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2While entanglement capacity poses a challenge to clas-
sical ansatz, the locality of Hamiltonian has made it
possible for many classical algorithms to succeed. Ex-
amples include DMRG, time-evolving block decimation
(TEBD) and time-dependent variational principle. Lo-
cality, or more generally sparsity in the linear algebra
point of view, is outstanding in quantum lattice models
with only short-range interactions like Hubbard model
and Heisenberg models, allowing the numerical model-
ings of very large systems. On the contrary, the lack
of sparsity in second quantized molecular Hamiltonians
limits the scalability of accurate ab-initio methods like
DMRG and variational Monte Carlo (VMC) in quantum
chemistry [44].
Considering both high entanglement capacity and
sparsity, the most promising classical algorithm for simu-
lating real time quantum unitary dynamics is now time-
dependent variational principle methods based on neural
network ansatz (TDVP-NN) [37]. TDVP-NN projects
real-time quantum evolution trajectory in the entire
Hilbert space into a tiny useful subset, parameterized
by a neural network, of the Hilbert space. The projected
dynamics is then described by a low-dimensional time-
dependent differential equation of neural network param-
eters. In spite of numerical instability of the projected
dynamics and the limited expressive power of the neural
network, this method is potentially capable of simulat-
ing quench dynamics of very large quantum spin systems
with strong entanglement [45], ultrafast dynamics [46]
and the evolution of open quantum systems [47].
However, the generality of TDVP-NN means that
it does not give special treatment to dynamics driven
by static Hamiltonians, slowly varying Hamiltonians or
piecewise time-dependent Hamiltonians. Hence the prop-
agation time step in TDVP-NN lacks the flexibility en-
joyed by global Krylov-subspace-based methods. The
reason is that the unitary structure of a single Hamilto-
nian and the spectral information of the initial condition
are left unexplored.
In this work, we will show how to actually poke into
the spectral structure of an evolving quantum state and
extract limited but useful high-dimensional information.
This is done through a coarse-grained representation of
the spectral projection using deep neural networks. We
will focus on quantum unitary dynamics driven by Hamil-
tonians with a sparse matrix representation in the triv-
ial orthogonal basis. Many interesting problems can be
found in this category, including the quench dynamics of
Heisenberg model or a sparsely connected quantum cir-
cuits. The idea behind the approach we are trying to de-
velop is conceptually similar to normal-mode propagation
used in path-integral molecular dynamics simulation.
This paper is organized as follows. In Sec. II we in-
troduce the concept of coarse-grained spectral projection
(CGSP) and its possible application in quantum dynam-
ics as a numerical tool. In Sec. III we propose a paral-
lelized deep learning framework for practical CGSP with
numerical experimental results.
II. COARSE-GRAINED SPECTRAL
PROJECTION OF QUANTUM STATES
The high-dimensional nature of the Hilbert space of
the quantum states has hindered the direct decomposi-
tion of quantum Hamiltonians or complete spectral pro-
jection of a quantum state. This also limits the feasibility
of any supervised learning-based methodology that relies
on data from exact diagonalization. On the other hand,
note that the underlying eigen-frequency scale of a short-
ranged Hamiltonian increases only linearly with respect
to system size. This special property motivates the
coarse-grained spectral projection approach that we are
going to introduce.
Formally, a complete eigen-decomposition of a pure
quantum state Ψo associated to a closed system Hamil-
tonian H can be expressed as
Ψo =
Nh∑
i=1
biψi, (1)
Here the eigenstates {ψi} satisfy Hψi = Eiψi. They are
orthonormal and increasingly ordered with respect to the
energy level Ei. Nh is the dimension of the Hilbert space
H.
There exist trivial disjoint cover of the entire energy
spectrum on the real axis:
[E1, ENh ] ⊂ [x0, x1) ∪ [x1, x2) ∪ · · · ∪ [xN−1, xN ] (2)
such that x0 < E1 < x1 < x2 < · · · < xN−1 < ENh <
xN . Without loss of generality, we assume xi+1 − xi is
constant for all the intervals.
For each interval [xi, xi+1] we associate the direct sum
of the eigen-subspaces whose eigenvalues lie in [xi, xi+1],
we obtain N subspace {Qi ∈ H} and N corresponding
projection operators {Pi} for the N intervals.
Since H = ∪N−1i=0 Qi, it is obvious that
Ψo ∈ span(P0Ψo, · · · ,PN−1Ψo). (3)
Let θi denote the normalized PiΨo. Ψo can be expressed
as
Ψo =
N−1∑
i=0
ciθi. (4)
Let  = xi+1 − xi and λi = (xi + xi−1)/2 be the center
of the i-th interval. The unitary evolution of Ψo(t) =
e−iHtΨo driven by time-independent Hamiltonian H can
be approximated by
φo(t) =
N−1∑
i=0
cie
−iλitθi. (5)
The error has an evident upper bound
|Ψo(t)− φo(t)| ≤ t
2
. (6)
3It is clear that the number of energy intervals needed
to achieve |Ψo(t) − φo(t)| < δ for small enough δ grows
only linearly with respect to t and the spectrum range,
as indicated by
N >
(ENh − E1)t
2δ
. (7)
Notice that the energy spectrum range (ENh − E1) usu-
ally grows linearly with system size for quantum models
defined on (nearly) regular graphs with bounded short-
range interaction and disorder. Recently, a similar bound
has also been derived in the context of quantum state
compression via principle component analysis [48].
Ideally, the projected states θi can be parameterized
and solved by N classical ansatz. However, this is a diffi-
cult task for traditional ansatz with only area-law entan-
glement capacity. To the best of our knowledge, no clas-
sical algorithm has been developed yet. In this work, we
will show that tools from deep learning can be borrowed
to crack the volume law barrier imposed by entangle-
ment. We will develop a data-free approach to quantum
dynamics based on the ideas illustrated above. Instead of
learning each unique θi accurately with neural networks,
we can allow each θi to make some errors and that will
not destroy the overall accuracy for approximating the
dynamics.
Before going into specific details, let us make several
compromises regarding the splitting of energy spectrum
and the error estimates. First, given a disjoint cover of
the energy spectrum like Eq. (2), it is nearly impossi-
ble to represent all unique projected states θi accurately
with neural networks for large quantum systems. Thus
the uniqueness condition should be loosened by allowing
polluted projection.
With an abuse of notation, we re-assume a non-exact
cover of the spectrum:
[E1, ENh ] ⊂ [x0, y0] ∪ [x1, y1] ∪ · · · ∪ [xN−1, yN−1] (8)
such that xi < xi+1 and yi < yi+1 holds for all
i ∈ [0, N − 1]. With this cover, the N subspace {Qi ∈
H}i∈[0,N−1] (and the N corresponding projection opera-
tors {Pi}i∈[0,N−1]) are still well-defined but they are not
necessarily orthogonal to each other. So there exists non-
unique N normalized states θi ∈ Qi such that
Ψo =
N−1∑
i=0
ciθi. (9)
Now θi is not necessarily the normalized PiΨo but only
an element in Qi. Obviously, {θi} can be non-orthogonal.
Let λi =
〈θi|H|θi〉
〈θi|θi〉 , Ψo(t) can again be approximated by
φo(t) =
∑N−1
i=0 cie
−iλitθi. The quality of this approxi-
mation is reflected by the “covariance” matrix
(M)ij = 〈θi|(H − λi)(H − λj)|θj〉. (10)
For small t, the error of the approximation is
|Ψo(t)− φo(t)|2 ≈ t2c†Mc. (11)
In practice, it is easier to only calculate the diagonal
element of M , i.e. the variance σ2i = 〈θi|(H − λi)2|θi〉 of
each θi. Let |σ| = max({|σi|}i∈[0,N−1]). We have a very
rough but inexpensive estimation of the error:
|Ψo(t)− φo(t)| ≈ |σ|t. (12)
The error is systematically reducible when |σ| scales as
1/N . To achieve this goal within the framework of deep
learning, we introduce N neural network ansatz Θi to
represent the N normalized states θi respectively. The
N neural network ansatz will sum up to the initial state
Ψo. In addition, there should be an optimization scheme
to minimize the variance σi of each neural network ansatz
such that |σ| is improvable. Therefore, we propose the
following objective function as a constrained optimiza-
tion problem:
minimize
N−1∑
i=0
c2i 〈Θi|(H − Λi)2|Θi〉 ,
subject to d(Ψo(0),
∑
ciΘi) = 0,
(13)
Here the amplitude coefficients ci and all network pa-
rameters of Θi are to be optimized. d can be any le-
gal distance function in the Hilbert space including the
Fubini-Study metric and L2 norm, regardless of U(1)
symmetry. The fixed constants {Λi} in the objective
function is an arithmetic sequence satisfying Λ0 < Emin
and ΛN−1 > Emax, with a common increment of  > 0.
The ground state energy Emin of the system Hamilto-
nian and the maximum energy Emax can be easily esti-
mated by usual VMC techniques with the same neural
network ansatz. Notice instead of minimizing the vari-
ance directly, we choose to minimize a weighted sum of
individual variances. We show in Appendix A that this
particular choice of objective function leads to a N−1
scaling of |σ|. A practical algorithmic implementation of
this optimization task is illustrated in Sec. (III) where
auto-regressive generative neural networks [49] are used
for quantum state ansatz and efficient Monte-Carlo sam-
pling at the same time. In addition, considering the si-
multaneous optimization of many neural networks is haz-
ardous, we propose a hierarchical framework in Sec. (III)
to break Eq. (13) down into smaller, easily parallelizable
optimization tasks from low to high spectral resolution.
When N → ∞, Eq. (13) converges to its continuous
form:
minimize
∫ wb
wa
c2(w) 〈Θ(w)|(H − w)2|Θ(w)〉 dw,
subject to d(Ψo(0),
∫ wb
wa
c(w)Θ(w)dw) = 0.
(14)
For many disordered system, eigenstates with very close
energy levels can have completely different local observ-
ables [50]. Hence a global minimizer Θm(w) of Eq. (14) is
4not expected to be continuous with respect to w. There-
fore we adopt the discrete form Eq. (13) as the start-
ing point for extracting spectral information and name it
“coarse-grained spectral projection (CGSP)”.
Ideally, Eq. (13) provides a route to systematically
improvable classical algorithms for simulating quantum
dynamics after a sudden quench. Because deep neural
network is used, the minimizer of Eq. (13) may be pa-
rameterized with only polynomial complexity. However,
like all other classical algorithms, the precious polyno-
mial complexity is conditional. In the following, we are
going to compare CGSP with major quantum dynamics
algorithms and analyze their pros and cons.
First of all, it is well known that tensor network ansatzs
like matrix product states sacrifice entanglement capac-
ity for general representation of many-body states with
nearly area-law entanglement. The area-law constraint is
so strong that tensor networks can cover almost all eigen-
states for some models [51]. This makes TDVP-based
evolution of tensor networks very stable and accurate in
the weakly-entangled regime but ineffective otherwise.
However, when we consider TDVP-based evolution of
neural networks for generic quantum dynamics, there is
no comfort zone like weakly-entangled regime. High en-
tanglement capacity of neural networks is a reward but
not a permit to every corner of the many-body Hilbert
space. After all, only a low-dimensional tiny section of
the Hilbert space can be parameterized by a finite-size
classical ansatz. Thus, for TDVP methods, the failure of
polynomial complexity appears when the actual quantum
state trajectory travels away from the low-dimensional
section or encounters singular points of the ansatz. This
failure is inevitable for ergodic dynamics harnessed by
few symmetries. From an intuitive perspective, this phe-
nomenon may be more easily perceived in quench dynam-
ics over criticality [52].
For our CGSP method, the breakdown of polynomial
complexity happens in a different situation. First, notice
that in CGSP, the neural network is expected to param-
eterize only O(t) many quantum many-body states. So,
the burden on classical ansatz in CGSP is a countable fi-
nite subset of many-body Hilbert space, rather than a dif-
ferentiable subset containing the real-time evolution tra-
jectory. This statement holds true, regardless of ergodic-
ity, for finite-time dynamics driven by time-independent
Hamiltonian. Nevertheless, when t is large, even a count-
able finite subset of Hilbert space is too difficult for neural
networks to represent fully. This is when CGSP will fail.
Based on the discussion above, it is clear that CGSP
has a lighter burden to bear for quench dynamics, with
only a O(t) scaling factor on top of the complexity of
ground states represented in the ansatz. However, from
the optimization perspective, CGSP requires much more
training efforts compared to TDVP-NN which propagate
in a deterministic way when Monte Carlo sampling is
nearly exact. Note that the optimization of a CGSP
task is non-convex towards the objective Eq. (13). This
means, like almost every deep learning task, CGSP may
suffer from local optimum and ill-conditioning. These
issues will be addressed in detail in our future work.
We now discuss how to improve the TDVP simula-
tion of quantum dynamics driven by slow-varying time-
dependent Hamiltonian H(t) with CGSP. Suppose the
initial state Φo(0) has already found its CGSP represen-
tation Φo(0) =
∑N−1
i=0 ciθi with λi =
〈θi|H(0)|θi〉
〈θi|θi〉 . By
allowing the parameters of the neural networks to be
time-dependent and identifying θi as θi(t = 0), a new
ansatz can be defined using ηi(t) = θi(t)e
−iλit. Theo-
retically, if ηi(t) evolves under the Schro¨dinger equation,
then
∑N−1
i=0 ciηi(t) is identical to Φo(t). So the evolu-
tion of ηi(t) should satisfy the following time-dependent
variational principle:
δ
∫ t
0
‖idηi(s)
ds
−H(s)ηi(s)‖2ds = 0, (15)
which can be translated into
minimizeθi(t)‖i
dθi(t)
dt
− (H(t)− λi)θi(t)‖. (16)
Assume that the Hamiltonian is slowly varying and the
spectral norm ‖dH(t)/dt‖s is bounded by B > 0. Then
one has
‖dθi(t)
dt
‖ < Bt+ ‖(H(0)− λi)θi(t)‖ (17)
If the CGSP is successful, one expects ‖(H(0) −
λi)θi(t)‖  1 for t small enough. Eq. (17) suggests
how CGSP may help with TDVP-based simulation. For
the plain TDVP approach, the variation of the ansatz
||dΨ(t)dt || is bounded by ||H(t)||s  B. For lattice mod-
els ||H(t)||s usually grows linearly with system size. This
means the differentiable manifold that the neural network
should parameterize grows rapidly for ergodic dynam-
ics. However, with CGSP-initialized TDVP simulation,
the desired expressive power of the neural network grows
much slower due to the constraint Eq. (17).
III. A HIGHLY PARALLELIZED APPROACH
TO CGSP
To show that Eq. (13) is applicable to real quantum dy-
namic problems, we will propose a practical framework
for using Eq. (13) in quench dynamics of quantum lattice
models. In this framework, penalty method is used to es-
tablish an unconstrained optimization target and Monte
Carlo is used to estimate the gradient. Recently devel-
oped neural autoregressive quantum states (NAQS) [49]
will serve as the classical ansatz for boosted importance
sampling. In addition, a parallel scheme is introduced for
work-breakdown in high performance computing. The
main purpose of this section is to provide a modularized
framework for large-scale CGSP implementation that al-
lows for potential improvement of the models and fast
deployment with modern deep learning frameworks such
as PyTorch and Tensorflow [53, 54].
5A. Generative classical ansatz that boosts
stochastic sampling
First, we introduce the basic ideas of NAQS. Unlike
other neural quantum states with sophisticated VMC
ansatz, NAQS can greatly boost the efficiency of stochas-
tic importance sampling. Before NAQS, the popular
sampling tool accompanying neural quantum states is
Markov-Chain Monte-Carlo (MCMC), a default tool of
VMC. Though parallelizable to some extent, MCMC is
essentially a sequential algorithm, which is incompatible
to large-scale deep learning applications using graphics
processing units (GPUs). On the contrary, NAQS imple-
ments importance sampling in a parallel manner.
A NAQS is by default a normalized wave function that
can be expressed as a product of normalized conditional
wave function. For example, in the usual Sz basis of
quantum lattice problems, a NAQS is expressed as
Ψ(s1, · · · , sl) =
l∏
i=1
ψi(si|si−1, · · · , s1) (18)
where ψi(si|si−1, · · · , s1) satisfies a local normalization
condition
∑
si
|ψi(si|si−1, · · · , s1)|2 = 1. It has been
shown that a NAQS satisfying Eq. (18) can generate con-
figurations {(s1, · · · , sl)} directly according to the prob-
ability distribution |Ψ(s1, · · · , sl)|2, with a higher sam-
pling quality than MCMC [49].
At first glance, obtaining a mathematical structure in-
dicated by Eq. (18) would require a sequence of neural
networks. However in practice, the desired structure can
be achieved easily in a parallel manner with masked con-
volutions. Successful realization of such structure has
been published in many areas [55–57]. Moreover, it is
quite straightforward to define charge conservation in
NAQS: one only needs to mute these ψi(si|si−1, · · · , s1)
associated to illegal configuration before enforcing lo-
cal normalization condition. In our implementation of
NAQS, we basically followed the design of WaveNet [55],
of which the network depth scales with the logarithm of
system size.
B. Loss function
The target Eq. (13) can be approached as an uncon-
strained optimization problem by defining the loss func-
tion
L =‖Ψo(0)−
∑
ciΘi‖2 + η1
N−1∑
i=0
c2i 〈Θi|(H − Λi)2|Θi〉
+ η2
∑
|i−j|<r
‖ 〈Θi|Θj〉 ‖2,
(19)
where η1, η2 < 1 are constant weights decaying over time.
r is the fixed radius we choose for enhancing orthogo-
nality, {ci} and the parameters of all Θi are real vari-
ables. The fidelity term Lfid = ‖Ψo(0) −
∑
ciΘi‖2 is
the main term in this loss function. The orthogonal-
ity penalty term Lotg = η2
∑
|i−j|<r ‖ 〈Θi|Θj〉 ‖2 is intro-
duced to reduce projection pollution, i.e. the spill over
to other subspaces that it should not belong. The sec-
ond term Lvar = η1
∑N−1
i=0 c
2
i 〈Θi|(H − Λi)2|Θi〉 will be
called the variance loss. Notice that without the orthog-
onality penalty, the variance is already suffice to enforce
the N−2 scaling of σ2i =
〈Θi|(H−Λi)2|Θi〉
〈Θi|Θi〉 as explained in
Appendix A. The orthogonality penalty is added only to
further reduce σi without affecting the theoretical scaling
behavior.
To parameterize all Θi, N neural networks are needed.
In addition, the N networks are expected to run in par-
allel.
Unlike tensor-network-based ansatz, neural network
states require Monte Carlo methods (mostly importance
sampling) to estimate the inner product on Hilbert space.
For NAQS, there are extra requirements when multi-
ple wave functions are involved in importance sampling.
One restriction is that the proposal distribution to be
sampled has to be a sum of squared norm of wave
function instead of the squared norm of a sum of wave
function. For example, given two spin NAQS X[s] and
Y [s], |X[s]|2 + |Y [s]|2 can be sampled directly while
|X[s] + Y [s]|2 can not.
Therefore, one has to carefully design proposal dis-
tributions for each term of the loss function. A
natural choice towards variance reduction of each
〈Θi|(H − Λi)2|Θi〉 is the probability density of spin con-
figuration |Θi[s]|2 (s is any spin configuration). For the
fidelity term, out of numerical stability consideration, the
proposal distribution shall be chosen as (|Ψo(0)[s]|2 +∑
c2i |Θi[s]|2) in case of very sparse initial condition. As
for the orthogonality penalty term, (|Θi[s]|2 + |Θj [s]2|)
is appropriate to yield a stable estimation. Notice each
of the proposal distribution mentioned in this paragraph
can be sampled in parallel through l forward propagation.
The loss function presented here is designed to meet
the requirements of NAQS on efficient sampling and to
avoid local optimum. Thus the fidelity condition is not
automatically satisfied, which itself shall not be a prob-
lem considering the remarkable fitting ability of deep
learning models. The real issue comes from the compe-
tition between the noisy estimators of the penalty terms
and the down-scaled gradient of the variance loss. This
is an intrinsic problem of plain penalty method stuffed
with additive penalties. So we plan to reorganize the
loss function in the future in order to get rid of any ill-
conditioning or local optimum caused by simple-minded
penalty method.
6FIG. 1. A parallel scheme for CGSP-breakdown. The label
of each states implies a tree structure. l = 0 is the root node,
l = 1 i is the i-th child of the root node and l = 1 i j is the
j-th child of l = 1 i.
C. A parallel framework for CGSP-breakdown
Another important consideration is to avoid optimizing
the sum of lots of essentially correlated neural networks
simultaneously. To this end, we propose a simple parallel
framework for breaking down CGSP into hierarchically-
organized sub-tasks. A flowchart of its realization is
shown in Fig. 1, where the whole CGSP process is di-
vided into several layers. An initial CGSP of the initial
state Ψo(0) is carried out in one processor with affordable
N . Then the N projected states {c1 iΘ1 i} whose ampli-
tude is above certain threshold ∆ are send to different
processors for the next-layer CGSP. Notice the second-
step CGSPs are independent and naturally parallel. This
procedure can be repeated for higher resolution of the
spectrum. At the end, we obtain a family of neural net-
work quantum states organized in a tree structure. All
the leaf states can be summed to yield the initial state
Ψo(0) if CGSP is exact. Otherwise, a supplementary
state (Ψo(0)−
∑
l∈leaf nodes clΘl) should be added to the
list of leaf states. To recover the unitary quantum dy-
namics, the energy expectation λl of leaf state labeled by
l should be computed for all leaf nodes. The approxima-
tion to Ψo(t) thus becomes
φo(t) =
∑
l∈leaf nodes
cle
−iλltΘl. (20)
D. Numerical Experiments
We implemented two-layer CGSP closely following the
framework presented in this section. As a simple demon-
stration of practicality, we studied the quench dynam-
ics of 10-spin and 16-spin Heisenberg XXZ chains re-
spectively and compared our results with data from ex-
act diagonalization. For both cases, the Hamiltonian
writes H =
∑
i J(S
x
i S
x
i+1 + S
y
i S
y
i+1 + 2S
z
i S
z
i+1) and the
FIG. 2. Dynamical estimation of M(t) after a global quench
with or without second-step CGSP. The first row shows the
10-spin XXZ chain results. The second row shoes the 16-spin
XXZ chain results.
system is quenched from pure states with strong Neel-
ordering. Also, both systems are evolving within the
half filling sector. The staggered magnetization M(t) =∑
i(−1)i 〈Si(t)〉 is used to monitor the dynamics.
For 10-spin XXZ chain, the initial CGSP consists of
10 neural networks. 7 of them passed the amplitude test
and was sent to 7 NVIDIA V100 GPUs for parallel refined
CGSP. With Eq. 12, a rough estimation of the numeri-
cal coherence time Tc satisfying |Ψo(Tc) − φo(Tc)| = 0.1
can be calculated from the training results for predict-
ing the valid region of predicted dynamics. For 16-spin
XXZ chain, the initial CGSP consists of 15 neural net-
works. Each sub-task of second-layer CGSP consists of
11 neural networks. For both experiments, the dynami-
cal estimation of M(t) before and after the second-step
CGSP is shown in Fig. 2. Within the coherence time Tc,
we found the CGSP results agree well with the results of
exact diagonalization.
The numerical experiments displayed several advan-
tages of CGSP. At the same time, they also exposed some
serious issues with our current design.
An obvious advantage of CGSP is the predictable co-
herence time, which gives a rough but useful valid region
of the dynamical estimation of the observables. Also, the
over-idealized Eq. (7) will provide CGSP practitioners a
clear sense of how many neural networks may be needed
and how to divide them in a hierarchy way. The actual
needed number of networks can be reduced by the parallel
scheme we proposed for work-breakdown. Appearing to
be merely a workaround, the parallel scheme is actually
the best annotation to the underlying idea of CGSP. It
extracts useful spectral information from quantum states
in a coarse-grained way. Yet the extracted information
can be refined systematically to improve the accuracy.
The problems with the current implementation of
CGSP are also apparent. The most outstanding issue
7is in the optimization. As we have mentioned before,
the estimated gradient of the loss Eq. (19) is mainly
noise when η1 is small. So a sluggish gradient descent
is expected during the later part of the training process.
In our experiments, the first-order optimizer ADAM [58]
was used. And it indeed appeared to be slowed or even
stuck when the fidelity term was already minimized but
the variance loss was not yet optimal. This was the rea-
son why we did not simulate larger systems containing,
say 20 ∼ 100 spins.
IV. CONCLUSION
We proposed a new framework, coarse-grained spec-
tral projection, for studying quantum unitary dynamics.
CGSP is fundamentally different from traditional VMC
methods based on time-dependent variational principles.
Spectral information of an initial state associated to the
system Hamiltonian is fully exploited to predict future
dynamics. Advanced deep learning techniques are used
to overcome the entanglement barrier and enhance sam-
pling efficiency. In addition, CGSP is tailored to mod-
ern high-performance computing infrastructure due to its
natural parallelizability. Though not perfect at the cur-
rent stage, CGSP is potentially a Swiss Army knife for
many quantum dynamic problems because it unfolds the
hidden spectral structure of individual quantum state.
More meaningful physics are encoded in the CGSP re-
sults than conventional VMC results. For example, the
results of CGSP can be directly used to study dynam-
ical phase transitions across criticality. Moreover, the
projected states coming from the same initial state can
be dissected and observed respectively. This is espe-
cially helpful for studying the thermalization processes
or transport processes.
There are still serious problems with the current im-
plementation of CGSP. The most important one is the
design of the loss function. This and other problems will
be the topic of future publications.
Appendix A
In an ideal case, the classical ansatz can represent any
quantum states faithfully. And we are able to use the ob-
jective functions Eq. (13) to effectively control the vari-
ance of {Θi}. To show this, we will use the same nota-
tion {ψi} to denote an increasingly ordered orthonormal
eigen-basis associated to Hamiltonian H as in Eq. (1).
For each Θi, its unique eigen-decomposition writes
Θi =
Nh−1∑
k=0
a
(i)
k ψk (A1)
In the same way, the initial condition can be decomposed
into
Ψo(0) =
Nh−1∑
k=0
bkψk. (A2)
Using L2 norm as the distance measure, the optimiza-
tion problem Eq. (13) can be recast into
minimize
N−1∑
i=0
Nh−1∑
k=0
‖cia(i)k ‖2(Ek − Λi)2,
subject to
Nh−1∑
k=0
‖bk −
N−1∑
i=0
cia
(i)
k ‖2 = 0,
(A3)
Let gi,k = cia
(i)
k , the necessary conditions of the mini-
mizer can be written as
g∗i,k(Ek − Λi)2 = µk (A4)
and
bk −
N−1∑
i=0
g∗i,k = 0. (A5)
In Eq. (A4), µk is a multiplier going to be determined.
Combining Eq. (A4) and Eq. (A5) yields
g∗i,k =
bi∑N−1
j=0
(Ek−Λi)2
(Ek−Λj)2
(A6)
To understand Eq. (A6), recall that {Λi} is evenly spaced
with distance . When (ΛN−1 − Λ0) is fixed and N is
large enough, the minimizer Θ∗i has a nearly N -invariant
energy distribution P ((Ek − λi)/) = ‖g∗i,k/bi‖2 with a
quartic tail. Thus,
〈Θ∗i |(H−Λi)2|Θ∗i 〉
〈Θ∗i |2|Θ∗i 〉 is not sensitive to N .
We immediately have the conclusion that
〈Θ∗i |(H−Λi)2|Θ∗i 〉
〈Θ∗i |Θ∗i 〉
scales with N−2.
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