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Twisting functors for quantum group modules
Dennis Hasselstrøm Pedersen
Abstract
We construct twisting functors for quantum group modules. First over
the field Q(v) but later over any Z[v, v−1]-algebra. The main results in
this paper are a rigerous definition of these functors, a proof that they
satisfy braid relations and applications to Verma modules.
Keywords: QuantumGroups; Quantized Enveloping Algebra; Twisting Func-
tors; Representation Theory; Jantzen Filtration; Twisted Verma Modules
1 Introduction
Twisting functors were first introduced by S. Arkhipov (as a preprint in 2001
and published in [Ark04]). H. Andersen quantized the construction of twisting
functors in [And03]. Each twisting functor Tw is defined via a so called semi-
regular bimodule Swv . By the definition in [And03] its right module structure is
not clear. Our first goal is to demonstrate that Swv is in fact a bimodule. We
verify this by constructing an explicit isomorphism to an inductively defined
right module. The calculations are in fact rather complicated and involve several
manipulations with root vectors, see Section 2 below. At the same time these
calculations will be essential in [Ped15a] and [Ped15b].
Once we have established the definition of the twisting functors we prove
that they satisfy braid relations, see Proposition 3.11. In the ordinary (i.e. non-
quantum) case the corresponding result was obtained by O. Khomenko and V.
Mazorchuck in [KM05]. Our approach is similar but again the quantum case
involves new difficulties, see Section 3. This section also contains an explicit
proof of the fact that, for the longest word w0 ∈ W , the twisting functor Tw0
takes a Verma module to its dual, see Theorem 3.9,
The above results have several applications in the representation theory of
quantum group: They enable us to construct so called twisted Verma modules
and Jantzen filtrations of (twisted) Verma modules with arbitrary (non-integral)
weights and to derive the sum formula for these. In turn this simplifies the
linkage principle in quantum category Oq, q being a non-root of unity in an
arbitrary field.
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1.2 Notation
In this paper we work with a quantum group over a semisimple Lie algebra g
defined as in [Jan96]. Let Φ (resp. Φ+ and Φ−) denote the roots (resp. positive
and negative roots) and let Π = {α1, . . . , αn} denote the simple roots. The quan-
tum group has generators {Eα, Fα,Kα|α ∈ Π} with relations as found in [Jan96].
Let Q = ZΦ denote the root lattice. Let (aij) be the cartan matrix for g and let
(·|·) be the standard invariant bilinear form. Let Λ = spanZ {ω1, . . . , ωn} ⊂ h
∗
be the integral lattice where ωi ∈ h
∗ is the fundamental weights defined by
(ωi|αj) = δij . At first we work with the quantum group Uv(g) defined over
Q(v) but later we will specialize to an abitrary field and any nonzero q in the
field. This is done by considering Lusztig’s A-form UA where A = Z[v, v
−1], see
Section 4. For any A-algebra R; UR = UA⊗AR. We will later need the automor-
phism ω of Uv and the antipode S defined as in [Jan96] along with the definition
of quantum numbers [n]β and quantum binomial coefficients. We use the nota-
tion E(r) = E
r
[r]! and similarly for F . The Weyl groupW is generated by the sim-
ple reflections si = sαi . For a w ∈W let l(w) be the length ofW i.e. the smallest
amount of simple reflections such that w = si1 · · · sil(w) . As usual we define for a
weight µ ∈ Λ the weight space (Uv)µ := {u ∈ Uv|Kαu = v
(α|µ)u for all α ∈ Π}.
For a µ ∈ Q, Kµ is defined as follows: Kµ =
∏n
i=1K
ai
αi
if µ =
∑n
i=1 aiαi. There
is a braid group action on the quantum group Uv usually denoted by Tsi where
si is the reflection with respect to the simple root αi. In this paper we will
reserve the T for twisting functors so we will call this braid group action R
instead. That is we have automorphisms Rsi such that
RsiEαi =− FαiKαi
RsiEαj =
∑
r+s=−aij
(−1)sv−sαi E
(r)
αi
EαjE
(s)
αi
, if i 6= j
RsiFαi =−K
−1
αi
Eαi
RsiFαj =
∑
r+s=−aij
(−1)svsαiF
(s)
αi
FαjF
(r)
αi
, if i 6= j
RsiKµ =Ksi(µ).
Our definition of braid operators follows the definition in [Jan96]. Note that
this definition differs slightly from the original definition in [Lus90] (cf. [Jan96,
Warning 8.14]).
The inverse to Rsi is given by
R−1si Eαi =−K
−1
αi
Fαi
R−1si Eαj =
∑
r+s=−aij
(−1)sv−sαi E
(s)
αi
EαjE
(r)
αi
, if i 6= j
R−1si Fαi =− EαiKαi
R−1si Fαj =
∑
r+s=−aij
(−1)svsαiF
(r)
αi
FαjF
(s)
αi
, if i 6= j
R−1si Kµ =Ksi(µ).
For w ∈ W with a reduced expression si1 · · · sir , Rw is defined asRsi1 · · ·Rsir .
This is independent of the reduced expression of w. An important property of
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the braid operators is that if αi1 , αi2 ∈ Π and w(αi1 ) = αi2 then Rw(Fαi1 ) =
Fαi2 . These properties are proved in Chapter 8 in [Jan96].
For a reduced expression si1 · · · siN of w0 we can make an ordering of all the
positive roots by defining
βj := si1 · · · sij−1(αij ), j = 1, . . . , N
In this way we get {β1, . . . , βN} = Φ
+. We could just as well have used the
opposite reduced expression w0 = siN · · · si1 . In the following we will sometimes
use the numbering si1 · · · siN and sometimes the numbering siN · · · si1 . Note that
if w = si1 · · · sir and we expand this to a reduced expression si1 · · · sirsir+1 · · · siN
we get {β1, . . . , βr} = Φ
+∩w(Φ−). We can define ’root vectors’ Fβj , j = 1, . . . , N
by
Fβj := Rsi1 · · ·Rsij−1 (Fαij ).
Note that this definition depends on the chosen reduced expression. For a
different reduced expression we might get different root vectors. As mentioned
above if β ∈ Π then the root vector Fβ defined above is the same as the generator
with the same notation (cf. e.g [Jan96, Proposition 8.20]) so the notation is not
ambigious in this case. Let w ∈ W and let sir · · · si1 be a reduced expression
of w. Define Fβj by choosing a reduced expression si1 · · · sirsir+1 · · · sN of w0
starting with the reduced expression si1 · · · sir of w
−1. We define a subspace
U−v (w) of U
−
v as follows:
U−v (w) := spanQ(v)
{
F a1β1 · · ·F
ar
βr
|aj ∈ N
}
where Fβj = Rsi1 · · ·Rsij−1 (Fαij ) as before. The definition of U
−
v (w) seems to
depend on the reduced expression of w. But the subspace is independent of the
chosen reduced expression. This is shown in [Jan96, Proposition 8.22]. We will
show below that U−v (w) is a subalgebra of U
−
v and that
U−v (w) = spanQ(v)
{
F arβr · · ·F
a1
β1
|aj ∈ N
}
.
For a subalgebra N ⊂ Uv we define N
∗ =
⊕
µN
∗
µ (i.e. the graded dual)
with the action given by (uf)(x) = f(xu) for u ∈ Uv, f ∈ N
∗, x ∈ N . We
define ’the semiregular bimodule’ Swv := Uv ⊗U−v (w) U
−
v (w)
∗. Proving that this
is a Uv-bimodule will be the first main result of this paper. We will show that
there exists a right module structure on Swv such that as a right module S
w
v is
isomorphic to U−v (w)
∗ ⊗U−v (w) Uv.
2 Calculations with root vectors
Let A = Z[v, v−1]. Lusztigs A-form is defined to be the A subalgebra of Uv
generated by the divided powers E
(n)
αi and F
(n)
αi for n ∈ N and K
±1
i .
We want to define U−A (w) = spanA
{
F
(a1)
β1
· · ·F
(ar)
βr
|ai ∈ N
}
where the Fβi
are defined from a reduced expression of w like earlier. We have U−v (w0) = U
−
v
so we want a similar property over A: U−A (w0) = U
−
A where U
−
A is the A-
subalgebra generated by {F
(n)
αi |n ∈ N, i = 1, . . . , n}. This is shown very similar
to the way it is shown for Uv in [Jan96].
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Lemma 2.1 Assume g does not contain any G2 components:
1. The subspace UA(w) := spanA
{
F
(a1)
β1
· · ·F
(ar)
βr
|ai ∈ N
}
depends only on
w, not on the reduced expression chosen for w.
2. Let α and β be two distinct simple roots. If w is the longest element in
the subgroup of W generated by sα and sb then the span defined as before
is the subalgebra of UA generated by F
(a)
α and F
(b)
β , a, b ∈ N.
Proof. Claim 2. is shown on a case by case basis. We will show first that the
second claim implies the first.
We show this by induction on l(w). If l(w) ≤ 1 then there is only one
reduced expression of w and there is nothing to show. Assume l(w) > 1 and
that w has two reduced expressions w = sα1sα2 · · · sαr and w = sγ1sγ2 · · · sγr .
We can assume that we can get from one of the reduced expression to the other
by an elementary braid move (sαsβ · · · = sβsα · · · ). Set α = α1 and γ = γ1.
If α = γ, set w′ = sαw. Then the subspace spanned by the elements as in
the lemma is for both expressions equal to:∑
a≥0
F (a)α
 ·Rsα(U−A (w′)) (1)
If α 6= γ then the elementary move must take place at the beginning of the
reduced expression for both reduced expressions. Let w′′ be the longest element
generated by sα and sγ then we must have w = w
′′w′ for some w′ with l(w′′) +
l(w′) = l(w) and the reduced expression for w′ in both reduced expressions are
equal whereas the reduced expressions for w′′ are the two possible combinations
for the two different reduced expressions. So the span of the products is given
by U−A (w
′)Rw′′(U
−
A (w
′′)) which is independent of the reduced expression by the
second claim.
We turn to the proof of the second claim: First assume we are in the simply
laced case. Then w = sαsβsα = sβsαsβ . Lets work with the reduced expression
sαsβsα. The other situation is symmetric by changing the role of α and β. We
want to show that
B :=
〈
F (n1)α , F
(n2)
β |n1, n2 ∈ N
〉
A
= spanA
{
F (a1)α F
(a2)
α+βF
(a3)
β |ai ∈ N
}
=: V (2)
where F
(a)
α+β = Rα(F
(a)
β ). By [Lus90] section 5 we have that F
(a)
α+β ∈ U
−
A for all
a ∈ N and we see that
F
(k)
β F
(k′)
α =
∑
t,s≥0
(−1)sv−tr−sF (r)α F
(s)
α+βF
(t)
β
where the restrictions on the sum is s+t = k′ and s+t = k. Lusztig calculates for
the Eα’s but just use the anti-automorphism Ω (defined in Section 1 of [Lus90])
on the results to get the corresponding formulas for the F ’s. Also we get the
(−1)s from the fact that (using the notation of [Lus90]) E12 = −Rα2(Eα1 )
because of the difference in the definition of the braid operators. Since F
(a)
α+β ∈
U−A we have that V ⊂ B. If we show that V is invariant by multiplication from
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the left with F
(a)
α and F
(a)
β for all a ∈ N then we must have B ⊂ V . For F
(a)
α
this is clear. For F
(k)
β , k ∈ N we use the formula above:
F
(k)
β F
(a1)
α F
(a2)
α+βF
(a3)
β =
∑
t,s≥0
(−1)sv−d(tr+s)F (r)α F
(s)
α+βF
(t)
β F
(a2)
α+βF
(a3)
β
=
∑
t,s≥0
(−1)sv−d(tr+s)+dta2F (r)α F
(s)
α+βF
(a2)
α+βF
(t)
β F
(a3)
β
=
∑
t,s≥0
(−1)sv−d(tr+s)+dta2
[
s+ a2
s
][
t+ a3
t
]
F (r)α F
(s+a2)
α+β F
(t+a3)
β .
We see that F
(k)
β V ⊂ V so V = B.
In the non simply laced case we have to use the formulas in [Lus90] section
5.3 (d)-(i) but the idea of the proof is the same. If there were similar formulas
for the G2 case it would be possible to show the same here. I do not know if
similar formulas can be found in this case. The important part is just that if
you ’v-commute’ two of the ’root vectors’ F
(k)
βi
and F
(k′)
βj
you get something that
is still in UA. 
Lemma 2.2
U−A (w0) = U
−
A
Proof. It is clear that U−A (w0) ⊂ U
−
A . We want to show that F
(k)
α U
−
A (w0) ⊂
UA(w0) for all α ∈ Π.
U−A (w0) is independent of the chosen reduced expression so we can choose
a reduced expression for w0 such that sα is the last factor. Then the first root
vector Fβ1 is equal to Fα. Then it is clear that F
(k)
α U
−
A (w0) ⊂ U
−
A (w0). Since
this was for an abitrary simple root α the proof is finished. (This argument is
sketched in the appendix of [Lus90].) 
Corollary 2.3 We get a basis of U−A by the products of the form F
(a1)
β1
· · ·F
(aN )
βN
where a1, . . . , aN ∈ N.
Corollary 2.4 U−A (w) = U
−
v (w) ∩ UA.
Proof. Assume the length of w is r and define for k = (k1, . . . , kr) ∈ N
r
F (k) = F
(k1)
β1
· · ·F
(kr)
βr
.
It is clear that U−A (w) ⊆ U
−
v (w)∩UA. Assume x ∈ U
−
v (w)∩UA. Since x ∈ U
−
v (w)
we have constants ck ∈ Q(v), k ∈ N
r such that
x =
∑
k∈Nr
ckF
(k).
Assume the length of w0 is N and denote for n ∈ N
N , F (n) like above for
w. U−v (w) ∩ UA ⊆ U
−
v (w0) ∩ UA = U
−
A (w0) (U
−
A (w0) ⊂ U
−
v (w0) ∩ UA clearly
and U−A (w0) is invariant under multiplication by U
−
A .) so there exists bn ∈ A,
n ∈ NN such that
x =
∑
k∈NN
bkF
(k).
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But then we have two expressions of x in U−v (w) expressed as a linear combi-
nation of basis elements. So we must have that the multindieces bk are zero on
coordinates≥ r and that all the ck are actually in A. This proves the corollary.
Definition 2.5 Let x ∈ (Uv)µ and y ∈ (Uv)γ then
[x, y]v := xy − v
−(µ|γ)yx.
Proposition 2.6 For x1 ∈ (Uv)µ1 , x2 ∈ (Uv)µ2 and y ∈ (Uv)γ we have
[x1x2, y]v = x1[x2, y]v + v
−(γ|µ2)[x1, y]vx2
and
[y, x1x2]v = v
−(γ|µ1)x1[y, x2]v + [y, x1]vx2.
Proof. Direct calculation. 
We have the following which corresponds to the Jacobi identity. Note that
setting v = 1 recovers the usual Jacobi identity for the commutator.
Proposition 2.7 for x ∈ (Uv)µ, y ∈ (Uv)ν and z ∈ (Uv)γ we have
[[x, y]v, z]v = [x, [y, z]v]v−v
−(µ|ν)[y, [x, z]v]v+v
−(ν|µ+γ)
(
v(ν|µ) − v−(ν|µ)
)
[x, z]vy
Proof. Direct calculation. 
For use in the theorem below define:
Definition 2.8 Let A = Z[v, v−1] and let A′ be the localization of A in [2]
(and/or [3]) if the Lie algebra contains any Bn, Cn or F4 part (resp. any G2
part). Let w ∈ W have a reduced expression sir · · · si1 . Define βj and Fβj ,
i = 1, · · · , r as above: βj = si1 · · · sij−1 (αij ) and Fβj = Rsi1 · · ·Rsij−1 (Fαij ).
We define
U−A′(w) = spanA′
{
F a1β1 · · ·F
ar
βr
|a1, . . . , ar ∈ N
}
This subspace is independent of the reduced expression for w. This can be
proved in the same way as Lemma 2.1 using the rank 2 calculations done
in [Lus90].
The main tool that will be used in this project is the following theorem
from [DP93, thm 9.3] originally from [LS91, Proposition 5.5.2]:
Theorem 2.9 Let Fβj and Fβi be defined as above. Let i < j. Let A = Z[v, v
−1]
and let A′ be the localization of A in [2] (and/or [3]) if the Lie algebra contains
any Bn, Cn or F4 part (resp. any G2 part). Then
[Fβj , Fβi ]v = FβjFβi − v
−(βi|βj)FβiFβj ∈ spanA′
{
F
ai+1
βi+1
· · ·F
aj−1
βj−1
}
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Proof. We shall provide the details of the proof sketched in [DP93]. The rank
2 case is handled in [Lus90]. Note that in [Lus90] we see that when µ = 2 (in his
notation) we get second divided powers and when µ = 3 we get third divided
powers. This is one reason why we need to be able to divide by [2] and [3].
So we assume the rank 2 case is proven. In particular we can assume there is
noG2 component. Let k ∈ N, k < j. Then [Fβj , Fβk ] = Rsi1 · · ·Rsik−1 [Rsik · · ·Rsij−1 (Fαij ), Fαik ]v
so we can assume in the above that i = 1. We can then assume that j > 2 be-
cause otherwise we would be in the rank 2 case. We will show by induction over
l ∈ N that
[Fβt , Fβ1 ]v = FβtFβ1 − v
−(β1|βt)Fβ1Fβt ∈ spanA′
{
F a2β2 · · ·F
at−1
βt−1
}
for all 1 < t ≤ l. The induction start l = 2 is the rank 2 case. Assume the
induction hypothesis that
[Fβt , Fβ1 ]v = FβtFβ1 − v
−(β1|βt)Fβ1Fβt ∈ spanA′
{
F a2β2 · · ·F
at−1
βt−1
}
for t ≤ l. We need to prove the result for l+1. We have βl+1 = si1 · · · sil(αil+1).
Now define i = il and j = il+1. Set w = si1 · · · sil−1 . So βl+1 = wsi(αj) and
Fβl+1 = RwRsi(Fαj ). Define α = αi1 . We need to show that
[RwRsi(Fαj ), Fα]v ∈ spanA′
{
F a2β2 · · ·F
al
βl
}
.
We divide into cases:
Case 1) (αi|αj) = 0: In this case RwRsi(Fαj ) = Rw(Fαj ). Since sisj =
sjsi there is a reduced expression for w0 starting with si1 · · · sl−1sjsi. So the
induction hypothesis gives us that [Rw(Fαj ), Fα1 ]v can be expressed by linear
combinations of ordered monomials involving only Fβ2 · · ·Fβl−1 .
Case 2) (αi|αj) = −1 and l(wsj) > l(w): In this case wsisj(αi) = w(αj) >
0 so there is a reduced expression for w0 starting with si1 · · · sil−1sisjsi =
si1 · · · sil−1sjsisj . So we have by induction that [Rw(Fαj ), Fα]v is a linear com-
bination of ordered monimials only involving Fβ2 · · ·Fβl−1 .
Observe that we have
Fβl+1 =RwRsi(Fαj )
=Rw(FαjFαi − vFαiFαj )
=Rw(Fαj )Fβl − vFβlRw(Fαj )
=[Rw(Fαj ), Fβl ]v
so by Proposition 2.7 we get
[Fβl+1 , Fα]v =[[Rw(Fαj ), Fβl ]v, Fα]v
=[Rw(Fαj ), [Fβl , Fα]v]v − v
−(w(αj)|βl)[Fβl , [Rw(Fαj ), Fα]v]v
+ v−(βl|α+w(αj))
(
v−1 − v
)
[Rw(Fαj ), Fα]vFβl .
By induction (and Proposition 2.6) [Rw(Fαj ), [Fβl , Fα]v]v and [Fβl , [Rw(Fαj ), Fα]v]v
are linear combinations of ordered monomials containing only Fβ2 , . . . , Fβl−1 so
we have proved this case.
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Case 3) (αi|αj) = −1 and l(wsj) < l(w): In this case write u = wsj . We
claim l(usi) > l(u). Assume l(usi) < l(u) then
l(w) + 2 = l(wsisj) = l(usjsisj) = l(usisjsi) < l(u) + 2 = l(w) + 1
A contradiction. So there is a reduced expression of w0 starting with usi. We
have Fβl+1 = RwRsi(Fαj ) = Ru(Fαi ) so we get
[Fβl+1 , Fα]v = [Ru(Fαi), Fα]v
Now we claim that either u−1(α) = αj or u
−1(α) < 0: Indeed w−1(α) < 0 so
u−1(α) is < 0 unless w−1(α) = −αj in which case we get u
−1(α) = sjw
−1(α) =
sj(−αj) = αj . If α = u(αj) we get
[Ru(Fαi), Fα]v = Ru([Fαi , Fαj ]v) = Ru(Rsj (Fαi )) = Rw(Fαi) = Fβl
In the other case we know from induction that
[Ru(Fαi), Fα]v ∈ U
−
A′(u
−1)
Now U−A′(u
−1) ⊂ U−A′(sju
−1) = U−A′(w
−1) so we get that [Ru(Fαi), Fα]v can
be expressed as a linear combination of monomials involving Fα = Fβ1 and
the terms Fβ2 · · ·Fβl−1 . Assume that a monomial of the form F
m
α F
a2
β2
· · ·F
al−1
βl−1
appears with nonzero coefficient. The weights of the left and right hand side
must agree so we have wsi(αj) + α =
∑l−1
k=2 akβk +mα or
wsi(αj) =
l−1∑
k=2
akβk + (m− 1)α
Since w−1(βk) < 0 for k = 1, 2, . . . l − 1 (and α = β1) we get
αi + αj = w
−1wsi(αj) =
l−1∑
k=2
akw
−1(βk) + (m− 1)w
−1(α) < 0.
Which is a contradiction.
Case 4) 〈αj , α
∨
i 〉 = −1, (αi|αj) = −2 and l(wsj) > l(w): Here we get
Fβl+1 = RwRsi(Fαj ) = Rw(FαjFαi−v
2FαiFαj ) = Rw(Fαj )Fβl−v
2FβlRw(αj) = [Rw(Fαj ), Fβl ]v
From here the proof goes exactly as in case 2.
Case 5) 〈αj , α
∨
i 〉 = −2, and l(wsj) > l(w): First of all since l(wsj) > l(w)
we can deduce that l(wsisjsisj) = l(w) + 4: We have −βl+1 + 2wsisj(αi) =
wsisjsi(αj) = w(αj) > 0 showing that we must have wsisj(αi) > 0.
We have
Fβl+1 = RwRsi(Fαj ) = Rw(FαiF
(2)
αj
− vFαjFαiFαj + v
2F (2)αj Fαi)
We claim that we have
Rsi(Fαj ) =
1
[2]
(
RsiRsj (Fαi )Fαi − FαiRsiRsj (Fαi)
)
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This is shown by a direct calculation. First note that
RsiRsj (Fαi ) = R
−1
sj
RsjRsiRsj (Fαi ) = R
−1
sj
(Fαi) = FαjFαi − v
2FαiFαj
So
RsiRsj (Fαi )Fαi − FαiRsiRsj (Fαi) =FαjF
2
αi
− v2FαiFαjFαi − FαiFαjFαi + v
2F 2αiFαj
=FαjF
2
αi
− v[2]FαiFαjFαi + v
2F 2αiFαj
=[2]Rsi(Fαi ).
Therefore
Fβl+1 =
1
[2]
(
RwRsiRsj (Fαi)Fβl − FβlRwRsiRsj (Fαi)
)
=
1
[2]
[RwRsiRsj (Fαi ), Fβl ]v
=
1
[2]
[[Rw(Fαj ), Fβl ]v, Fβl ]v
By Proposition 2.7 and the above we get
[RwRsiRsj (Fαi), Fα]v =[[Rw(Fαj ), Fβl ]v, Fα]v
=[Rw(Fαj ), [Fβl , Fα]v]v − v
2[Fβl , [Rw(Fαj ), Fα]v]v
+v2−(α|βl)
(
v−2 − v2
)
[Rw(Fαj ), Fα]vFβl
which by induction is a linear combination of ordered monomials involving only
Fβ2 , . . . , Fβl . Using Proposition 2.7 again we get
[2][Fβl+1 , Fα]v =[[RwRsiRsj (Fαi ), Fβl ]v, Fα]v
=[RwRsiRsj (Fαi ), [Fβl , Fα]v]v − [Fβl , [RwRsiRsj (Fαi), Fα]v]v
which by induction and the above is a linear combination of ordered monomials
involving only Fβ2 , . . . , Fβl .
Case 6) (αi|αj) = −2, l(wsj) < l(w) and l(wsjsi) < l(wsj): Set u =
wsjsi. We claim l(usi) = l(usj) > l(u). Indeed suppose the contrary then
l(w) + 2 = l(wsisj) = l(usisjsisj) < l(u) + 4 = l(w) + 2. We reason like in
case 3): We have Fβl+1 = RwRsi(Fαj ) = RuRsiRsjRsi(Fαj ) = Ru(Fαj ). Now
either u−1(α) = αi, u
−1(α) = si(αj) or u
−1(α) < 0. If u−1(α) < 0 we get by
induction that [Fα, Ru(Fαj )]v is in U
−
A′(u
−1) ⊂ U−A′(w
−1) and by essentially the
same weight argument as in case 3) we are done.
If α = u(αi) then
[Ru(Fαj ), Fα]v =[Ru(Fαj ), Ru(Fαi)]v
=Ru(FαjFαi − v
2FαiFαj )
=
{
RuRsi(Fαj ) if 〈αj , α
∨
i 〉 = −1
RuRsiRsj (Fαi ) if 〈αj , α
∨
i 〉 = −2
So [Fα, Ru(Fαj )]v ∈ U
−
A′(sisjsiu
−1) = U−A′(siw
−1). Assume we have a mono-
mial of the form Fmα F
a2
β2
· · ·F alβl withm nonzero in the expression of [Ru(Fαj ), Fα]v.
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Then
wsi(αj) =
l∑
k=2
akβk + (m− 1)α
and we get
αj =
l∑
k=2
aksiw
−1(βk) + (m− 1)siw
−1(α) < 0.
A contradiction.
If α = usi(αj) then
[Ru(Fαj ), Fα]v =Ru[Fαj , Rsi(Fαj )]v
=Ru(FαjRsi(Fαj )− v
−2Rsi(Fαi)Fαj )
=Ru(RsiRsjRsi(Fαj )Rsi(Fαj )− v
−2Rsi(Fαj )RsiRsjRsi(Fαj ))
Which is in U−A′(sisjsiu
−1) = U−A′(siw
−1) by the rank 2 case. By the same
weight argument as above we are done.
Case 7) (αi|αj) = −2, l(wsj) < l(w) and l(wsjsi) > l(wsj): Set u = wsj .
Like in case 3) we get that either u−1(α) = αj or u
−1(α) < 0. If α = u(αj):
[Fβl+1 , Fα]v = Ru[RsjRsi(Fαj ), Fαj ]v ∈ U
−
A′(sisju
−1) = U−A′(siw
−1)
And by a weight argument as above we are done.
If u−1(α) < 0 then α = β′i for some i ∈ {1, . . . , l−2}where the β
′
is are defined
as above but using a reduced expression of u. Set β′l−1 = u(αj), β
′
l = usj(αi)
and β′l+1 = usjsi(αj) = wsi(αj) = βl+1. Then
[Fβl+1 , Fα]v = [Fβ′l+1 , Fβ′i ]v ∈ U
−
A′(sisju
−1) = U−A′(siw
−1)
by induction and by a weight argument as above we are done. 
Lemma 2.10 Let w0 = si1 · · · siN and let Fβj = Rsi1 · · ·Rsij−1 (Fαij ) let l, r ∈
{1, . . . , N} with l ≤ r. Then
spanQ(v)
{
F arβr · · ·F
al
βl
|aj ∈ N
}
= spanQ(v)
{
F alβl · · ·F
ar
βr
|aj ∈ N
}
and the subspace is invariant under multiplication from the left by Fβi , i =
l, . . . , r.
Proof. If r − l = 0 the lemma obviously holds. Assume r − l > 0. For k ∈
Nr−l, k = (kl, . . . , kr) let F
k = F klβl · · ·F
kr
βr
. We will prove the statement that
F k ∈ spanQ(v)
{
F arβr · · ·F
al
βl
|aj ∈ N
}
by induction over kl+ · · ·+kr. If k = 0 the
statement holds. We have
F k = FβjF
kj−1
βj
F
kj+1
βj+1
· · ·F krβr .
By induction F
kj−1
βj
F
kj+1
βj+1
· · ·F krβr ∈ spanQ(v)
{
F arβr · · ·F
al
βl
|aj ∈ N
}
so if we show
that FβjF
br
βr
· · ·F blβl ∈ spanQ(v)
{
F arβr · · ·F
al
βl
|ai ∈ N
}
for all bi, i = l, . . . r then
we have shown the first inclusion.
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We use downwards induction on j and induction on b1 + · · · + br. If j = r
then this is obviously true. If j < r we use theorem 2.9 to conclude that
FβrFβj − v
−(βr |βj)FβjFβr ∈ spanQ(v)
{
F
ar−1
βr−1
· · ·F
aj+1
βj+1
|ai ∈ N
}
If br = 0 the induction over j finishes the claim. We get now if br 6= 0
FβjF
br
βr
· · ·F blβl = v
(βr |βj)
(
FβrFβjF
br−1
βr
· · ·F blβl +ΣF
br−1
βr
· · ·F blβl
)
where Σ ∈ spanQ(v)
{
F
ar−1
βr−1
· · ·F
aj+1
βj+1
|ai ∈ N
}
. By the induction on br + · · ·+ bl
FβjF
br−1
βr
· · ·F blβl ∈ spanQ(v)
{
F arβr · · ·F
al
βl
|ai ∈ N
}
and the induction on j en-
sures that ΣF br−1βr · · ·F
bl
βl
∈ spanQ(v)
{
F arβr · · ·F
al
βl
|ai ∈ N
}
since Σ contains only
elements generated by Fβr−1 · · ·Fβl .
We have now shown that
spanQ(v)
{
F alβl · · ·F
ar
βr
|aj ∈ N
}
⊂ spanQ(v)
{
F arβr · · ·F
al
βl
|aj ∈ N
}
The other inclusion is shown symmetrically. In the process we also proved
that the subspace is invariant under left multiplication by Fβj . 
Remark The above lemma shows that U−v (w) is an algebra.
Definition 2.11 Let β ∈ Φ+ and let Fβ be a root vector corresponding to β.
Let u ∈ Uq. Define ad(F
i
β)(u) := [[. . . [u, Fβ ]v . . . ]v, Fβ ]v and a˜d(F
i
β)(u) :=
[Fβ , [. . . , [Fβ , u]v . . . ]]v where the ’v-commutator’ is taken i times from the left
and right respectively.
Proposition 2.12 Let u ∈ (UA)µ, β ∈ Φ
+ and Fβ a corresponding root vector.
Set r = 〈µ, β∨〉. Then in UA we have the identity
ad(F iβ)(u) = [i]β!
i∑
n=0
(−1)nv
n(1−i−r)
β F
(n)
β uF
(i−n)
β
and
a˜d(F iβ)(u) = [i]β!
i∑
n=0
(−1)nv
n(1−i−r)
β F
(i−n)
β uF
(n)
β
Proof. This is proved by induction. For i = 0 this is clear. The induction step
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for the first claim:
[i]β!
i∑
n=0
(−1)nv
n(1−i−r)
β F
(n)
β uF
(i−n)
β Fβ
− v−r−2iβ Fβ [i]β!
i∑
n=0
(−1)nv
n(1−i−r)
β F
(n)
β uF
(i−n)
β
=[i]β!
i∑
n=0
(−1)nv
n(1−i−r)
β [i+ 1− n]F
(n)
β uF
(i+1−n)
β
− [i]β !
i∑
n=0
(−1)nv
n(1−i−r)−r−2i
β [n+ 1]F
(n+1)
β uF
(i−n)
β
=[i]β!
i+1∑
n=0
(−1)nv
n(−i−r)
β
(
vnβ [i+ 1− n] + v
n−i−1
β [n]
)
F
(n)
β uF
(i+1−n)
β
=[i+ 1]β!
i+1∑
n=0
(−1)nv
n(−i−r)
β F
(n)
β uF
(i+1−n)
β .
The other claim is shown similarly by induction. 
So we can define ad(F
(i)
β )(u) := ([i]!)
−1 ad(F iβ)(u) ∈ UA and a˜d(F
(i)
β )(u) :=
([i]!)−1a˜d(F iβ)(u) ∈ UA.
Proposition 2.13 Let a ∈ N, u ∈ (UA)µ and r = 〈µ, β
∨〉. In UA we have the
identities
uF
(a)
β =
a∑
i=0
v
(i−a)(r+i)
β F
(a−i)
β ad(F
(i)
β )(u)
=
a∑
i=0
(−1)iv
a(r+i)−i
β F
(a−i)
β a˜d(F
(i)
β )(u)
and
F
(a)
β u =
a∑
i=0
v
(i−a)(r+i)
β a˜d(F
(i)
β )(u)F
(a−i)
β
=
a∑
i=0
(−1)iv
a(r+i)−i
β ad(F
(i)
β )(u)F
(a−i)
β
Proof. This is proved by induction. For a = 0 this is obvious. The induction
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step for the first claim:
[a+ 1]βuF
(a+1)
β =uF
(a)
β Fβ
=
a∑
i=0
v
(i−a)(r+i)
β F
(a−i)
β ad(F
(i)
β )(u)Fβ
=
a∑
i=0
v
(i−a)(r+i)−r−2i
β [a+ 1− i]βF
(a+1−i)
β ad(F
(i)
β )(u)
+
a∑
i=0
v
(i−a)(r+i)
β [i+ 1]βF
(a−i)
β ad(F
(i+1)
β )(u)
=
a∑
i=0
v
(i−a−1)(r+i)−i
β [a+ 1− i]βF
(a+1−i)
β ad(F
(i)
β )(u)
+
a+1∑
i=1
v
(i−a−1)(r+i−1)
β [i]βF
(a+1−i)
β ad(F
(i)
β )(u)
=
a+1∑
i=0
v
(i−a−1)(r+i)
β
(
v−iβ [a+ 1− i]β + v
a+1−i
β [i]
)
F
(a+1−i)
β ad(F
(i)
β )(u)
=[a+ 1]β
a+1∑
i=0
v
(i−a−1)(r+i)
β F
(a+1−i)
β ad(F
(i)
β )(u).
So the induction step for the first identity is done. The three other identities
are shown similarly by induction. 
Let si1 . . . siN be a reduced expression of w0 and construct root vectors Fβi ,
i = 1, . . . , N . In the rest of the section Fβi refers to the root vectors constructed
as such. In particular we have an ordering of the root vectors.
Proposition 2.14 Let 1 ≤ i < j ≤ N and a, b ∈ Z>0.
[F bβj , F
a
βi
]v ∈ spanQ(v)
{
F aiβi · · ·F
aj
βj
|al ∈ N, ai < a, aj < b
}
.
Proof. From Theorem 2.9 we get the a = 1, b = 1 case. We will prove the
general case by 2 inductions.
If j − i = 1 then [Fβj , F
a
βi
]v = 0 for all a. We will use induction over j − i.
We have by Proposition 2.6 that
[Fβj , F
a
βi
]v = v
−((a−1)βi|βj)F a−1βi [Fβj , Fβi ]v + [Fβj , Fβi ]vF
a−1
βi
.
The first term is in the correct subspace by Theorem 2.9. On the second we use
the fact that [Fβi , Fβj ]v only contains factors F
ai
βi+1
· · ·F
aj−1
βj−1
and the induction
over j− i as well as induction over a to conclude that we can commute the F a−1βi
to the correct place and be in the correct subspace.
Now just make a similar kind of induction on i − j and b to get the result
that
[F bβj , F
a
βi
]v ∈ spanQ(v)
{
F aiβi · · ·F
aj
βj
|al ∈ N, ai < a, aj < b
}
. 
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Corollary 2.15 Let 1 ≤ i < j ≤ N and a, b ∈ Z>0.
[F
(b)
βj
, F
(a)
βi
]v ∈ spanA
{
F
(ai)
βi
· · ·F
(aj)
βj
|al ∈ N, ai < a, aj < b
}
.
Proof. Proposition 2.14 tells us that there exists ck ∈ Q(v) such that
[F
(b)
βj
, F
(a)
βi
]v =
∑
k
ckF
(aki )
βi
· · ·F
(akj )
βj
with aki < a and a
k
j < b for all k. But since [F
(b)
βj
, F
(a)
βi
]v ∈ U
−
A there exists
bk ∈ A such that
[F
(b)
βj
, F
(a)
βi
]v =
∑
k
bkF
(ak1)
β1
· · ·F
(akN )
βN
.
Now we have two expressions of [F
(b)
βj
, F
(a)
βi
]v in terms of a basis of U
−
Q(v). So we
must have that the ck’s are equal to the bk’s. Hence ck ∈ A for all k 
Lemma 2.16 Let n ∈ N. Let 1 ≤ j < k ≤ N .
ad(F
(i)
βj
)(F
(n)
βk
) = 0 and a˜d(F
(i)
βk
)(F
(n)
βj
) = 0 for i≫ 0.
Proof. We will prove the first assertion. The second is proved completely sim-
ilar. We can assume βj = 1 because
ad(F
(i)
βj
)(F
(n)
βk
) = Tsi1 · · ·Tsij−1
(
ad(F (i)αij )(Tsij · · ·Tsik−1 (F
(n)
αik
))
)
.
So we assume βj = β1 =: β ∈ Π and α := βk = si1 . . . sik−1(αij ) ∈ Φ
+. We have
ad(Fβ)(F
(n)
α ) ∈ spanA
{
F
(a2)
β2
· · ·F
(ak)
βk
|al ∈ N, ak < n
}
,
hence the same must be true for ad(F
(i)
β )(F
(n)
α ). By homogenity if the monomial
F
(a2)
β2
· · ·F
(ak)
βk
appears with nonzero coefficient then we must have
iβ + nα =
k∑
s=2
asβs
or equivalently
(n− ak)α =
k−1∑
s=2
asβs − iβ.
Use sβ on this to get
(n− ak)sβ(α) =
s−1∑
s=2
assβ(βs) + iβ.
By the way the βs’s are chosen sβ(βs) > 0 for 1 < s < k. So this implies that
a positive multiple (n − aj) of a positive root must have iβ as coefficient. If
we choose i greater than nd where d is the maximal possible coefficient of a
simple root in any positive root then this is not possible. Hence we must have
for i > nd that ad(F
(i)
β )(F
(n)
α ) = 0. 
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In the next lemma we will need to work with inverse powers of some of the
Fβ ’s. We know from e.g. [And03] that {F
a
α |a ∈ N}, α ∈ Π is a multiplicative
set so we can take the Ore localization in this set. Since Rw is an algebra
isomorphism of Uv we can also take the Ore localization in one of the ’root
vectors’ Fβj . We will denote the Ore localization in Fβ by Uv(Fβ).
Lemma 2.17 Let β ∈ Φ+ and Fβ a root vector. Let u ∈ (Uv)µ be such that
a˜d(F iβ)(u) = 0 for i ≫ 0. Let a ∈ N and set r = 〈µ, β
∨〉. Then in the algebra
Uv(Fβ) we get
uF−aβ =
∑
i≥0
v
−ar−(a+1)i
β
[
a+ i− 1
i
]
β
F−i−aβ a˜d(F
i
β)(u)
and if u′ ∈ (Uv)µ is such that ad(F
i
β)(u
′) = 0 for i≫ 0
F−aβ u
′ =
∑
i≥0
v
−ar−(a+1)i
β
[
a+ i− 1
i
]
β
ad(F iβ)(u
′)F−i−aβ .
Proof. First we want to show that
a˜d(F iβ)(u)F
−1
β =
∞∑
k=i
v−r−2kβ F
−k+i−1
β a˜d(F
k
β )(u). (3)
Remember that a˜d(F kβ )(u) = 0 for k big enough so this is a finite sum. This is
shown by downwards induction on i. If i is big enough this is 0 = 0. We have
Fβ a˜d(F
i
β)(u) = a˜d(F
i+1
β )(u) + v
−r−2i
β a˜d(F
i
β)(u)Fβ
so
a˜d(F iβ)(u)F
−1
β =F
−1
β a˜d(F
i+1
β )(u)F
−1
β + v
−r−2i
β F
−1
β a˜d(F
i
β)(u)
=
∞∑
k=i+1
v−r−2kβ F
−k+i−1
β a˜d(F
k
β )(u) + v
−r−2i
β F
−1
β a˜d(F
i
β)(u)
=
∞∑
k=i
v−r−2kβ F
−k+i−1
β a˜d(F
k
β )(u).
Setting i = 0 in the above we get the induction start:
uF−1β =
∑
k≥0
v−r−2kβ F
−k−1
β a˜d(F
k
β )(u).
For the induction step assume
uF−aβ =
∑
i≥0
v
−ar−(a+1)i
β
[
a+ i− 1
i
]
β
F−a−iβ a˜d(F
i
β)(u).
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Then
uF−a−1β =
∑
i≥0
v
−ar−(a+1)i
β
[
a+ i− 1
i
]
β
F−a−iβ a˜d(F
i
β)(u)F
−1
β
=
∑
i≥0
v
−ar−(a+1)i
β
[
a+ i− 1
i
]
β
F−a−iβ
∑
k≥i
v−r−2kβ F
−k+i−1
β a˜d(F
k
β )(u)
=
∑
k≥0
k∑
i=0
v
−(a+1)r−(a+1)i−2k
β
[
a+ i− 1
i
]
β
F−a−1−kβ a˜d(F
k
β )(u)
=
∑
k≥0
v
−(a+1)r−(a+2)k
β
(
k∑
i=0
v
−(a+1)i+ak
β
[
a+ i− 1
i
]
β
)
F−a−1−kβ a˜d(F
k
β )(u).
The induction is finished by observing that
k∑
i=0
v
−(a+1)i+ak
β
[
a+ i− 1
i
]
β
=vakβ +
k∑
i=1
v
−(a+1)i+ak
β
(
viβ
[
a+ i
i
]
β
− va+iβ
[
a+ i− 1
i− 1
]
β
)
=vakβ +
k∑
i=1
v−ai+akβ
[
a+ i
i
]
β
−
k∑
i=1
v
−a(i−1)+ak
β
[
a+ i− 1
i− 1
]
β
=vakβ +
k∑
i=1
v−ai+akβ
[
a+ i
i
]
β
−
k−1∑
i=0
v−ai+akβ
[
a+ i
i
]
β
=
[
a+ k
k
]
β
.
The other identity is shown similarly by induction. 
Definition 2.18 Let β ∈ Φ+ and let β be Fβ a root vector. We define for n ∈ N
in Uv(Fβ)
F
(−n)
β = [n]!F
−n
β
i.e. F
(−n)
β =
(
F
(n)
β
)−1
.
Corollary 2.19 Let β ∈ Φ+ and Fβ a root vector. Let u ∈ (Uv)µ be such that
a˜d(F
(i)
β )(u) = 0 for i ≫ 0. Let a ∈ N and set r = 〈µ, β
∨〉. Then in the algebra
Uv(Fβ) we get
uF
(−a)
β F
−1
β =
∑
i≥0
v
−(a+1)r−(a+2)i
β F
(−i−a)
β F
−1
β a˜d(F
(i)
β )(u)
and if u′ ∈ (Uv)µ is such that ad(F
(i)
β )(u
′) = 0 for i≫ 0
F
(−a)
β F
−1
β u
′ =
∑
i≥0
v
−(a+1)r−(a+2)i
β ad(F
(i)
β )(u
′)F
(−i−a)
β F
−1
β .
3 Twisting functors
In this paper we are following the paper [And03] closely. The definition of
twisting functors for quantum group modules given later and the ideas in this
section are mostly coming from this paper.
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We will start by showing that the semiregular bimodule Swv is a bimodule
isomorphic to U−v (w)
∗ ⊗U−v (w) Uv as a right module.
Recall how Uv(w), S
w
v and Sv(F ) are defined: Let sir · · · si1 be a reduced
expression for w and Fβj = Rsi1 · · ·Rsij−1 (Fαij ) as usual then
U−v (w) = spanQ(v)
{
F a1β1 · · ·F
ar
βr
|ai ∈ N
}
,
Swv = Uv ⊗U−v (w) U
−
v (w)
∗
and for F ∈ U−v such that {F
a|a ∈ N} is a multiplicative set
Sv(F ) = Uv(F )/Uv
where Uv(F ) denotes the Ore localization in the multiplicative set {F
a|a ∈ N}.
In the following proposition we will define a left Uv isomorphism between S
w
v
and Sv(Fβr )⊗Uv S
w′
v where w
′ = sirw. We will need some notation. Let m ∈ N.
We denote by f
(r)
m ∈ (Q(v)[Fβr ])
∗ the linear function defined by f
(r)
m (F aβr ) =
δm,a. We will drop the (r) from the notation in most of the following. For
g ∈ U−v (w
′)∗ we define fm·g to be the linear function defined by: For x ∈ U
−
v (w
′),
(fm · g)(xF
a
βr
) = fm(F
a
βr
)g(x). From the definition of U−v (w) and because we
are taking graded dual every f ∈ U−v (w)
∗ is a linear combination of functions
on the form fm · g for some m ∈ N and g ∈ U
−
v (w
′) (by induction this implies
that every function in U−v (w) is a linear combination of functions of the form
f
(r)
mr · · · f
(2)
m2 · f
(1)
m1 for some m1, . . . ,mr ∈ N). Note that the definition of fm
makes sense for m < 0 but then fm = 0.
Proposition 3.1 Assume w = sik · · · si1 = sikw
′, where k is the length of w,
then as a left Uv module
Swv
∼= Sv(Fβk)⊗Uv S
w′
v
by the following left Uv isomorphism
ϕk : S
w
v → Sv(Fβk)⊗Uv S
w′
v
defined by:
ϕk(u ⊗ fm · g) = uF
−m−1
βk
Kβk ⊗ (1 ⊗ g), u ∈ Uv,m ∈ N, g ∈ U
−
v (w
′)∗.
The inverse to ϕk is the left Uv-homomorphism ψk : Sv(Fβk) ⊗Uv S
w′
v → S
w
v
given by:
ψk(uF
−m
βk
⊗ (1⊗ g)) = v(mβk|βk)uK−1βk ⊗ fm−1 · g, u ∈ Uv.m ∈ N, g ∈ U
−
v (w
′)∗.
Proof. The question is if ϕk is welldefined. Let f = fm · g. We need to show
that the recipe for uFβj⊗f is the same as the recipe for u⊗Fβjf for j = 1, . . . , k.
For j = k this is easy to see. Assume from now on that j < k. We need to
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figure out what Fβjf is. We have by Proposition 2.13 (setting r = 〈βj , β
∨
k 〉)
(Fβjf)(xF
a
βk
) = f(xF aβkFβj )
= f
(
x
a∑
i=0
v
(i−a)(r+i)
β
[
a
i
]
β
a˜d(F iβk)(Fβj )F
a−i
βk
)
=
(
a∑
i=0
v
−m(r+i)
β
[
m+ i
i
]
β
fm+i ·
(
a˜d(F iβk)(Fβj )g
))
(xF aβk)
=
∑
i≥0
v
−m(r+i)
β
[
m+ i
i
]
β
fm+i ·
(
a˜d(F iβk)(Fβj )g
) (xF aβk)
so
Fβjf =
∑
i≥0
v
−m(r+i)
β
[
m+ i
i
]
β
fm+i ·
(
a˜d(F iβk)(Fβj )g
)
.
Note that the sum is finite because of Lemma 2.16.
On the other hand we have that uFβj ⊗ f is sent to (using Lemma 2.17)
uFβjF
−m−1
βk
Kβk ⊗ (1 ⊗ g)
= u
∑
i≥0
v
−(m+1)r−(m+2)i
βk
[
m+ i
i
]
β
F−i−m−1βk a˜d(F
i
βk
)(Fβj )Kβk ⊗ (1⊗ g)
= u
∑
i≥0
v−mr−miβk
[
m+ i
i
]
β
F−i−m−1βk Kβk a˜d(F
i
βk
)(Fβj )⊗ (1⊗ g).
Using the fact that a˜d(F iβk)(Fβj ) can be moved over the first and the second
tensor we see that the two expressions uFβj ⊗ f and u ⊗ Fβjf are sent to the
same.
So ϕk is a welldefined homomorphism. It is clear from the construction that
ϕk is a Uv homomorphism.
We also need to prove that ψk is welldefined. We prove that uF
−m
βk
Fβj⊗(1⊗g)
is sent to the same as uF−mβk ⊗(1⊗Fβjg) by induction over k−j. If j = k−1 we
see from Lemma 2.17 and Theorem 2.9 that Fβk−1F
−a
βk
= v−(aβk|βk−1)F−aβk Fβk−1
and therefore uF−mβk Fβk−1 ⊗ (1⊗ g) is sent to
v(mβk−βj|βk)+(mβk|βk−1)uK−1βk Fβk−1 ⊗ fm−1 · g
= v(mβk+(m−1)βk−1βk)uK−1βk ⊗ Fβk−1(fm−1 · g).
Note that because we have a˜d(F iβk)(Fβj ) = 0 for all i ≥ 1 we get Fβk−1(fm−1 ·
g) = v−(βk−1|(m−1)βk)fm−1 ·(Fβk−1g). Using this we see that uF
−m
βk
Fβk−1⊗(1⊗g)
is sent to the same as uF−mβk ⊗ (1⊗ Fβk−1g).
Now assume j − k > 1. To calculate what uF−mβk Fβj ⊗ (1 ⊗ g) is sent to we
need to calculate F−mβk Fβj . By Lemma 2.17
F−mβk Fβj = v
mrFβjF
−m
βk
−
∑
i≥1
v
−(m+1)i
β
[
m+ i− 1
i
]
β
F−m−iβk a˜d(F
i
βk
)(u).
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So
uF−mβk Fβj ⊗ (1⊗ g) = u
(
vmrβ FβjF
−m
βk
−
∑
i≥1
v
−(m+1)i
β
[
m+ i− 1
i
]
β
F−m−iβk a˜d(F
i
βk
)(u)
)
⊗ (1⊗ g).
By the induction over k− j (remember that a˜d(F iβk)(u) is a linear combina-
tion of ordered monomials involving only the elements Fβj+1 · · ·Fβk−1) this is
sent to the same as
u
vmrβ FβjF−mβk ⊗ (1 ⊗ g)−∑
i≥1
v
−(m+1)i
β
[
m+ i− 1
i
]
β
F−m−iβk ⊗ (1⊗ a˜d(F
i
βk
)(u)g)

which is sent to
u
(
vmr+2mβ FβjK
−1
βk
⊗ fm−1 · g
−K−1βk ⊗
∑
i≥1
v
2(m+i)−(m+1)i
β
[
m+ i− 1
i
]
β
⊗ fm+i−1 · (a˜d(F
i
βk
)(u)g)
)
= v2mβ uK
−1
βk
(
v
(m−1)r
β Fβj ⊗ fm−1 · g
− 1⊗
∑
i≥1
v
−(m−1)i
β
[
m+ i− 1
i
]
β
⊗ fm+i−1 · (a˜d(F
i
βk
)(u)g)
)
= v(mβk|βk)uK−1βk ⊗ fm−1 · (Fβjg).
But this is what uF−mβk ⊗ (1 ⊗ Fβjg) is sent to. We have shown by induction
that ψk is well defined. It is easy to check that ψk is the inverse to ϕk. 
Proposition 3.2 Let sir · · · si1 be a reduced expression of w ∈W . There exists
an isomorphism of left Uv-modules
Swv
∼= Sv(Fβr )⊗Uv · · · ⊗Uv Sv(Fβ1)
Proof. The proof is by induction of the length of w. Note that Sev = Uv⊗kk
∗ ∼=
Uv so Proposition 3.1 with w
′ = e gives the induction start.
Assume the length of w is r > 1. By Proposition 3.1 we have Swv
∼=
Sv(Fβr ) ⊗Uv S
w′
v . By induction S
w′
v
∼= Sv(Fβr−1) ⊗Uv · · · ⊗Uv Sv(Fβ1). This
finishes the proof. 
We can now define a right action on Swv by the isomorphism in Proposi-
tion 3.2. By first glance this might depend on the chosen reduced expression for
w. But the next proposition proves that this right action does not depend on
the reduced expression chosen.
Proposition 3.3 As a right Uv module S
w
v
∼= U−v (w)
∗ ⊗Uv Uv.
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Proof. All isomorphisms written in this proof are considered to be right Uv
isomorphisms. This is proved in a very similar way to Proposition 3.1. We will
sketch the proof here.
For l ∈ {1, . . . , N} define Slv = (U
l
v)
∗⊗UlvUv where U
l
v = spanQ(v)
{
F alβl · · ·F
ar
βr
|ai ∈ N
}
.
Note that S1v = U
−
v (w)
∗ ⊗Uv Uv. We want to show that (U
l
v)
∗ ⊗Ulv Uv
∼=
Sl+1v ⊗Uv Sv(Fβl). If we prove this we will have S
1
v
∼= S2v ⊗Uv Sv(Fβ1)
∼= · · · · · · ∼=
Sv(Fβr )⊗Uv · · · ⊗Uv Sv(Fβ1)
∼= Swv as a right module and we are done.
Let r = 〈βj , β
∨
l 〉. From Proposition 2.13 we have
FβjF
a
βl
=
a∑
i=0
v
(i−a)(r+i)
β
[
a
i
]
β
F a−iβl ad(F
i
βl
)(Fβj )
and by Lemma 2.17 we have
F−aβl Fβj =
∑
i≥0
v
−ar−(a+1)i
βl
[
a+ i− 1
i
]
βl
ad(F iβl)(Fβr )F
−i−a
βl
.
We define the right homomorphism ϕl from (U
l
v)
∗⊗UlvUv to S
l+1
v ⊗Uv Sv(Fβl)
by
ϕl(g · fml ⊗ u) = (g ⊗ 1)⊗KβlF
−ml−1
βl
u.
Like in the previous propisition we can use the above formulas to show that this
is well defined and we can define an inverse like in the previous proposition only
reversed. The inverse is:
ψl((g ⊗ 1)⊗ F
−m−1
βl
u) = v−((m+1)βl|βl)g · fm ⊗K
−1
βl
u. 
So we have now that Swv is a bimodule isomorphic to Uv ⊗U−v (w) U
−
v (w)
∗ as
a left module and isomorphic to U−v (w)
∗⊗U−v (w)Uv as a right module. We want
to examine the isomorphism between these two modules. For example what is
the left action of Kα on f ⊗ 1 ∈ (U
−
v (w))
∗ ⊗U−v (w) Uv.
Assume f = f
(r)
mr · · · f
(1)
m1 i.e. that f(F
a1
β1
· · ·F arβr ) = δm1,a1 · · · δmr,ar . Then
we get via the isomorphism (U−v (w))
∗⊗U−v (w)Uv
∼= Sv(Fβr)⊗Uv · · ·⊗Uv Sv(Fβ1)
that f ⊗ u is sent to
KβrF
−mr−1
βr
⊗ · · · ⊗Kβ1F
−m1−1
β1
u.
We want to investigate what this is sent to under the isomorphism Sv(Fβr )⊗Uv
· · · ⊗Uv Sv(Fβ1)
∼= Uv ⊗U−v (w) (U
−
v (w))
∗. To do this we need to commute u with
F−m1−1β1 , then F
−m2−1
β2
and so on. So we need to find u˜ and m′1, . . . ,m
′
r such
that
KβrF
−mr−1
βr
· · ·Kβ1F
−m1−1
β1
u = u˜KβrF
−m′r−1
βr
· · ·Kβ1F
−m′1−1
β1
or equivalently
uF
m′1+1
β1
K−1β1 · · ·F
m′r+1
βr
K−1βr = F
m1+1
β1
K−1β1 · · ·F
mr+1
βr
K−1βr u˜.
Assume we have found such u˜ and m′1, . . . ,m
′
r then the above tensor is sent to
v
∑r
i=1((m
′+1)βi|βi)u˜⊗ f˜
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where f˜ = f
(r)
m′r
· · · f
(1)
m′1
. So in conclusion we have that f ⊗u ∈ (U−v (w))
∗⊗U−v (w)
Uv maps to v
∑r
i=1((m
′+1)βi|βi)u˜ ⊗ f˜ ∈ Uv ⊗U−v (w) (U
−
v (w))
∗ where f˜ and u˜ are
defined as above.
We have a similar result the other way: u⊗ f ∈ Uv ⊗U−v (w) (U
−
v (w))
∗ maps
to v−
∑r
i=1((m+1)βi|βi)u ⊗ f ∈ (U−v (w))
∗ ⊗U−v (w) Uv. So if we want to figure
out the left action of u on a tensor f ⊗ 1 we need to first use the isomorpism
(U−v (w))
∗ ⊗U−v (w) Uv → Uv ⊗U−v (w) (U
−
v (w))
∗ then use u on this and then use
the isomorphism Uv ⊗U−v (w) (U
−
v (w))
∗ → (U−v (w))
∗ ⊗U−v (w) Uv back again.
In particular if u = Kα we have f = f and u = v
∑r
i=1((mi+1)βi|βi)Kα. Note
that if f = f
(mr)
mr · · · f
(1)
m1 then the grading of f is
∑r
i=1miβi so Kα(f ⊗ 1) =
v(γ+
∑r
i=1 βi|α)f ⊗Kα for f ∈ (U
−
v (w))
∗
γ .
Definition 3.4 Let w ∈ W . For a Uv-module M define a ’twisted’ version of
M called wM . The underlying space is M but the action on wM is given by:
For m ∈M and u ∈ Uv
u ·m = Rw−1(u)m.
Note that if w, s ∈ W and l(sw) > l(w) then s(wM) = swM since for u ∈ Uv
and m ∈ s(wM): u ·m = Rs(u) ·m = Rw−1(Rs(u))m = R(sw)−1(u)m.
Definition 3.5 The twisting functor Tw associated to an element w ∈W is the
following:
Tw : Uv−Mod→ Uv−Mod is an endofunctor on Uv−Mod. For a Uv-module
M :
TwM =
w(Swv ⊗Uv M).
Definition 3.6 Let M be a Uv-module and λ : U
0
v → Q(v) a character (i.e. an
algebra homomorphism into Q(v)). Then
Mλ = {m ∈M |∀u ∈ U
0
v , um = λ(u)m}.
Let X denote the set of characters. Let wtM denote all the weights of M ,
i.e. wtM = {λ ∈ X |Mλ 6= 0}. We define for µ ∈ Λ the character v
µ by
vµ(Kα) = v
(µ|α). We also define vµβ = v
(β|β)
2 µ. We say that M only has integral
weights if all its weights are of the form vµ for some µ ∈ Λ.
W acts on X by the following: For λ ∈ X define wλ by
(wλ)(u) = λ(Rw−1(u)).
Note that wvµ = vw(µ).
We will also need the dot action. It is defined as such: For a weight µ ∈ X
and w ∈ W , w.µ = v−ρw(vρµ) where ρ = 12
∑
β∈Φ β as usual. The Verma
module M(λ) for λ ∈ X is defined as M(λ) = Uv ⊗U≥0v Q(v)λ where Q(v)λ
is the onedimensional module with trivial U+v action and U
0
v action by λ (i.e.
Kµ · 1 = λ(Kµ)). M(λ) is a highest weight module generated by vλ = 1⊗ 1.
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Note that Rw−1 sends a weight space of weight µ to the weight space of
weight w(µ) since if we have a vector m with weight µ in a module M we get
in wM that
Kα ·m = Rw−1(Kα)m = Kw−1(α)m = v
(w−1(α)|µ)m = v(α|w(µ))m.
We define the character of a Uv-module M as usual: The character is a
map chM : X → N given by chM(µ) = dimMµ. Let e
µ be the delta function
eµ(γ) = δµ,γ . We will write chM as the formal infinite sum
chM =
∑
µ∈X
dimMµe
µ.
For more details see e.g. [Hum08]. Note that if we define w(
∑
µ aµe
µ) =∑
µ aµe
w(µ) then chwM = w(chM) by the above considerations.
Proposition 3.7
chTwM(λ) = chM(w.λ)
Proof. To determine the character of TwM(λ) we would like to find a basis. We
will do this by looking at some vectorspace isomporphisms to a space where we
can easily find a basis. Then use the isomorphisms back again to determine what
the basis looks like in TwM(λ). So assume w = sir · · · si1 is a reduced expression
for w. Expand to a reduced expression siN · · · sir+1sir · · · si1 for w0. Let U
w
v =
spanQ(v)
{
F
ar+1
βr+1
· · ·F aNβN |ai ∈ N
}
. Set k = Q(v). We have the canonical vector
space isomorphisms
U−v (w)
∗ ⊗U−v (w) Uv ⊗Uv Uv ⊗U≥0v kλ
∼=U−v (w)
∗ ⊗U−v (w) Uv ⊗U≥0v kλ
∼=U−v (w)
∗ ⊗k U
w
v ⊗k kλ.
The map from the last vectorspace to the first is easily seen to be f⊗u⊗1 7→ f⊗
u⊗1⊗1 = f⊗u⊗vλ, f ∈ U
−
v (w)
∗, u ∈ Uwv and vλ = 1⊗1 ∈ Uv⊗U≥0v kλ =M(λ)
is a highest weight vector in M(λ).
So we see that a basis of TwM(λ) =
w(U−v (w)
∗ ⊗
U
−
v (w)
Uv ⊗Uv M) is given
by the following: Choose a basis {fi}i∈I for U
−
v (w)
∗ and a basis {uj}j∈J for
Uwv . Then a basis for TwM(λ) is given by
{fi ⊗ uj ⊗ vλ}i∈I,j∈J .
So we can find the weights of TwM(λ) by examining the weights of f⊗u⊗vλ
for f ∈ U−v (w)
∗ and u ∈ Uwv . By the remarks before this proposition we have
that Kα(f ⊗ 1) = v
(γ+
∑r
i=1 βi|α)f ⊗Kα for f ∈ U
−
v (w)
∗
vγ so for such f and for
u ∈ (Uwv )vµ the weight of f⊗u⊗vλ is v
γ+µ+
∑r
i=1 βiλ. After the twist with w the
weight is vw(γ+µ)w.λ. The weights γ and µ are exactly such that w(γ) < 0 and
w(µ) < 0 so we see that the weights of TwM(λ) are {v
µw.λ|µ < 0} each with
multiplicity P(µ) where P is Kostant’s partition function. This proves that the
character is the same as the character for the Verma module M(w.λ). 
Definition 3.8 Let λ ∈ X and M(λ) the Verma module with highest weight λ.
Let w ∈ W . We define
Mw(λ) = TwM(w
−1.λ).
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Recall the duality functor D : Uv −Mod → Uv −Mod. For a Uv module
M , DM = Hom(M,Q(v)) is the graded dual module with action given by
(xf)(m) = f(S(ω(m))) for x ∈ Uv, f ∈ DM and m ∈M . By this definition we
have chDM = chM and D(DM) =M .
Theorem 3.9 Let w0 be the longest element in the Weyl group. Let λ ∈ X.
Then
Tw0M(λ)
∼= DM(w0.λ)
Proof. We will show thatDTw0M(w0.λ)
∼=M(λ) by showing thatDTw0M(w0.λ)
is a highest weight module with highest weight λ. We already know that the char-
acters are equal by Proposition 3.7 so all we need to show is that DTw0M(w0.λ)
has a highest weight vector of weight λ that generates the whole module over
Uv. Consider the function gλ ∈ DM
w0(λ) given by:
gλ(F
−aN−1
βN
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ) =
{
1 if aN = · · · = a1 = 0
0 otherwise.
We claim that F−aN−1βN ⊗ . . . ⊗ F
−a1−1
β1
⊗ vw0.λ with ai ∈ N defines a basis for
Mw0(λ) so this defines a function onMw0(λ). In the proof of Proposition 3.7 we
see that a basis is given by f ⊗ 1⊗ vλ ∈ U
−
v (w0)⊗Uv ⊗M(λ) = Tw0M(λ). We
know that elements of the form f
(N)
mN · · · f
(1)
m1 defines a basis of (U
−
v )
∗ = U−v (w0)
∗.
Under the isomorphisms of Proposition 3.3 f
(N)
mN · · · f
(1)
m1 ⊗ 1⊗ vw0.λ is sent to
KβNF
−mN−1
βN
⊗· · ·⊗Kβ1F
−m1−1
β1
⊗vw0.λ ∈ Sv(FβN )⊗Uv · · ·⊗UvSv(Fβ1)⊗UvM(w0.λ).
If we commute all the K’s to the right to the vλ we get some non-zero multiple
of
F−mN−1βN ⊗ · · · ⊗ F
−m1−1
β1
⊗ vw0.λ.
So we have shown that {F−mN−1βN ⊗ · · · ⊗ F
−m1−1
β1
⊗ vw0.λ|mi ∈ N} is a basis of
Mw0(λ).
The action on a dual module DM is given by uf(u′) = f(S(ω(u)u′)). Re-
member that the action on Mw0(λ) is twisted by Rw0 so we get that
ugλ(F
−aN−1
βN
⊗. . .⊗F−a1−1β1 ⊗vw0.λ) = gλ(Rw0(S(ω(u)))F
−aN−1
βN
⊗. . .⊗F−a1−1β1 ⊗vw0.λ).
In particular for u = Kµ we get
Kµgλ(F
−aN−1
βN
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ) = gλ(Kw0(µ)F
−aN−1
βN
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ)
= vc(w0.λ)(Kw0(µ))gλ(F
−aN−1
βN
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ)
where
c = (w0(µ)|
N∑
i=1
aiβi +
N∑
i=1
βi).
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we have
vc(w0.λ)(Kw0(µ)) =v
(w0(µ)|
∑N
i=1 aiβi+
∑N
i=1 βi)
(
v−ρw0(v
ρλ)
)
(Kw0(µ))
=v(w0(µ)|
∑N
i=1 aiβi+2ρ)v−(ρ|w0(µ))(vρλ)(Kµ)
=v(w0(µ)|
∑N
i=1 aiβi+ρ)v(ρ|µ)λ(Kµ)
=v(w0(µ)|
∑N
i=1 aiβi+ρ)v−(ρ|w0(µ))λ(Kµ)
=v(w0(µ)|
∑N
i=1 aiβi)λ(Kµ).
Setting the ai’s equal to zero we get λ(Kµ). So gλ has weight λ. We want to
show that gλ generates DM
w0(λ) over Uv.
Let M ∈ NN , M = (m1, . . . ,mN). An element in DM
w0(λ) is a linear
combination of elements of the form gM defined by:
gM (F
−aN−1
βN
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ) = δa1,m1 · · · δaN ,mN .
This is because of the way the dual module is defined (as the graded dual). We
want to show that gM ∈ Uvgλ by using induction over m1 + · · ·mN . Note that
g(0,...,0) = gλ so this gives the induction start. Assume M = (m1, . . . ,mN) ∈
NN . Let j be such that mN = · · · = mj+1 = 0 and mj > 0. By induction
we get for M ′ = (0, . . . , 0,mj − 1,mj−1, . . . ,m1) that gM ′ ∈ Uvgλ. Now let
uj = ω(S
−1(R−1w0 (Fβj ))). Then
ujgλ(F
−aN−1
βN
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ) = gλ(FβjF
−aN−1
βN
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ).
From Lemma 2.17 we get for r > j (setting k = 〈βj , β
∨
r 〉)
FβjF
−a
βr
= v−akβr F
−a
βr
+
∑
i≥1
v
−ak−(a+1)i
βr
[
a+ i− 1
i
]
βr
F−i−aβr a˜d(F
i
βr
)(u).
But gM ′ is zero on every F
−aN−1
βN
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ where one of the ai’s
with i > j is strictly greater than zero. This coupled with the observation above
gives us that
ujgM ′(F
−aN−1
βN
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ)
=gM ′(v
cF−aN−1βN ⊗ . . .⊗ F
−(aj−1)−1
βj
⊗ . . .⊗ F−a1−1β1 ⊗ vw0.λ)
=vcgM (F
−aN−1
βN
⊗ . . .⊗ F
−aj−1
βj
⊗ · · · ⊗ F−a1−1β1 ⊗ vw0.λ)
where c is some constant coming from the commutations. We see that gM =
v−cujgM ′ which finishes the induction step.
So in conclusion we have that DMw0(λ) is a highest weight module with
highest weight λ. So we have a surjection from M(λ) to DMw0(λ). But since
the two modules have the same character and the weight spaces are finite di-
mensional the surjection must be an isomorphism. 
Proposition 3.10 Let M be a Uv-module, β ∈ Φ
+ and let w ∈ W . Assume
sir · · · si1 is a reduced expression of w and Fβ = Rsi1 · · ·Rsir (Fα) for some
α ∈ Π such that l(sαw) > l(w) (so we have w(β) = α). Then
w(Sv(Fβ)⊗Uv M)
∼= Sv(Fα)⊗Uv
wM.
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Proof. Define the map ϕ : Sv(Fα)⊗
wM → w(Sv(Fβ)⊗M) by
ϕ(uF−mα ⊗m) = Rw−1(u)F
−m
β ⊗m.
This is obivously a Uv-homomorphism if it is welldefined and it is a bijection
because Rw−1 is a Uv-isomorphism. We have to check that if uF
−m
α = u
′F−m
′
α
then Rw−1(u)F
−m
β = Rw−1(u
′)F−m
′
α and that ϕ(uF
−m
α u
′ ⊗ m) = ϕ(uF−mα ⊗
Rw−1(u
′)m) but uF−mα = u
′F−m
′
α if and only if F
m′
α u = F
m
α u
′. Using the
isomorhpism Rw−1 on this we get F
m′
β Rw−1(u) = F
m
β Rw−1(u
′) which implies
Rw−1(u)F
−m
β = Rw−1(u
′)F−m
′
β . For the other equation: Since we only have the
definition of ϕ on elements on the form uF−mα ⊗m assume F
−m
α u
′ = u˜F−m˜β . This
is equivalent to u′F m˜α = F
m
α u˜. Use Rw−1 on this to get Rw−1(u
′)F m˜β = F
m
β u˜ or
equivalently F−mβ Rw−1(u) = Rw−1(u˜)F
−m˜
α . Now we can calculate:
ϕ(uF−mα u
′ ⊗m) =ϕ(uu˜F−m˜α ⊗m)
=Rw−1(uu˜)F
−m˜
β ⊗m
=Rw−1(u)Rw−1(u˜)F
−m˜
β ⊗m
=Rw−1(u)F
−m
β ⊗Rw−1(u
′)m = ϕ(uF−mα ⊗Rw−1(u)m). 
Proposition 3.11 w ∈W . If s is a simple reflection such that sw > w then
Tsw = Ts ◦ Tw.
Proof. Let α be the simple root corresponding to the simple reflection s. By
Proposition 3.2 we get for M a Uv-module:
TswM =
sw(Sswv ⊗Uv M)
∼=sw(Sv(Rw−1(Fα))⊗Uv S
w
v ⊗Uv M)
∼=s(w(Sv(Rw−1(Fα))⊗Uv S
w
v ⊗Uv M))
∼=s(Sv(Fα)⊗Uv
w(Swv ⊗Uv M))
where the last isomorphism is the one from Proposition 3.10. 
4 Twisting functors over Lusztigs A-form
We want to define twisting functors so they make sense to apply to UA modules.
Note first that the maps Rs send UA to UA.
Recall that for n ∈ N with n > 0 and Fβ a root vector we have defined in
Uv(Fβ)
F
(−n)
β = [n]β!F
−n
β (4)
i.e. F
(−n)
β =
(
F
(n)
β
)−1
.
Definition 4.1 Let s be a simple reflection corresponding to a simple root α.
Let SsA be the UA-sub-bimodule of S
s
v = Sv(Fα) generated by the elements
{F
(−n)
α F−1α |n ∈ N}.
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Note that SsA ⊗A Q(v) = S
s
v.
Proposition 4.2 In Uv(sl2) let E,K, F be the usual generators and define as
in [Lus90] the elements[
K; c
t
]
=
t∏
n=1
Kvc−n+1 −K−1v−c+n−1
vs − v−s
.
Then
F (−s)F−1E(r) =
r∑
t=0
E(r−t)
[
K; r − s− t− 2
t
]
F (−s−t)F−1.
Proof. This is proved by induction over r. We define as in [Jan96]
[K; c] =
[
K; c
1
]
=
Kvc −K−1v−c
v − v−1
.
From [Jan96] we get EF s+1 = F s+1E + [s+ 1]F s[K,−s] so
F−s−1E = EF−s−1+[s+1]F−1[K;−s]F−s−1 = EF−s−1+[s+1][K;−2−s]F−s−2
and multiplying with [s]! we get
F (−s)F−1E = EF (−s)F−1 + [K;−2− s]F (−s−1)F−1.
This is the induction start. The rest is the induction step. In the process you
have to use that
1
[r]
(
[r − t]
[
K; r − s− t
t
]
+
[
K; r − 1− s− t
t− 1
]
[K;−s− t]
)
=
[
K; r − s− t− 1
t
]
or equivalently that
[r − t][K; r − s− t] + [t][K;−s− t] = [r][K; r − s− 2t].
This can be shown by a direct calculation. 
We could have proved this in the other way around instead too to get
Proposition 4.3
E(r)F (−s)F−1 =
r∑
t=0
F (−s−t)F−1
[
K; s+ t− r + 2
t
]
E(r−t).
The above and Corollary 2.19 shows that SA(F ) is a bimodule. We can now
define the twisting functor TAs corresponding to s:
Definition 4.4 Let s be a simple reflection corresponding to a simple root α.
The twisting functor TAs : UA -Mod → UA -Mod is defined by: Let M be a UA
module, then
TAs (M) =
s(SA(Fα)⊗UA M).
26
Note that TAs (M) ⊗A Q(v) = Ts(M ⊗A Q(v)) so that if M is a Q(v) module
then TAs = Ts on M .
We want to define the twisting functor for every w ∈ W such that if w has
a reduced expression w = sir · · · si1 then T
A
w = T
a
sir
◦ · · · ◦ TAsi1 . As before we
define a ’semiregular bimodule’ SwA = UA ⊗U−
A
(w) U
−
A (w)
∗ and show this is a
bimodule isomorphic to SA(Fβr )⊗UA · · · ⊗UA SA(Fβ1).
Theorem 4.5 SwA := UA⊗U−A (w)
U−A (w)
∗ is a bimodule isomorphic to SA(Fβr )⊗UA
· · · ⊗UA SA(Fβ1) and the functors T
A
s , s ∈ Π satisfy braid relations.
Proof. Note that U−A (w) can be seen as anA-submodule of U
−
v (w) and similarly
U−A (w)
∗ can be seen as a submodule of U−v (w)
∗. So we have an injective A
homomorphism
SwA → S
w
v .
Assume the length of w is r and w = sirw
′, l(w′) = r−1. We want to show that
the isomorphism ϕr from Proposition 3.2 restricts to an isomorphism S
w
A →
SA(Fβr )⊗UA S
w′
A .
Assume f ∈ U−A (w) is such that f = g · f
′
m meaning that f(xF
(n)
βr
) =
g(x)δm,n, (x ∈ U
−
A (w
′), n ∈ N) where g ∈ U−A (w
′)∗. Then f ′m = [m]βr !fm where
fm is defined like in Proposition 3.2 and for u ∈ UA we have therefore
ϕr(u ⊗ f) = uF
(−m)
βr
F−1βr ⊗ (1⊗ g)
which can be seen to lie in SA(Fβr )⊗UA S
w′
A . The inverse also restricts to a map
to the right space:
ψr(uF
(−m)
βr
F−1βr ⊗ (1⊗ g)) =ψr(u[m]βr !F
−m−1
βr
⊗ (1⊗ g))
=[m]βr !u⊗ fm · g
=u⊗ f ′m · g.
The maps are well defined because they are restrictions of well defined maps
and it is easy to see that they are inverse to each other.
As in the generic case we get a right module action on SwA in this way.
This is the right action coming from Swv restricted to S
w
A . So now we have
SwA = SA(Fβr ) ⊗UA · · · ⊗UA SA(Fβ1). Showing that the twisting functors then
satisfy braid relations is done in the same way as in Proposition 3.11. 
Now we can define TAw = T
A
sir
◦ · · · ◦ TAsi1 if w = sir · · · si1 is a reduced
expression of w. By the previous theorem there is no ambiguity in this definition
since the TAs ’s satisfy braid relations.
It is now possible for any A algebra R to define twisting functors UR-Mod→
UR-Mod. Just tensor over A with R.
F.x. let R = C with v 7→ 1. SA(Fβ)⊗AC is just the normal S
s = U(yβ)/U via
the isomorphism uF
(−n)
β F
−1
β ⊗1 7→ uy
−n−1
β where u is given by the isomorphism
between U−A ⊗A C and U
−.
Theorem 4.6 Let R be an A-algebra with v ∈ A being sent to q ∈ R\{0}. Let
λ : U0R → R be an R-algebra homomorphism and let MR(λ) = UR ⊗U≥0
R
Rλ be
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the UR Verma module with highest weight λ where Rλ is the rank 1 free U
≥0
R -
module with U>0R acting trivially and U
0
R acting as λ. Let D : UR → UR be the
duality functor on UR − Mod induced from the duality functor on UA → UA.
Then
TRw0MR(λ)
∼= DMR(w0.λ).
Proof. The proof is the almost the same as the proof of Theorem 3.9. We have
by Corollary 2.19 (setting k = 〈βj , β
∨
r 〉)
FβjF
(−a)
βr
F−1βr = q
−(a+1)(βr|βj)F
(−a)
βr
F−1βr Fβj+
∑
j≥1
q
−(a+1)k−(a+2)i
βr
F
(−a−i)
βr
F−1βr a˜d(F
(i)
βr
)(u).
Define for M = (m1, . . . ,mN ) ∈ N the function
gM (F
(−aN )
βN
F−1βN⊗· · ·⊗F
(−a1)
β1
F−1β1 ⊗vw0.λ) =
{
1 if a1 = m1 . . . aN = mN
0 otherwise .
Note that g(0,...,0) = gλ from Theorem 3.9. In particular it has weight λ. We
want to show that DMw0R (λ) = URg(0,...,0). We use induction on the number of
nonzero entries in M . Assume j is such that mN = · · · = mj+1 = 0 and mj =
n > 0. Let M ′ = (0, . . . , 0, 0,mj−1, . . . ,m1). By induction gM ′ ∈ URg(0,...,0).
Set u = ω(S−1(R−1w0 (F
(n)
βj
))). Then
ugM ′(F
(−aN )
βN
F−1βN ⊗ · · · ⊗ F
(−a1)
β1
F−1β1 ⊗ vw0.λ)
=gM ′(F
(n)
βj
F
(−aN )
βN
F−1βN ⊗ · · · ⊗ F
(−a1)
β1
F−1β1 ⊗ vw0.λ)
=gM ′(
1
[n]βj !
FnβjF
(−aN )
βN
F−1βN ⊗ · · · ⊗ F
(−a1)
β1
F−1β1 ⊗ vw0.λ)
=gM ′(q
c1
1
[n]βj !
Fn−1βj F
(−aN )
βN
F−1βN ⊗ · · · ⊗ FβjF
(−aj)
βj
F−1βj ⊗ · · · ⊗ F
(−a1)
β1
F−1β1 ⊗ vw0.λ)
...
=gM ′(q
cn
1
[n]βj !
F
(−aN )
βN
F−1βN ⊗ · · · ⊗ F
n
βj
F
(−aj)
βj
F−1βj ⊗ · · · ⊗ F
(−a1)
β1
F−1β1 ⊗ vw0.λ)
=
{
gM ′(q
cnF
(−aN )
βN
F−1βN ⊗ · · · ⊗
[
aj
n
]
βj
F
(−(aj−n))
βj
F−1βj ⊗ · · · ⊗ F
(−a1)
β1
F−1β1 ⊗ vw0.λ) if n ≤ aj
0 otherwise
for some appropiate integers c1, . . . , cn ∈ Z. gM ′ is nonzero on this only when
n = aj . So we get in conclusion that ugM ′ = v
−cngM . This finishes the
induction step. 
5 sl2 calculations
Assume g = sl2. Let r ∈ N. Let MA(v
r) be the UA(sl2) Verma module with
highest weight vr ∈ Z i.e. MA(v
r) = UA ⊗U≥0
A
Avr where Avr is the free U
≥0
A -
module of rank 1 with U+A acting trivially and K · 1 = q
r. Inspired by [And03]
we see that in sl2 we have for r ∈ Z the homomorphism ϕ :MA(v
r)→ DMA(v
r)
given by:
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Let {wi = F
(i)w0} be a basis for MA(λ) where w0 is a highest weight vector
in MA(v
r) and let {w∗i } be the dual basis in DMA(λ). Then
ϕ(wi) = (−1)
ivi(i−1)−ir
[
r
i
]
w∗i .
Checking that this is indeed a homomorphism of UA algebras is a straightforward
calculation.
By Theorem 4.6 we see that DMA(v
r) = M sA(v
r). In the following section
we will try to say something about the composition factors of a Verma module
so it is natural to consider first sl2 Verma modules.
Definition 5.1 Let g = sl2. Let r ∈ N. Then HA(v
r) is defined to be the free
UA(sl2)-module of rank r + 1 with basis e0, . . . , er defined as follows:
Kei =v
r−2iei,
[
K; c
t
]
ei =
[
r − 2i+ c
t
]
ei
E(n)ei =
[
i
n
]
ei−n, n ∈ N
F (n)ei =
[
r − i
n
]
ei+n, n ∈ N
for i = 0, . . . , r. Where e<0 = 0 = e>r.
Lemma 5.2 Let g = sl2. Let r ∈ N. Then we have a short exact sequence:
0→ DMA(v
−r−2)→MA(v
r)→ HA(v
r)→ 0.
Proof. We use the fact that DMA(v
−r−2) = TAs MA(v
r) by Theorem 4.6. Let
ei = F
(i)w0 where w0 is a heighest weight vector in MA(v
r). We will construct
a UA-homomorphism spanA {ei|i > r} → DMA(−r − 2). Let τ be as defined
in [Jan96] Chapter 4. Note that in UA(F ) S(τ(F )) is invertible so we can consider
S and τ as automorphisms of UA(F ). We define a map by
er+i 7→ (−1)
r+iS(τ(F (−i−1)))w0
Note that for sl2 Rs = S ◦ τ ◦ ω. Using this and the formula in Proposition 4.2
it is straightforward to check that this is a UA-homomorphism. 
If we specialize to an A-algebra R with R being a field where v is sent to a
non-root of unity q ∈ R we get that MR(q
k) = UR ⊗UA MA(v
k) is simple for
k < 0. So in the above with r ∈ N, DMR(q
−r−2) = MR(q
−r−2) = LR(q
−r−2)
and actually we see also that HR(q
r) = LR(q
r). So there is an exact sequence
0→ LR(q
−r−2)→MR(q
r)→ LR(q
r)→ 0.
So the composition factors in MR(q
r) are LR(q
r) and LR(q
−r−2) = LR(s.q
r)
where s is the simple reflection in the Weyl group of sl2.
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6 Jantzen filtration
In this section we will work with the field C and send v to a non root of unity
q ∈ C∗. We define Uq = UA ⊗A Cq where Cq is the A-algebra C with v being
sent to q. These results compare to the results in [And03] and [AL03].
Let λ be a weight i.e. an algebra homomorphism U0q → C and let M(λ) =
Uq ⊗U≥0q Cλ be the Verma module of highest weight λ. Consider the local
ring B = C[X ](X−1) and the quantum group UB = UA ⊗A B. We define
λX : U0q → B to be the weight defined by (λX)(Kµ) = λ(Kµ)X and we define
MB(λX) = UB ⊗U≥0
B
BλX to be the Verma module with highest weight λX .
Note that MB(λX) ⊗B C ∼= M(λ) when we consider C as a B-algebra via the
specialization X 7→ 1
For a simple root αi ∈ Π we define MB,i(λX) := UB(i) ⊗U≥0
B
BλX , where
UB(i) is the subalgebra generated by U
≥0
B and Fαi . We define M
si
B,i(λ) :=
si((UB(i)⊗UB(si) UB(si)
∗)⊗UB(i)MB,i(si.λ)) where the module (UB(i)⊗UB(si)
UB(si)
∗) is a UB(i)-bimodule isomorphic to SB,i(Fαi) = (UB(i))(Fαi )/UB(i) by
similar arguments as earlier.
Proposition 6.1 There exists a nonzero homomorphism ϕ :MB(λX)→M
sα
B (λX)
which is an isomorphism if qρλ(Kα) 6∈ ±q
Z>0
α and otherwise we have a short
exact sequence
0→MB(λX)
ϕ
→M sαB (λX)→M(sα.λ)→ 0
where we have identified the cokernel M sαB (sα.λX)/(X − 1)MB(sα.λX) with
M(sα.λ).
Furthermore there exists a nonzero homomorphism ψ :M sαB (λX)→MB(λX)
which is an isomorphism if qρλ(Kα) 6∈ ±q
Z>0
α and otherwise we have a short
exact sequence
0→M sαB (λX)
ψ
→MB(λX)→M(λ)/M(sα.λ)→ 0.
Proof. We will first define a map from MB,i(λX) to
M siB,i(λX) =
si
(
(UB(i))(Fα)/UB(i)⊗UB MB,i(sα.λX)
)
.
Setting λ′ = λX define
ϕ(F (n)α vλ′) = anF
(−n)
α F
−1
α ⊗ vsα.λ′
where
an = (−1)
nq−n(n+1)α λ
′(Kα)
n
n∏
t=1
q1−tα λ
′(Kα)− q
t−1
α λ
′(Kα)
−1
qtα − q
−t
α
.
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So we need to check that this is a homomorphism: First of all for µ ∈ Q.
Kµ · anF
(−n)
α F
−1
α ⊗ vsα.λ′ =anKsα(µ)F
(−n)
α F
−1
α ⊗ vsα.λ′
=q(n+1)(sα(µ)|α)(sα.λ
′)(Ksα(µ))F
(−n)
α F
−1
α ⊗ vsα.λ′
=q−(n+1)(µ|α)q−(ρ|sα(µ))q(ρ|µ)λ′(Kµ)F
(−n)
α F
−1
α ⊗ vsα.λ′
=q−(n+1)(µ|α)q−(ρ−α|µ)q(ρ|µ)λ′(Kµ)F
(−n)
α F
−1
α ⊗ vsα.λ′
=q−n(µ|α)λ′(Kµ)F
(−n)
α F
−1
α ⊗ vsα.λ′
=ϕ(KµF
(n)
α vλ′).
We have
Eα · anF
(−n)
α F
−1
α ⊗ vsα.λ′ =anRsi(Eαi)F
(−n)
α F
−1
α ⊗ vsα.λ′
=− anFαKαF
(−n)
α F
−1
α ⊗ vsα.λ′
=− q2(n+1)α sα.λ
′(Kα)[n]αanF
(−n+1)
α F
−1
α ⊗ vsα.λ′
=− q2nα λ
′(K−1α )[n]αanF
(−n+1)
α F
−1
α ⊗ vsα.λ′
and
ϕ(EαF
(n)
α vλ′) =ϕ
(
F (n−1)α
q1−nα Kα − q
n−1
α K
−1
α
qα − q
−1
α
vλ′
)
=
(
an−1F
(−n+1)
α F
−1
α
q1−nα λ
′(Kα)− q
n−1
α λ
′(Kα)
−1
qα − q
−1
α
)
⊗ vλ′
so we see that ϕ(EαF
(n)
α vλ′ ) = Eα · ϕ(F
(n)
α vλ′). Clearly ϕ(Eα′F
(n)
α vλ′) = 0 =
Eα′ · anF
(−n)
α F−1α ⊗ vλ′ for any simple α
′ 6= α so what we have left is Fα: By
Proposition 4.3
Fα · anF
(−n)
α F
−1
α ⊗ vsα.λ′
=anRsi(Fα)F
(−n)
α F
−1
α ⊗ vsα.λ′
=− anK
−1
α EαF
(−n)
α F
−1
α ⊗ vsα.λ′
=− anK
−1
α F
(−n−1)
α F
−1
α [Kα;n+ 2]⊗ vsα.λ′
=− anq
−2(n+2)
α sα.λ
′(K−1α )
qn+2α sα.λ
′(Kα)− q
−n−2
α sα.λ
′(Kα)
−1
qα − q
−1
α
F (−n−1)α F
−1
α ⊗ vsα.λ′
=− anq
−2(n+1)
α λ
′(Kα)
qnαλ
′(K−1α )− q
−n
α λ
′(Kα)
qα − q
−1
α
F (−n−1)α F
−1
α ⊗ vsα.λ′
and
ϕ(FαF
(n)
α vλ) =[n+ 1]αϕ(F
(n+1)
α vλ)
=[n+ 1]αan+1F
(−n−1)
α F
−1
α ⊗ vλ
so we see that ϕ(FαF
(n)
α vλ) = Fα · ϕ(F
(n)
α vλ).
Now note that if λ(Kα) 6∈ ±q
N
α then X − 1 does not divide an for any n ∈ N
implying that an is a unit. So when λ(Kα) 6∈ ±q
N
α, ϕ is an isomorphism. If
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λ(Kα) = εq
r
α for some ε ∈ {±1} and r ∈ N we see that X − 1 divides an for any
n > r so the image of ϕ is
spanB
{
F (−n)α Fα ⊗ vsα.λ′ |n ≤ r
}
+ (X − 1) spanB
{
F (−n)α F
−1
α ⊗ vsα.λ′ |n > r
}
.
Thus the cokernel M siB,i(λ)/ Imϕ is equal to
spanB
{
F (−n)α F
−1
α ⊗ vsα.λ′ |n > r
}
/(X − 1) spanB
{
F (−n)α F
−1
α ⊗ vsα.λ′ |n > r
}
which is seen to be isomorphic to M siB,i(si.λ
′)/(X − 1)M siB,i(si.λ
′).
If λ(Kα) 6∈ ±q
N
α then obviously we can define an inverse to ϕ, ψ :M
si
B,i(λ
′)→
MB,i(λ
′). If λ(Kα) = εq
r for some ε ∈ {±1} and some r ∈ N we define
ψ :M siB,i(λ
′)→MB,i(λ
′) by
ψ(F (−n)α F
−1
α ⊗ vsα.λ′) =
(X − 1)
an
F (n)α vλ′
(note that for all λ and all n ∈ N, (X − 1)2 6 |an so
(X−1)
an
∈ B). This implies
ϕ ◦ψ = (X − 1) id and ψ ◦ϕ = (X − 1) id. Using that ϕ is a Uq-homomorphism
we show that ψ is: For u ∈ Uq and v ∈M
si
B,i(λ
′):
(X − 1)ψ(uv) = ψ(uϕ(ψ(v))) = ψ(ϕ(uψ(v))) = (X − 1)uψ(v).
Since B is a domain this implies ψ(uv) = uψ(v).
We see that X − 1 divides X−1
an
for any n ≤ r so the image of ψ is
(X − 1) spanB
{
F (n)α vλ′ |n ≤ r
}
+ spanB
{
F (n)α vλ′ |n > r
}
.
Thus the cokernel MB,i(λ)/ Imψ is equal to
spanB
{
F (n)α vλ′ |n ≤ r
}
/(X − 1) spanB
{
F (n)α vλ′ |n ≤ r
}
which is seen to be isomorphic to
MB,i(λ)/MB,i(sα.λ).
Now we induce to the whole quantum group: We have that
MB(λ
′) = UB ⊗UB(i) MB,i(λ
′)
and
M siB (λ
′) =si
(
(UB ⊗UB(si) UB(si)
∗)⊗UB UB ⊗U≥0B
Bλ′
)
∼=si
(
(UB ⊗UB(i) UB(i)⊗UB(si) UB(si)
∗)⊗
U
≥0
B
Bλ′
)
∼=UB ⊗UB(i)
si
(
(UB(i)⊗UB(si) UB(si)
∗)⊗
U
≥0
B
Bλ′
)
∼=UB ⊗UB(i) M
si
B,i(λ
′)
so by inducing to UB-modules using the functor UB ⊗UB(i) − we get a map
ϕ : MB(λ
′) → M siB (λ
′) and a map ψ : M siB (λ
′) → MB(λ
′). This functor
is exact on MB,i(λ
′) and M siB,i(λ
′) so the proposition follows from the above
calculations. 
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Proposition 6.2 Let λ : U0q → C be a weight. Set λ
′ = λX. Let w ∈ W
and α ∈ Π such that w(α) > 0. There exists a nonzero homomorphism ϕ :
MwB (λ
′)→MwsαB (λ
′) that is an isomorphism if qρλ(Kw(α)) 6∈ ±q
Z>0
α and other-
wise we have the short exact sequence
0→MwB (λ
′)
ϕ
→MwsαB (λ
′)→Mw(sw(α).λ)→ 0
where the cokernel MwsαB (sw(α).λ
′)/(X − 1)MwsαB (sw(α).λ
′) is identified with
Mw(sw(α).λ).
Furthermore there exists a nonzero homomorphism ψ :MwsαB (λX)→M
w
B (λX)
which is an isomorphism if qρλ(Kw(α)) 6∈ ±q
Z>0
α and otherwise we have a short
exact sequence
0→MwsαB (λ
′)
ψ
→MwB (λ
′)→Mw(λ)/Mw(sw(α).λ)→ 0.
Proof. Let µ = w−1.λ and µ′ = µX then from Proposition 6.1 we get a ho-
momorphism MB(µ
′) → M sαB (µ
′) and a homomorphism M sαB (µ
′) → MB(µ
′).
Observe that
qρµ(Kα) =w
−1.λ(Kα)
=w−1(qρλ)(Kα)
=q(ρ|w(α))λ(Kw(α))
= (qρλ) (Kw(α))
soMB(µ
′)→M sαB (µ
′) andM sαB (µ
′)→MB(µ
′) are isomorphisms if (qρλ) (Kw(α)) 6∈
±qZ>0α and otherwise we have the short exact sequences
0→MB(µ
′)→M sαB (µ
′)→M(µ′)→ 0
and
0→M sαB (µ
′)→MB(µ
′)→M(µ′)/M(sα.µ
′)→ 0.
Now we use the twisting functor Tw on the homomorphisms MB(µ
′) →
M sαB (µ
′) andM sαB (µ
′)→MB(µ
′) to get homomorphisms ϕ :MwB (λ)→M
wsα
B (λ)
and ψ :MwsαB (λ)→M
w
B (λ) (using the fact that Tw ◦Tsα = Twsα). We are done
if we show that Tw is exact on Verma modules. But
TwMB(µ
′) =w
(
(U−B (w)
∗ ⊗U−B (w)
UB)⊗UB UB ⊗U≥0
B
Bµ′
)
∼=w
(
(U−B (w)
∗ ⊗U−
B
(w) UB)⊗U≥0B
Bµ′
)
∼=w
(
U−B (w)
∗ ⊗U−
B
(w) U
−
B ⊗C Bµ′
)
as vectorspaces and U0B modules. Observing that U
−
B is free over U
−
B (w) we get
the exactness. 
Fix a weight λ : U0q → C and a w ∈ W . Define Φ
+(w) := Φ+ ∩ w(Φ−) =
{β ∈ Φ+|w−1(β) < 0} and Φ+(λ) := {β ∈ Φ+|qρλ(Kβ) ∈ ±q
Z}. Choose a
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reduced expression of w0 = si1 · · · siN such that w = sin · · · si1 . Set
βj =
{
−wsi1 · · · sij−1 (αij ), if j ≤ n
wsi1 · · · sij−1 (αij ), if j > n.
Then Φ+ = {β1, . . . , βN} and Φ
+(w) = {β1, . . . , βn}. We denote by Ψ
w
B(λ) the
composite
MwB (λX)
ϕw1 (λ)→ M
wsi1
B (λX)
ϕw2 (λ)→ · · ·
ϕwN (λ)→ Mww0B (λX)
where the homomorphisms are the ones from Proposition 6.2 i.e. the first n
homomorphisms are the ψ’s and the last N − n homomorphisms are the ϕ’s
from Proposition 6.2. We denote by Ψw(λ) the Uq-homomorphismM
w(λX)→
Mww0(λX) induced by tensoring the above UB-homomorphism with C consid-
ered as a B module by X 7→ 1.
In analogy with Theorem 7.1 in [AL03] and Proposition 4.1 in [And03] we
have
Theorem 6.3 Let λ : U0q → C be a weight. Let w ∈ W . Then there ex-
ists a filtration of Mw(λ), Mw(λ) ⊃ Mw(λ)1 ⊃ · · · ⊃ Mw(λ)r such that
Mw(λ)/Mw(λ)1 ∼= ImΨw(λ) ⊂Mww0(λ) and
r∑
i=1
chMw(λ)i =
∑
β∈Φ+(λ)∩Φ+(w)
(chM(λ)− chM(sβ .λ))
+
∑
β∈Φ+(λ)\Φ+(w)
chM(sβ .λ).
Proof. Set λ′ = λX . Define for i ∈ N
MwB (λ
′)i = {m ∈MwB (λ
′)|ΨwB(λ)(m) ∈ (X − 1)
iMww0B (λ
′)}.
Set Mw(λ)i = pi(MwB (λ
′)i) where pi : MwB (λ) → M
w(λ) is the canonical ho-
momorphism from MwB (λ) to M
w
B (λ)/(X − 1)M
w
B (λ)
∼= Mw(λ). This defines a
filtration of Mw(λ). We have Mw(λ)N+1 = 0 so the filtration is finite.
Let µ : U0q → C be a weight. Set µ
′ = µX . The maps ϕwj (λ) restrict to weight
spaces. Denote the restriction ϕwj (λ)µ′ . Let Ψ
w
B(λ)µ′ : M
w
B (λ)µ′ → M
ww0
B (λ)µ′
be the restriction of ΨwB(λ) to the µ
′ weight space. We have a nondegenerate
bilinear form (−,−) on M(λ′)µ′ given by (x, y) = (Ψ
w
B(λ)µ′ (x)) (y). It is nonde-
generate since ΨwB(λ) is injective. Let ν : B → C be the (X − 1)-adic valuation
i.e. ν(b) = m if b = (X − 1)mb′, (X − 1) ∤ b′. We have by [Hum08, Lemma 5.6]
(originally Lemma 5.1 in [Jan79])∑
j≥1
dim(Mj)µ = ν(detΨ
w
B(λ)µ′ ).
Clearly ν(detΨwB(λ)µ′ ) =
∑N
j=1 ν(detϕ
w
j (λ)µ′ ) and the result follows when we
show:
ν(detϕwj (λ)µ′ ) = dimC
(
cokerϕwj (λ)µ′
)
.
Fix ϕ := ϕwj (λ)µ′ and letM andN be the domain and codomain respectively.
M and N are free B modules of finite rank. Let d be the rank. We can choose
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bases m1, . . . ,md and n1, . . . , nd such that ϕ(mi) = aini, i = 1, . . . , d for some
ai ∈ B. Set C = cokerϕ ∼=
⊕d
i=1 B/(ai) and set CC = C ⊗B (B/(X − 1)B) =
C ⊗B C where C is considered a B-module by X 7→ 1. Note that
B/(ai)⊗B C =
{
C, if (X − 1)|ai
0, otherwise
so dimC CC = #{i|ν(ai) > 0}. Since there exists a ψ : N → M such that
ϕ ◦ ψ = (X − 1) id we get ν(ai) ≤ 1 for all i. So then dimC CC = ν(detϕ) and
the claim has been shown. 
7 Linkage principle
Let R be a field that is an A-algebra and q ∈ R the nonzero element that v
is sent to. As usual we can define the Verma modules: Assume λ : U0R → R
is a homomorphism. Then we define MR(λ) = UR ⊗U≥0R
Rλ where Rλ is the
onedimensionalR-module with trivial action from U+R and U
0
R acting as λ. There
is a unique simple quotient LR(λ) of MR(λ).
Let α = αi ∈ Π. Consider the parabolic Verma moduleMR,i(λ) := UR(i)⊗U≥0
R
Rλ, where UR(i) is the submodule generated by U
≥0
R and Fαi . We get a map
MR,i(λ) → M
s
R,i(λ) :=
s((UR(i) ⊗UR(si) UR(si)
∗) ⊗UR(i) MR,i(s.λ)) where the
module (UR(i) ⊗UR(si) UR(si)
∗) is a UR(i)-bimodule by the similar arguments
as earlier. Inducing to the whole quantum group and using Tw we get a homo-
morphism
MwR (λ)→M
wsα
R (λ)
So we can construct a sequence of homomorphisms ϕ1, . . . , ϕN
MR(λ)
ϕ1
→M
si1
R (λ)
ϕ2
→ · · · · · ·
ϕN
→ Mw0R (λ) = DMR(λ).
We denote the composition by Ψ. Note that the image of Ψ must be the
unique simple quotient LR(λ) of MR(λ) since every map M(λ) → DM(λ)
maps to the unique simple quotient of M(λ) (by the usual arguments e.g. like
in [Hum08, Theorem 3.3]).
First we want to consider some facts about the map ϕ :MwR (λ)→M
wsα
R (λ).
Let Mα(λ) denote the UR(sl(2)) Verma module with highest weight λ(Kα). We
will use the notationMpα(λ) for the parabolic UR(i) Verma module UR(i)⊗U≥0R
Rλ. The map ϕ was constructed by first inducing the map of parabolic modules
and then using the twisting functor Tw.
Assume the sequence of UR(sl2) modules Mα(λ) →M
s
α(λ) → Qα(λ) → 0 is
exact (i.e. Qα(λ) is the cokernel of the map Mα(λ)→M
s
α(λ)). Inflating to the
parabolic situation we get an exact sequence Mpα(λ) → M
s
pα
(λ) → Qpα(λ) →
0 where Qpα(λ) is just the inflation of Qα(λ) to the corresponding parabolic
module.
Inducing from a parabolic module to the whole module is done by applying
the functor M 7→ UR ⊗U(i) M . This is right exact so we get the exact sequence
MR(λ)→M
s
R(λ)→ QR(λ)→ 0 where QR(λ) = UR ⊗UR(i) Qpα(λ).
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Assume we have a finite filtration of Qα(λ):
0 = Q0 ⊂ Q1 ⊂ · · · ⊂ Qr = Qα(λ)
such that Qi+1/Qi ∼= Lα(µi). So we have after inflating:
0 = Qpα,0 ⊂ Qpα,1 ⊂ · · · ⊂ Qpα,r = Qpα(λ)
such that Qpα,i+1/Qpα,i
∼= Lpα(µi).
That is we have short exact sequences of the form
0→ Qpα,i → Qpα,i+1 → Lpα(µi)→ 0.
Since induction is right exact we get the exact sequence
QR,i → QR,i+1 → Lpα(µi)→ 0
where QR,i is the induced module of Qpα,i and Lpα(µi) is the induced module
of Lpα(µi).
Starting from the top we have
QR,r−1 → QR(λ)→ Lpα(µr−1)→ 0
so we see that the composition factors of QsαR (λ) are contained in the set of
composition factors of Lpα(µr−1) and the composition factors of QR,r−1. By
induction we get then that the composition factors of QR,r−1 are composition
factors of Lpα(µi), i = 0, . . . , r−2. The conclusion is that we can get a restriction
on the composition factors of QR(λ) by examining the composition factors of
induced simple modules.
Let L = Lpα(µ) be a simple parabolic module and let L be the induction of
L. Then because induction is right excact we have
MR(µ)→ L→ 0.
So the composition factors of L are composition factors of MR(µ). This gives
us a restriction on the composition factors of MR(λ):
Use the above with w−1.λ in place of λ and use the twisting functor TRw on
the exact sequence MR(w
−1.λ)→M sR(w
−1.λ)→ QR(w
−1.λ)→ 0 to get
MwR (λ) →M
ws
R (λ)→ Q
w
R(λ)→ 0
where QwsR (λ) = T
R
w (QR(w
−1.λ)). Add the kernel to get the 4-term exact se-
quence
0→ KwsR (λ)→M
w
R (λ)→M
ws
R (λ)→ Q
ws
R (λ)→ 0
Since chMwR (λ) = chM
ws
R (λ) we must have chK
ws
R (λ) = chQ
ws
R (λ).
So we have a sequence of homomorphisms ϕi
MR(λ)
ϕ1
→M sR(λ)
ϕ2
→ · · ·
ϕN
→ Mw0R (λ) = DMR(λ)
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and these maps each fit into a 4-term exact sequence
0→ KwsR (λ)→M
w
R (λ)→M
ws
R (λ)→ Q
ws
R (λ)→ 0
where chKwsR (λ) = chQ
ws
R (λ). In particular M
w
R (λ) → M
ws
R (λ) is an isomor-
phism if the corresponding sl2 mapMα(w
−1.λ)→ DMα(w
−1.λ)(= M sα(w
−1.λ))
is an isomorphism. If the sl2 map is not an isomorphism then we have a restric-
tion on the composition factors that can get killed by the map MR(w
−1.λ) →
M sR(w
−1.λ) by the above. To get to the map MwR (λ) → M
ws
R (λ) we use Tw
which is right exact so we get a restriction on the composition factors killed by
MwR (λ)→M
ws
R (λ) too:
Fix α. From the above we know that a composition factor of QR(λ) is a
composition factor of Lpα(µ) for some µ where Lα(µ) is a composition factor of
Mα(λ). Use this for w
−1.λ and use Tw. So we get that a composition factor of
QwsR (λ) is a composition factor of TwLpα(µ) with µ as before. Since Tw is right
exact we have that
TwMR(µ)→ TwLpα(µ)→ 0
is exact. Since chTwMR(µ) = chMR(w.µ) we see that a composition factor of
QwsR (λ) must be a composition factor of a Verma module MR(w.µ) where µ is
such that Lα(µ) is a composition factor of Mα(w
−1.λ).
Definition 7.1 We define a partial order on weights. We say µ ≤ λ if µ−1λ =
q
∑n
i=1 aiαi for some ai ∈ N where µ
−1 : U0R → C is the weight with µ
−1(Kα) =
µ(K−1α ) for all α ∈ Π.
For a weight ν of the form ν = q
∑n
i=1 aiαi with ai ∈ N we call
∑n
i=1 ai the
height of ν.
Note that for a Verma module M(λ) we have µ ≤ λ for all µ ∈ wtM(λ)
where wtM(λ) denotes the weights of M(λ).
Definition 7.2 Let µ, λ ∈ Λ. Define µ ↑R λ to be the partial order induced by
the following: µ is less than λ if there exists a w ∈ W , α ∈ Π and ν ∈ Λ such
that µ = w.ν < λ and Lα(ν) is a composition factor of Mα(w
−1.λ).
i.e. µ ↑R λ if there exists a sequence of weights µ = µ1, . . . , µr = λ such that
µi is related to µi+1 as above.
We have established the following:
Proposition 7.3 If LR(µ) is a composition factor of MR(λ) then µ ↑R λ.
Proof. Choose a reduced expression of w0 and construct the maps ϕi as above.
If LR(µ) is a composition factor of MR(λ) it must be killed by one of the maps
ϕi since the image of Ψ is LR(λ). So LR(µ) must be a composition factor
of one of the modules QwR(λ). We make an induction on the height of µ
−1λ.
If µ−1λ = 1 then λ = µ and we are done. Otherwise we see that LR(µ) is
a composition factor of one of the QwR(λ)’s. But every composition factor of
QwR(λ) is a composition factor of M(ν) where ν ↑R λ and ν < λ. Since ν < λ
the height of µ−1ν is less then the height of µ−1λ so we are done by induction.
In the non-root of unity case ↑R is equivalent to the usual strong linkage: µ
is strongly linked to λ if there exists a sequence µi with µ = µ1 < µ2 < · · · <
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µr = λ and µi = sβi .µi+1 for some positive roots βi (remember that if β = w(α)
then sβ = wsαw
−1).
In the nonroot of unity case we see that Mα(w
−1.λ) is simple if
qρw−1.λ(Kα) 6∈ ±q
Z>0
α .
Otherwise there is one composition factor inMα(w
−1.λ) apart from Lα(w
−1.λ),
namely Lα(sαw
−1.λ). So the composition factors of QwR are composition factors
of MR(wsαw
−1.λ) =MR(sw(α).λ). Actually Q
w
R =M
ws
R (sw(α).λ) in this case:
Lets consider the construction of the maps ϕi in the above. We start with
the map Mα(λ) → M
s
α(λ) and then inflate to Mpα(λ) → M
s
pα
(λ). In the case
where q is not a root of unity it is easy to see that if qρλ(Kα) 6∈ ±q
Z>0
α then this
is an isomorphism and otherwise the kernel (and the cokernel) is isomorphic to
Mpα(s.λ) which is a simple module. So after inducing we get the 4 term exact
sequence
0→MR(s.λ)→MR(λ)→M
s
R(λ)→M
s
R(s.λ)→ 0
since induction is exact on Verma modules. Use these observations on w−1.λ and
the fact that Tw is exact on Verma modules and we get a mapM
w
R (λ)→M
ws
R (λ)
which is an isomorphism if qρλ(Kα) 6∈ ±q
Z>0
α and otherwise we have the 4-term
exact sequence
0→MwR (s.λ)→M
w
R (λ)→M
ws
R (λ)→M
ws
R (s.λ)→ 0
Theorem 7.4 Let R be a field (any characteristic) and let q ∈ R be a non-root
of unity. R is an A-algebra by sending v to q. Let λ : U0q → R be an algebra
homomorphism.
MR(λ) has finite Jordan-Holder length and if LR(µ) is a composition factor
of MR(λ) then µ ↑ λ where ↑ is the usual strong linkage.
Proof. This will be proved by induction over ↑. If λ is anti-dominant (i.e.
qρλ(Kα) 6∈ ±q
Z>0
α for all α ∈ Π) then we get that all the maps ϕi are iso-
morphisms and so MR(λ) is simple. Now assume λ is not anti-dominant. A
composition factor LR(µ) must be killed by one of the ϕi’s so must be a com-
postion factor of QwR for some w. By the above calculations we see that if
qρλ(Kα) 6∈ ±q
Z>0
α then MwR (λ) → M
wsα
R (λ) is an isomorphism and otherwise
QwR =M
wsα
R (sα.λ). By induction all the Verma modules with highest weight µ
strongly linked to λ has finite length and the composition factors are strongly
linked to µ. This finishes the induction. 
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