A continuing and future challenge in plant science is the "genetics of geometry" [3]: the recovery of information about the dynamics of the genetic mechanisms by which plants control the development of various features of their geometry. Some representative publications dealing with such issues include: (i) the modeling of plant architecture using L-systems and rewriting [18] , (ii) the genetic control of floral development [4, 10] , and (iii) the positioning of the trichomes (hairs) on the leaves of plants such as Arabidopsis thaliana [23, 25] . It is the positioning of trichomes which is examined in this chapter. The use of reaction-diffusion models is compared with cellular signaling and switching models. It is concluded that, in performing simulations to understand the dynamics of the mechanisms that control pattern formation in plants, it is necessary to work with a cellular model of the plant organ being studied in order to improve on current understanding about how the genetics controls the signaling and switching between cells to produce the observed patterns. 
Introduction
The importance of plants (and insects) in the study of the genetics and biology of all organisms relates to the fact that information recovered about the developmental biology of plants can be utilized, through bioinformatics, to improve on current understanding about the developmental biology of non-plants. This is a direct consequence of the revolution in molecular biology that has followed the publication of the double helix interpretation of heredity [33] , and the consequential technological revolution associated with full genome sequencing of key organisms (e.g., Arabidopsis), with the discovery and exploitation of gene silencing, and with the fact, being exploited as an essential aspect of bioinformatics, that genes in different organisms with similar DNA sequences are often associated with similar phenotypes and roles. In addition, experimentation with plants is less expensive and ethically more acceptable than with mammals.
A key example is the genetics of developmental biology. As detailed in the published literature, there has been a two-way street between the genetic studies of the developmental biology of plants and fruit flies [2] .
This leads naturally to the study of pattern formation. Biologically, it is important from both theoretical and practical perspectives. For the breeding of plants, there is a need to know which genes control the geometry of plants so that new varieties allow for ease of harvesting and protection against wind damage. Theoretically, any research which yields an enhanced understanding of pattern formation contributes to improving the science of genetics.
An early illustration of the fact that complex biological developmental processes can be simulated using simple algorithms was given by Young [38] in his modeling of the growth of the pea plant. This is consistent with the Wolpert hypothesis [37] that
"It is clear that the egg contains not a description of the adult, but a program for making it, and this program may be simpler than the description. Relatively simple cellular forces can give rise to complex changes in form;
it seems simpler to specify how to make complex shapes than to describe them."
The relevance and importance of this observation, especially from a mathematical modeling perspective, is reflected in the fact that any system which is robust can be modeled by the simple model which captures the essence of the phenomenon involved [5] . In addition, the recent research on the crocheting of structures with hyperbolic surfaces [30] , of which corals are real-world examples, represents independent validation for the Wolpert hypothesis.
The importance of Young's contribution is that he argued and showed that an appropriate algorithm for the growth of the pea must not only be simple but also be able to generate, with small changes in key parameters, the known mutants. In fact, it represents a generic comment about modeling developmental processes in biology and, indirectly, about modeling pattern formation.
Consequently, in order to illustrate the role of mathematics in the life sciences, the motivation for this paper is an examination of how to construct simple models for the positioning of trichomes on the leaves of plants. Various models have been proposed including (a) activator-inhibitor reaction-diffusion (AIRD) PDEs models [13] , (b) cellular signaling and switching models [7, 25] , (c) phenomenological genetic models-logical descriptions of the gene activity in terms of diagrammatic models, and (d) systems of ordinary differential equations which model the known genetics and a biological interpretation of the roles of the genes [6] .
It is known that, in the positioning of trichomes, not only are there mutants with no or sparsely irregularly spaced trichomes but also ones with random clumping of the trichomes. Consequently, a good test of a model of a developmental process is whether that model can, with a simple change in parameterization, simulate both the wild type and known mutants such as the clumping. Here, the clumping mutant test is chosen as it highlights a clear difference between the various models and gives strong support to the use of the cellular signaling and switching ones. Comment. As already mentioned, there is an extensive literature which discusses trichome positioning on Arabidopsis leaves where theoretical modeling is matched with experimental details which include the assumed activity of genes known to be involved. The emphasis ranges from the philosophical and experimental to the highly technical. The challenge is the identification of a framework within which logical conclusions can be made about how the genes orchestrate the resulting pattern. It is more than simply saying that such a system can generate patterns and is therefore the mechanism involved. In fact, the situation is sometimes confused because of the failure to draw a clear distinction between the simulation of pattern formation by a complex mathematical model, for which there is no natural biological mechanistic interpretation, and the formation of simple combinatorial algorithms (such as Young's pea growth model) that have a biological mechanistic structure. Digiuni et al. [6] acknowledge the importance of modeling the essential biological mechanism. They propose a coupled theoretical/experimental approach based on an ordinary differential equation model of the time evolution of key genes.
The chapter has been organized in the following manner. The role and limitations of AIRD PDEs in modeling the positioning of the trichomes is examined in Section 9.1.2. Here, their failure in being able, with a small change in parameterization, to generate clumping mutants is explained. These limitations represent motivation for cellular signaling and switching models. The hexagonal recursion implementation [25] is introduced and discussed in Section 9.1.3. Using simulations, it is shown how it can generate, with small changes in the control parameters, the wild type and various mutants including the clumping ones. It is stressed that, for the structure of an algorithm of a developmental process, a minimum requirement must be that mutants can be generated by changing the key parameters that control the development of the wild type. Examples include the turning ON or OFF of a parameter to simulate the ON-OFF (or OFF-ON) switching of a key gene, or, as in Young's model of pea development, the accumulating of a signaling molecule (hormone) which controls change from one state to another. The chapter concludes in Section 9.1.4 with a discussion about cellular modeling as a basis for the identification of the dynamics of mechanisms controlling various aspects of pattern formation in plants.
Activator-inhibitor Reaction-diffusion Modeling of the Trichome Positioning
For the modeling of the positioning of trichomes (hairs) on the leaves of plants (in particular Arabidopsis thaliana), activator-inhibitor reaction-diffusion modeling has been proposed as a framework within which to interpret the known genetics [15, 26, 27] . The motivation was the publication by Gierer and Meinhardt [9] of their activatorinhibitor mechanism for biological pattern formation, since this mechanism directly yields a structure in which to interpret the formation of patterns, such as the positioning of trichomes, in terms of cellular and molecular processes. Their emphasis was on explaining how an activator-inhibitor mechanism could be the essential control of biological development and the associated pattern formation. Meinhardt subsequently explained how this concept could be applied to the modeling of specific situations [21] including pattern formation on shells [20] and in plants [19] . The application of the Gierer and Meinhardt activator-inhibitor interpretation to the positioning of trichomes from a genetic perspective followed [13, 15, 26, 27] once the developing molecular biology technology allowed for the easier identification of the genes controlling the differences between the wild type and mutants.
Motivation for the formulation of activator-inhibitor mechanisms has been the seminal publication of Turing [32] of a mathematical theory of chemical morphogenesis. Turing's conceptualization was profound because of its essential simplicity. His ansatz was that if, in the absence of diffusion, the reaction dynamics was such that its solution tended to a linearly stable uniform steady equilibrium, then, under appropriate conditions, the full reaction-diffusion system would generate spatially inhomogeneous patterns if the diffusion was destabilizing. The importance of Turing's 1952 paper, published the year before Watson and Crick's double helix paper [33] , is that conditions were derived for which such destabilization would occur. The fact that such a process could generate patterns with a wide range of complexity which agreed with observed patterns in the physical and biological sciences became the stimulus for the subsequent explosion in reaction-diffusion research from both a practical [22] and theoretical perspective [12] . Remark. With respect to the above comments, it is appropriate to mention that reaction-diffusion partial differential equations first arose in the study of biological invasion and the nature of the dynamics being modeled there is quite different from that resulting from Turing's chemical morphogenesis theory. Biological invasion has an interesting history starting with the paper by Fisher in 1937 [8] and subsequently followed with different research contributions by Kolmogorov, Weinberger and others [1, 16, 17, 29, 31, 34] . Comment. The extent to which order and localization is an essential feature of the patterns that can be generated by reaction-diffusion systems has been examined from a number of independent perspectives. Lacalli [14] compared the patterns of cell wall growth in unicellular algae with a two morphogen reaction-diffusion model (Tyson's Brusselator) and concluded that the simulation of the growth could be viewed as a reaction-diffusion process. Holloway and Harrison [11] used the Clark and Evans R parameter and the radial distribution function g.t/ to examine and characterize localization and order in reaction-diffusion patterns. Their discussion included a comparison of reaction-diffusion models with the inhibiting field concept of Wigglesworth [35] . Important as such publications are, they do not however examine mathematically the essential framework within which reaction-diffusion systems generate patterns and the limitations biologically that are thereby imposed.
As explained in Murray [22, Chapter 14] , for a general two component system, which includes the Gierer and Meinhardt [9] activator-inhibitory mechanism as a special case, the essence of the associated mathematics involves the following steps:
(i) The Two-Component Reaction-Diffusion System.
On some two dimensional region V , the general non-dimensional form of a twocomponent reaction-diffusion system is given by where d denotes the ratio of the diffusion coefficients and can be given various interpretations including being the ratio of the relative strengths of the reaction and the diffusion.
(ii) The Reaction Terms. Depending on the application, the non-dimensional reaction terms f .u; v/ and g.u; v/ will take different forms. In terms of studied simple two-component systems, the applications include Schnakenberg's [28] two-species, chemical plausible, tri-molecular reaction, Thomas' real empirical substrate-inhibition system (Murray [22, Chapter 5] ) and the activator-inhibitor mechanism of Gierer and Meinhardt [9] . That for Gierer and Meinhardt takes the form
Its special dynamics is the result of the interplay between the linear and quadratic terms driven by the autocatalytic term u 2 =v. The other mentioned applications have a generically similar structure and thereby can be given an activator-inhibitor interpretation in terms of an interplay between linear and quadratic terms driven by an activator. 
A standard analysis (cf. Murray [22] , Section 14.3), which seeks the conditions for which w exp . t / yields the following conditions on which guarantee linear stability (i.e., Re < 0)
On returning to the full reaction-diffusion system of equations (9.1), it is now necessary to perform a linear stability analysis of these equations about the steady state solution of this system. The details, not unexpectedly, are involved. However, in essence, it is now not only necessary to satisfy the condition (9.4) but also the conditions that arise in the stability analysis of the full system. Within the resulting set of constraints, the possibility occurs that instability can occur for just one of the wave numbers k that defines the full solution of the linearized reaction-diffusion system. This leads naturally to the conclusion that a discrete pattern forms with the discreteness controlled by the relevant value of k.
For the reaction-diffusion modeling of pattern formation in plants, the connection to the associated biology and genetics is orchestrated via the assumption that the molecular dynamics controlling the pattern formation is an activator-inhibitor mechanism. This then imposes the constraint that the known genes involved must be interpreted from this perspective. In this mechanism, the activator tries to find a point in the pattern domain where it can locally dominate the inhibitor. At such a point, the pattern feature (e.g., trichome) will arise. The local nature of the dominance of the activator does not allow more than one activator to be present near the pattern feature activation point, and this in turn limits clumping effects.
Though such modeling is able to reproduce some of the data for trichome positioning, it has a number of drawbacks:
(i) The pattern arises as an instability in the reaction-diffusion process which is difficult to explain biologically.
(ii) The control of its parameterization to produce mutants is problematic and it is hard to interpret them biologically.
(iii) It is challenged to reproduce the clumping mutant.
(iv) The reaction-diffusion equations model an outward moving wave which is not consistent with the assumption that the fate of the leaf is decided at the meristem.
An alternative modeling concept, which captures cell communication and allows clumping effects, is proposed in the next section.
Hexagonal Recursion
The following discussion of hexagonal recursion and its application to modeling the positioning of trichomes on the leaves of plants is based on the earlier deliberations of [7] .
The basic assumption on which that modeling was based is that the fate of the cells on the leaf of a plant is determined as it grows out of the meristem as illustrated in Figure 9.1 (a) . The structure of the epidermal surface of a leaf is assumed to take the form of a hexagonal array. This is in keeping with the results in Table 1 of [15] , where the average number of sides of the cells is approximately six. In general, plant cells are not hexagonal, however, the cells do tend to have a structure that is topologically similar to a hexagonal array. For example, a running rectangular brick array is topologically equivalent to a hexagonal array.
It is assumed that the concentration of the signal controlling whether a cell becomes a trichome accumulates according to the additive rule of Figure 9 .1 (b). In the sequel, this formula will be referred to as the "hexagonal recursion". The numerical values generated by this recursion will be referred to as "hexagonal concentration values" (HCV).
For this model, a number of important biological constraints are automatically taken into account:
(i) The model is cellular, and not some macroscopic model that has smoothed out the cellular details.
(ii) The fate of a cell is determined by its neighbors [24] .
(iii) As implied in various papers by Wolpert such as [36] , any cellular model must respect the known positional information behavior in the biological development of that part of an organism that is being modeled.
(iv) Because of the directional nature of the hexagonal recursion, in defining how the concentration of the key signal accumulates, the model automatically involves a polar transport mechanism.
(v) Trichomes do not form in boundary cells of an Arabidopsis leaf [26] . In Section 9.1.3.1, the hexagonal recursion is defined. It must be robust in that small changes in the value of the defining parameters give only small changes in the patterns generated. This does not rule out the fact that large changes in the parameter will give large changes in the patterns. In Section 9.1.3.2, patterns are generated which are of wild type. In Section 9.1.3.3, by varying a particular parameter in the hexagonal recursion, an extensive range of synthetic mutants is generated.
The Hexagonal Recursion Rule
The hexagonal recursion rule for determining the HCV of a cell and the consequential positioning of trichomes is given by: R1. Tiles located on the periphery of the leaf have the "boundary" HCV P 0 .
R2. The leaf starts growing from the three tip hexagons in the manner indicated in Figure 9 .1 (b). The HCV C of the cell forming at the meristem is determined by
where w l C w c C w r 1, which guarantees that, until reset, the HCV increases in the cell(s) forming at the meristem.
R3. This process continues progressively for each triple of hexagonal cells above the meristem as the leaf step-by-step grows out of the meristem.
R4. With respect to a specified threshold T 1 P 0 , if a cell, forming at the meristem as indicated in Figure 9 .1 (b), has HCV C T 1 , then the fate of that cell is set to be a trichome.
R5. With respect to a specified threshold T 2 T 1 , if, in a triple of hexagonal cells above the one that they are involved in forming at the meristem, at least one of them has HCV greater than or equal to T 2 , then the HCV C is reset to be P 0 .
Two trivial asymptotic situations can arise from this hexagonal recursion. When the first threshold value T 1 D P 0 , the boundary value, and the second threshold value T 2 ! 1, the ON threshold is always met and the OFF threshold is never met, and so trichomes are produced in every cell, including the boundary. The other trivial case arises when the threshold value T 1 is so high that it is never met and so no trichomes are ever activated.
Wild Type Patterns
The recursion rule is used with the OFF threshold value T 2 equal to the ON threshold value T 1 . This means that as soon as a cell reaches the threshold value to produce a trichome, any adjacent cells below have their value reset to the initial value P 0 , and the possibility of a trichome is "switched off".
In sponding to zero and black to the maximal value one less than the threshold value T 1 (i.e. T 1 1). The cells which become trichomes where the HCV matches or exceeds the threshold value T 1 are marked green.
It can be shown that if symmetric weights (i.e., w l D w r ) are chosen, symmetric patterns will be produced. These types of patterns are not presented and all cases illustrated have non-symmetric weights w l ¤ w r . Even so, artifactual, symmetric-like patterns (e.g., Figure 9.3 (a) ) can form. It is also possible to generate diagonal patterns (e.g., Figure 9.2 (b) and 9.3 (b) ).
In Figure 9 .2, the value of the switching thresholds T 1 .D T 2 / are increased with all other parameter values fixed. This leads to a delay in the appearance of cells producing trichomes. Increasing the value of T 1 (and T 2 ) will lead to the first trichome production located further down the leaf. This pattern is also observed in Figure 9 .3. From Figures 9.2 and 9 .3, it can also been seen that as the threshold value T 1 .D T 2 / increases, the number of cells producing trichomes decreases and the pattern becomes more sparse. Further increases in T 1 will result in less trichome production, with the limiting case of no trichome production occurring as T 1 ! 1.
Mutant Patterns
As is clear from the discussion in Section 9.1.3.2 there is no possibility of generating clumps of trichomes when T 2 D T 1 , since as soon as a cell reaches the threshold value to produce a trichome, any adjacent cells below have their value reset to the initial value P 0 , and the possibility of a trichome is "switched off". Allowing the HCV C in a cell to have neighboring cells that have produced a trichome but have not reached or exceeded the second, higher threshold will allow neighboring cells to become trichomes. This establishes that two distinct thresholds are required to produce clumping and, consequently, parameter choices with T 2 > T 1 are required to generate mutants.
Figures 9.4 and 9.5 both have w l ¤ w r and the resulting patterns are generally not symmetric. It is obvious that clumping of trichomes is possible in the hexagonal re- cursion model when T 2 > T 1 . Holding the threshold value T 1 fixed and increasing the value of T 2 leads to a thickening of the groups of cells producing trichomes. Increasing the threshold value T 1 will result in the initial production of trichomes occurring further down the leaf. Setting the right-hand weight w r D 0 leads to a trichome pattern which is pushed toward the right-hand side of the leaf.
Conclusions
As conjectured in Pereverzyev and Anderssen [25] , having a notional model of the type formulated above, yields a new framework for performing the biocombinatorial sorting of the known genes to be involved into biomechanistic categories. The traditional approach, as exemplified in Digiuni et al. [6] , is basically biological as the modus operandi is driven by comparative genetics based on differences in phenotype between mutants and wild type. Appealing to a complex mathematics differential equation model is of little assistance unless that model has or can be related explicitly to the genetic/biological processes occurring. In addition, the formulation of a differential equation model that simulates the observed biological dynamics, though interesting and informative, is not a proof of or framework for the analysis of the biomechanistic dynamics occurring.
An alternative strategy, which is being proposed here, is the formulation of simple models, defined in terms of variables which can be given specific biological meaning (e.g., the concentrations of key hormones), which yield a mechanistic framework within which the comparative genetics is performed. As already mentioned, the earlier pea leaf modeling of Young [38] represents an excellent model system of the process being proposed. A notional protocol for doing this in the context of the positioning of trichomes on the leaves of plants can be found in Section 5 of Pereverzyev and Anderssen [25] .
