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ABSTRACT
Magnetic Resonance Fingerprinting (MRF) is a new ap-
proach to quantitative magnetic resonance imaging that al-
lows simultaneous measurement of multiple tissue properties
in a single, time-efficient acquisition. Standard MRF recon-
structs parametric maps using dictionary matching and lacks
scalability due to computational inefficiency. We propose
to perform MRF map reconstruction using a recurrent neu-
ral network, which exploits the time-dependent information
of the MRF signal evolution. We evaluate our method on
multiparametric synthetic signals and compare it to existing
MRF map reconstruction approaches, including those based
on neural networks. Our method achieves state-of-the-art
estimates of T1 and T2 values. In addition, the reconstruc-
tion time is significantly reduced compared to dictionary-
matching based approaches.
Index Terms— Magnetic resonance fingerprinting, Re-
current Neural Networks, LSTM, GRU, Parameter mapping
1. INTRODUCTION
Magnetic resonance imaging (MRI) is a powerful and versa-
tile non-invasive imaging modality, which is widely used for
the diagnosis of pathologies. However, most MRI techniques
are restricted to qualitative imaging and are not capable of
characterizing tissue in an objective and reproducible fashion.
To overcome this limitation, magnetic resonance fingerprint-
ing (MRF) has recently been proposed [1].
MRF scans an object multiple times with varying exper-
imental parameters, and generates unique signal evolutions
(or fingerprints) as a function of the multiple material prop-
erties under investigation. The most likely material of each
image pixel is estimated by matching its measured finger-
print with a set of pre-calculated fingerprints in a dictionary,
and choosing the one with the maximum dot-product. The
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MRF acquisition is designed as a simultaneous function of
multiple tissue parameters and therefore several MR param-
eters can be reconstructed from a single acquisition. Quanti-
tative maps of these parameters are produced from the results
of the dictionary matching in a pixel-wise fashion [2] (see
Fig. 1). However, this dictionary matching process is time-
consuming, lacks scalability, and can introduce artefacts due
to under-sampling of k-space during the MRF data acquisition
[3].
2. RELATEDWORKS
Early works focused on dictionary matching to improve the
efficiency of inner product calculation and introduce spatial
constraints. Gomez et al. [4] proposed a spatial dictionary
matching technique that matches a spatial neighborhood of
fingerprints instead of using a pixel-wise approach. How-
ever, using a search window comes at the cost of requiring
spatially aligned MRF time-point images, and lacks scalabil-
ity, which is a general issue with dictionary-matching based
MRF map reconstruction methods. Recently, several tech-
niques have been proposed to overcome the limitations of dic-
tionary matching in MRF reconstruction, particularly neural
networks with the capability to address the scalability bot-
tleneck. Fully-connected neural networks [5], convolutional
neural networks (CNNs) [6] and complex valued networks [7]
have all been proposed to learn the matching of MRF signal
evolutions to nuclear magnetic resonance properties. In addi-
tion, Balsiger et al. [8] proposed the use of spatially aware 2D
convolutions on brain MR scans to incorporate spatial infor-
mation into the reconstructed MRF parameter map; and Fang
et al. [9] proposed a U-net architecture with relative differ-
ence based loss function to generate MRF parameter maps.
All of these approaches show promising results in terms of
reconstruction accuracy and speed. However, none of them
take the temporal nature of the signal evolution into account.
The variation of MR parameter values in the MRF signal gen-
eration is continuous, so there is some temporal redundancy
in the MRF data. More importantly, the pattern actually re-
peats through time and consequently the magnetization is led
through similar contrasts.
In this paper, we propose a MRF reconstruction approach
that exploits the temporal redundancy of signal evolutions.
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Fig. 1: Dictionary-matching based MRF map reconstruction methods. The goal is to match the measured fingerprint with
the pre-calculated dictionary signal using an inverse mapping. We propose to use a recurrent neural network architecture for
training our algorithm and predict the T1 and T2 values with the trained network.
Our approach is based on recurrent neural networks (RNNs)
and yields faster and more accurate estimates of T1 and T2
values than recently proposed methods on synthetic datasets.
We compare our performance to dictionary matching as well
as existing deep learning-based methods. We report quan-
titative results and discuss the potential of RNN-based ap-
proaches for accurate and fast MRF reconstruction.
3. METHODS
In this section, we provide an overview of our recurrent neu-
ral network architecture that we use for MRF label predic-
tion. We give an overview of RNNs. In particular, we de-
scribe Long Short Term Memory (LSTM) and Gated Recur-
rent Units (GRU) with an emphasis on their differences with
traditional RNNs.
3.1. RNN Model for T1 and T2 label prediction
We propose a method that uses RNNs for predicting the T1
and T2 labels using a dictionary of training data as visualized
in Fig. 2. Our network consists of recurrent blocks and a
fully connected layer with 2 nodes for prediction of T1 and
T2 values.
In RNN models, the input data are fed to the network one
by one and the nodes in the network store their state at one
time step and use it to inform the next time step. Unlike clas-
sical neural networks, RNNs use temporal information from
the input data, which make them more appropriate for time se-
ries data. A RNN realizes this ability by recurrent connections
between the neurons. A general equation for the RNN hidden
state ht, given an input sequence x = (x1, x2, . . . , xT ) is:
ht =
{
0, if (t = 0)
φ(ht−1, xt), otherwise
(1)
where φ is a non-linear function. The update of the recurrent
hidden state is defined by:
ht = g(Wxt + Uht−1) (2)
where g is a hyperbolic tangent function.
In general, this formulation of RNNs without memory
cells suffers from vanishing gradient problems. To address
this issue, in this paper, we investigate the performance of two
types of RNNs that incorporate memory cells, namely LSTM
and GRU.
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Fig. 2: MR Fingerprinting dictionary matching signals using
Recurrent Neural Networks. The input signal has 1750 val-
ues. 100 recurrent blocks are used for training and connected
to a fully connected layer with 2 nodes for prediction of T1
and T2 values.
3.2. Long Short Term Memory
The LSTM [10] layer is a recurrent layer designed to learn
to store information over long time scales. LSTMs have their
own cell state. Whereas normal RNNs take in their previous
hidden state and the current input, and output a new hidden
state, an LSTM also takes in its old cell state and outputs its
new cell state. This property helps LSTMs to address the van-
ishing gradient problem.
An LSTM has three gates: an input gate, a forget gate and
an output gate. A sigmoid function is applied to the inputs
and the previous hidden state ht−1. The goal of the LSTM is
to generate the current hidden state at time t.
3.3. Gated Recurrent Units
A GRU [11] has two gates: a reset gate and an update gate.
The update gate defines how much of the previous memory is
to be kept and the reset gate determines how to combine the
new input with the previous memory. GRUs become equiv-
alent to standard RNNs if the reset gates are all 1 and the
update gates all 0. The activation of the GRU at time t is a
linear interpolation between the previous activation ht−1 and
the candidate activation ht.
This procedure of taking a linear sum between the existing
state and the newly computed state is similar to the LSTM
unit. Unlike LSTM, GRU does not have any control over the
state that is exposed, but exposes the whole state each time.
GRUs have the same fundamental idea of a gating mech-
anism to learn long-term dependencies as LSTM, but are dif-
ferent in several respects. First, a GRU has two gates and
fewer parameters compared to LSTM. Second, GRUs do not
possess any internal memory that is different from the ex-
posed hidden state. Third, LSTMs have output gates and
GRUs do not possess output gates. Finally, in LSTMs there
is a second non-linearity applied when computing the output,
which is not present in GRUs.
3.4. Implementation details
Our network has a visible layer with 1750 inputs (the length of
the MRF signal), a hidden layer with 100 recurrent blocks or
neurons, and a fully connected output layer that makes T1 and
T2 value predictions. The default sigmoid activation function
is used for the recurrent blocks.
In this study, we use the Adam optimizer to minimize the
mean square error loss. During training, a batch-size of 50
signals was used. The learning rate was 0.0001. The train-
ing ends when the network does not significantly improve its
performance on the validation set for a predefined number of
epochs (100). An improvement is considered significant if the
relative increase in performance is at least 0.5%.
4. EXPERIMENTAL RESULTS
We evaluated our algorithm on a synthetically generated
dataset of complex MRF signals. The MRF dictionary
was generated using the Extended Phase Graph (EPG) for-
malism [12] for a range of T1 = [0:2:500] [500:5:1000]
[1000:10:2000] [2000:50:4000]ms, T2 = [0:1:100] [100:2:500]
ms. A gradient echo readout is utilised with a fixed repeti-
tion time (TR) = 4.3 ms. Note that dictionary entries where
T2<T1 were not simulated, as in reality there are no known
tissues where this is the case. The details of the simulation
can be found in [13].
We compared our algorithm using LSTM and GRU with
the following techniques on the magnitude of the complex
MRF signals: 1) ANN: Two fully connected layers of 300
neurons as described in [5]; 2) 1D CNN: Convolutions ap-
plied on the 1D signal as described in [6]; 3) Inner product:
exhaustive inner product multiplication with each signal in
the dictionary.
We trained all methods on the magnitude values of
100000 signals and tested on 5000 signals. In Table 1, we
report the mean absolute error (MAE) and root mean square
error (RMSE) between our predicted T1/T2 maps and the
gold standard maps. The results show that even a simple
RNN-based architecture is capable of predicting the T1 and
T2 values with high accuracy compared to other techniques.
In particular, deep learning based techniques can handle noise
better and generate results much faster. The inherent temporal
information in the MRF signal has generated high accuracy
for both LSTM and GRU architectures. GRU gives better
results compared to LSTM, both for T1 and T2. This can ex-
plained by the smaller number of parameters that are needed
to be learned by GRUs. In the literature, [14] also reported
superior performance of GRUs for a speech signal modeling
task, similar to our problem.
5. DISCUSSION AND CONCLUSIONS
In this paper we have proposed a RNN-based technique for
reconstructing T1 and T2 maps, and demonstrated it using a
synthetic MRF dataset. We have shown that even a simple
RNN architecture is capable of predicting T1 and T2 values
with considerable success, outperforming other state of the art
techniques. We believe that this is due to their ability to learn
data-driven time-dependent features. MR parameter variation
in MRF signal generation is continuous and the pattern re-
peats through time. GRU and LSTM are capable of capturing
this redundant information.
MRF can be extended to other parameters, such as B0, B1,
MT (magnetization transfer), diffusion, etc. and the scalabil-
ity of the reconstruction technique is a bottleneck for these
applications. The dictionary will grow exponentially and ex-
plode quickly for these truly multi-parametric applications.
We have shown that RNN architectures are capable of pro-
ducing accurate reconstructions (of T1 and T2) in less than
20ms once they are trained for an hour. Similar results may
be achievable for these other parameters, and we will investi-
gate this in future work.
One important aspect is the undersmpled highly-undersampled
k-space in MRF, which should be also accounted for in future
applications of neural networks. We would also like to vali-
Table 1: Mean absolute error (MAE) and root mean square error (RMSE) for the T1 and T2 map values in ms. Mean and
standard deviation values are reported for each method. Computational time of single signal prediction is reported for each
method in ms.
T1 T2
Methods MAE RMSE MAE RMSE Computational Time
ANN [5] 113.22± 39.59 119.94± 46.48 67.16± 54.71 86.63± 103.36 18 ms
1D CNN [6] 108.98± 27.42 112.38± 47.79 64.57± 53.09 113.22± 39.59 14ms
Inner Product 212.13± 25.23 213.83± 103.36 163.14± 75.97 83.60± 49.03 127 ms
LSTM 107.89± 17.87 109.36± 41.99 62.20± 22.05 81.11± 46.32 15 ms
GRU 101.81± 17.17 103.25± 39.15 58.91± 14.21 73.66± 34.39 14 ms
date our method on phantom and in-vivo MRF acquisitions,
and include spatio-temporal features into our model based on
spatial correspondences from in-vivo MRI acquisitions.
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