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Abstract
A novel iterative method to approximate the zeros of the Riemann zeta function is presented. This iterative
method, valid for one and several variables, uses the properties of the Riemann-Liouville fractional derivative
to find multiple zeros of a function using a single initial condition. This partly solves the intrinsic problem of
iterative methods that if we want to find N zeros it is necessary to give N initial conditions. Consequently, the
method is suitable for approximating nontrivial zeros of the Riemann zeta function when the absolute value of
its imaginary part tends to infinity. The deduction of the iterative method is presented, some examples of its
implementation, and finally 53 different values near to the zeros of the Riemann zeta function are shown.
Keywords: Iteration Function, Order of Convergence, Fractional Derivative, Parallel Chord Method.
1. Introduction
A classic problem in mathematics, which is of common interest in physics and engineering, is finding the set of
zeros of a function f :Ω ⊂ Rn →Rn, that is,
ker(f ) := {ξ ∈Ω : ‖f (ξ)‖ = 0} , (1)
where ‖ · ‖ : Rn → R denotes any vector norm. Although finding the zeros of a function may seem like a simple
problem, many times it involves solving an algebraic equation system given by the following expression

[f ]1 (x) = 0
[f ]2 (x) = 0
...
[f ]n (x) = 0
, (2)
where [f ]k : R
n → R denotes the k-th component of the function f . It should be mentioned that system (2) may
generally represent a linear system or a nonlinear system. The function that has the set of zeros of most interest
in mathematics, being possibly the most famous set of zeros, corresponds to the Riemann zeta function
ζ(x) =
∞∑
k=1
1
kx
.
The Riemann hypothesis, under the assumption that it is true, is responsible for giving a general expression to
the zeros of function ζ, and may be written compactly as
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If ξ ∈C ⇒ ξ ∈ ker(ζ) ⇔ ξ =
{
−2x, for all x ∈N
0.5+ xi, for some x ∈R
, (3)
when ξ , −2x is known as a nontrivial zero of the function ζ. In general, it is necessary to use numerical
methods of the iterative type to construct a sequence {xi }
∞
i=0, that under certain conditions, allows to approximate
to values ξ ∈ ker(ζ) with ξ , −2x, that is,
xi −→
i→∞
ξ ∈ ker (ζ) .
If we want to find N values ξ ∈ ker (ζ), it is necessary to give N initial conditions x0. The previously described
is an intrinsic problem of iterative methods, because time must first be spent determining to initial conditions x0
before beginning to search the values ξ . Moreover, it is sometimes necessary that the initial conditions are near to
the searched values to guarantee convergence, that is,
|x0 − ξ | < ǫ ⇔ xi −→
i→∞
ξ ∈ ker (ζ) . (4)
These problems are partially solved using fractional iterative methods, because they can determine N values
ξ using a single initial condition x0, and the initial condition does not need to be near to the searched values. In
this document is used a fractional iterative method does not explicitly depend on the fractional derivative of the
function for which zeros are sought, then it is an ideal iterative method for working with functions that can be
expressed in terms of a series or for solving nonlinear systems in several variables.
2. Fixed Point Method
Let Φ : Rn → Rn be a function. It is possible to build a sequence {xi }
∞
i=0 defining the following iterative method
xi+1 :=Φ(xi ), (5)
if it is true that the sequence {xi }
∞
i=0 converges to a value ξ ∈ R
n, and if the functions Φ is continuous around ξ ,
it holds that
ξ = lim
i→∞
xi+1 = lim
i→∞
Φ(xi ) = Φ
(
lim
i→∞
xi
)
= Φ(ξ), (6)
the above result is the reason by which the method (5) is known as fixed point method. Moreover, the function
Φ is called an iteration function. To understand the nature of the convergence of the iteration function Φ, the
following definition is necessary [1]
Definition 2.1. Let Φ : Rn → Rn be an iteration function. The method (5) to determine ξ ∈ Rn, is called (locally)
convergent, if it there exists δ > 0 such that for all initial condition
x0 ∈ B(ξ ;δ) :=
{
y ∈Rn :
∥∥∥y − ξ∥∥∥ < δ} ,
it holds that
lim
i→∞
‖xi − ξ‖ → 0 ⇒ lim
i→∞
xi = ξ. (7)
Before continuing, it is necessary to define the order of convergence of an iteration function Φ [1]
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Definition 2.2. Let Φ :Ω ⊂ Rn → Rn be an iteration function with a fixed point ξ ∈ Ω. Then the method (5) is called
(locally) convergent of (at least) order p (p ≥ 1), if there are exists δ > 0 and C, a non-negative constant with C < 1 if
p = 1, such that for any initial value x0 ∈ B(ξ ;δ) it holds that
‖xk+1 − ξ‖ ≤ C ‖xk − ξ‖
p , k = 0,1,2, · · · , (8)
where C is called convergence factor.
The order of convergence is usually related to the speed at which the sequence generated by (5) converges. For
the particular case p = 1 it is said that the method (5) has an order of convergence (at least) linear. The following
theorem, allows characterizing the order of convergence of an iteration function Φ with its derivatives [1, 2]
Theorem 2.3. Let Φ : Ω ⊂ Rn → Rn be an iteration function with a fixed point ξ ∈ Ω. Assuming that Φ is p-times
differentiable in ξ for some p ∈N, and moreover

∥∥∥Φ(k)(ξ)∥∥∥ = 0, ∀k ≤ p − 1, if p ≥ 2∥∥∥Φ(1)(ξ)∥∥∥ < 1, if p = 1 , (9)
where Φ(1) denotes the Jacobian matrix of the function Φ, then Φ is (locally) convergent of (at least) order p.
The next corollary follows from the previous theorem
Corollary 2.4. Let Φ : Rn → Rn be an iteration function. If Φ defines a sequence {xi }
∞
i=0 such that xi → ξ , and if the
following condition is true
lim
x→ξ
∥∥∥Φ(1)(x)∥∥∥ , 0, (10)
then Φ has an order of convergence (at least) linear in B(ξ ;δ).
3. Riemann-Liouville Fractional Derivative
One of the key pieces in the study of fractional calculus is the iterated integral, which is defined as follows [3]
Definition 3.1. Let L1loc(a,b) be the space of locally integrable functions in the interval (a,b). If f is a function such that
f ∈ L1loc(a,∞), then the n-th iterated integral of the function f is given by
aI
n
x f (x) = aIx
(
aI
n−1
x f (x)
)
=
1
(n− 1)!
∫ x
a
(x − t)n−1f (t)dt, (11)
where
aIxf (x) :=
∫ x
a
f (t)dt.
Considerate that (n− 1)! = Γ (n) , a generalization of (11) may be obtained for an arbitrary order α > 0
aI
α
x f (x) =
1
Γ (α)
∫ x
a
(x − t)α−1f (t)dt, (12)
the equations (12) correspond to the definitions of Riemann-Liouville (right) fractional integral . Fractional
integrals satisfy the semigroup property, which is given in the following proposition [3]
Proposition 3.2. Let f be a function. If f ∈ L1loc(a,∞), then the fractional integrals of f satisfy that
aI
α
x aI
β
x f (x) = aI
α+β
x f (x), α,β > 0. (13)
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From the previous result, and considering that the operator d/dx is the inverse operator to the left of the
operator aIx, any integral α-th of a function f ∈ L
1
loc(a,∞) may be written as
aI
α
x f (x) =
dn
dxn a
Inx (aI
α
x f (x)) =
dn
dxn
(aI
n+α
x f (x)) . (14)
With the previous results, we can build the operator Riemann-Liouville fractional derivative as follows [3,4]
aD
α
x f (x) :=

aI
−α
x f (x), if α < 0
dn
dxn
(aI
n−α
x f (x)) , if α ≥ 0
, (15)
where n = ⌊α⌋ + 1. Considering a = 0, then applying the operator (15) to the function xµ, with α ∈ R \Z and
µ > −1, we obtain the following result
0D
α
x x
µ =
Γ (µ+1)
Γ (µ−α +1)
xµ−α . (16)
4. Fractional Pseudo-Newton Method
Let f : Ω ⊂ Rn → Rn be a function. We can consider the problem of finding a value ξ ∈ Ω such that ‖f (ξ)‖=0. A
first approximation to value ξ is by a linear approximation of the function f in a valor xi ∈ Ω with ‖xi − ξ‖ < ǫ,
that is,
f (x) ≈ f (xi ) + f
(1)(xi )(x − xi ), (17)
then considering that ξ is a zero of f , from the previous expression we obtain that
0 ≈ f (xi ) + f
(1)(xi )(ξ − xi ) ⇒ ξ ≈ xi −
(
f (1)(xi )
)−1
f (xi ),
consequently, may be generated a sequence {xi }
∞
i=0 that approximates the value ξ using the iterative method
xi+1 :=Φ(xi ) = xi −
(
f (1)(xi )
)−1
f (xi ), i = 0,1,2, · · · ,
which corresponds to well-knownNewton’s method. However, the equation (17) is not the only way to generate
a linear approximation to the function f in the point xi , another alternative is to use the next approximation
f (x) ≈ f (xi ) +mIn(x − xi ), (18)
where In corresponds to the identity matrix of n × n and m is any constant value of a slope, that allows the
approximation (18) to the function f to be valid. The previous equation allows to obtain the following iterative
method
xi+1 :=Φ(xi ) = xi −
(
m−1In
)
f (xi ), i = 0,1,2 · · · , (19)
which corresponds to a particular case of the parallel chord method [5]. It is necessary to mention that for
some definitions of fractional derivative, it is satisfied that the derivative of the order α of a constant is different
from zero, that is,
∂αk c :=
∂α
∂[x]αk
c , 0, c = constant, (20)
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where ∂αk denotes any fractional derivative applied only in the component k, that does not cancel the constants
and that satisfies the following continuity relation with respect to the order α of the derivative
lim
α→1
∂αk c = ∂kc. (21)
Using as a basis the idea of the method (19), and considering any fractional derivative that satisfies the condi-
tions (20) and (21), we can define the fractional pseudo-Newton method as follows
xi+1 :=Φ(α,xi ) = xi −Pǫ,β(xi )f (xi ), i = 0,1,2 · · · , (22)
with α ∈ R \Z, in particular α ∈ [−2,2] \Z [6], where Pǫ,β(xi ) is a matrix evaluated in the value xi , which is
given by the following expression
Pǫ,β (xi ) :=
(
[Pǫ,β ]jk(xi )
)
=
(
∂
β(α,[xi ]k)
k δjk + ǫδjk
)
xi
, (23)
where
∂
β(α,[xi ]k )
k δjk :=
∂β(α,[xi ]k)
∂[x]
β(α,[xi ]k )
k
δjk , 1 ≤ j,k ≤ n, (24)
with δjk the Kronecker delta, ǫ a positive constant≪ 1, and β(α, [xi ]k) a function defined as follows
β(α, [xi ]k) :=
{
α, if |[xi ]k | , 0
1, if |[xi ]k | = 0
, (25)
It should be mentioned that the value α = 1 in (25), is taken to avoid the discontinuity that is generated when
using the fractional derivative of constants in the value x = 0. Moreover, since in the previous method
∥∥∥Φ(1)(ξ)∥∥∥ , 0
if ‖f (ξ)‖ = 0, for the Corollary 2.4, any sequence {xi }
∞
i=0 generated by the iterative method (22) has an order of
convergence (at least) linear.
To finish this section, it is necessary to mention that although the interest in fractional calculus has mainly
focused on the study and development of techniques to solve differential equation systems of order non-integer [3,
4,7–9], Over the years, iterative methods have also been developed that use the properties of fractional derivatives
to solve algebraic equation systems [6,10–14]. These methods may be called fractional iterative methods, which
under certain conditions, may accelerate their speed of convergence with the implementation of the Aitken’s
method [2,12].
It should be mentioned that depending on the definition of fractional derivative used, fractional iterative
methods have the particularity that they may be used of local form [10] or of global form [6]. These methods also
have the peculiarity of being able to find complex roots of polynomials using real initial conditions [11].
4.1. Some Examples
Instructions for implementing the method (22) along with information to provide values α ∈ [−2,2] \Z are found
in the reference [6]. For rounding reasons, only for the examples the following function is defined
Rndm ([x]k) :=

Re([x]k) , if |Im([x]k )| ≤ 10
−m
[x]k , if |Im([x]k)| > 10
−m . (26)
Combining the function (26) with the method (22), the following iterative method is defined
xi+1 := Rnd5 (Φ(α,xi )) , i = 0,1,2 · · · . (27)
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Example 4.1. Let {fk}
∞
k=0 be a sequence of functions, with
fk(x) = −γ − log(x)−
k∑
m=1
(−1)mx2m
2mΓ(2m+1)
−→
k→∞
∫ ∞
x
cos(t)
t
dt,
where γ is the Euler–Mascheroni constant [15]. Then considering the value k = 50, the initial condition x0 = 0.018 is
chosen to use the iterative method given by (27) along with fractional derivative given by (16). Consequently, we obtain
the results of the Table 1
α xn ‖xn − xn−1‖2 ‖f50 (xn)‖2 n
1 −1.11419 15.7703495 6.60000e − 7 9.53989e − 9 33
2 −1.10571 22.03613996 3.20000e − 7 3.67622e − 9 29
3 −1.09148 3.38418043 3.00000e − 7 2.13662e − 9 23
4 −1.09147 9.52557552 4.40000e − 7 6.51952e − 9 23
5 −1.00855 28.30949579 1.10000e − 7 8.74154e − 7 110
6 0.24869 −18.65007933 +4.7866359i 5.12250e − 7 9.98818e − 7 61
7 0.25206 −24.9715585 + 5.07028087i 4.21900e − 7 8.51586e − 7 61
8 0.25269 −12.29980885 +4.3899063i 5.19230e − 7 9.35313e − 7 61
9 0.25298 −18.65007948 − 4.78663644i 4.41022e − 7 8.66794e − 7 64
10 0.28661 −5.86092713 + 3.72436638i 5.74282e − 7 9.63373e − 7 57
11 0.29031 −24.97155803 − 5.07028097i 3.26497e − 7 7.97508e − 7 64
12 0.30109 −12.29980928 − 4.38990586i 4.44072e − 7 9.93021e − 7 66
13 0.31605 −5.86092745 − 3.72436648i 4.79270e − 7 8.82199e − 7 62
14 1.11281 31.44800139 2.00000e − 8 1.56267e − 7 3
15 1.14602 0.61650487 2.60000e − 7 8.14734e − 7 33
Table 1: Results obtained using the iterative method (27) with ǫ = e − 3.
Example 4.2. Let {fk}
∞
k=0 be a sequence of functions, with
fk(x) =
π
2
−
k∑
m=0
(−1)mx2m+1
(2m+1)Γ(2m+2)
−→
k→∞
∫ ∞
x
sin(t)
t
dt.
Then considering the value k = 50, the initial condition x0 = 1.85 is chosen to use the iterative method given by (27)
along with fractional derivative given by (16). Consequently, we obtain the results of the Table 2
α xn ‖xn − xn−1‖2 ‖f50 (xn)‖2 n
1 −0.83718 23.60399266 4.10000e − 7 9.80551e − 9 30
2 −0.81526 29.87824476 7.30000e − 7 8.19133e − 7 273
3 −0.71339 17.33566366 4.10000e − 7 2.48591e − 8 34
4 −0.71324 11.08303768 3.70000e − 7 2.67499e − 8 29
5 −0.71174 4.89383571 5.10000e − 7 4.87621e − 8 24
6 0.36251 −12.29964074 − 4.38965942i 4.41814e − 7 9.42697e − 7 42
7 0.36333 −31.27978791 − 5.29112884i 4.31045e − 7 5.52647e − 7 391
8 0.36684 −24.97153098 − 5.07020771i 3.56931e − 7 7.71425e − 7 42
9 0.36976 −18.65001989 − 4.78651292i 3.80132e − 7 8.88913e − 7 40
10 0.38451 −24.97153097 +5.07020788i 2.05913e − 7 5.36982e − 7 44
11 0.38646 −18.65002028 +4.78651268i 2.30000e − 7 5.54454e − 7 42
12 0.40682 −12.29964106 +4.38965969i 4.49110e − 7 9.97466e − 7 37
13 0.44711 −5.86005858 − 3.72373544i 4.72017e − 7 9.90371e − 7 41
14 0.48437 −5.86005854 + 3.72373556i 4.52217e − 7 9.82000e − 7 38
15 0.55885 −31.27978639 +5.2911368i 5.50000e − 7 3.69789e − 7 183
16 1.41172 1.92644561 1.10000e − 7 9.97696e − 7 196
Table 2: Results obtained using the iterative method (27) with ǫ = e − 3.
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Example 4.3. Let f be a function, with
f (x) =

1
2
[x]1
(
sin
(
[x]1[x]2
)
− 1
)
−
1
4π
[x]2(
1−
1
4π
)(
e2[x]1 − e
)
+ e
(
1
π
[x]2 − 2[x]1
)
 ,
Then the initial condition x0 = x0 = (0.86,0.86)
T is chosen to use the iterative method given by (27) along with
fractional derivative given by (16). Consequently, we obtain the results of the Table 3
α [xn]1 [xn]2 ‖xn − xn−1‖2 ‖f (xn)‖2 n
1 0.69508 1.01828092 + 0.52158397i 5.18478971 − 3.76689418i 1.15758e − 7 7.24108e −7 48
2 0.69632 −0.13780201 + 0.87180277i 2.16460973 +4.68221216i 1.31909e − 7 9.55148e −7 80
3 0.7283 −0.13780202 −0.87180273i 2.16460988 − 4.68221226i 9.11043e − 8 8.81449e −7 100
4 0.72889 −0.15442216 1.14021866 6.22977e − 7 8.30511e −7 60
5 0.75757 1.01828092 −0.5215839i 5.18479004 +3.76689413i 9.21954e − 8 9.83408e −7 80
6 0.78188 −0.20477864 −1.30850366i 2.21623485 − 7.86783099i 5.56776e − 8 9.92736e −7 246
7 0.82863 1.14584377 −0.68994257i 8.09450013 +5.9960712i 3.31662e − 8 9.77549e −7 193
8 0.86097 1.14584377 + 0.68994256i 8.09450017 − 5.99607116i 2.64575e − 8 9.42041e −7 249
9 1.11159 1.70987637 −18.87534307 1.41421e − 8 9.92487e −7 447
10 1.14766 1.48216448 −8.41311536 1.41421e − 8 8.86632e −7 233
11 1.17262 −1.36674692 + 0.07786741i −5.76423 +0.47853094i 2.00000e − 8 9.92337e −7 394
12 1.18538 −1.36674698 −0.07786726i −5.76422966 −0.4785315i 2.23607e − 8 9.88600e −7 387
13 1.19954 1.57643706 −12.098725 1.41421e − 8 7.09538e −7 386
14 1.20058 1.64946521 −15.55495398 1.41421e − 8 9.10544e −7 465
15 1.2852 −0.76073057 + 0.14192444i −2.11123992 + 0.82667655i 1.02470e − 7 8.39720e −7 97
16 1.28668 −0.76073047 −0.14192446i −2.11123884 −0.8266763i 2.74044e − 7 7.74152e −7 81
17 1.29642 1.34362303 −4.29400761 7.61577e − 8 4.60872e −7 92
Table 3: Results obtained using the iterative method (27) with ǫ = e − 3.
5. Approximation to zeros of the Riemann zeta function
A systematic study of the Riemann zeta function is beyond the intent of this document. However, the basic
information necessary to approximate their zeros using the iterative method (27) will be presented. Let ζ : Ω ⊂
C \ {1} → C be the Riemann zeta function with Ω = {x ∈C : Re(x) > 1}. The function ζ is defined as follows
ζ(x) =
∞∑
k=1
1
kx
, (28)
the previous expression may be extended for all x ∈C \ {1} by analytic continuation. With which it is possible
to obtain the following functional equation
ζ(x) = 2xπx−1 sin
(
πx
2
)
Γ(1− x)ζ(1− x). (29)
On the other hand, there exists a series version of the Riemann zeta function, which has the characteristic of
being globally convergent for all x ∈ C \ {1}. This version of the function ζ was conjectured by Konrad Knopp and
proved by Helmut Hasse in 1930 [16], and it is given by the following expression
ζ(x) =
1
1− 21−x
∞∑
m=0
1
2m+1
m∑
p=0
(−1)p
(
m
p
)
(p +1)−x . (30)
It is necessary to mention that the expression (30) is very useful, because it allows us to make numerical
approximations of the nontrivial zeros of the Riemann zeta function.
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Example 5.1. Let {fk}
∞
k=0 be a sequence of functions, with
fk(x) =
1
1− 21−x
k∑
m=0
1
2m+1
m∑
p=0
(−1)p
(
m
p
)
(p +1)−x −→
k→∞
ζ(x).
Then considering the value k = 50, the initial condition x0 = 0.5 + 31.51i is chosen to use the iterative method given
by (27) along with fractional derivative given by (16). Consequently, we obtain the results of the Table 4
α xn ‖xn − xn−1‖2 ‖f50 (xn)‖2 n
1 −1.13348 −5.99997526 9.90000e − 7 1.46057e − 7 266
2 −0.94547 −2.00001275 8.00000e − 7 3.88212e − 7 146
3 −0.88567 −9.9999519 7.90000e − 7 5.72079e − 7 54
4 −0.15505 0.49999963 + 14.13472531i 9.89798e − 7 3.22385e − 7 22
5 −0.06835 0.54743578 + 947.15979693i 8.59593e − 7 3.79999e − 7 349
6 −0.06585 0.48286572 −305.3825058i 8.95377e − 7 4.74515e − 7 251
7 −0.06135 0.47107264 − 430.95892398i 9.80051e − 7 4.94661e − 7 108
8 −0.02125 0.5460791 + 321.6875341i 7.92023e − 7 5.38613e − 7 61
9 −0.01965 0.48286548 + 305.38250571i 6.32456e − 7 1.92115e − 7 49
10 −0.01685 0.61664333 + 276.09845269i 5.95483e − 7 2.99694e − 7 99
11 −0.01275 0.58077376 + 224.41293459i 9.49210e − 7 8.04311e − 7 267
12 −0.01015 0.56816592 + 192.65292746i 9.39628e − 7 7.02867e − 7 192
13 −0.00755 0.46159425 + 158.41373653i 8.31505e − 7 4.66903e − 7 175
14 −0.00545 0.56284646 + 133.97913455i 9.39840e − 7 7.30271e − 7 213
15 −0.00465 0.48007233 + 123.75232554i 9.48472e − 7 8.25385e − 7 278
16 −0.00195 0.4913738 + 95.32674434i 5.73847e − 7 1.78959e − 7 172
17 0.01795 0.50002627 −37.5861995i 9.40213e − 7 9.17598e − 7 255
18 0.02145 0.49137435 −95.32674404i 9.88130e − 7 3.70864e − 7 125
19 0.02165 0.50000116 −32.93506385i 8.62670e − 7 6.14360e − 7 120
20 0.03195 0.49999981 −25.01085752i 7.35391e − 7 3.11793e − 7 53
21 0.03295 0.46159416 − 158.41373657i 8.10555e − 7 3.57361e − 7 139
22 0.03305 0.50000005 −30.42487677i 9.08020e − 7 6.57518e − 7 73
23 0.03425 0.50007248 −40.91868687i 6.35059e − 7 3.03925e − 7 87
24 0.03785 0.50000027 −21.02203963i 9.83107e − 7 3.08350e − 7 31
25 0.04495 0.50000036 −14.13472527i 8.24197e − 7 3.03119e − 7 21
26 0.06185 0.50000011 + 21.02203962i 3.21403e − 7 1.28471e − 7 40
27 0.06735 0.40419552 +1185.59789987i 5.52268e − 7 4.10670e − 7 67
28 0.14095 0.50689898 − 2878.59861379i 3.55106e − 7 9.12771e − 7 330
29 0.24136 0.44802022 − 495.84458602i 2.32594e − 7 8.59529e − 7 60
30 0.24176 0.54285436 − 466.79078671i 2.08806e − 7 9.24091e − 7 218
31 0.24256 0.58122569 − 404.58829656i 2.62488e − 7 9.89996e − 7 354
32 0.24306 0.59895653 − 373.61214166i 2.26716e − 7 9.90256e − 7 464
33 0.24346 0.46960335 − 346.68847181i 2.10950e − 7 8.74078e − 7 496
34 0.24766 0.46263812 − 146.98942449i 3.08869e − 7 8.33117e − 7 496
35 0.24806 0.56284605 − 133.97913398i 3.61248e − 7 9.02931e − 7 478
36 0.24836 0.48007222 − 123.75232428i 2.72029e − 7 7.75292e − 7 484
37 0.25106 0.50076291 −56.43890631i 3.64005e − 7 8.55540e − 7 354
38 0.25156 0.50021423 −43.32696237i 4.86004e − 7 7.09618e − 7 312
39 0.26886 0.50000042 + 25.01085761i 3.53553e − 7 5.54795e − 7 94
40 0.28486 0.50007238 + 40.91868722i 3.13847e − 7 8.22684e − 7 51
41 0.29196 0.50002634 + 37.5861994i 3.74433e − 7 9.61617e − 7 46
42 0.29836 0.50021436 + 43.32696223i 2.56125e − 7 5.52253e − 7 42
43 0.30096 0.50125709 + 49.77289402i 2.41661e − 7 6.80998e − 7 63
44 0.30126 0.49834763 + 52.96633019i 2.45153e − 7 4.93711e − 7 43
45 0.30136 0.5007636 + 56.43890622i 2.72029e − 7 9.06750e − 7 69
46 0.30196 0.49914035 + 60.81054836i 2.87924e − 7 9.28287e − 7 66
47 0.30686 0.49914001 −60.81054769i 2.86531e − 7 9.54106e − 7 59
48 0.30696 0.47366839 −67.04250707i 2.62488e − 7 8.53872e − 7 94
49 0.30776 0.49834757 −52.96632988i 2.64764e − 7 5.86654e − 7 288
50 0.30786 0.50125707 −49.77289365i 2.34094e − 7 6.76399e − 7 325
51 0.31156 0.47366808 + 67.04250713i 2.78927e − 7 9.54910e − 7 44
52 0.32336 0.50000099 + 30.42487725i 2.59422e − 7 9.16200e − 7 120
53 0.32386 0.50000112 + 32.93506408i 2.73130e − 7 7.59689e − 7 40
Table 4: Results obtained using the iterative method (27) with ǫ = e − 3.
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The comments below are made under the assumption that the Riemann hypothesis given in equation (3) is
true. Table 4 shows certain xn values with |Re(xn)− 0.5| ≥ 0.1, this is partly a consequence of the approximation of
the function ζ by means of the function fk , because in general the following condition is true
ker(fk) , ker(ζ) ⇔ k <∞.
In addition, it is necessary to mention that the use of iterative methods does not guarantee that we can get as
near as we want to the value ξ , normally it is only possible to determine a value xn near to the value ξ given by
the following expression
xn = ξ + δξ , δξ = δξ (n),
∥∥∥δξ∥∥∥ < 1, (31)
considering (31), it is necessary to give a definition that allows us to characterize the behavior of a function
with respect to the values xn in B(ξ ;δξ ).
Definition 5.2. Let f :Ω ⊂ Rn →Rn be a function with a value ξ ∈Ω such that ‖f (ξ)‖ = 0. If when doing ξ → ξ + δξ ,
with
∥∥∥δξ∥∥∥ < 1, it holds that
∥∥∥f (ξ + δξ )∥∥∥ = ∥∥∥δf ∥∥∥ < 1, (32)
then the function f is (locally) stable with respect to the value ξ in B(ξ,δξ ).
The condition (32), implies that for a function f to be (locally) stable, it is necessary that a slight perturbation
δξ in its zeros does not generate a great perturbation δf in its images. To try to observe the stability of function ζ,
we may consider δ = 10−12 and the following values
xn1 = −40− 1δ ⇒
∣∣∣ζ(xn1 )
∣∣∣ ≈ 4.8× 103
xn2 = −40+0δ ⇒
∣∣∣ζ(xn2 )
∣∣∣ = 0
xn3 = −40+1δ ⇒
∣∣∣ζ(xn3 )
∣∣∣ ≈ 4.8× 103
xn1 = −60− 1δ ⇒
∣∣∣ζ(xn1 )
∣∣∣ ≈ 5.3× 1021
xn2 = −60+0δ ⇒
∣∣∣ζ(xn2 )
∣∣∣ = 0
xn3 = −60+1δ ⇒
∣∣∣ζ(xn3 )
∣∣∣ ≈ 5.3× 1021
.
By performing multiple examples, it is possible to show for the trivial zeros of function ζ the validity of the
following affirmation:
If ξ = −2x with x ∈N ⇒ ζ is (locally) unstable in ξ if x→∞.
The previous affirmation implies that it is complicated to make numerical approximations to trivial zeros of ζ
by iterative methods using an initial condition x0 , −2x with x ∈N when x→∞. Moreover, since the behavior of
the nontrivial zeros of function ζ is not completely determined, it is possible to generate the following question:
If ξ = 0.5+ xi with x ∈R ⇒ Is ζ (locally) unstable in ξ if |x| →∞?
In case the previous question was true, there would be another factor to consider in the explanation of the
values xn of Table 4 for which |Re(xn)− 0.5| ≥ 0.1.
6. Conclusions
Fractional iterative methods are efficient at finding multiple zeros of a function using a single initial condition, in
addition to having the particularity of finding complex zeros of polynomials using real initial conditions. For this
reason, they are suitable iterative methods for functions that have a large number of zeros, as is the case with the
Riemann zeta function.
It is necessary to mention that the fractional pseudo-Newton method does not explicitly depend on the frac-
tional derivative of the function for which zeros are sought, then it is an ideal iterative method for working with
functions that can be expressed in terms of a series or for solving nonlinear systems in several variables.
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