Inflammation is a tightly regulated process that is achieved through the specific and controlled activation of innate immune system cells, notably neutrophils, macrophages and dendritic cells. Functional genomics studies in the last years have contributed to an integrated picture of the events controlling macrophage specialization and plasticity. Here we will summarize recent advances in the characterization of the molecular determinants of macrophage functional properties, and specifically how the interplay between genomic and epigenomic information, transcription factors and micro-environmental cues results in a fine-tuned transcriptional response.
REGULATION OF THE INFLAMMATORY RESPONSE
Macrophages are tissue resident phagocytes with the double function of immune sentinels that sense and kill microbes, and housekeeping phagocytes participating in development, organogenesis and tissue remodeling, thus contributing to tissue and organism homeostasis [1] [2] [3] . Under the generic definition of macrophages is comprised a variety of cells with different and sometimes opposite functional properties. Indeed, macrophages display a high heterogeneity in terms of phenotype and gene expression programs mainly due to the different tissue micro-environments and stimuli they are exposed to [4, 5] .
Genetic and epigenomic control
Macrophages respond to inflammatory stimuli by modulating the expression of hundreds of genes in a defined temporal cascade [6, 7] . It is useful, also from a mechanistic point of view, to divide these genes into two classes. Primary response genes are usually activated with rapid kinetics and are formally defined as those genes that can be induced without de novo protein synthesis [8, 9] , implying that the transcription factors required for their activation are already expressed in unstimulated cell and are either constitutively active or activated via posttranslational mechanisms triggered by cell stimulation. Secondary response genes are generally induced more slowly and require new protein synthesis. Initial studies suggested that these two classes of genes tend to differ in sequence composition at their promoters [10, 11] . Based on the analysis of a small representative group of lipopolysaccharide (LPS)-induced genes, it was suggested that SWI/SNF-independent primary response genes usually contain a CpG island in their promoters, whereas SWI/SNF-dependent primary and secondary response genes nearly always contain promoters with a low CpG content. Differences in CpG composition may have direct implications on nucleosome assembly since it was found in competitive in vitro nucleosome assembly experiments that nucleosomes assembled onto CpG islands are less stable than those assembled on CpG-poor DNA. This finding is consistent with a large body of evidence demonstrating that properly spaced AA/TT dinucleotides, which are deficient or completely absent at most CpG-island promoters, are required for stable nucleosome assembly [12] . However, other data indicated that CpG islands are nucleosomedepleted in vivo but can assemble nucleosomes in vitro, [13] indirectly suggesting a role of general transcription factors and transcription complexes bound to CpG islands in nucleosome depletion. Consistently, CpG-island promoters also exhibited constitutively high histone acetylation, histone H3K4 trimethylation, and basal levels of initiating RNA polymerase II (phosphorylated at serine 5) [10] . These data provide further support for the view that prior to stimulation these promoters are assembled into a chromatin state permissive for transcription and with a rather low level of nucleosome occupancy.
Nucleosome depletion at CpG islands facilitates rapid transcriptional activation and makes it possible in the absence of Swi-Snf-dependent nucleosomeremodeling [11] . In contrast, genes lacking a CpG island in their promoter are assembled in stable nucleosomes and require SWI/SNF-dependent chromatin remodeling for activation [11] .
Subsequent experiments carried out at genome scale revealed a more nuanced scenario [14] . First of all, although rapidly induced genes are more frequently associated with a CpG island, also a substantial number of genes activated with slow kinetics contain a CpG island in their promoters. The main difference between promoters with high and low CpG content in the end is in their basal transcriptional activity, because CpG islands are almost invariably associated with some ongoing transcription. Indirectly, this also implies that the dynamic range of induction of genes with a CpG island tends to be comparatively smaller than that of genes without a CpG island (given a similar final level of expression).
Mechanistically, it can be assumed that the assembly of stable nucleosomes at promoters and transcription start sites confers the capacity for tight regulation (defined as the combination of a low basal level and a strong inducibility), with activation being dependent on subsets of transcription factors that are able to recruit chromatin remodeling complexes. At the same time this closed conformation of low CpG promoters prevents basal transcription, thereby avoiding the synthesis of gene products that may be detrimental to the cell when constitutively expressed.
The studies described above were mainly focused on promoters. The recent availability of approaches to map enhancers genome-wide, enabled research on the role of these elements in different types of biological responses. Genomic regions active as enhancers greatly vary across cell types, and are probably of primary importance in driving cell-type specific patterns of expression [15, 16] . Enhancers have a simple, yet clear epigenomic signature consisting of high levels of monomethylation (H3K4me1) and low levels of trimethylation (H3K4me3) of lysine 4 of histone 3. Although this signature is largely used to simply define enhancers, Fernandez et al. have recently reported a method for chromatin state detection using support vector machines in combination with genetic algorithm optimization (ChromaGenSVM). This approach successfully combines the profile of five chromatin marks to predict enhancers with higher precision, improving the previous prediction methods [17] . The presence of the histone acetyltransferase p300 at enhancers [18] , although just in a small subset, predicts with high precision not only where enhancers are located in the genome, but also in what tissue they are active in vivo [19] . ChIP-seq studies revealed that the enhancer repertoire in macrophages is determined by the transcription factor Pu.1 [20, 21] . Pu.1 (Sfpi1) is an Ets-family transcription factor required for the generation of mature myeloid cells and B-lymphocytes. It is expressed at the highest levels in macrophages and granulocytes, and at about 10-fold lower levels in B cells [22] . Pu.1 represents the essential factor specifying the macrophage lineage, in that it is required for induction and maintenance of differentiation as well as for macrophage viability [23] . Moreover, when overexpressed in fibroblasts it drives a macrophage-type gene expression program [24] and imparts the chromatin signature of enhancers to the same genomic regions identified as enhancers in macrophages [20] . Whether Pu.1 can be defined a pioneer factor, namely a transcription factor able to invade nucleosomal chromatin not accessible to other transcription factors, and eventually make it available for regulatory transactions [25] , remains to be demonstrated on a biochemical basis.
These data on Pu.1 well exemplifies how the enhancer repertoire is first established and then enforced during terminal differentiation by the combined activity of different transcription factors involved in lineage determination [26] . However, it has been recently reported that the enhancer repertoire can also be modified and expanded by the activity of environmental stimuli (Figure 1) . Specifically, ChIP-seq analysis of different chromatin marks and transcription factors in macrophages challenged with a panel of different stimuli, demonstrated the appearance of new enhancers that were tentatively defined as latent enhancers. This definition reflects the fact that these regulatory elements lack any enhancer signature in unstimulated cells but readily acquire these features upon stimulation [27] . Once the stimulus has ceased, many of them do not return to the original latent state, but retain enhancer marks and may provide a sort of epigenomic memory of the previous environmental exposure. The repertoire of latent enhancers that are activated is different according to the stimulus macrophages are exposed to [27] , thus representing a clear example of macrophage plasticity in response to a changing environment. It is largely expected that exposure of also other differentiated cell types to environmental agents will lead to the surfacing of a latent repertoire of cell type-and stimulus-specific regulatory elements.
Transcription factor networks
An inherent aspect of its role as a genome organizer is that Pu.1 is also required to recruit to chromatin other transcription factors activated by environmental stimulation, such as Liver X Receptor-b (Lxrb). The LXRs are nuclear receptors that act mainly as intranuclear cholesterol sensors and activate genes involved in cholesterol handling and metabolism [28] . At the same time, they negatively regulate inflammatory genes in macrophages. It has been shown by ChIPseq that a large fraction of Lxrb-binding sites are adjacent to Pu.1 sites [21] . These sites, but not those distal to a Pu.1-binding site, disappear in cells lacking Pu.1, while ablation of Lxrb and its paralog Lxra does not impair Pu.1 recruitment. These data suggest a hierarchy in which prior Pu.1 binding is Figure 1 : Enhancer specification in macrophages is achieved during terminal differentiation and activation. The enhancer repertoire is established during differentiation by the combined activity of different transcription factors involved in lineage determination. Upon exposure to inflammatory stimuli, macrophages activate a complex transcriptional program that entails the usage of the pre-existing repertoire of enhancers and the activation of stimulus-specific latent enhances. required for subsequent recruitment of Lxrb [21] . Similar data were reported for the pivotal inflammatory transcription factor NF-kB [29] .
Similarly, also experimentally determined B-cell lymphoma 6 (Bcl-6) binding sites in macrophages extensively overlap with Pu.1-contacted sites at enhancers. Bcl-6 is a sequence-specific transcriptional repressor that prevents the exaggerated activation of a large fraction of LPS-inducible genes [30] . Importantly, 18% of LPS-induced genes are associated with Pu.1-positive enhancers contacted by both Bcl-6 and NF-kB, suggesting a direct crosstalk between activators and repressors that takes place at a subset of macrophage-specific enhancers [30] .
The convergence at enhancers of a lineage-determining TF (Pu.1) and stimulus-responsive TFs (such as Lxrb and the classic inflammatory TFs NF-kB and IRFs) readily explains the role of the cellular context in modulating the response to inflammatory stimuli and, more in general, to the environment.
It is clear, however, that the underlying transcriptional regulatory circuits are much more complex. Several strategies have been applied to discover regulatory circuits involved in the mammalian immune response (reviewed in [31] ).
In macrophages, Ramsey et al. used a microarraybased expression profiling and transcription factor binding site (TFBS) motif scanning to infer a network of associations between transcription factor genes and clusters of co-expressed target genes [32] . They developed a statistical test for the timelagged correlation that was used to analyse temporal expression data in order to identify potential causal influences in the network; several associations were then validated using targeted ChIP-on-chip experiments. The inferred network of associations between transcription factor genes and co-expressed gene clusters comprised known regulators (e.g. NF-kB, AP1, IRF family members and STAT1) and gave insight into the transcriptional control of macrophage activation, including the identification of a novel regulator, TGIF1 [32] .
This approach is limited in his ability to produce models of transcriptional networks since the mere presence in gene promoters of binding sites for expressed transcription factors is a weak predictor of a regulatory relationship.
Amit et al. overcame this problem, by developing a perturbation-based strategy for network reconstruction [33] . Based on global transcriptomic analyses of dendritic cells stimulated with Toll-like receptor (TLR) ligands, they identified a minimal mRNA signature that could be used to monitor gene expression changes in response to TLR agonists using a multiplexed digital screening platform. Then they used lentiviral short hairpin RNAs to silence the expression of 144 candidate transcriptional regulators and quantified the effect of each gene knockdown on the expression of the signature genes. This way they generated a network model that linked candidate regulators to specific target genes [33] .
Litvak et al. used systems biology approaches to identify the gene regulatory circuits that control the antiviral response in macrophages stimulated with a polymer that mimics double-stranded RNA viruses. To infer a network of associations between transcription factors and target genes that were activated upon stimulation, they combined expression analysis with TFBSs motif scanning algorithms [34] . This approach led to the identification of a new regulatory pathway of the inflammatory response, in which the transcription factor FOXO3 inhibits the antiviral transcription factor IRF7, thus eventually attenuating the antiviral response and avoiding the negative consequences of an excessive inflammatory response [34] .
Current availability of protocols to generate highthroughput (HT) and cost-effective ChIP-seq data allow generating a large number of in vivo occupancy maps of transcription factors at genome scale. This has recently been done in dendritic cells, in which Garber et al. used a HT-ChIP-seq approach to define the dynamics of DNA binding of 25 transcription factors and the distribution of four chromatin marks at multiple time points following stimulation with a TLR agonist [35] . In macrophages a complete map of transcription factors at different stages of differentiation or in response to a panel of inflammatory stimuli is still missing, although some data obtained in a model of macrophage differentiation from ES cells have provided relevant insights [36] . These maps will partly replace the needs of a priori binding predictions, and will contribute to provide new insights into macrophages biology.
CONCLUDING REMARKS AND PERSPECTIVES
The combination of ChIP-seq data, computational tools and genetic studies has greatly advanced our understanding of the biology of professional innate immune system cells-notably macrophages and dendritic cells-in response to inflammatory cues. However, the complex interplay between transcription factors, epigenomic modifications and genome organization is still largely undefined (a simplified model is represented in Figure 2 ). Here we summarized the available data explaining the molecular basis of macrophage lineage determination and of their ability to respond to inflammatory stimuli. This initial framework cannot fully describe the complexity of the inflammatory response and more in general of inducible responses activated by external stimuli. Specifically, the complete panel of TFs that contribute to the organization and maintenance of the specific cistromes characteristic of the different cells participating in inflammation is still incomplete, and even more so the panel of coactivators and corepressors that positively and negatively regulate inflammatory gene expression. Additional layers of complexity that are still largely unexplored are represented by the three-dimensional organization of the genome [37] and by non-coding RNAs generated at genomic regulatory regions [38] [39] [40] .
Systems-level models that integrate all these aspects represent the final objective of research in this area.
Key Points
Inducible expression of inflammatory genes is regulated by the interplay of genomic and epigenomic information, transcription factors and micro-environmental cues. Functional genomics has critically contributed to describe the complexity of transcriptional events in inflammation. Complex models that integrate all regulatory layers, including non-coding RNAs and the three-dimensional organization of the genome, still need to be developed.
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