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Abstract. We prove the short-time asymptotic formula for the interfaces and local solutions near
the interfaces for the nonlinear double degenerate reaction-diffusion equation of turbulent filtration
with fast diffusion and strong absorption
ut = (|(um)x|p−1(um)x)x −buβ, 0 < mp < 1, β > 0.
Full classification is pursued in terms of the nonlinearity parameters m, p,β and asymptotics of the
initial function near its support. In the case of an infinite speed of propagation of the interface, the
asymptotic behavior of the local solution is classified at infinity. A full classification of the short-
time behavior of the interface function and the local solution near the interface for the slow diffusion
case (mp > 1) was presented in Abdulla et al., Math. Comput. Simul., 153(2018), 59-82.
1. Introduction
Consider the Cauchy problem (CP) for the nonlinear double degenerate parabolic equation
(1) Lu ≡ ut − (|(um)x|p−1(um)x)x + buβ = 0, x ∈ R, 0 < t < T,
(2) u(x,0) = u0(x), x ∈ R.
where u = u(x, t),m, p,β > 0,b ∈ R, with 0 < mp < 1, and T ≤ +∞ and u0 is nonnegative and con-
tinuous. Throughout the paper we assume that either b ≥ 0 or b < 0 and β ≥ 1 (see Remark 1).
Equation (1) arises in turbulent polytropic filtration of a gas in a porous medium [22, 23, 29, 45].
The condition 0 <mp < 1 corresponds to the fast diffusion regime, when the equation (1)with b = 0
possesses an infinite speed of propagation property [22]. The main constituent of the equation (1)
is to model competition between the double degenerate fast diffusion with infinite speed of propa-
gation property and the absorption or reaction term. Assume that η(0) = 0, where η(·) is an interface
or free boundary defined as
η(t) := sup{x : u(x, t) > 0}.
Furthermore, we shall assume that
(3) u0(x) ∼C(−x)α+, as x→ 0−, for some C > 0, α > 0.
where (·)+ = max(·;0). Solution of the CP is understood in the weak sense. In Section 4, we recall
the definition of the weak solution (Definition 1) and the main results of the general theory.
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The aim of the paper is to classify short-time behavior of the interfaces and local solutions near
the interfaces and at infinity in a CP with a compactly supported initial function. In all cases when
η(t) < +∞ we classify the short-time asymptotic behavior of the interface η(·), and local solution
near η(·), while in all cases with η(t) = +∞ we classify the short-time asymptotic behavior of the
solution as x→ +∞. Classification is pursued in terms of parameters m, p,b,β,C, and α.
Most of the results of the paper are local. Therefore, the behavior of u0(x) as x→−∞ is irrele-
vant, and we can assume that u0 is either bounded or unbounded with growth condition as x→−∞,
which is suitable for the existence of the solution. In some cases we will consider the special case
(4) u0(x) = C(−x)α+, x ∈ R,
specifically when the solution to (1), (4) is of self-similar form; in these cases the estimations will
be global in time.
A full classification of the small-time behavior of η(t) and of the local solution near η(t) depend-
ing on the parameters m, p,b,β,C, and α in the case of slow diffusion (mp > 1) is presented in a
recent paper [14]. A similar classification for the reaction-diffusion equation (1) with p = 1 is pre-
sented in [17] for the slow diffusion case (m > 1), and in [6] for the fast diffusion case (0 < m < 1).
The methods of the proof developed in [17, 6] are based on nonlinear scaling laws, and a barrier
technique using special comparison theorems in irregular domains with characteristic boundary
curves [3, 2, 5, 10]. Full classification of interfaces and local solutions near the interfaces and at in-
finity for the p-Laplacian type reaction-diffusion equation ((1) with m = 1) are presented in [15, 16].
The semilinear case (m = p = 1 in (1)) was analyzed in [31, 32]. It should be noted that the semi-
linear case is a singular limit of the general case. For instance, if 0 < β < 1, mp > β, α < 1+pmp−β , then
the interface initially expands and if mp > 1 then [14]
η(t) ∼C1t1/(1+p−α(mp−1)) as t→ 0+,
while if mp < 1, we prove below that
η(t) ∼C2t(mp−β)/[(1+p)(1−β)] as t→ 0+.
Formally, as m → 1, p → 1 both estimates yield a false result, and from [32] it follows that if
m = p = 1, then
η(t) ∼C3(t log 1/t) 12
(Ci, i = 1,3 are positive constants).
The organization of the paper is as follows. In Section 2 the main results are outlined, with
further details in Section 3. Essential lemmas are formulated and proven using nonlinear scaling
in Section 4. Finally, in Section 5, the results of Sections 2 are proved. To improve readability,
explicit values of all constants that appear in Sections 2, 3, and 5 are relegated to the Appendix.
Remark 1. The case b < 0,0 < β < 1 is not considered in this paper due to the fact that in general,
uniqueness and comparison theorems don’t hold for the solutions of the Cauchy problem (1),(2).
It should be pointed out that the methods of this paper can be applied to identify asymptotic prop-
erties of the minimal solution at infinity in this case. The methods of this paper can be applied to
similar problem for the non-homogeneous reaction-diffusion equations with space and time vari-
able dependent power type coefficients ([48]). It should be also mentioned that modification of the
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method can be applied to radially symmetric solutions of the multidimensional double degenerate
reaction-diffusion equation
ut = div(|∇um|p−1∇um) + buβ.
2. Description of the main results
Throughout this section we assume that u is a unique weak solution of the CP (1)-(3). There
are five different subcases, as shown in Figure 1. The main results are outlined below in Theorems
1 - 5 corresponding directly to the cases I-V, respectively, in Figure 1.
0
mp
1
1 + p
mp−1
β
α
α = (1 + p)/(mp−β)
V
I
II
III
IV
Figure 1. Classification of different cases in the (α,β) plane for interface develop-
ment in problem (1)-(3).
Theorem 1. Let b > 0,0 < β < mp and 0 < α < (1 + p)/(mp− β). The interface initially expands
and there exists a number δ > 0 such that
(5) ζ1t
mp−β
(1+p)(1−β) ≤ η(t) ≤ ζ2t
mp−β
(1+p)(1−β) , 0 ≤ t ≤ δ,
(see the Appendix for explicit values of ζ1 and ζ2). Moreover, for any ρ ∈ R, there is a number
f (ρ) > 0 (depending on C, m, and p) such that
(6) u(ξρ(t), t) ∼ f (ρ)t
α
1+p−α(mp−1) , as t→ 0+,
where ξρ(t) = ρt
1
1+p−α(mp−1) .
Theorem 2. Let b > 0,0 < β < mp,α = (1 + p)/(mp−β), and
C∗ =
[ b(mp−β)1+p
(m(1 + p))p p(m +β)
] 1
mp−β
.
Then the interface expands or shrinks accordingly as C >C∗ or C <C∗ and
(7) η(t) ∼ ζ∗t
mp−β
(1+p)(1−β) , as t→ 0+,
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where ζ∗ ≶ 0 if C ≶C∗, and for arbitrary ρ < ζ∗ there exists f1(ρ) > 0 such that
(8) u(ζρ(t), t) ∼ t1/(1−β) f1(ρ), as t→ 0+,
where ζρ(t) = ρt
mp−β
(1+p)(1−β) .
Theorem 3. Let b > 0,0 < β < mp and α > (1 + p)/(mp− β). Then the interface initially shrinks
and
(9) η(t) ∼ −`∗t
1
α(1−β) , as t→ 0+,
where `∗ = C−1/α(b(1−β))
1
α(1−β) . For any ` > `∗, we have
(10) u(η`(t), t) ∼
[
C1−β`α(1−β)−b(1−β)
] 1
1−β t
1
1−β , as t→ 0+,
where η`(t) = −`t
1
α(1−β) .
Theorem 4. Let b > 0, β = mp and α > 0. In this case there is an infinite speed of propagation.
For arbitary  > 0, there exists a number δ = δ() > 0 such that
(11) t
1
1−mpφ(x) ≤ u(x, t) ≤ (t + ) 11−mpφ(x), x > 0, 0 ≤ t ≤ δ,
where φ = φ(x) > 0 is a solution of the stationary problem
(12)
(|(φm)′|p−1(φm)′)′ = 11−mpφ+ bφmp, x > 0,φ(0) = 1, φ(+∞) = 0.
Moreover, we have
(13) lnu(x, t) ∼ − 1
m
(b
p
)1/(1+p)
x, as x→ +∞, 0 ≤ t ≤ δ.
Theorem 5. Let either b > 0, β > mp or b < 0, β ≥ 1 or b = 0, and
D =
[ (m(1 + p))p(m + 1)
(1−mp)p
] 1
1−mp
.
Then there is an infinite speed of propagation of the interface and (6) holds. If b > 0, β ≥ p(1−m)+21+p
or b < 0, β ≥ 1 or b = 0, then there exists a number δ > 0 such that
(14) u(x, t) ∼ Dt 11−mp x 1+p1−mp , as x→ +∞, t ∈ (0, δ],
while if b > 0 and 1 ≤ β < p(1−m)+21+p , then
(15) lim
t→0+ limx→+∞
u(x, t)
t
1
1−mp x
1+p
mp−1
= D.
If b > 0 and mp < β < 1, then there exists a number δ > 0 such that
(16) u(x, t) ∼C∗x
1+p
mp−β , as x→ +∞, t ∈ (0, δ].
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3. Further details of the main results
In this section we outline some essential details of the main results described in Theorems 1 - 5
of Section 2. We refer to the Appendix for the explicit values of relevant constants that appear
throughout this section.
Further details of Theorem 1. The solution u satisfies the estimation
(17) C1t
1
1−β (ζ1− ζ)
1+p
mp−β
+ ≤ u(x, t) ≤C∗t
1
1−β (ζ2− ζ)
1+p
mp−β
+ , 0 < t ≤ δ,
where ζ = xt
β−mp
(1+p)(1−β) . The left-hand side of (17) is valid for 0 ≤ x < +∞, while the right-hand side is
valid for x ≥ `0t(mp−β)/(1+p)(1−β). C1, ζ1, ζ2, and `0, are positive constants depending on m, p, β, and
b. Moreover,
(18) f (ρ) = C
1+p
1+p−α(mp−1) f0(C
mp−1
1+p−α(mp−1) ρ), f0(ρ) = w(ρ,1) ρ ∈ R,
where w is a minimal solution of the CP (1), (4) with C = 1, b = 0. If u0 is given by (4), then the
right-hand sides of (17) and (5) are valid for all t > 0.
Further details of Theorem 2. Assume u solves the CP (1), (4). If C = C∗, then u0 is the stationary
solution to the CP. If C ,C∗, then the minimal solution of the CP is given by
(19) u(x, t) = t
1
1−β f1(ζ), ζ = xt
β−mp
(1+p)(1−β) ,
and
(20) η(t) = ζ∗t
mp−β
(1+p)(1−β) , t ≥ 0,
If C >C∗, the interface initially expands and we have
C′(ζ′t
mp−β
(1+p)(1−β) − x)
1+p
mp−β
+ ≤ u ≤C′′(ζ′′t
mp−β
(1+p)(1−β) − x)
1+p
mp−β
+ ,(21)
ζ′ ≤ ζ∗ ≤ ζ′′, 0 ≤ x < +∞, t > 0(22)
where C′ = C2,C′′ = C∗, ζ′ = ζ3, and ζ′′ = ζ4. If 0 < C < C∗, then the interface shrinks and there
exists `1 > 0 such that for all ` ≤ `1 there exists a number λ > 0 such that
(23) u(`t
mp−β
(1+p)(1−β) , t) = λt
1
1−β , t ≥ 0,
and u and ζ∗ satisfy the estimates (21), (22) with C′ = C∗,C′′ = C3, ζ′ = −ζ5, and ζ′′ = −ζ6.
Further details of Theorem 3. The interface initially coincides with that of the solution
u¯(x, t) =
[
C1−β(−x)α(1−β)+ −b(1−β)t
]1/(1−β)
+
to the problem
u¯t + bu¯β = 0, u¯(x,0) = C(−x)α+.
Further details of Theorem 4. The explicit solution of the problem (12) is given by
(24) φ(x) = F−1(x), 0 ≤ x < +∞,
where F−1(·) is the inverse of the function
(25) F(z) =
∫ 1
z
ms−1
[
b
p
+
m(1 + p)
p(1−mp)(1 + m) s
1−mp
]− 11+p
ds, 0 < z ≤ 1.
6 U. G. ABDULLA, A. PRINKEY, AND M. AVERY
The function φ(x) satisfies
(26) lnφ(x) ∼ − 1
m
(b
p
)1/(1+p)
x, as x→ +∞,
and the global estimation
(27) 0 < φ(x) ≤ exp
− 1m
(
b
p
) 1
1+p
x
 , x > 0,
and therefore
(28)
φ(x)
e−γx
→ +∞, as x→ +∞, if γ > 1
m
(
b
p
) 1
1+p
.
From (11) and (28), it follows that
(29) lim
t→0+ limx→+∞u(x, t)exp
− 1m
(
b
p
) 1
1+p
x
 = 0,
and respectively
(30)
u(x, t)
e−γx
→ +∞, as x→ +∞, 0 ≤ t ≤ δ(), if γ > 1
m
(
b
p
) 1
1+p
.
Further details of Theorem 5. If β ≥ 1, then for arbitrary  > 0, there exists δ = δ() > 0 such that
(31) C5t
α
1+p−α(mp−1) (ξ1 + ξ)
1+p
mp−1 ≤ u(x, t) ≤C6t
α
1+p−α(mp−1) (ξ2 + ξ)
1+p
mp−1 ,
where ξ = xt
−1
1+p−α(mp−1) , for all x ∈ [0,∞) and 0 ≤ t ≤ δ(). C5,C6, ξ1, and ξ2, are positive constants
depending on m, p, β, b, and . If b > 0 and β ≥ 1, we have the upper estimation
(32) u(x, t) ≤ Dt 11−mp x 1+pmp−1 , 0 < x < +∞, 0 < t < +∞.
If b < 0 and β ≥ 1, then for small  > 0, there exists δ = δ() > 0 such that
(33) u(x, t) ≤ D(1− ) 1mp−1 t 11−mp x 1+pmp−1 , for µt 11+p+α(1−mp) < x < +∞, 0 < t ≤ δ,
where
(34) µ =
 A0 + 
D(1− ) 1mp−1

mp−1
1+p
.
If b > 0 and mp < β < 1, then there exists δ > 0 such that
(35) t
1
1−βC∗(1− )(ζ8 + ζ)
1+p
mp−β ≤ u(x, t) ≤C∗x
1+p
mp−β , 0 < x < +∞, 0 < t ≤ δ,
where ζ = xt
β−mp
(1+p)(1−β) ,  > 0 is an arbitrary sufficiently small number, and ζ8 is a positive constant
depending on m, p, β, b, and .
If b = 0 and α > 0, then the minimal solution to the CP (1), (4) has the self-similar form
(36) u(x, t) = t
α
1+p+α(1−mp) f (ξ), ξ = xt
−1
1+p+α(1−mp) .
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where f satisfies (18). Moreover the following global estimation is valid:
Dt
α
1+p+α(1−mp) (ξ3 + ξ)
1+p
mp−1 ≤ u(x, t) ≤C7t
α
1+p+α(1−mp) (ξ4 + ξ)
1+p
mp−1 ,(37)
0 ≤ x < +∞, 0 < t < +∞,
where C7, ξ3, and ξ4, are positive constants depending on m and p.
The right-hand side of (37) is not sharp enough as x→ +∞ and the required upper estimation is
provided by an explicit solution to (1), as in (33). From (37) and (33) it follows that, for arbitrary
fixed 0 < t < +∞, the asymptotic result (14) is valid. Now assume that u0 satisfies (3) with α > 0.
Then (6) is valid and for an arbitrary sufficiently small  > 0 there exists a δ = δ() > 0 such that the
estimation (37) is valid for 0 < t ≤ δ, except that in the left-hand side (respectively in the right-hand
side ) of (37) the constant A0 should be replaced by A0 −  (respectively A0 + ). Moreover, there
exists a number δ > 0 (which does not depend on ) such that, for arbitrary t ∈ (0, δ], the asymptotic
result (14) is valid.
4. Preliminary results
The prelude of the mathematical theory of the nonlinear degenerate parabolic begins with the
papers [52, 22], where instantaneous point source type particular solutions were constructed and
analyzed. The property of finite speed of propagation and the existence of compactly supported
nonclassical solutions and interfaces became a motivating force of the general theory. The math-
ematical theory of nonlinear degenerate parabolic equations began with the paper [46] on the
porous medium equation ((1) with p = 1). Currently there is a well established general theory
of the nonlinear degenerate parabolic equations (see [51, 26, 5, 10, 9, 11, 12, 13, 8, 7, 4, 1, 20,
19, 34, 35, 42, 39, 44, 50, 30, 21]). Boundary value problems for (1) have been investigated in
[41, 40, 29, 49, 36, 25, 38, 37, 47].
Definition 1 (Weak Solution). A continuous nonnegative function u(x, t) defined in R× [0,T ) is
a weak solution of (1), (2) if for any T1 ∈ (0,T ) and any bounded interval (a,b) ∈ R, (um)x ∈
Lp+1((a,b)× (0,T1)) and
(38)
∫ T1
0
∫ b
a
(
−uφt + |(um)x|p−1(um)xφx + buβφ
)
dxdt =
∫ b
a
uφ
∣∣∣∣t=0
t=T1
dx
for arbitrary φ ∈C1([a,b]× [0,T1]) such that φ
∣∣∣
x=a = φ
∣∣∣
x=b = 0.
If u0 ∈ C(R)∩ L∞(R) and is nonnegative, then the existence, uniqueness, and comparison the-
orems for the weak solution of the CP (1)), (2) have been proved in [29] for the case b = 0, and
in [49] for b > 0. In [29] it is proved that the weak solution of (1), b = 0, is locally Ho¨lder con-
tinuous. Local Ho¨lder continuity of the locally bounded weak solutions of the general second
order multidimensional nonlinear degenerate parabolic equations with double degenerate diffusion
term is proved in [38, 37]. The following is the standard comparison result, which is widely used
throughout the paper.
Lemma 1. Let g be a non-negative and continuous function in Q, where:
Q = {(x, t) : η0(t) < x < +∞, 0 < t < T ≤ +∞}
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g = g(x, t) is in C2,1x,t in Q outside a finite number of curves: x = η j(t), which divide Q into a finite
number of subdomains: Q j, where η j ∈C[0,T ]; for arbitrary δ > 0 and finite ∆ ∈ (δ,T ] the function
η j is absolutely continuous in [δ,∆]. Let g satisfy the inequality:
Lg ≡ gt − (|(gm)x|p−1(gm)x)x + bgβ ≥ 0, (≤ 0),
at the points of Q where g ∈ C2,1x,t . Also assume that the function: |(gm)x|p−1(gm)x is continuous in
Q and g ∈ L∞(Q∩ (t ≤ T1)) for any finite T1 ∈ (0,T ]. If in addition we have that:
g(η0(t), t) ≥ (≤)u(η0(t), t), g(x,0) ≥ (≤)u(x,0),
then
g ≥ (≤)u, in Q
Suppose that u0 ∈ C(R), and may have unbounded growth as |x| → +∞. It is well known that
in this case some restriction must be imposed on the growth rate for the existence and uniqueness
of the solution to the CP (1), (2). For the particular cases of the equation (1) with b = 0, this
question was settled in [24, 33] for the porous medium equation (p = 1) with slow (m > 1) and fast
(0 < m < 1) diffusion; and in [27, 28] for the p-Laplacian equation (m = 1) with slow (p > 1) and
fast (0 < p < 1) diffusion; The case of reaction-diffusion equation m > 1, p = 1,b > 0 is analyzed
in [39, 43, 18]. Surprisingly, only a partial result is available for the double-degenerate PDE (1).
It follows from [36] that there exists a weak solution to the CP (1), (4) for any α > 0. Uniqueness
of the solution is an open problem. For our purposes it is satisfactory to employ the notion of the
minimal solution.
Definition 2 (Minimal Solution). A nonnegative weak solution u of the CP (1), (2) is called a
minimal solution if
(39) 0 ≤ u(x, t) ≤ v(x, t),
for any nonnegative weak solution v of the same problem (1), (2).
Note that the minimal solution is unique by definition. The following standard comparison result
is true in the class of minimal solutions.
Lemma 2. Let u and v be minimal solutions of the CP (1), (2). If
u(x,0) ≥ (≤) v(x,0), x ∈ R,
then
u(x, t) ≥ (≤) v(x, t), (x, t) ∈ R× (0,T ).
We now establish a series of lemmas that describe preliminary estimations for the CP. The proof
of these results is based on nonlinear scaling.
Lemma 3. If b = 0 and α > 0, then the minimal solution u of the CP (1), (4) has the self-similar
form (36), where the self-similarity function f satisfies (18). If u0 satisfies (3), and u is the unique
weak solution to CP (1), (2), then u satisfies (6).
The proof coincides with that given for Lemma 3 from [14].
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Lemma 4. Let u be a weak solution to the CP (1), (2), with u0 satisfying the condition (3). Let one
of the following cases be valid
b > 0, 0 < β < mp, 0 < α < (1 + p)/(mp−β) Case 1,
b > 0,β ≥ mp, α > 0 Case 2,
b < 0,β ≥ 1, α > 0 Case 3.
Then, for any ρ ∈ R, u satisfies (6) with the same function f as in Lemma 3.
The proof of Cases 1 and 2 coincides with the proof of Lemma 4 from [14]. Consider the Case
3. From (3) it follows that for ∀ > 0 ∃x < 0 such that
(40) (C− /2)(−x)α+ ≤ u0(x) ≤ (C− /2)(−x)α+, x ≥ x .
Assume that u± is a solution of the boundary value problem
(41) Lu± = 0, |x| < |x |,0 < t ≤ δ,
(42) u±(x,0) = (C± )(−x)α+, |x| ≤ |x |,
(43) u±(x , t) = (C± )(−x)α, u±(−x , t) = u(−x , t), 0 ≤ t ≤ δ,
where δ = δ() > 0 is chosen such that
(44) u(x , t) ≥ u(x , t), u−(x , t) ≤ u(x , t), 0 ≤ t ≤ δ.
From the comparison theorem it follows that
(45) u− ≤ u ≤ u , |x| ≤ |x |,0 ≤ t ≤ δ.
Now if we rescale
(46) u±k (x, t) = ku±(k
−1/αx,k(α(mp−1)−(1+p))/αt), k > 0,
then u±k satisfies the following problem
(47) Lku±k ≡ (u±k )t −
(
|((u±k )m)x|p−1((u±k )m)x
)
x
+ bk(α(mp−β)−(1+p))/α(u±k )
β = 0 in Dk ,
(48) u±k (x,0) = (C± )(−x)α+, |x| ≤ k1/α|x |,
(49) u±k (k
1/αx , t) = k(C± )(−x)α, u±k (−k1/αx , t) = ku(−x ,k
α(mp−1)−1−p
α t),0 ≤ t ≤ k p+1+α(1−mp)α δ,
where
Dk = {(x, t) : |x| < k1/α|x |,0 < t ≤ k(α(1−mp)+(1+p))/αδ}.
The next step is to prove the convergence of the sequence {u±k } as k→ +∞. Consider a function
g(x, t) = (C + 1)(1 + |x|µ) αµ (1− νt)γ, x ∈ R,0 ≤ t ≤ t0 = ν−1/2,
10 U. G. ABDULLA, A. PRINKEY, AND M. AVERY
where
γ < 0, µ >
p + 1
p
, ν = −h∗+ 1, h∗ = min
R
h(x) > −∞
h(x) = p(αm)p(C + 1)p−1γ−1(1− νt)γ(mp−1)+1(1 + |x|µ) α(mp−1)−µ(p+1)µ |x|(µ−1)p−1
×[(µ−1)(1 + |x|µ) + (αm−µ)µ|x|µ]
Then we have
Lkg = −γ(C + 1)(1 + |x|µ)
α
µ (1− νt)γ−1S in Dk ,
S = ν+ h(x)−b(C + 1)β−1γ−1(1 + |x|µ) α(β−1)µ (1− νt)γ(β−1)+1k α(mp−β)−(1+p)α ,
and therefore
(50) S ≥ 1 + R, in Dk0 = Dk ∩{(x, t) : 0 < t ≤ t0},
where
R = O(kmp−1−(1+p)/α) uniformly for (x, t) ∈ Dk0 as k→ +∞.
Hence, we have for 0 <  << 1 and k >> 1
(51) Lkg ≥ 0, in Dk0 ,
(52) g(x,0) ≥ u±k (x,0), for |x| ≤ k1/α|x |,
(53) g(±k1/αx , t) ≥ u±k (±k1/αx , t), for 0 ≤ t ≤ t0.
From (51)-(53) and comparison theorem it follows that
(54) 0 ≤ u±k (x, t) ≤ g(x, t), in D¯k0
Let G be an arbitrary fixed compact subset of
P = {(x, t) : x ∈ R,0 < t ≤ t0}
By choosing k to be so large that G ⊂ P, it follows from (54) that the sequences {u±k } are uniformly
bounded in G. From [38, 37], it follows that they are uniformly Ho¨lder continuous in G. From the
Arzela-Ascoli theorem and standard diagonalization argument it follows that there exist functions
v± such that for some subsequence k′
(55) lim
k′→+∞u
±
k′ (x, t) = v±(x, t), (x, t) ∈ P.
It may be easily checked that v± is a solution of the CP (1), (2) with u0 = (C ± )(−x)α+. The
remainder of the proof coincides with the proof of Lemma 4 from [14].
Lemma 5. If b > 0, 0 < β < mp < 1, and α = (1 + p)/(mp− β), then the minimal solution u to the
CP (1), (3) has the self-similar form (19), where the self-similarity function f1 satisfies
(56)
L0 f1 ≡
(|( f m1 )′|p−1( f m1 )′)′+ mp−β(1+p)(1−β)ζ f ′1 − 11−β f1−b f β1 = 0, ζ ∈ R,
f1(ζ) ∼C(−ζ)(1+p)/(mp−β), as ζ ↓ −∞, and f1(ζ)→ 0, as ζ ↑ +∞.
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There exists `1, λ > 0 such that for any ` ∈ (−∞,−`1) we have
(57) u
(
`t
mp−β
(1+p)(1−β) , t
)
= λt
1
1−β , t ≥ 0.
If 0 <C <C∗, then we have
(58) 0 < λ <C∗(−`)
1+p
mp−β ,
while if C >C∗, then f1(0) = A1(m, p,β,C,b) = A1 > 0.
Proof of Lemma 5. The first assertion of the lemma is known when mp ≥ 1 (see Lemma 6 of [14]).
We define
(59) uk(x, t) = ku(k
β−mp
1+p x,kβ−1t), k > 0.
It’s easy to see that (59) satisfies the CP (1), (4). We consider u to be a unique minimal solution of
CP (1), (4) such that
(60) u(x, t) ≤ ku(k β−mp1+p x,kβ−1t), k > 0.
By changing the variables in (60) as
(61) y = k
β−mp
1+p x, τ = kβ−1t,
we derive (60) with opposite inequality and with k replaced with k−1. Since k > 0 is arbitrary, (60)
follows with ”=”. Taking k = t1/(1−β), (59) implies (19) with f1(ζ) = u(ζ,1).
To prove the second part of the lemma, take arbitrary x1 < 0. Since u is continuous, there exists a
number δ1 > 0 such that
(62)
C
2
(−x1)
1+p
mp−β ≤ u(x1, δ), 0 < δ ≤ δ1.
Furthermore, if 0 <C <C∗ we have
(63) u(x1, δ) ≤C∗(−x1)
1+p
mp−β , 0 < δ ≤ δ1.
Taking k = t
1
1−β δ
1
β−1 with
x = `t
mp−β
(1+p)(1−β) , ` = `(δ) = x1δ
β−mp
(1+p)(1−β) , 0 < δ ≤ δ1,
(23) follows with λ = λ(δ) = δ
1
β−1 u(x1, δ) and `1 = −x1δ
β−mp
(1+p)(1−β)
1 , 0 < δ ≤ δ1.
If 0 <C <C∗, then (58) follows from (62). Let C >C∗. To prove that f1(0) > 0 it is enough to show
that there exists t0 > 0 such that
(64) u(0, t0) > 0.
To do this, we construct a nonnegative subsolution g(x, t) to (1). Consider
g(x, t) = C1(−x + t)
1+p
mp−β
+ , where C∗ <C1 <C.
For x ≥ t, g(x, t) is identically zero and so we automatically have Lg ≤ 0. For x < t, we have
Lg = bCβ1(−x + t)
β(1+p)
mp−β S ,
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where
S = 1 +C1−β1
1 + p
b(mp−β) (−x + t)
p(1−m−β)+1
mp−β −
(
C1
C∗
)mp−β
.
Choosing x1 < 0, t2 > 0 we have
Lg ≤ 0,∀ x1 ≤ x ≤ t, 0 ≤ t ≤ t2.
We have for t = 0
g(x,0) = C1(−x)
1+p
mp−β
+ <C(−x)
1+p
mp−β = u0(x), x ≥ x1.
For x = x1, we have
g(x1,0) = C1(−x1)
1+p
mp−β <C(−x1)
1+p
mp−β = u(x1,0).
By continuity, there exists a number δ > 0 such that for any 0 ≤ t ≤ δ we have
g(x1, t) ≤ u(x1, t).
Now letting t1 = min{δ, t2} we have
(65) 0 < g(x, t) ≤ u(x, t), x1 ≤ x < t, 0 ≤ t ≤ t1.
In particular, this gives us u(0, t0) > 0, 0 ≤ t1 ≤ t1, hence, f1(0) > 0. Lemma 5 is proved. 
Lemma 6. Let b > 0, 0 < β < mp < 1, and α = (1 + p)/(mp−β), and let u be the minimal solution
to the CP (1), (3). Then u satisfies
(66) u
(
`t
mp−β
(1+p)(1−β) , t
)
∼ λt 11−β , as t→ 0+,
where `1,λ > 0 are the same as in Lemma 5. Furthermore, if 0 <C <C∗, then
(67) 0 < λ <C∗(−`)
1+p
mp−β .
If C >C∗, then
(68) u(0, t) ∼ A1t
1
1−β , as t→ 0+; f1(0) = A1 > 0.
The proof of Lemma 6 follows as a localization of the proof of Lemma 5, exactly as local results
were proven for Lemma 4 of [14].
Lemma 7. If b > 0, 0 < β < mp < 1, and α > (1 + p)/(mp−β), then the unique weak solution u to
the CP (1), (3) satisfies (10).
The proof of Lemma 7 coincides with the proof of Lemma 7 of [14].
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5. Proof of the main results
In this section we prove the main results described in Section 2.
Proof of Theorem 1. From Lemma 4, the asymptotic formulas (6), (18) follow. For arbitrary suffi-
ciently small  > 0, from (6), there exists a number δ1 = δ1() > 0 such that
(69) (A0− )tα/(1+p−α(mp−1)) ≤ u(0, t) ≤ (A0 + )tα/(1+p−α(mp−1)), 0 ≤ t ≤ δ1(),
where A0 = f (0) > 0. Consider a function
(70) g(x, t) = t
1
1−β f1(ζ), ζ = xt
β−mp
(1+p)(1−β) .
(71) Lg = t
β
1−βL0 f1,
with
(72) L0 f1 = β−mp(1 + p)(1−β)ζ f
′
1 +
1
1−β f1− (|( f
m
1 )
′|p−1( f m1 )′)′+ b f β1 .
We choose
(73) f1 = C0(ζ0− ζ)
1+p
mp−β
+ , 0 < ζ < +∞
with C0, ζ0 > 0 to be determined. From (72) we have
(74) L0 f1 = bCβ0(ζ0− ζ)
(1+p)β
mp−β
+
1− (C0C∗
)mp−β
+
C1−β0
b(1−β)ζ0(ζ0− ζ)
1+p(1−m−β)
mp−β
+
 .
Taking C0 = C1 and ζ0 = ζ1 (see Appendix, 7) we have
(75) L0 f1 ≤ bCβ1(ζ1− ζ)
(1+p)β
mp−β
+
1− (C1C∗
)mp−β
+
C1−β1
b(1−β)ζ
(1+p)(1−β)
mp−β
1
 = 0.
From (71) it follows that
Lg = t
1
1−βL0 f1 ≤ 0, for 0 < x < ζ1t
mp−β
(1+p)(1−β) , t > 0,(76)
Lg = 0, for x ≥ ζ1t
mp−β
(1+p)(1−β) , t > 0.(77)
Lemma 1 implies that g is a subsolution of (1) for x, t> 0. Since 1/(1−β)>α/(1+ p−α(mp−1)),
there is a number δ2 > 0 such that
g(0, t) ≤ u(0, t), 0 ≤ t ≤ δ2.(78)
Clearly we have g(x,0) = u(x,0) = 0, x ≥ 0. Fixing  = 0 and taking δ = (δ1, δ2), together with (76),
(77), and (78), the left-hand sides of (17), (5) follow.
To prove an upper estimation, we first establish a rough upper estimation for the solution
(79) u(x, t) ≤ Dt 11−mp x 1+pmp−1 , 0 < x < +∞, 0 < t < +∞.
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This estimation follows directly from Lemma 1 since the right-hand side of (79) is a solution to (1)
with b = 0. Using (79) we can now establish a more accurate estimation, (17). Define the region
G`,δ = {(x, t) : ζ`(t) = `t
mp−β
(1+p)(1−β) < x < +∞,0 < t ≤ δ}.
We consider a function g of the same form as earlier, with C0 = C∗ and ζ = ζ2 in G`0,δ for some
`0 > 0. From (71) and (74) it follows that
Lg = t
1
1−βL0 f1 ≥ 0, for 0 < x < ζ2t
mp−β
(1+p)(1−β) , t > 0,(80)
Lg = 0, for x ≥ ζ2t
mp−β
(1+p)(1−β) , t > 0.(81)
Taking δ > 0 it follows that, from (79), we have
(82) u(ζ`0(t), t) ≤ Dt
1
1−β `
1+p
mp−1
0 = t
1
1−βC∗(ζ2− `0)
1+p
mp−β = g(ζ`0(t), t), for 0 ≤ t ≤ δ.
Applying Lemma 1 in G`0,δ, the right-hand sides of (17), (5) follow from (80), (81), and (82),
which proves the result. 
Proof of Theorem 2. Assume that u0 is defined as (4). The self-similar solution (19) follows from
Lemma 5. The proof of estimation (21) when C >C∗ (also when u0 is given through (3)) coincides
with the proof given in [14]. Let 0 < C < C∗. The formula (23) follows from Lemma 5. The proof
of the right-hand side of (21) (also when u0 is given through (3)) coincides with the proof given in
[14]. To prove the left-hand side of (21), consider the function g from (70) with
f1(ζ) = C∗(−ζ5− ζ)
1+p
mp−β
+ , ζ ∈ R,
and so (see (71), (72))
(83) Lg ≤ 0, in G−`1,+∞.
Moreover, we have
(84) u(−`1t
mp−β
(1+p)(1−β) , t) = λt
1
1−β = g(−`1t
mp−β
(1+p)(1−β) , t) = t
1
1−βC∗(`1− ζ5)
1+p
mp−β
+ ,
(85) u(x,0) = g(x,0) = 0, 0 ≤ x ≤ x0,
(86) u(x0, t) = g(x0, t) = 0, t ≥ 0,
where x0 > 0 is an arbitrary fixed number. Applying Lemma 1 in
G′−`1,+∞ = G−`1,+∞∩{x < x0},
the lower estimation from (21) follows. Now suppose u0 satisfies (3). From (66), it follows that for
arbitrary  > 0, there exists a number δ = δ() > 0 such that
(λ− )t 11−β ≤ u(−`1t
mp−β
(1+p)(1−β) , t) ≤ (λ+ )t 11−β , 0 ≤ t ≤ δ.
Using this estimation, the left-hand side of (21) may be established locally in time. The proof
follows as in the global case given above, except that λ should be replaced with λ± . As in [14],
(19) and (21) imply (20) and (22). 
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Proof of Theorem 3. The asymptotic estimate (10) follows from Lemma 6. The proof of the as-
ymptotic estimate (9) coincides with the proof given in [14]. 
Proof of Theorem 4. The asymptotic estimation (6) is proved in Lemma 4. From (6), (69) follows.
The function
(87) g(x, t) = t
1
1−mpφ(x).
is a solution of (1). Since 1/(1−mp) > α(1 + p +α(1−mp))−1, there exists δ > 0 such that
u(0, t) ≥ (A0− )t
α
1+p+α(1−mp) ≥ t 11−mp = g(0, t), 0 ≤ t ≤ δ.
u(x,0) = g(x,0) = 0, 0 ≤ x <∞
Therefore, from Lemma 1, the left-hand side of (11) follows. Let us prove the right-hand side of
(11). For all  > 0 and consider a function
g(x, t) = (t + )1/(1−mp)φ(x),
g(0, t) = (t + )1/(1−mp)φ(0) = (t + )1/(1−mp) ≥ 1/(1−mp) ≥
≥ (A0 + )t α1+p+α(1−mp) ≥ u(0, t), for 0 ≤ t ≤ δ = [(A0 + )−11/(1−mp)] 1+p+α(1−mp)α ,
From the Lemma 1, the right-hand side of (11) follows.
Intergration of (12) implies (24). By rescaling x→ −1x,  > 0 from (24) we have
x

=
∫ 1
φ( x )
m
s
[
b
p
+
m(1 + p)
p(1−mp)(1 + m) s
1−mp
]− 11+p
ds.
Change of variable z = − lny implies
(88) x = F [Λ(x)],
where
F (y) =
∫ y
0
m
[
b
p
+
m(1 + p)
p(1−mp)(1 + m)e
z(mp−1)/
]− 11+p
dz,
Λ(x) = − lnφ
( x

)
.
From (88) it follows that
(89) Λ(x)] = F −1(x),
where F −1 is an inverse function of F . Since 0 < mp < 1 it easily follows that
(90) lim
→0F (y) = m(b/p)
− 11+p y, lim
→0F
−1(y) = m−1(b/p)
1
1+p y,
for y ≥ 0, and the convergence is uniform in bounded subsets of R+. From (89), (90) it follows that
(91) − lim
→0+  lnφ
( x

)
= m−1(b/p)
1
1+p x.
By letting y = x/, the estimate (26) follows. Estimation (27), and accordingly also (28),(29),(30)
easily follow from (24), (25). 
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Proof of Theorem 5. Let either b > 0, β >mp or b < 0,β ≥ 1. The asymptotic estimation (6) follows
from Lemma 4. Take arbitrary small  > 0. From (6), there exists a number δ1 = δ1() > 0 such that
(69) holds. Let β ≥ 1, and consider a function
(92) g(x, t) = t
α
1+p+α(1−mp) f (ξ), ξ = xt
−1
1+p+α(1−mp) .
We have
(93) Lg = t
αmp−1−p
1+p+α(1−mp) L1 f ,
where
(94)
L1 f =
α
1 + p +α(1−mp) f −
1
1 + p +α(1−mp)ξ f
′−
−(|( f m)′|p−1( f m)′)′+ bt 1+p−α(mp−β)1+p+α(1−mp) f β.
As a function f we select
(95) f (ξ) = C0(ξ0 + ξ)
1+p
mp−1 , ξ ≥ 0,
where C0 and ξ0 are positive constants. From (94) we have
(96)
L1 f =
1
1 + p +α(1−mp)C0(ξ0 + ξ)
1+p
mp−1×
×
[
R(ξ) + b(1 + p +α(1−mp))t 1+p−α(mp−β)1+p+α(1−mp) Cβ−10 (ξ0 + ξ)
(1+p)(β−1)
mp−1
]
,
where
(97) R(ξ) = α− (1 + p +α(1−mp))(m(1 + p))
p p(m + 1)
(1−mp)p+1 C
mp−1
0 +
1 + p
1−mpξ(ξ0 + ξ)
−1.
To prove an upper estimation we take C0 = C6 and ξ0 = ξ2 (see Appendix, 7). Then we have
(98) R(ξ) ≥ αµb−1
µb
, for ξ ≥ 0.
From (96) it follows that
L1 f ≥ 0, for ξ ≥ 0, 0 ≤ t ≤ δ2,
where
δ2 = δ1, if b > 0; δ2 = min(δ1, δ3), if b < 0,
and
δ3 =
[
α(A0 + )1−β
(1 + )(−b(1 + p +α(1−mp)))
] 1+p+α(1−mp)
1+p+α(β−mp)
.
Hence, from (93) we have
(99) Lg ≥ 0, for 0 ≤ x < +∞, 0 ≤ t ≤ δ2.
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From (69) and Lemma 1, the right-hand side of (31) follows with δ = δ2. To prove a lower bound
in this case we take C0 = C5 and ξ0 = ξ1. If b > 0 and β <
p(1−m)+2
1+p , from (96) we have
(100)
R(ξ) ≤ α− (1 + p +α(1−mp))(m(1 + p))
p p(m + 1)
(1−mp)p+1 C
mp−1
5 +
1 + p
1−mp =
=

 −1
(
α+
1 + p
1−mp
)
,
and so
(101) L1 f ≤ 0, for 0 ≤ x < +∞, 0 ≤ t ≤ δ4,
where δ4 = min(δ1, δ5) and
δ5 =
[
(A0− )1−β
b(1−mp)(1− )
] 1+p+α(1−mp)
1+p−α(mp−β)
.
From (101) it follows that
(102) Lg ≤ 0, for 0 ≤ x < +∞, 0 ≤ t ≤ δ4.
If either b < 0, β ≥ 1 or b > 0, β ≥ p(1−m)+21+p , from (96) we have
(103) L1 f =
1
1 + p +α(1−mp)C5(ξ1 + ξ)
1+p+1−mp
mp−1 ×
×
[
R1(ξ) + b(1 + p +α(1−mp)t
1+p−α(mp−β)
1+p+α(1−mp) Cβ−15 (ξ1 + ξ)
1−mp+(1+p)(1−β)
1−mp
]
,
where
(104)
R1(ξ) = α(ξ1 + ξ)− (1 + p +α(1−mp))(m(1 + p))
p p(m + 1)
(1−mp)p+1 C
mp−1
5 (ξ1 + ξ)+
+
1 + p
1−mpξ,
which again imply (101), where δ4 = δ1 if b < 0, δ4 = min(δ1, δ5) if b > 0, where
δ5 =
[
1 + p
(1−mp)b(1 + p +α(1−mp)) (A0− )
1−β
] 1+p+α(1−mp)
1+p−α(mp−β)
.
As before (102) follows from (105). From (69) and Lemma 1, the left-hand side of (31) follows
with δ = δ4. Therefore, (31) is proved with δ = min(δ2, δ4).
Let b > 0 and β ≥ 1. The upper estimation (32) follows directly from the Lemma 1, since the
right-hand side is a solution of (1) with b = 0. Let β ≥ p(1−m)+21+p . Fixe  = 0 and take δ = δ(0) > 0 in
(31). From the left-hand side of (31) and (32), (14) follows. However, if b > 0 and 1 ≤ β < p(1−m)+21+p ,
from (31) and (32) it follows that for any fixed t ∈ (0, δ()] that
D(1− ) 11−mp ≤ liminf
x→+∞ ut
1
mp−1 x
1+p
1−mp ≤ limsup
x→+∞
ut
1
mp−1 x
1+p
1−mp ≤ D.
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Since  > 0 is arbitrary, (15) follows. Letting b < 0 and β ≥ 1, we prove (33). Consider a function
g¯(x, t) = D(1− ) 1mp−1 t 11−mp x 1+pmp−1 ,
in G = {(x, t) : µt 11+p+α(1−mp) < x < +∞,0 ≤ t ≤ δ}, where µ is as defined in (34). Let g(x, t) = g¯(x, t) for
(x, t) ∈ G¯/(0,0), and let g(0,0) = 0. Then we have
Lg =
D
1−mp (1− )
1
mp−1 t
mp
1−mp x
1+p
1−mp H, in G,
where
H =  + bDβ−1(1− ) β−1mp−1 (1−mp)t β−mp1−mp x (1+p)(β−1)mp−1 .
We then have
H ≥  + bDβ−1(1− ) β−1mp−1 (1−mp)µ (1+p)(β−1)mp−1 t 1+p+α(β−mp)1+p+α(1−mp) , in G.
It follows that
H ≥ 0, in G, for δ ∈ (0, δ0],
δ0 =
(1− )
β−1
1−mpµ
(1+p)(β−1)
1−mp
b(1−mp)Dβ−1

1+p+α(1−mp)
1+p+α(β−mp)
,
so we have
(105) Lg ≥ 0 in G.
Moreover, we have that
g(µt
1
1+p+α(1−mp) , t) = (A0 + )t
α
1+p+α(1−mp) , for 0 ≤ t ≤ δ.
From (31), it follows that
u(µt
1
1+p+α(1−mp) , t) ≤ (A0 + )t
α
1+p+α(1−mp) , for 0 ≤ t ≤ δ.
Therefore, we have that
(106) g ≥ u, on G¯ \G.
From (105), (106), and Lemma 1, the desired estimation (33) follows. Since  > 0 is arbitrary, from
the left-hand side of (31) and (33), (14) follows as before. Let b > 0 and 0 < mp < β < 1. The
left-hand side of (35) may be proved as the left-hand side of (17) was previously proved. The only
difference being that we take f1(ζ) = C∗(1− )(ζ8 + ζ)
1+p
mp−β
+ in (70), (71). From (31), it follows that
for any fixed t ∈ (0, δ], where δ is independent of , we have
C∗(1− ) ≤ liminf
x→+∞ ux
1+p
β−mp ≤ limsup
x→+∞
ux
1+p
β−mp ≤C∗.
Since  > 0 is arbitrary, (16) follows.
Now, let b = 0. First assume that u0 is defined by (4). The self-similar form (36) and the formula
(18) follow from Lemma 3. To prove (37), again consider the function g as in (92), which satisfies
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(93) with b = 0. As a function f take (95). Then we derive (96) with b = 0. To prove an upper
estimate we take C0 = C7, ξ0 = ξ4 and from (97) we have
R(ξ) ≥ α− (1 + p +α(1−mp))
1−mp
(C7
D
)mp−1
= 0,
which implies (99) with δ2 = +∞. As before, from (99) and Lemma 1, the right-hand side of (37)
follows. The left-hand side of (37) may be established similarly by choosing C0 = D and ξ0 = ξ3.
To prove estimation (32) consider
gµ(x, t) = D(t +µ)
1
1−mp (x +µ)
1+p
mp−1 , µ > 0,
which is a solution of (1) when x > 0 and t > 0. Since
u(0, t) ≤ Dµ pmp−1 ≤ gµ(0, t), for 0 ≤ t ≤ T (µ),
where
T (µ) =
[
D
A0
µ
p
mp−1
] 1+p+α(1−mp)
α
,
Lemma 1 implies
u(x, t) ≤ gµ(x, t), 0 < x < +∞, 0 ≤ t ≤min(δ1,T (µ)).
Letting µ→ 0+, (32) can be easily derived. From (32) and (37) it follows that for any fixed t > 0
the formula (14) is valid. If u0 satisfies (3) with α > 0, then (6) and (69) follow from Lemma 3.
In a similar way, we can prove that for arbitrary sufficiently small  > 0, there exists a number
δ = δ() > 0, such that (37) is valid for 0 ≤ t ≤ δ(), however, A0 should be replaced with A0−  on
the left-hand side and A0 +  on the right-hand side. From the local analog of (37) and (32), for any
fixed t ∈ (0, δ], the formula (14) is valid. 
6. Conclusions
This paper presents a full classification of the short-time behavior of the interfaces and local so-
lutions near the interfaces or at infinity for the Cauchy problem for the nonlinear double degenerate
type reaction-diffusion equation of turbulent filtration in the case of fast diffusion
ut = (|(um)x|p−1(um)x)x−buβ, x ∈ R, 0 < t < T, 0 < mp < 1, β > 0,
with
u(x,0) = u0(x) ∼C(−x)α+, as x→ 0−, for some C > 0, α > 0,
and either b ≥ 0 or b < 0, β ≥ 1. The classification is based on the relative strength of the diffusion
and absorption forces. The following is a summary of the main results:
• If b > 0, 0 < β < mp, and 0 < α < (1 + p)/(mp− β), then diffusion weakly dominates over
the absorption and the interface expands with asymptotic formula given by
η(t) ∼ ψ(C,m, p,α)t(mp−β)/(1+p)(1−β), as t→ 0+,
where, ψ(C,m, p,α) > 0.
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• If b > 0, 0 < β <mp, and α = (1+ p)/(mp−β), then diffusion and absorption are in balance,
and there is a critical value C∗ such that the interface expands or shrinks accordingly as
C >C∗ or C <C∗ and
η(t) ∼ ζ∗(C,m, p)t(mp−β)/(1+p)(1−β), as t→ 0+,
where ζ∗ ≶ 0 if C ≶C∗.
• If b > 0, 0 < β < mp, and α > (1 + p)/(mp− β), then absorption strongly dominates over
diffusion and the interface shrinks with asymptotic formula given by
η(t) ∼ −`∗(C,m, p,α,β)t1/α(1−β), as t→ 0+,
where, `∗(C,m, p,α,β) > 0.
• If b > 0, 0 < β = mp < 1, and α > 0, then domination of the diffusion over absorption is
moderate, there is an infinite speed of propagation, and the solution has exponential decay
at infinity.
• If either b> 0, β >mp or b< 0, β≥ 1, then diffusion strongly dominates over the absorption,
and the solution has power type decay at infinity independent of α > 0, which coincides
with the asymptotics of the fast diffusion equation (b = 0).
7. Appendix A
We give here explicit values of the constants used in Sections 2, 3, and 5.
I. 0 < β < mp and 0 < α < (1 + p)/(mp−β)
ζ1 = (b(1−β))
mp−1
(1+p)(1−β) (m(1 + p))
p
1+p (p(m +β))
1
1+p (mp−β) p(m+β−1)−1(1+p)(1−β) (1−mp) 1−mp(1+p)(1−β) ,
C1 =
(
1−β
1−mp
) 1
mp−β
C∗,
`0 =
(1−mp
mp−β
)mp−1
1−β ( D
C∗
) (mp−1)(β−mp)
(1+p)(1−β)
, ζ2 = `0
1−β
mp−β.
II. 0 < β < mp and α = (1 + p)/(mp−β)
C2 = A1ζ
1+p
β−mp
3 , A1 = f1(0),
ζ3 = (m(1 + p))
p
p+1 (m +β)
1
1+p p
1
1+p (mp−β)−1(1−β) 11+p A
m−1
1+p
1
[
b(1−β)Aβ−11 + 1
] −1
1+p ,
ζ4 =
(
A1
C∗
)mp−β
1+p
, ζ5 = `1−
(
λ
C∗
) 1+p
mp−β
,C3 = C
(
1
1−δ∗Γ
) 1+p
mp−β
,
Γ = 1−
(
C
C∗
)mp−β
1+p
, ζ6 = δ∗Γ`2, δ∗ satisfies g(δ∗) = max
δ∈(0,1)
g(δ),
g(δ) = (δΓ)
1+p−p(m+β)
(1+p)(1−β)
1−δΓ− ( CC∗
)mp−β ( 1
1−δΓ
)p
mp−β
(1+p)(1−β)
,
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`2 = C
β−mp
1+p
b(1−β)δ∗Γ
1−δ∗Γ− ( CC∗
)mp−β ( 1
1−δ∗Γ
)p
mp−β
(1+p)(1−β)
.
V. β > mp
C5 = (1− )
1
1−mp D,
C6 =
(
α(1−mp)p+1
µb(1 + p +α(1−mp))(m(1 + p))p p(m + 1)
) 1
mp−1
,
ξ1 = (A0− )(mp−1)/(1+p)(1− )1/(1+p)D(1−mp)/(1+p), if b > 0, 1 ≤ β < (p(1−m) + 2)/(1 + p),
ξ1 = (A0− )(mp−1)/(1+p)D(1−mp)/(1+p), if b > 0, β ≥ (p(1−m) + 2)/(1 + p) or b < 0, β ≥ 1,
ξ2 =
(A0 + 
C6
)mp−1
1+p
,
A0 = f (0) > 0,
µb =
1, if b > 0,1 + , if b < 0,
ζ8 =
[
b(1−β)Cβ−1∗ (1− )mp−1(1− (1− )β−mp)
] mp−β
(1+p)(1−β) ,
ξ3 = (A0/D)(mp−1)/(1+p),
ξ4 = ξ3(1 + (1 + p)/α(1−mp))1/(1+p),
C7 = D(1 + (1 + p)/α(1−mp))1/(1+mp).
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