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RESUMO
A deficieˆncia auditiva, tambe´m conhecida como surdez, consiste na
perda parcial ou total da capacidade de audic¸a˜o de um indiv´ıduo. De
forma geral, essa limitac¸a˜o pode ser compensada pela utilizac¸a˜o de apa-
relhos auditivos. Esses dispositivos sa˜o projetados na˜o apenas para am-
plificar o campo acu´stico nas adjaceˆncias do ouvido, mas tambe´m para
aumentar a inteligibilidade e o conforto acu´stico do usua´rio. Apesar do
avanc¸o da tecnologia digital, estudos recentes relatam a insatisfac¸a˜o dos
usua´rios com relac¸a˜o a diferentes aspectos, entre eles: a amplificac¸a˜o
do ru´ıdo ambiente, a realimentac¸a˜o acu´stica e o efeito de oclusa˜o. Es-
sas caracter´ısticas tendem a reduzir o tempo de uso dia´rio do aparelho
pelos usua´rios.
A realimentac¸a˜o acu´stica decorre do acoplamento acu´stico entre o alto-
falante e o microfone do aparelho auditivo e se manifesta na forma de
um apito estridente que causa desconforto f´ısico ao usua´rio, podendo
ser ouvido por pessoas no seu entorno. A prevenc¸a˜o da realimentac¸a˜o
acu´stica usualmente e´ realizada atrave´s da limitac¸a˜o do ganho ma´ximo
do dispositivo, da utilizac¸a˜o de canceladores ativos de realimentac¸a˜o
ou do estreitamento ou fechamento do canal auditivo por um molde
(de forma a aumentar a impedaˆncia acu´stica entre alto-falante e mi-
crofone). Embora o estreitamento ou fechamento do canal auditivo
seja o me´todo mais usual e efetivo, sua utilizac¸a˜o resulta no chamado
efeito de oclusa˜o. O efeito de oclusa˜o ocorre quando o aparelho audi-
tivo, posicionado na porc¸a˜o cartilaginosa do canal, possui uma abertura
de ventilac¸a˜o com tamanho insuficiente para promover a necessa´ria dis-
sipac¸a˜o de energia sonora conduzida ao canal auditivo atrave´s do craˆnio
e da mand´ıbula, causando aumento significativo de poteˆncia em baixas
frequeˆncias (predominantemente na faixa de 200 a 500 Hz) e fazendo
com que o usua´rio ouc¸a sua pro´pria voz de forma abafada.
Este trabalho apresenta, inicialmente, a ana´lise de um sistema de cance-
lamento de realimentac¸a˜o na presenc¸a do efeito de oclusa˜o. Simulac¸o˜es
para validac¸a˜o do modelo mostraram que o efeito de oclusa˜o na˜o altera
o desempenho do sistema de cancelamento. Como contribuic¸a˜o princi-
pal, um novo sistema adaptativo de controle ativo de ru´ıdo para redu-
zir o efeito de oclusa˜o em aparelhos auditivos sem duto de ventilac¸a˜o e´
proposto. Em contraste com os canceladores de efeito de oclusa˜o pre-
viamente desenvolvidos, esse sistema oferece uma estrutura de cancela-
mento na˜o realimentada, que permite a ana´lise de seu comportamento
como um problema de identificac¸a˜o de um filtro linear com resposta
ao impulso finita. Equac¸o˜es recursivas determin´ısticas foram derivadas
para predic¸a˜o do erro quadra´tico me´dio e comportamento me´dio dos
coeficientes, tanto para transito´rio como em regime permanente. Tais
modelos sa˜o de particular interesse para os projetistas de aparelhos au-
ditivos como ferramentas de guia para definir paraˆmetros o´timos, de
forma a obter o desempenho desejado. As simulac¸o˜es computacionais
concordam com as predic¸o˜es teo´ricas obtidas pelas equac¸o˜es derivadas,
indicando uma reduc¸a˜o me´dia de 5,4 dB do efeito de oclusa˜o na faixa
de 200-500 Hz. Experimentos subjetivos corroboram a funcionalidade
da arquitetura proposta.
Palavras-chave: Oclusa˜o. Realimentac¸a˜o. Filtros adaptativos. Apa-
relhos auditivos.
ABSTRACT
Hearing loss is the partial or total loss of hearing ability of an individual.
In general, this limitation can be compensated by the use of hearing
aids. These devices are designed not only to amplify the sound field in
the vicinity of the ear, but also to increase the intelligibility and acoustic
comfort of the user. Even with the advancement of digital technology,
recent studies have reported the dissatisfaction of users with respect to
several aspects, including: environmental noise amplification, acoustic
feedback and occlusion effect. Such characteristics tend to reduce the
daily use of the device by users.
The acoustic feedback results from the acoustic coupling between the
loudspeaker and the microphone of the hearing aid, and is manifested
as a shrill whistle that causes physical discomfort to the user and is
perceived by the user and people around as an unpleasant sound. Pre-
vention of acoustic feedback is usually accomplished by limiting the
maximum gain of the device, by the use of active feedback cancellers or
by narrowing or closing the auditory canal with a mould (to increase
the acoustic impedance between loudspeaker and microphone). The
narrowing or closure of the auditory canal is the most common and
effective method, but its use reinforces the occlusion perception. The
occlusion effect occurs when the earmould, placed in the cartilaginous
part of the ear canal, has a ventilation oppening that is insufficient to
dissipate the necessary acoustical energy conducted to the ear canal
through the skull and the jaw, resulting in a power increase at low fre-
quencies (predominantly in the range of 200 to 500 Hz), which leads
the user to perceive a muﬄed version of his own voice.
This work presents, initially, an analysis of a feedback system cancella-
tion in the presence of the occlusion effect. The predicted results of the
mean weight behaviour are compared with simulations to show that
the occlusion effect does not affect the feedback system performance.
Following, a new adaptive active-noise-control system to reduce the
occlusion effect in unvented hearing aids is proposed. In contrast to
previously developed occlusion-effect cancellers, this system is based
on a feedforward cancelling structure that permits the analysis of its
behaviour as a finite-impulse-response linear-filter identification pro-
blem. Deterministic recursive equations were derived with the aim to
theoretically predict its mean square error and mean coefficient behavi-
our, both in transient and steady state conditions. Such models are of
particular interest to hearing aid designers as helping tools for setting
system parameters to obtain a desired performance. Computational
simulations are shown to agree very closely with theoretical predicti-
ons obtained using the derived models, indicating a mean reduction of
5.4 dB of the occlusion effect in the range of 200–500 Hz. Subjective
experiments corroborate the functionality of the proposed architecture.
Keywords: Occlusion. Feedback. Adaptive filters. Hearing aids.
LISTA DE FIGURAS
Figura 1 Anatomia da orelha. Modificado de Med-el [21]. . . . . . . 42
Figura 2 Orelhas me´dia e interna. Modificado de Med-el [21]. . . 42
Figura 3 Co´clea. Extra´ıdo de Med-el [21]. . . . . . . . . . . . . . . . . . . . . . . 43
Figura 4 Limiares do grau de deficieˆncia auditiva. Modificado de
Med-el [31]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Figura 5 Esta´gios de processamento de um aparelho auditivo mo-
derno. Modificado de [35]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figura 6 Tipos de aparelhos auditivos. Extra´ıdo de Sonic [36]. . 49
Figura 7 Abertura de ventilac¸a˜o em um aparelho auditivo do tipo
ITE. Modificado de Arzekinov [38]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Figura 8 Sistema de cancelamento ativo de oclusa˜o com controla-
dor fixo proposto em [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figura 9 Sistema adaptativo de cancelamento ativo de oclusa˜o
proposto em [14]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Figura 10 Estrutura adaptativa para cancelamento de realimentac¸a˜o.
58
Figura 11 Estrutura adaptativa para cancelamento de realimentac¸a˜o
com adic¸a˜o de atraso no caminho direto. . . . . . . . . . . . . . . . . . . . . . . . . 59
Figura 12 Cancelamento de realimentac¸a˜o como um problema de
identificac¸a˜o de sistemas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Figura 13 Me´todo do erro de predic¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Figura 14 Esquema ba´sico de um filtro adaptativo. . . . . . . . . . . . . . . 66
Figura 15 Estrutura f´ısica do sistema de cancelamento de oclusa˜o-
realimentac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Figura 16 Compensac¸a˜o da influeˆncia do caminho direto. . . . . . . . . . 71
Figura 17 Molde auricular e proto´tipo do aparelho do tipo BTE
(a), e esquema´tico do molde auricular (b). . . . . . . . . . . . . . . . . . . . . . . . . 75
Figura 18 Placa de desenvolvimento ADSP-BF537 EZ-KIT Lite. 77
Figura 19 Resposta em frequeˆncia do filtro antialiasing. . . . . . . . . . 77
Figura 20 Diagrama em blocos do sistema de aquisic¸a˜o e s´ıntese de
dados. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Figura 21 Esquema para a medida do caminho de realimentac¸a˜o. . 80
Figura 22 Resposta ao impulso me´dia do caminho de realimentac¸a˜o
para treˆs realizac¸o˜es de cada um dos diaˆmetros de abertura de ven-
tilac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Figura 23 Esquema para a medida do sistema de oclusa˜o. . . . . . . . . 83
Figura 24 Modelo ARX. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Figura 25 Resposta ao impulso do sistema de oclusa˜o para treˆs
realizac¸o˜es de cada um dos diaˆmetros de abertura de ventilac¸a˜o. . . 86
Figura 26 Teste de estacionariedade aplicado ao sinal de entrada
do filtro. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Figura 27 Resposta em frequeˆncia do caminho de realimentac¸a˜o
para diferentes diaˆmetros de ventilac¸a˜o (sem obsta´culos). . . . . . . . . . 89
Figura 28 Resposta em frequeˆncia do caminho de realimentac¸a˜o
para diferentes diaˆmetros de ventilac¸a˜o (com obsta´culo). . . . . . . . . . . 90
Figura 29 Resposta em frequeˆncia do sistema de oclusa˜o para dife-
rentes diaˆmetros de ventilac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Figura 30 Variac¸a˜o dos caminho de realimentac¸a˜o e sistema de
oclusa˜o de acordo com o diaˆmetro da ventilac¸a˜o. . . . . . . . . . . . . . . . . 93
Figura 31 Me´todo do erro de predic¸a˜o aplicado ao sistema de can-
celamento de realimentac¸a˜o ([11]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Figura 32 Filtro de erro de predic¸a˜o q(n). . . . . . . . . . . . . . . . . . . . . . . 99
Figura 33 Filtro branqueador aplicado sobre v(n). . . . . . . . . . . . . . . . 104
Figura 34 Filtro branqueador aplicado sobre x(n) ou z(n) indivi-
dualmente. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Figura 35 Filtro branqueador aplicado sobre os sinais v(n), x(n) e
z(n). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Figura 36 Resposta ao impulso de (a) wf e (b) wo. . . . . . . . . . . . . . 111
Figura 37 Comportamento me´dio dos coeficientes de p(n). . . . . . . . 113
Figura 38 Comportamento me´dio dos coeficientes de w1i(n). . . . . . 114
Figura 39 Desajuste nos coeficientes de p(n). Simulac¸a˜o de Monte
Carlo em vermelho e modelo em azul. . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
Figura 40 Desajuste nos coeficientes de w1i(n). Simulac¸a˜o de Monte
Carlo em vermelho e modelo em azul. . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
Figura 41 Erro nos coeficientes de p(n). . . . . . . . . . . . . . . . . . . . . . . . . 117
Figura 42 Ganho esta´vel adicionado. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
Figura 43 Resposta em frequeˆncia do caminho de realimentac¸a˜o
para um diaˆmetro de ventilac¸a˜o de 2 mm. . . . . . . . . . . . . . . . . . . . . . . . 119
Figura 44 Sinal de realimentac¸a˜o para os casos em que se considera
a oclusa˜o ou na˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
Figura 45 Sistema de cancelamento do efeito de oclusa˜o. . . . . . . . . 123
Figura 46 Resposta ao impulso do sistema de oclusa˜o sem ven-
tilac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
Figura 47 Coeficientes do processo autorregressivo. . . . . . . . . . . . . . . 147
Figura 48 Comportamento me´dio dos coeficientes de w(n) para o
caso ideal SNR = ∞. Simulac¸a˜o de Monte Carlo em vermelho,
modelo em azul e regime permanente em preto pontilhado. (a)
E{w1(n)}, (b) E{w3(n)}, (c) E{w16(n)}, (d)E{w39(n)}. . . . . . . . . 149
Figura 49 Comportamento me´dio dos coeficientes de w(n) para o
caso SNR = 3dB. Simulac¸a˜o de Monte Carlo em vermelho, modelo
em azul e regime permanente em preto pontilhado. (a) E{w16(n)},
(b) E{w39(n)}, (c) E{w50(n)}, (d)E{w150(n)}. . . . . . . . . . . . . . . . . . . 150
Figura 50 Evoluc¸a˜o do erro quadra´tico me´dio E{e2(n)}. (a) SNR =∞dB, (b) SNR = 3dB. Simulac¸a˜o de Monte Carlo em vermelho, mo-
delo em azul e regime permanente em preto pontilhado. No detalhe
sa˜o apresentadas as 10000 primeiras iterac¸o˜es. . . . . . . . . . . . . . . . . . . . . 151
Figura 51 Resposta em frequeˆncia de: (a) wo (preto), (b) limnÐ→∞E{w(n)}
para δ = ∆ = 0 (verde), (c) limnÐ→∞E{w(n)} para δ = 14 e ∆ = 1
(azul), e (d) limnÐ→∞E{w(n)} para δ = 14 e ∆ = 10 (vermelho). . . 152
Figura 52 Erro quadra´tico me´dio em func¸a˜o do atraso total (δ+∆).153
Figura 53 Simulac¸o˜es de Monte Carlo para o primeiro experimento:
(a) o cancelador desligado (preto), (b) o controlador realimentado
(vermelho) e (c) o controlador na˜o-realimentado (azul). No detalhe
sa˜o apresentadas as primeiras iterac¸o˜es. . . . . . . . . . . . . . . . . . . . . . . . . . 155
Figura 54 Espectro de poteˆncia dos sinais de fala. (a) cancelador
desligado (preto); (b) cancelador realimentado (vermelho); (c) can-
celador na˜o-realimentado (azul); (d) sinal de fala original (ciano). 156
Figura 55 Escala de linha para avaliac¸a˜o do sistema de minimizac¸a˜o
do efeito de oclusa˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
Figura 56 Representac¸a˜o do boxplot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
Figura 57 Boxplot da avaliac¸a˜o subjetiva para os sistemas realimen-
tado × na˜o-realimentado utilizando fones de ouvido. Valores posi-
tivos indicam melhor desempenho do me´todo proposto em relac¸a˜o
ao cancelador realimentado. (a) pontuac¸a˜o individual dos 15 vo-
lunta´rios; (b) pontuac¸a˜o me´dia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Figura 58 Erro quadra´tico me´dio dos canceladores realimentado
(vermelho) e na˜o-realimentado (azul). No detalhe sa˜o apresentadas
as 15000 primeiras iterac¸o˜es. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
Figura 59 Boxplot da avaliac¸a˜o subjetiva para os sistemas reali-
mentado e na˜o-realimentado. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
Figura 60 Efeito do atraso ∆ no desempenho dos canceladores re-
alimentado (vermelho) e na˜o-realimentado (azul). . . . . . . . . . . . . . . . . . 173
Figura 61 Histograma da avaliac¸a˜o subjetiva para os sistemas rea-
limentado × na˜o-realimentado, utilizando fones de ouvido. . . . . . . . . 174
Figura 62 Histogramas da avaliac¸a˜o subjetiva para os sistemas re-
alimentado e na˜o-realimentado. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

LISTA DE TABELAS
Tabela 1 F 1 e F 2 (Hz) das vogais toˆnicas do portugueˆs falado no
Brasil. Extra´ıda de [98]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Tabela 2 Magnitude diferencial para uma abertura de ventilac¸a˜o
de 3 mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Tabela 3 Atrasos de entrada-sa´ıda medidos na placa de processa-
mento ∆. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Tabela 4 Paraˆmetros dos sistemas de cancelamento utilizando um
sinal AR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
Tabela 5 Paraˆmetros dos sistemas de cancelamento utilizando um
sinal AR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
Tabela 6 Paraˆmetros dos sistemas de cancelamento para com-
parac¸a˜o utilizando um sinal AR.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
Tabela 7 Magnitude do sinal de fala para diferentes frequeˆncias,
de acordo com a Figura 54. Para fala original, cancelador na˜o-
realimentado (CNR), cancelador realimentado (CR) e sem cancela-
dor (SC)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
Tabela 8 Valores dos crite´rios objetivos de qualidade obtidos na
simulac¸a˜o com sinal de voz real para o cancelador realimentado
(CR) e na˜o-realimentado (CNR). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
Tabela 9 Paraˆmetros dos sistemas de cancelamento. . . . . . . . . . . . . . 165

LISTA DE ABREVIATURAS E SIGLAS
ADC Analog to Digital Converter
A/D Analog/Digital
AEQ Automatic Equalization
AGC Automatic Gain Control
ALE Adaptive Line Enhancer
AR Autoregressive
ARMA Autoregressive Moving Average
ARX Autoregressive Exogenous
ASG Added Stable Gain
BTE Behind-The-Ear
CAG Controlador Automa´tico de Ganho
CEP Cepstral Distance
CEPSH Comiteˆ de E´tica em Pesquisas com Seres Humanos
CIC Completely-In-The-Canal
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H3(z) Modelo para o ru´ıdo ambiente
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m2(n) Sinal captado pelo microfone interno
M Comprimento do filtro de cancelamento de realimentac¸a˜o
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p(n) Filtro adaptativo preditor
q(n) Filtro de erro de predic¸a˜o
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S Caminho secunda´rio
Sˆ Estimativa do caminho direto
S1 Processo de filtragem relacionado a` conversa˜o digital-analo´gica
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S3 Processo de equalizac¸a˜o
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z(n) Ru´ıdo ambiente
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1 INTRODUC¸A˜O
A deficieˆncia auditiva, comumente conhecida como surdez, con-
siste na perda parcial ou total da capacidade de um indiv´ıduo de ouvir.
A perda de audic¸a˜o bilateral, total ou parcial de 41 (quarenta e um)
decibe´is (dB) ou mais, e´ considerada deficieˆncia auditiva. Considera-se,
em geral, que a audic¸a˜o normal corresponde a` habilidade para detecc¸a˜o
de sons ate´ 20 dB N.A. (decibe´is, n´ıvel de audic¸a˜o), e chama-se, gene-
ricamente, de deficiente auditivo aquele que apresenta diferenc¸a sig-
nificativa com relac¸a˜o a` habilidade normal para a detecc¸a˜o sonora de
acordo com padro˜es estabelecidos pela American National Standards
Institute [1]. Aparelhos auditivos (hearing aids) teˆm como finalidade
ajudar as pessoas com perda auditiva a corrigir ou recuperar a quali-
dade da percepc¸a˜o sonora. Um exemplo de benef´ıcio obtido com o uso
de aparelhos auditivos e´ a capacidade de identificac¸a˜o de um locutor a
partir da voz. Os avanc¸os recentes na tecnologia de aparelhos auditivos
teˆm possibilitado melhorias significativas no entendimento da fala por
parte dos usua´rios, assim como n´ıveis este´ticos e de conforto cada vez
maiores.
1.1 PREAˆMBULO
Os aparelhos auditivos sa˜o dispositivos cujo o objetivo e´ a com-
pensac¸a˜o das perdas auditivas do usua´rio, permitindo condic¸o˜es acu´sticas
de qualidade e intensidade adequadas [2]. Entretanto, aparelhos auditi-
vos na˜o sa˜o uma soluc¸a˜o perfeita. Um exemplo de suas limitac¸o˜es pode
ser observado quando um molde (estrutura que realiza o fechamento
do ouvido interno em relac¸a˜o ao ambiente externo) ou um aparelho
auditivo e´ colocado no ouvido e o canal auditivo e´ parcialmente ou
totalmente obstru´ıdo. Nessa situac¸a˜o, o usua´rio de pro´tese auditiva
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ouve sua pro´pria voz de forma diferenciada (abafada) por causa de
um aumento da poteˆncia nas baixas frequeˆncias do sinal de voz (pre-
dominantemente na faixa de 200 a 500 Hz) [3, 4]. Esse fenoˆmeno e´
denominado de efeito de oclusa˜o. O efeito de oclusa˜o, primeiramente
descrito por Wheatstone em 1827 [5] e mais tarde por Zwislocki [6],
ocorre quando o usua´rio de pro´tese esta´ falando ou comendo. Nessa
situac¸a˜o, as vibrac¸o˜es das cordas vocais ou o som gerado pela mas-
tigac¸a˜o e´ transmitido atrave´s do craˆnio. Isso faz com que as porc¸o˜es
cartilaginosas presentes nas paredes do canal vibrem, atuando como
uma membrana ela´stica.
A soluc¸a˜o utilizada na maioria dos aparelhos auditivos para ate-
nuar o problema da oclusa˜o e´ a implementac¸a˜o de uma abertura de
ventilac¸a˜o no molde do aparelho auditivo [4, 7]. Pore´m, com o alar-
gamento da abertura de ventilac¸a˜o ha´ um aumento na probabilidade
de ocorreˆncia de um fenoˆmeno conhecido como realimentac¸a˜o acu´stica.
A realimentac¸a˜o acu´stica ocorre devido ao acoplamento acu´stico entre
o alto-falante e o microfone do aparelho auditivo constituindo um sis-
tema em malha fechada [4]. Este fenoˆmeno e´ percebido pelo usua´rio
como um som desagrada´vel, conhecido como microfonia (whistling).
A realimentac¸a˜o acu´stica acarreta em uma limitac¸a˜o significativa no
desempenho do sistema atrave´s da restric¸a˜o do ganho ma´ximo que o
aparelho auditivo pode proporcionar [8].
Nos u´ltimos anos, diversos trabalhos teˆm sido realizados envol-
vendo cancelamento de realimentac¸a˜o. Em [9] uma estrutura de cance-
lamento de realimentac¸a˜o foi proposta, utilizando o me´todo de erro de
predic¸a˜o linear para reduzir a correlac¸a˜o temporal existente entre os si-
nais de entrada do aparelho auditivo e o sinal desejado, diminuindo
assim a polarizac¸a˜o, apresentada no me´todo descrito em [10]. Em
2009, Maluenda [11] desenvolveu um modelo anal´ıtico para predic¸a˜o
do comportamento estat´ıstico do cancelador de realimentac¸a˜o adapta-
tivo proposto em [9]. Em 2010, utilizando as ferramentas matema´ticas
37
desenvolvidas por Maluenda, Nicolau [12] analisou e implementou um
cancelador de realimentac¸a˜o com comprimento deficiente. Apesar de
existirem va´rios trabalhos associados a` compensac¸a˜o da realimentac¸a˜o
acu´stica, pouco tem sido feito com relac¸a˜o a` oclusa˜o. O primeiro tra-
balho cient´ıfico relacionado foi apresentado por Mejia, Dillon e Fisher
[3], no qual um controlador realimentado com coeficientes fixos foi uti-
lizado para diminuir o efeito de abafamento. Desde enta˜o, apesar da
importaˆncia do problema oclusa˜o-realimentac¸a˜o pouco tem sido apre-
sentado na literatura [3, 11, 13, 14].
1.2 JUSTIFICATIVA
Segundo o censo demogra´fico brasileiro, realizado em 2010, 9,7
milho˜es de brasileiros, 5,1% de toda a populac¸a˜o, se declararam por-
tadores de deficieˆncias auditivas. Destas, 344,2 mil sa˜o surdas e 1,7
milha˜o de pessoas teˆm grande dificuldade de ouvir. Portanto, o de-
senvolvimento cient´ıfico e o domı´nio de tecnologia nessa a´rea sa˜o de
extremo interesse ao desenvolvimento nacional.
Atualmente, pouco tem sido feito para superar o problema de
oclusa˜o, fato que torna relevante a presente pesquisa, especialmente no
caso de usua´rios que exigem elevada amplificac¸a˜o. Apesar dos grandes
avanc¸os associados aos diversos subsistemas que compo˜em os aparelhos
adaptativos, apenas recentemente a integrac¸a˜o destes elementos teˆm
sido abordada, como por exemplo, conjugac¸a˜o de te´cnicas de reduc¸a˜o
de ru´ıdo e compressa˜o dinaˆmica [15]; e a integrac¸a˜o dos sistemas de
reduc¸a˜o de ru´ıdo e controle ativo de ru´ıdo [16].
Os efeitos de oclusa˜o e realimentac¸a˜o esta˜o diretamente associ-
ados ao diaˆmetro do duto de ventilac¸a˜o nos moldes de aparelhos audi-
tivos. Quanto mais estreita a abertura de ventilac¸a˜o, maior a proba-
bilidade de ocorreˆncia do efeito de oclusa˜o, mas com uma diminuic¸a˜o
na parcela de realimentac¸a˜o [7, 4]. Apesar de altamente correlaciona-
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dos, a interac¸a˜o entre os efeitos de oclusa˜o e de realimentac¸a˜o ainda e´
um assunto pouco explorado na literatura cient´ıfica, apesar de seu im-
portante impacto sobre o conforto, qualidade de som e complexidade
computacional dos algoritmos [17, 18].
1.3 OBJETIVOS
Este trabalho tem como objetivo propor e analisar uma estrate´gia
de cancelamento de oclusa˜o na˜o-realimentada, diferentemente das abor-
dagens ja´ propostas na literatura, que utilizam estrate´gias realimenta-
das [3, 14], com o foco no provimento de conforto acu´stico. Uma ana´lise
da influeˆncia do efeito de oclusa˜o sobre um sistema de cancelamento de
realimentac¸a˜o ja´ proposto na literatura e´ tambe´m e´ apresentada.
1.4 ESTRUTURA DO TRABALHO
O Cap´ıtulo 2 aborda os fundamentos teo´ricos necessa´rios ao en-
tendimento deste trabalho. Sa˜o ressaltados os diferentes tipos de per-
das auditivas e os sistemas de aux´ılio a` audic¸a˜o que, conforme o tipo
de perda, teˆm como objetivo compensar, amplificar e conformar o si-
nal sonoro. Discutem-se ainda, as causas do efeito de oclusa˜o e sua
relac¸a˜o com o problema de realimentac¸a˜o acu´stica, as te´cnicas de can-
celamento do efeito de oclusa˜o e realimentac¸a˜o acu´stica ja´ existentes,
e uma breve explanac¸a˜o sobre filtros adaptativos. Ale´m disso, e´ apre-
sentada a modelagem f´ısica dos problemas de oclusa˜o e realimentac¸a˜o,
que sera´ utilizada como base para este estudo.
A metodologia utilizada para estimac¸a˜o da func¸a˜o de trans-
fereˆncia para os caminhos de realimentac¸a˜o e efeito de oclusa˜o e´ apre-
sentada no Cap´ıtulo 3. As medic¸o˜es foram feitas com molde persona-
lizado em um volunta´rio. A plataforma de processamento utilizada e´
apresentada, como tambe´m os me´todos aplicados para identificac¸a˜o dos
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sistemas. Os resultados deste processo sa˜o apresentados e analisados.
No Cap´ıtulo 4 e´ feita a ana´lise e simulac¸o˜es computacionais do
sistema de cancelamento de realimentac¸a˜o proposto em [9] quando su-
jeito a` presenc¸a do efeito de oclusa˜o. Finalmente, no Cap´ıtulo 5 uma
estrutura na˜o-realimentada para o cancelamento de oclusa˜o e´ apresen-
tada, analisada e comparada com uma estrutura realimentada ja´ exis-
tente.
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2 FUNDAMENTOS TEO´RICOS
Este cap´ıtulo apresenta os fundamentos ba´sicos necessa´rios para
a compreensa˜o do trabalho. Inicialmente sa˜o definidos alguns conceitos
sobre o funcionamento e anatomia do sistema auditivo humano, per-
das auditivas e sistemas de aux´ılio a` audic¸a˜o. Os efeitos de oclusa˜o
e realimentac¸a˜o acu´stica sa˜o tambe´m introduzidos, ale´m de uma re-
visa˜o bibliogra´fica acerca dos me´todos utilizados para compensar tais
limitac¸o˜es em aparelhos auditivos.
2.1 ANATOMIA DO SISTEMA AUDITIVO HUMANO
A orelha possui uma importante func¸a˜o no corpo humano. Ela
transforma vibrac¸o˜es sonoras em sinais ele´tricos, ou seja, em sinais per-
cept´ıveis ao ce´rebro humano. O som e´ uma onda mecaˆnica produzida
por variac¸o˜es de pressa˜o que pode vibrar ra´pida ou lentamente. Vi-
brac¸o˜es lentas produzem sons graves, enquanto vibrac¸o˜es ra´pidas pro-
duzem sons agudos [19].
A orelha possui treˆs partes principais: orelha externa, orelha
me´dia e orelha interna. A orelha externa consiste da parte vis´ıvel da
orelha (pavilha˜o externo) e do canal auditivo externo (meato acu´stico
externo), que possui aproximadamente 2 cm de comprimento, se es-
tendendo ate´ a membrana timpaˆnica [20], como mostra a Figura 1.
As alterac¸o˜es acu´sticas de pressa˜o que constantemente chegam ate´ no´s
na forma de som sa˜o captadas pelo ouvido externo e enviadas ate´ a
membrana timpaˆnica atrave´s do canal auditivo externo.
A orelha me´dia e´ uma pequena cavidade, com aproximadamente
2 cm3 em volume. E´ constitu´ıda pela membrana timpaˆnica e pelos
treˆs menores ossos do corpo humano, os oss´ıculos da audic¸a˜o: mar-
telo, estribo e bigorna. De forma eficiente, essa cadeia ossicular entra
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Figura 1 – Anatomia da orelha. Modificado de Med-el [21].
em movimento quando a membrana timpaˆnica comec¸a a vibrar, traba-
lhando conjuntamente para amplificar as ondas sonoras. Essas ondas
sa˜o transmitidas ao ouvido interno e enta˜o, a co´clea inicia seu papel
central (Figura 2).
Figura 2 – Orelhas me´dia e interna. Modificado de Med-el [21].
43
Na co´clea a energia mecaˆnica do som e´ convertida em sinais
ele´tricos complexos. Em termos simples, a co´clea e´ um tubo em forma
de espiral preenchido com um fluido (endolinfa). Ce´lulas sensoriais, ou
ciliadas, esta˜o presentes em todo o seu comprimento. Essas ce´lulas sa˜o
excitadas de forma diferente dependendo da frequeˆncia do sinal e de
acordo com a sua localizac¸a˜o na co´clea, possibilitando a detecc¸a˜o de
diferentes tons e frequeˆncias e permitindo ao ouvido perceber o espec-
tro sonoro. A transduc¸a˜o de vibrac¸o˜es mecaˆnicas para pulsos ele´tricos
e´ um processo complexo, resultado do movimento das ce´lulas ciliadas
que esta˜o presentes em todo o comprimento da co´clea. As ce´lulas lo-
calizadas na base, ou regio˜es baixas da co´clea, sa˜o responsa´veis pelas
altas frequeˆncias, enquanto as ce´lulas localizadas na parte final, ou api-
cal, sa˜o responsa´veis pelas baixas frequeˆncias, conforme apresentado na
Figura 3.
Na orelha interna encontram-se os canais semicirculares, res-
ponsa´veis pelo equil´ıbrio (sistema vestibular) e a co´clea, onde esta˜o
os receptores para a audic¸a˜o [20, 22]. O ouvido interno processa as
ondas sonoras e as transforma em impulsos ele´tricos que sa˜o passados
ao ce´rebro.
Figura 3 – Co´clea. Extra´ıdo de Med-el [21].
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2.2 PERDAS AUDITIVAS
Ao contra´rio de outras deficieˆncias, a perda auditiva e´ uma li-
mitac¸a˜o aparentemente invis´ıvel, pois na˜o ha´ ind´ıcios f´ısicos, como o
uso de uma cadeira de rodas ou de muletas. A perda auditiva e´ a mais
prevalente, menos reconhecida e menos compreendida entre todas as
deficieˆncias. O problema real da perda auditiva na˜o e´ a perda em si,
mas a barreira para a comunicac¸a˜o [23]. Embora possa ocorrer em
qualquer idade, perdas auditivas sa˜o mais comuns em pessoas idosas.
Na idade em torno de 60 anos, aproximadamente uma em cada treˆs
pessoas possui algum grau de perda, e a incideˆncia e´ maior ao longo
dos anos [24].
O grau de severidade da deficieˆncia auditiva (Figura 4) e´ deter-
minado pelo n´ıvel de intensidade sonora mı´nima que algue´m pode ouvir
naturalmente, e e´ caracterizado por limiares que variam segundo dife-
rentes autores [25]. No Brasil, ainda existem divergeˆncias sobre qual
seria a classificac¸a˜o mais adequada. A classificac¸a˜o de grau de perda
mais comumente empregada foi proposta em 1970, e leva em consi-
derac¸a˜o a me´dia dos limiares tonais obtidos para as frequeˆncias de 500,
1000 e 2000 Hz. Entretanto, ao desconsiderar as frequeˆncias mais al-
tas, essa classificac¸a˜o prioriza a energia dos sons da fala em detrimento
de sua inteligibilidade, tornando-se limitada e inexpressiva, pois na˜o
reflete o preju´ızo no desempenho comunicativo [26].
A deficieˆncia auditiva pode ser classificada em treˆs categorias
conforme a regia˜o lesionada ou bloqueada no sistema auditivo [27]:
 Perda Condutiva: ocorre na orelha externa e/ou na orelha me´dia
por meio da obstruc¸a˜o do canal, evitando que o som chegue ao
ouvido interno. As causas mais comuns sa˜o o acu´mulo de cerume
e deformidades no canal acu´stico que impedem os oss´ıculos de vi-
brarem adequadamente. Infecc¸o˜es no ouvido me´dio ou a ruptura
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da membrana timpaˆnica tambe´m sa˜o causas comuns de perda
condutiva. Geralmente, esse tipo de perda e´ tempora´rio e pode
ser tratada por meio de medicamento ou intervenc¸a˜o ciru´rgica.
 Perda Senso-Neural: decorrente de um problema na orelha in-
terna pela perda ou danos nas ce´lulas ciliares da co´clea. Quando
somente algumas ce´lulas sa˜o perdidas ou danificadas (geralmente
as correspondentes a`s altas frequeˆncias) esse tipo de perda audi-
tiva e´ classificada como me´dia ou moderada. Quando as ce´lulas
ciliares sa˜o parcialmente ou completamente perdidas ou danifica-
das a perda e´ considerada de severa a profunda. Pode ocorrer
pela idade, quando ambas as orelhas sa˜o afetadas de maneira
igual, ou ainda em casos de infecc¸a˜o viral, danos por sons de alta
intensidade ou tumores. Em geral, perdas senso-neurais sa˜o ir-
revers´ıveis, na˜o podendo ser reparadas por meio de intervenc¸a˜o
ciru´rgica.
 Perda Central: decorrente de alterac¸o˜es nos mecanismos de pro-
cessamento da informac¸a˜o sonora no co´rtex cerebral (sistema ner-
voso central).
As perdas condutivas e as perdas senso-neurais podem ser com-
pensadas por meio de sistemas externos de amplificac¸a˜o ou implantes
cocleares [28].
Implantes cocleares podem ser utilizados por pessoas em qual-
quer idade. Esse tipo de pro´tese e´ recomendada tanto para pessoas
com perda senso-neural do tipo po´s-lingual (pacientes com surdez se-
vera que na˜o se adaptaram a sistemas externos de aux´ılio a` audic¸a˜o)
quanto para pessoas com perda do tipo pre´-lingual (surdez congeˆnita
ou adquirida antes de aprender a falar) [29]. No entanto, a tecnologia
de implantes cocleares ainda e´ cara e o processo de reabilitac¸a˜o envolve
uma equipe multidisciplinar [30].
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Figura 4 – Limiares do grau de deficieˆncia auditiva. Modificado de
Med-el [31].
2.2.1 Sistemas de aux´ılio a` audic¸a˜o
Os sistemas de aux´ılio a` audic¸a˜o, conhecidos como aparelhos au-
ditivos, teˆm como finalidade principal permitir que os usua´rios possam
ouvir sons em qualidade e intensidade adequadas [2].
Os primeiros aparelhos auditivos eram enormes trombetas (ear
trumpet) [32] feitas de prata, ferro, madeira, conchas de caramujos ou
chifres de animais. Em 1952 iniciou-se a era dos aparelhos auditivos
com transistor. Nos anos seguintes surgiram os aparelhos analo´gicos
programados digitalmente por meio de dispositivos dedicados ou de
computadores pessoais. Em 1996, surgiram os aparelhos digitais pro-
grama´veis e com processamento digital de sinais [33].
Apesar de existirem diversos tipos de aparelhos auditivos, o
princ´ıpio ba´sico dos aparelhos digitais (os mais modernos dispon´ıveis)
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pode ser descrito da seguinte maneira: as ondas sonoras sa˜o captadas
por um microfone ou outro receptor e convertidas em um sinal digital.
Este sinal e´ enta˜o processado conforme instruc¸o˜es do software de pro-
gramac¸a˜o (algoritmo) e enviado para um conversor digital-analo´gico. O
sinal cont´ınuo aciona um alto-falante, que o converte novamente para
a forma acu´stica. O processamento do sinal tem como objetivo ba´sico
amplificar as componentes do sinal acu´stico nas frequeˆncias em que o
usua´rio tem problemas de audic¸a˜o [2], embora os dispositivos atuais
realizem processamentos extremamente complexos como, por exemplo,
reduc¸a˜o de ru´ıdo e compressa˜o dinaˆmica.
Os esta´gios de processamento de um aparelho auditivo moderno
sa˜o mostrados na Figura 5. Primeiramente o som e´ processado de
forma direcional para melhorar a relac¸a˜o sinal-ru´ıdo. Este processa-
mento atenua os sinais oriundos de fora da linha de visa˜o, aumentando
a inteligibilidade da fala produzida frontalmente ao usua´rio. Esta´gios
de ana´lise e s´ıntese no domı´nio da frequeˆncia permitem a utilizac¸a˜o
de me´todos de reduc¸a˜o de ru´ıdo, amplificac¸a˜o e compressa˜o em ban-
das de frequeˆncia. Em seguida, tem-se o sistema de cancelamento de
realimentac¸a˜o, que pode ou na˜o estar presente [34, 35].
Na Figura 6 sa˜o apresentados alguns tipos de aparelhos auditi-
vos, os quais sa˜o classificados de acordo com o local da orelha onde sa˜o
posicionados:
 Completamente no canal (CIC – completely-in-the-canal): loca-
lizado inteiramente no canal auditivo, deixando vis´ıvel apenas
uma haste para auxiliar na sua remoc¸a˜o. E´ utilizado para repa-
rar perda auditiva leve ou moderada.
 No canal (ITC – in-the-canal): ocupa parte do canal auditivo
e cobre apenas uma pequena porc¸a˜o da concha da orelha. E´
utilizado em casos de perda auditiva leve ou moderada.
 Na orelha (ITE – in-the-ear): encaixa completamente no ouvido
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Figura 5 – Esta´gios de processamento de um aparelho auditivo mo-
derno. Modificado de [35].
externo deixando apenas uma pequena haste para auxiliar sua
remoc¸a˜o. E´ utilizado para reparar desde perda auditiva leve ate´
perda auditiva severa.
 Atra´s da orelha (BTE – behind-the-ear): localizado atra´s da ore-
lha, de modo que o som e´ enviado ao molde (localizado na orelha
do usua´rio) atrave´s de um tubo. Sa˜o utilizados por pessoas de
todas as idades e podem corrigir desde perdas leves ate´ perdas
profundas.
2.3 EFEITO DE OCLUSA˜O E REALIMENTAC¸A˜O ACU´STICA
A obstruc¸a˜o do canal acu´stico, total ou parcial, causa a sensac¸a˜o
de aumento de pressa˜o ou de que o ouvido esta´ fechado. Tal fenoˆmeno e´
conhecido como efeito de oclusa˜o. O efeito de oclusa˜o ocorre quando o
aparelho auditivo, posicionado na porc¸a˜o cartilaginosa do canal, possui
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Figura 6 – Tipos de aparelhos auditivos. Extra´ıdo de Sonic [36].
uma abertura de ventilac¸a˜o com tamanho insuficiente para promover a
dissipac¸a˜o de energia sonora. A energia sonora produzida pelo usua´rio
e´ conduzida ao canal auditivo atrave´s do craˆnio e da mand´ıbula. Nessa
situac¸a˜o, quando o usua´rio da pro´tese fala ou mastiga, sa˜o produzidas
vibrac¸o˜es nas porc¸o˜es cartilaginosas presentes na parede do canal (que
atuam como uma membrana ela´stica), causando aumento significativo
de poteˆncia em baixas frequeˆncias (predominantemente na faixa de
200 a 500 Hz). O usua´rio escuta sua pro´pria voz de forma abafada
(conhecida por efeito voz em barril) [37]. Devido a` predominaˆncia de
ocorreˆncia ser em baixa frequeˆncia, o efeito de oclusa˜o e´ muitas vezes
mais incoˆmodo para usua´rios de aparelhos auditivos com a audic¸a˜o de
baixa frequeˆncia normal ou quase normal. Em usua´rios de aparelhos
auditivos com maior perda auditiva em baixa frequeˆncia (mais de 40
dB de perda entre 250 Hz e 500 Hz [2]) o efeito de oclusa˜o e´ amenizado.
O completo fechamento do canal auditivo pode produzir aumento
de 20 a 30 dB em sons de baixa frequeˆncia [37]. Para evitar a per-
cepc¸a˜o de oclusa˜o pelo usua´rio sa˜o necessa´rias aberturas de ventilac¸a˜o
com diaˆmetros maiores ou iguais a 3 mm [2, 3, 37]. Atualmente esta˜o
dispon´ıveis comercialmente va´rios modelos de aparelhos auditivos sem
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fechamento (que proporcionam maior conforto e este´tica), que sa˜o os
chamados aparelhos auditivos open fit. O alargamento da abertura de
ventilac¸a˜o diminui o efeito de oclusa˜o, pore´m favorece o aparecimento
do problema de realimentac¸a˜o acu´stica.
A realimentac¸a˜o e´ um problema decorrente do acoplamento acu´stico
entre o microfone e o alto-falante do aparelho auditivo, conforme mostra
a Figura 7. O sinal gerado pelo alto-falante sofre distorc¸o˜es, pois uma
parcela do sinal volta pelo duto de ventilac¸a˜o e e´ reinserido no aparelho
atrave´s do microfone, podendo levar o sistema a` instabilidade. Normal-
mente, essas distorc¸o˜es na˜o sa˜o percept´ıveis, mas a instabilidade gera
tons muito incoˆmodos e que sa˜o percebidos pelo usua´rio e pelas pes-
soas em seu entorno como um som desagrada´vel mais conhecido como
microfonia. A soluc¸a˜o natural para esse problema seria o estreitamento
ou fechamento da abertura de ventilac¸a˜o existente no aparelho audi-
tivo (de forma a isolar acusticamente microfone e alto-falante), mas
essa abordagem agrava o problema da oclusa˜o.
Figura 7 – Abertura de ventilac¸a˜o em um aparelho auditivo do tipo
ITE. Modificado de Arzekinov [38].
A realimentac¸a˜o acu´stica acarreta uma restric¸a˜o significativa no
desempenho do aparelho auditivo devido a` limitac¸a˜o no ganho ma´ximo
que o dispositivo pode proporcionar, sendo uma das maiores queixas
de usua´rios de aparelhos auditivos [34, 39].
A realimentac¸a˜o acu´stica e´ agravada por diversos fatores: ma´
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fixac¸a˜o do molde no ouvido, transmissa˜o da vibrac¸a˜o sonora pela es-
trutura do molde, amplificac¸a˜o muito elevada, abertura de ventilac¸a˜o.
Tal problema se torna ainda mais evidente em aparelhos do tipo CIC e
ITE, em que a distaˆncia entre microfone e alto-falante e´ muito pequena
[40].
2.4 TE´CNICAS DE CANCELAMENTO DO EFEITO DE OCLUSA˜O
Ate´ o momento, poucos trabalhos estudaram o problema do
efeito do efeito de oclusa˜o. De forma geral as soluc¸o˜es sa˜o baseadas
em alterac¸o˜es nas caracter´ısticas f´ısicas do molde, como o aumento da
abertura do duto de ventilac¸a˜o. Nesses casos, treˆs grandes problemas
aparecem:
 A amplificac¸a˜o necessa´ria para suprir a perda do indiv´ıduo pode
gerar realimentac¸a˜o positiva (microfonia);
 O atraso entre a fala processada pelo aparelho auditivo e os sons
na˜o processados (que entram pela abertura) pode produzir des-
conforto e perda de inteligibilidade e;
 O mascaramento dos sinais processados pelo aparelho auditivo em
decorreˆncia dos sons que entram e saem livremente pela abertura
[3, 37].
Dessa forma, durante o processo de configurac¸a˜o inicial do apa-
relho (etapa de fitting) e´ necessa´rio determinar o maior fechamento
poss´ıvel da abertura de ventilac¸a˜o sem produzir desconforto em dema-
sia.
Em 2008 foi proposto em [3] um sistema analo´gico de controle
ativo de ru´ıdo para a reduc¸a˜o do efeito de oclusa˜o. Diferentemente dos
aparelhos convencionais, nesse sistema o molde (ou aparelho) possui
um microfone adicional posicionado no interior do canal auditivo com
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o objetivo de quantificar o erro entre o sinal aplicado ao alto-falante
e a informac¸a˜o acu´stica efetivamente enviada ao usua´rio, conforme e´
mostrado na Figura 8.
Figura 8 – Sistema de cancelamento ativo de oclusa˜o com controlador
fixo proposto em [3].
No controlador proposto, H e´ o ganho do aparelho auditivo, A
representa o ganho no caminho direto, B e´ o ganho no caminho de rea-
limentac¸a˜o e C e´ um filtro de pre´-compensac¸a˜o. Com este sistema, foi
relatada uma reduc¸a˜o de ate´ 18 dB do efeito de oclusa˜o em frequeˆncias
em torno de 300 Hz, comparada com a inexisteˆncia de abertura de
ventilac¸a˜o. No entanto, de forma indeseja´vel, o sistema apresentou am-
plificac¸a˜o em certas faixas de frequeˆncia, como por exemplo, aumento
de 3 dB em 10 Hz e de 9 dB em 1,3 kHz.
Embora a ideia de controle ativo de ru´ıdo na˜o seja nova, este foi
o primeiro trabalho sobre reduc¸a˜o ativa do efeito de oclusa˜o em apa-
relhos auditivos. Mesmo tendo alcanc¸ado bons resultados, os autores
relataram a limitac¸a˜o do sistema proposto em decorreˆncia da utilizac¸a˜o
de controladores fixos, os quais dependem diretamente do processo de
ajuste do aparelho (etapa de fitting) e da manutenc¸a˜o das condic¸o˜es
iniciais de ajuste. Os resultados obtidos utilizando um controlador fixo
esta˜o sujeitos a` degradac¸a˜o em func¸a˜o de deslocamentos do molde e da
variac¸a˜o do canal acu´stico.
Seguindo a mesma linha, em 2009, foi concedida uma patente
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a um sistema de cancelamento do efeito de oclusa˜o que tambe´m usa
um microfone posicionado na parte interna do canal auditivo [41]. Os
autores relatam a utilizac¸a˜o de controladores fixos e em seguida citam
a necessidade de controladores adaptativos. No entanto, na˜o definem
qual estrutura deveria ser utilizada. Outra proposta baseada em [3] foi
apresentada tambe´m em forma de patente em [42], em que os filtros C
e B sa˜o adaptativos.
Em [43] foi proposta uma estrutura adaptativa para cancela-
mento do efeito de oclusa˜o em aparelhos auditivos. Na Figura 9 o sinal
de excitac¸a˜o, ν, processado pelo modelo autoregressivo (AR), represen-
tado pela func¸a˜o de transfereˆncia H1(z), modela a fala do usua´rio de
aparelho auditivo v(n). O sinal captado pelo microfone externo do apa-
relho auditivo e´ indicado porm1(n). O sinal o(n) representa o chamado
sinal de oclusa˜o, resultante da transmissa˜o da fala do usua´rio atrave´s
das partes o´sseas e cartilaginosas, cujo processo de transformac¸a˜o e´
representado pelo sistema Wo. O sinal s(n) indica o sinal resultante
do processamento do aparelho auditivo (representado por G) e que e´
aplicado no alto-falante, m2(n) denota o sinal captado pelo microfone
interno, voltado ao canal auditivo. O sinal de cancelamento y(n), na
sa´ıda do filtro adaptativo, e´ produzido pela operac¸a˜o de filtragem so-
bre o sinal do microfone interno, de maneira que m2(n) filtrado por
w(n) gera uma estimativa do sinal oclu´ıdo y(n) = oˆ(n). O sinal de
erro e(n) e´ utilizado para gerar a superf´ıcie de desempenho associada
a` atualizac¸a˜o de w(n). Os blocos S1 e S2 representam os processos
de filtragem relacionados com a conversa˜o digital-analo´gico (filtro de
reconstruc¸a˜o, pre´-amplificador, alto-falante) e a conversa˜o analo´gico-
digital (microfone, pre´-amplificador, filtro anti-aliasing). O bloco Sˆ e´
a estimativa do caminho direto S = S1 ∗ S2.
O controlador adaptativo e´ tratado do ponto de vista do projeto
de um filtro de resposta infinita ao impulso, o que implica em uma su-
perf´ıcie de desempenho que pode apresentar mu´ltiplos mı´nimos que na˜o
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Figura 9 – Sistema adaptativo de cancelamento ativo de oclusa˜o pro-
posto em [14].
sa˜o necessariamente globais [44]. Tal limitac¸a˜o leva a um desempenho
subo´timo do sistema.
Mais recentemente, um sistema de reduc¸a˜o do efeito de oclusa˜o
baseado na te´cnica de controle ativo de ru´ıdo foi apresentada em [45,
46]. Os resultados obtidos por meio de simulac¸o˜es computacionais
usando MATLAB indicaram que o sistema e´ capaz de reduzir apro-
ximadamente 30 dB o sinal existente no interior do canal quando o
usua´rio esta´ falando. No entanto, na estrutura proposta o cancela-
mento total do sinal de erro implicaria no completo cancelamento do
campo acu´stico no interior do canal auditivo, inclusive na condic¸a˜o em
que o usua´rio se encontra em sileˆncio. Isso significaria que se o sistema
funcionasse perfeitamente na˜o haveria som nenhum para ser percebido
pelo usua´rio.
2.5 TE´CNICAS DE CANCELAMENTO DA REALIMENTAC¸A˜O
ACU´STICA
A soluc¸a˜o mais comum para o controle da realimentac¸a˜o, antes
da era digital, era baseada na reduc¸a˜o do ganho ma´ximo proporcionado
pelo sistema e em alterac¸o˜es f´ısicas no molde, de maneira a minimizar
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o vazamento do som. O advento da tecnologia digital permitiu a in-
troduc¸a˜o de novas te´cnicas para a reduc¸a˜o do efeito de realimentac¸a˜o.
Desde enta˜o, va´rias te´cnicas teˆm sido propostas na literatura para re-
duzir os efeitos introduzidos pela realimentac¸a˜o acu´stica.
De maneira geral estas te´cnicas sa˜o baseadas em supressa˜o no
caminho direto e cancelamento no caminho de realimentac¸a˜o [13, 47].
Em te´cnicas de supressa˜o no caminho direto, o processamento tradici-
onal do aparelho auditivo (como reduc¸a˜o de ru´ıdo, compressa˜o, etc) e´
modificado para garantir estabilidade na presenc¸a do caminho de rea-
limentac¸a˜o [48, 49]. As principais te´cnicas utilizadas sa˜o baseadas na
modulac¸a˜o de fase, controle de ganho e filtros notch. Para o cancela-
mento no caminho de realimentac¸a˜o a filtragem adaptativa destaca-se
por sua capacidade de reduc¸a˜o do sinal de retroalimentac¸a˜o como um
todo [49].
2.5.1 Me´todos baseados em modulac¸a˜o de fase
Uma das primeiras abordagens feitas para controle da reali-
mentac¸a˜o acu´stica consiste no deslocamento de fase (Frequency shifting
- FS) do sinal captado pelo microfone antes que ele seja amplificado e
reinjetado no alto-falante [50]. Aplicando-se o deslocamento em fase, o
ganho em malha do circuito pode ser suavizado, de tal modo que, ideal-
mente, o ma´ximo ganho para que o sistema se mantenha esta´vel seja de-
terminado pela resposta me´dia em magnitude, ao inve´s do pico ma´ximo
da resposta em magnitude. O deslocamento de 5 Hz na frequeˆncia e´
inaud´ıvel tanto para fala quanto para mu´sica [51]. A desvantagem
dessa abordagem e´ que as relac¸o˜es harmoˆnicas entre os componentes
tonais em sinais de mu´sica e fala na˜o sa˜o preservadas [47]. Alterac¸o˜es
na informac¸a˜o de fase tambe´m podem ser feitas com o uso de atraso
varia´vel no caminho do sinal de entrada do filtro [52]. Outro me´todo,
apresentado em [53], emprega a modulac¸a˜o de fase no caminho direto
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para a frente eletroacu´stica, com o objetivo de contornar a condic¸a˜o de
fase no crite´rio de Nyquist.
2.5.2 Me´todos baseados em reduc¸a˜o de ganho
Estas ac¸o˜es normalmente consistem em reduzir o ganho no cami-
nho direto. A maioria dos me´todos de reduc¸a˜o de ganho sa˜o reativos,
ou seja, sa˜o ativados assim que a instabilidade ou a tendeˆncia de ins-
tabilidade em malha fechada e´ detectada, antes de ser percebida pelo
usua´rio. [47]. Dependendo da largura de banda em que o ganho e´
reduzido, treˆs me´todos de reduc¸a˜o de ganho podem ser citados:
1. Controle Automa´tico de Ganho (Automatic Gain Con-
trol - AGC) - o ganho e´ reduzido igualmente em todo o espectro de
frequeˆncia.
2. Equalizac¸a˜o Automa´tica (Automatic Equalization -
AEQ) - a reduc¸a˜o de ganho e´ aplicada na sub-banda de frequeˆncia
cr´ıtica, mais precisamente naquelas sub-bandas em que o ganho de ma-
lha e´ aproximadamente unita´rio.
3. Filtro Notch - o ganho e´ reduzido em uma estreita
faixa em torno das bandas de frequeˆncias cr´ıticas, ou seja, frequeˆncias
em que o ganho de malha e´ aproximadamente unita´rio.
O filtro notch e´ utilizado para eliminar uma u´nica frequeˆncia
do sinal, justamente a frequeˆncia em que ocorre a instabilidade do
sistema. Assim que a presenc¸a de uma oscilac¸a˜o no sinal de entrada e´
detectada um filtro notch e´ projetado para reduzir o ganho em torno
da frequeˆncia de oscilac¸a˜o. Se mu´ltiplas oscilac¸o˜es forem detectadas,
va´rios filtros notch sa˜o implementados [54, 55].
A principal limitac¸a˜o nesse tipo de abordagem e´ que a reduc¸a˜o
de ganho em torno das frequeˆncias de oscilac¸a˜o afeta o sinal de en-
trada, consequentemente implicando na perda de qualidade do som.
Isto ocorre principalmente quando a largura de banda utilizada pelo
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filtro notch e´ grande ou quando mu´ltiplos filtros sa˜o utilizados [56].
Ale´m disso, a supressa˜o de uma frequeˆncia pode introduzir na˜o linea-
ridades em outra frequeˆncia [57].
O n´ıvel de ganho ma´ximo realiza´vel e esta´vel com as te´cnicas de
supressa˜o aqui citadas e´ geralmente limitado. Ale´m disso, este tipo de
te´cnica pode comprometer a resposta ba´sica em frequeˆncia do aparelho
auditivo, e, portanto, pode afetar seriamente a qualidade do som [52,
58, 59].
2.5.3 Me´todos baseados em filtragem adaptativa
Neste tipo de abordagem normalmente e´ utilizada uma estima-
tiva do caminho de realimentac¸a˜o para cancelar esse efeito. Sabendo
que o caminho acu´stico entre alto-falante e microfone pode variar signi-
ficativamente [7, 60], a maneira mais utilizada para obter esta estima-
tiva e´ por meio de filtros adaptativos baseados, entre outras te´cnicas,
na identificac¸a˜o ou predic¸a˜o do caminho de realimentac¸a˜o [59, 61].
A Figura 10 apresenta um esquema ba´sico de como e´ feito o
cancelamento da realimentac¸a˜o no aparelho auditivo. Nesta figura,
x(n) indica o sinal sonoro de entrada do aparelho auditivo, o filtro Wf
representa as transformac¸o˜es associadas ao sinal de sa´ıda do alto-falante
ate´ sua captac¸a˜o no microfone, o filtro adaptativo w(n) e´ a estimativa
da resposta ao impulso do caminho de realimentac¸a˜o e a func¸a˜o de
transfereˆncia G representa o processamento do aparelho auditivo, como
reduc¸a˜o de ru´ıdo, compensac¸a˜o em frequeˆncia e compressa˜o dinaˆmica.
A regia˜o pontilhada define o aparelho auditivo.
Neste trabalho assume-se a utilizac¸a˜o de algoritmos com adaptac¸a˜o
cont´ınua, muito comumente utilizados no projeto de aparelhos auditi-
vos [37]. Inicialmente assume-se que os coeficientes do filtro w(n) sa˜o
fixos, de tal maneira que w(n) = w, enta˜o:
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Figura 10 – Estrutura adaptativa para cancelamento de realimentac¸a˜o.
ef(n) = x(n) + sT(n)[wf −w] (2.1)
em que s(n) = [s(n), s(n − 1), . . . , s(n −M − 1)]T e´ o vetor de amos-
tras de sa´ıda, wf = [wf0 , wf1 , . . . , wfM−1]T e´ o vetor de coeficientes da
resposta ao impulso de Wf e w = [w0, w1, . . . , wM−1]T e´ o vetor de
coeficientes do controlador.
Assumindo sinais estaciona´rios, uma poss´ıvel superf´ıcie de de-
sempenho e´ obtida por meio da minimizac¸a˜o da energia me´dia de ef(n).
A minimizac¸a˜o e´ feita no sentido quadra´tico me´dio,
J = E{e2f(n)}= E{x2(n)} + 2[wf −w]Trxs + [wf −w]TRss[wf −w] (2.2)
em que Rss = E{s(n)sT(n)} e rxs = E{x(n)s(n)}.
Assim, o gradiente de J em relac¸a˜o a w e´
∇J = 2Rss[w −wf ] − 2rxs (2.3)
Portanto, determinando a soluc¸a˜o que resulta em ∇Jw = 0,
conclui-se que
w∗ = wf +R−1ss rxs (2.4)
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em que w∗ representa o vetor de coeficientes o´timos, assumindo-se que
Rss seja na˜o singular. A partir da equac¸a˜o (2.4) e´ evidente que os
coeficientes sa˜o polarizados pelo termo R−1ss rxs devido a` correlac¸a˜o na˜o
nula entre os sinais x(n) e s(n) [11, 59].
2.5.3.1 Adic¸a˜o de atraso no caminho direto ou caminho de realimentac¸a˜o
A diminuic¸a˜o da polarizac¸a˜o em (2.4) pode ser feita por meio
da inserc¸a˜o de atrasos no caminho de cancelamento (na entrada de
w(n)) ou em cascata com processamento do caminho direto G, como
e´ mostrado na Figura 11 [62]. Esta abordagem e´ particularmente u´til
para os sinais que possuem uma func¸a˜o de autocorrelac¸a˜o que decai
rapidamente, por exemplo, sons na˜o vozeados [63].
Figura 11 – Estrutura adaptativa para cancelamento de realimentac¸a˜o
com adic¸a˜o de atraso no caminho direto.
No primeiro caso (inserc¸a˜o de atraso no caminho de cancela-
mento), os atrasos reduzem a ordem do filtro w(n), modelando de
forma arbitra´ria as primeiras amostras do caminho de realimentac¸a˜o
como sendo nulas. Quanto maior for a diferenc¸a entre a realidade e
esta imposic¸a˜o, maior sera´ a deteriorac¸a˜o na estimativa do caminho de
realimentac¸a˜o [64, 65].
No caso em que um atraso e´ inclu´ıdo em se´rie com o processa-
mento do caminho direto G , o atraso necessa´rio para descorrelacionar
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os sinais esta´ ligado ao comprimento de correlac¸a˜o do sinal de entrada
do microfone quando G e´ dado por um ganho simples [66]. Entretanto,
a descorrelac¸a˜o e´ limitada, pois atrasos entre 6 e 8 ms sa˜o percebidos
por alguns usua´rios, ale´m disso, para atrasos maiores que cerca de 10
ms a inteligibilidade do sinal e´ seriamente afetada [67]. Mesmo para
atrasos menores que 6 ms, normalmente uma distorc¸a˜o percept´ıvel do
sinal e´ inevita´vel, seja por causa da pro´pria operac¸a˜o de descorrelac¸a˜o
do sinal, ou por causa da estimativa polarizada do caminho de reali-
mentac¸a˜o [63].
2.5.3.2 Processamento na˜o linear ou variante no tempo
Processamento varia´vel no tempo consiste na aplicac¸a˜o de fil-
tros no caminho direto para descorrelac¸a˜o entre os sinais do alto fa-
lante e microfone [68]. Ale´m da te´cnica de deslocamento em frequeˆncia
ja´ citada na sec¸a˜o 2.5.1, filtros de modulac¸a˜o de fase, modulac¸a˜o em
frequeˆncia e modulac¸a˜o de atraso senoidais tambe´m podem ser utili-
zados. Entretanto, apesar de esses filtros estabilizarem o sistema em
malha fechada, suavizando o ganho da malha, as limitac¸o˜es referentes a`
qualidade do som ainda permanecem [58]. Operac¸o˜es de processamento
na˜o-linear tambe´m podem ser usadas para reduzir a correlac¸a˜o entre os
sinais do alto falante e microfone [47, 51]. A ideia e´ adicionar ao sinal
uma versa˜o dele mesmo processada por um sistema na˜o linear, a fim de
reduzir a coereˆncia. Va´rios tipos de na˜o linearidades podem ser utili-
zadas, por exemplo, a square-law, square-sign, etc, mas em particular,
a retificac¸a˜o de meia onda tem sido aplicada com sucesso [69, 70].
2.5.3.3 Uso de conhecimento a priori sobre o caminho de realimentac¸a˜o
O uso de conhecimento a priori sobre o caminho de realimentac¸a˜o
tambe´m e´ utilizado para reduzir a polarizac¸a˜o. Uma primeira aborda-
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gem e´ a adaptac¸a˜o restringida em que os coeficientes do filtro de can-
celamento na˜o podem convergir para uma soluc¸a˜o considerada distante
(com distaˆncia calculada por uma me´trica pre´-definida) dos coeficien-
tes de refereˆncia (conhecimento a priori do caminho de realimentac¸a˜o),
que sa˜o estimados durante a etapa de fitting por meio de um sinal de
inserc¸a˜o [71]. No entanto, o caminho de realimentac¸a˜o esta´ sujeito a
variac¸o˜es, fazendo com que os coeficientes adquiridos na etapa de fitting
do aparelho auditivo na˜o sejam adequados para uso cont´ınuo. Outra
abordagem consiste em aplicar o cancelamento apenas na banda de
frequeˆncia em que ocorrem as oscilac¸o˜es [72, 73]. Nessa situac¸a˜o, fil-
tros passa-alta ou passa-banda sa˜o aplicados ao sinal de erro e ao sinal
de entrada do filtro, deixando para o filtro adaptativo apenas a faixa de
frequeˆncia cr´ıtica. Entretanto, a largura de banda dos filtros na˜o pode
ser muito pequena, uma vez que a faixa de frequeˆncia das oscilac¸o˜es
aumenta de acordo com o ganho do aparelho auditivo [13].
2.5.3.4 Me´todo de identificac¸a˜o de sistema em malha fechada
O problema de cancelamento de realimentac¸a˜o pode ser visto
como um problema de identificac¸a˜o de sistemas em malha fechada.
Essa interpretac¸a˜o pode ser melhor compreendida redesenhando-se a
estrutura da Figura 10, como mostrado na Figura 12, e acrescentando-
se uma entrada artificial adicional r(n).
O principal problema na identificac¸a˜o do caminho de realimentac¸a˜o
e´ a correlac¸a˜o entre o sinal do microfone e o sinal do alto-falante, que
faz com que o filtro adaptativo obtenha uma soluc¸a˜o polarizada. Isto
significa que o filtro adaptativo na˜o somente prediz e cancela a com-
ponente de retorno no sinal de microfone, mas tambe´m parte do sinal
que chega ao microfone.
Me´todos de identificac¸a˜o em malha fechada podem ser classifi-
cados em me´todo indireto, me´todo conjunto entrada-sa´ıda e me´todo
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Figura 12 – Cancelamento de realimentac¸a˜o como um problema de
identificac¸a˜o de sistemas.
direto [74].
O me´todo indireto baseia-se na inserc¸a˜o de um sinal adicional
r(n), normalmente ru´ıdo branco, ao alto-falante [61]. Assim como no
me´todo indireto, o me´todo conjunto tambe´m faz uso de um sinal de
prova r(n) adicional na identificac¸a˜o. Entretanto, nesse caso o sinal de
prova e´ uma combinac¸a˜o dos sinais de entrada e sa´ıda do sistema, ou
seja, o sinal captado pelo microfone e o sinal enviado ao alto-falante.
Nesse tipo de abordagem (me´todos indireto e conjunto) em que utiliza-
se um sinal de prova adicionado ao sinal de alto-falante pode-se, em
teoria, diminuir a polarizac¸a˜o. No entanto, o n´ıvel do sinal de prova
deve ser mantido abaixo do limiar de audic¸a˜o para evitar que seja perce-
bido pelo usua´rio. Quando essa excitac¸a˜o e´ de intensidade muito baixa,
a taxa de convergeˆncia do filtro diminui significativamente, o que torna
tal abordagem menos interessante para aplicac¸o˜es pra´ticas [75, 76].
Em [77] e [78] sa˜o propostas te´cnicas para lidar com o problema
de taxa de convergeˆncia e poteˆncia do sinal de prova. Apesar de usar
sinais de baixa amplitude, ambas as abordagens melhoram significati-
vamente o comportamento de convergeˆncia do sistema de cancelamento
em comparac¸a˜o com a abordagem tradicional. Uma combinac¸a˜o de um
sinal de ru´ıdo de prova inaud´ıvel, com correlac¸a˜o limitada e filtros de
63
erro de predic¸a˜o e´ utilizada para melhorar a relac¸a˜o sinal ru´ıdo do sis-
tema em ambas as refereˆncias.
Alternativamente aos me´todos indireto e conjunto, pode-se re-
correr ao me´todo direto de identificac¸a˜o, que na˜o faz uso do sinal de
excitac¸a˜o r(n). A resposta ao impulso do caminho de realimentac¸a˜o
wf e´ identificada a partir do sinal de alto-falante e do sinal do micro-
fone. No entanto, devido a` correlac¸a˜o entre x(n) e s(n) a maioria dos
me´todos baseados em identificac¸a˜o em malha fechada resulta em uma
estimativa polarizada do caminho de realimentac¸a˜o. Assim, a aborda-
gem direta so´ e´ aplica´vel com o me´todo de erro de predic¸a˜o e alguns
me´todos de processamento em subespac¸o [59].
2.5.3.5 Me´todo de erro de predic¸a˜o
O me´todo de erro de predic¸a˜o diminui a correlac¸a˜o existente entre
os sinais de entrada do aparelho auditivo e o sinal desejado, reduzindo a
dispersa˜o dos autovalores da matriz de autocorrelac¸a˜o dos sinais de en-
trada e, portanto, a polarizac¸a˜o [66]. A ide´ia de pre´-branqueamento foi
originalmente proposta em [10] com o intuito de otimizar a convergeˆncia
do filtro LMS em sistemas de identificac¸a˜o. No caso particular de can-
celamento de realimentac¸a˜o, o pre´-branqueamento do sinal de entrada
do filtro adaptativo e do sinal de erro resulta na reduc¸a˜o da polarizac¸a˜o
[66].
Na Figura 13 o filtro q(n) e´ um filtro de predic¸a˜o, cuja co´pia,
dada por qˆ(n), e´ atualizada a cada nova amostra de entrada. O filtro
wc e´ uma co´pia de w1(n) que pode seguir uma estrate´gia de co´pia
amostra a amostra ou um intervalo de tempo determinado.
A minimizac¸a˜o da func¸a˜o custo J = E{e2q(n)}, originalmente
apresentada em [66], assumindo adaptac¸a˜o lenta dos coeficientes, re-
sulta em:
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Figura 13 – Me´todo do erro de predic¸a˜o.
w∗1 = wf +R−1sqsqrsqxq (2.5)
em que w∗1 e´ a soluc¸a˜o o´tima da superf´ıcie de desempenho, Rsqsq =
E{sq(n)sTq (n)}, rsqxq = E{sq(n)xq(n)}, sq(n) = [sq(n), sq(n−1), . . . , sq(n−
M + 1)]T, sq(n) = sT(n)q(n) e xq(n) = xT(n)q(n).
A soluc¸a˜o obtida em (2.5) e´ semelhante ao resultado apresentado
na equac¸a˜o (2.4), pore´m com os sinais s(n) e x(n) filtrados por q(n),
que e´ responsa´vel por regular a correlac¸a˜o entre xq(n) e o vetor sq(n).
Existe a possibilidade de fazer-se a atualizac¸a˜o dos preditores a
partir do sinal s(n) [10, 11]. No entanto, a proposta apresentada em
[9] e mostrada na Figura 13 e´ mais vantajosa, pois o sinal de entrada
e´ processado antes das alterac¸o˜es provocadas pelo processamento do
caminho direto G{⋅}, que por ser normalmente na˜o linear pode com-
prometer o desempenho dos preditores [79].
A estrutura da Figura 13 sera´ utilizada como base para o desen-
volvimento deste trabalho.
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2.6 FILTROS ADAPTATIVOS
A determinac¸a˜o da func¸a˜o de transfereˆncia racional, necessa´ria
para a implementac¸a˜o o´tima de um filtro digital com coeficientes fixos,
exige o conhecimento detalhado do sinal de entrada e das necessidades
da aplicac¸a˜o em questa˜o. No entanto, ha´ algumas situac¸o˜es em que
as caracter´ısticas do sinal envolvido e das necessidades da aplicac¸a˜o
sa˜o variantes no tempo, mal definidas ou mesmo desconhecidas, na˜o
sendo poss´ıvel fazer esse detalhamento. A soluc¸a˜o nesses casos e´ a
utilizac¸a˜o de filtros digitais com coeficientes variantes, mais conhecidos
como filtros adaptativos.
Filtros adaptativos podem ser utilizados em diversos tipos de
aplicac¸o˜es, como por exemplo: sistemas de controle, cancelamento de
eco, equalizac¸a˜o de canal, identificac¸a˜o de sistemas, cancelamento de
ru´ıdo e predic¸a˜o linear [80].
Principalmente no cancelamento de realimentac¸a˜o em aparelhos
auditivos, te´cnicas baseadas em filtragem adaptativa teˆm se tornado o
estado da arte [13]. Atrave´s de um algoritmo de adaptac¸a˜o, os coeficien-
tes do filtro sa˜o reprojetados continuamente (ou de tempos em tempos)
sem a necessidade de conhecimento a priori dos sinais envolvidos e/ou
do sistema ao qual esta´ relacionado [81].
O ajuste dos coeficientes de um filtro adaptativo e´ realizado a
partir da minimizac¸a˜o de uma func¸a˜o custo por meio de um algoritmo
recursivo. Caso o ambiente seja invariante no tempo e os sinais sejam
estaciona´rios, os coeficientes do filtro convergem assintoticamente para
a soluc¸a˜o o´tima no sentido quadra´tico me´dio, conhecida como soluc¸a˜o
de Wiener [82, 81]. Em um ambiente variante no tempo (ou no caso
de sinais na˜o-estaciona´rios) o algoritmo permite o rastreamento das
variac¸o˜es estat´ısticas ao longo do tempo.
O diagrama esquema´tico de um filtro adaptativo e´ ilustrado na
Figura 14, em que n representa o nu´mero de iterac¸o˜es, x(n) representa a
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amostra do sinal de entrada, y(n) e´ o sinal de sa´ıda do filtro adaptativo
e d(n) e´ o sinal desejado. O sinal de erro, calculado pela diferenc¸a entre
os sinais d(n) e y(n), e´ utilizado para a definic¸a˜o de uma func¸a˜o custo.
Figura 14 – Esquema ba´sico de um filtro adaptativo.
2.6.1 Algoritmo LMS
Diversos sa˜o os algoritmos de adaptac¸a˜o dispon´ıveis na litera-
tura. Dentre eles, destacam-se os pertencentes a` famı´lia de algoritmos
do gradiente estoca´stico, como o algoritmo LMS (Least Mean Square).
O algoritmo LMS foi introduzido por Widrow e Hoff (1960) [81, 83] e
suas principais caracter´ısticas sa˜o a simplicidade, baixa complexidade
computacional, capacidade de rastreamento e adequado desempenho
em diversos modos de operac¸a˜o [84].
O funcionamento do algoritmo LMS pode ser explicado utili-
zando a estrutura gene´rica apresentada anteriormente na Figura 14.
O sinal de entrada x(n) e´ aplicado ao filtro linear de resposta finita
ao impulso, cujos coeficientes sa˜o representados pelo vetor w(n) =[w0(n),w1(n), . . . ,wn−1(N)], com o objetivo de gerar uma estimativa
y(n) do sinal desejado d(n). O sinal de erro e´ definido por e(n) =
d(n) − y(n). A cada iterac¸a˜o, os coeficientes wi(n) sa˜o ajustados na
direc¸a˜o contra´ria a` estimativa do gradiente da func¸a˜o custo, de tal
modo que y(n) se aproxime, em me´dia, da melhor estimativa de d(n)
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no sentido quadra´tico me´dio.
O algoritmo LMS e´ completamente definido por uma sequeˆncia
de treˆs operac¸o˜es ba´sicas:
1. Filtragem
y(n) = wT(n)x(n) (2.6)
em que x(n) = [x(n), x(n − 1), . . . , x(n −N + 1)]
2. Determinac¸a˜o do erro de estimac¸a˜o:
e(n) = d(n)–y(n) (2.7)
3. Adaptac¸a˜o dos coeficientes:
w(n + 1) = w(n) + µx(n)e(n) (2.8)
em que µ, chamado de passo de adaptac¸a˜o, e´ um fator de escala positivo
que controla a velocidade de adaptac¸a˜o
De forma geral, o passo de adaptac¸a˜o e´ definido em func¸a˜o do
nu´mero de coeficientes do filtro e da correlac¸a˜o e poteˆncia do sinal de
entrada. Em aplicac¸o˜es em que as caracter´ıstica estat´ısticas do sinal
de entrada sa˜o variantes no tempo e´ necessa´ria a utilizac¸a˜o de um
controlador automa´tico de ganho (CAG) para assegurar a estabilidade.
O CAG pode ser evitado atrave´s do uso de outro membro da famı´lia do
gradiente estoca´stico denominado algoritmo NLMS (Normalized Least
Mean Square). O NLMS e´ uma variac¸a˜o do LMS convencional cujo
passo de adaptac¸a˜o varia ao longo do tempo de forma inversa a` norma
ao quadrado (poteˆncia) do vetor de entrada [81]:
µ = β
xT(n)x(n) (2.9)
em que β e´ uma constante positiva.
Ale´m do algoritmo NLMS tambe´m podem ser utilizadas outras
estrate´gias de normalizac¸a˜o [85].
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2.7 MODELAGEM DO SINAL DE VOZ
A maioria dos sinais sonoros presentes no nosso dia-a-dia pode
ser considerada como sendo espectralmente colorida, o que significa que
esses sinais possuem algum grau de correlac¸a˜o no tempo (por exemplo,
a fala, a mu´sica, o ru´ıdo de carros, sinais de alarme, etc). Muitos dos
sinais de a´udio podem ser aproximados por um processo autorregressivo
aleato´rio de baixa ordem.
Os sinais de fala por exemplo, que sera˜o o foco deste trabalho po-
dem ser classificados de duas maneiras, sons vozeados ou na˜o-vozeados:
 Sons vozeados (como /a/ em ave, por exemplo) sa˜o produzidos
por uma excitac¸a˜o quase perio´dica do trato vocal.
 Sons na˜o-vozeados (como /f/ em fe´, por exemplo) sa˜o gerados
por um fluxo de ar turbulento atrave´s de uma constric¸a˜o no trato
vocal. A excitac¸a˜o e´ modelada como um ru´ıdo branco cuja dis-
tribuic¸a˜o de probabilidade na˜o e´ relevante [86].
A determinac¸a˜o do sistema linear que modela o sinal de fala
pode ser feita partindo do pressuposto de que o conhecimento de uma
amostra do sinal de voz pode ser aproximado adequadamente por uma
combinac¸a˜o linear de seus valores passados, associada a uma parcela
de inovac¸a˜o, ou seja, pelo me´todo de predic¸a˜o linear [8, 87]. Dessa
maneira, o sinal de voz, pode ser expresso como, por exemplo:
v(n) = Gsν(n) − L∑
l=1h1lv(n − l) (2.10)
em que h11 , h12 , . . . , h1L sa˜o os coeficientes de predic¸a˜o linear e a
variaˆncia da inovac¸a˜o esta´ associada a` Gs. Com isto, tem-se o sinal
de voz modelado por um processo AR de ordem L, ou seja, pelo filtro
69
linear H1(z) contendo apenas polos:
H1(z) = Gs
1 + h11z−1 + h12z−2 + . . . + h1Lz−L (2.11)
quando excitado por ru´ıdo branco.
Os coeficientes de predic¸a˜o linear podem ser determinados fazendo-
se a minimizac¸a˜o, em me´dia, da diferenc¸a entre segmentos de fala e o
sinal v(n) de sa´ıda do modelo. Usualmente, a estimac¸a˜o e´ feita para
segmentos com durac¸a˜o de 10 a 30 ms, intervalos nos quais a voz pode
ser considerada quase-estaciona´ria [86]. Neste trabalho, assume-se que
o processo AR que modela o sinal de fala e´ fixo durante todo o processo
de adaptac¸a˜o, como em [9, 11, 64].
A utilizac¸a˜o do sinal sinte´tico, com caracter´ısticas estaciona´rias,
visa simplificar a representac¸a˜o e reprodutibilidade dos sinais de fala
para uma melhor visualizac¸a˜o do comportamento dos sistemas de can-
celamento de realimentac¸a˜o e de reduc¸a˜o do efeito de oclusa˜o, ja´ que
no caso de sinais na˜o-estaciona´rios os coeficientes do filtro variam cons-
tantemente em busca da representac¸a˜o o´tima para o sistema.
2.8 PROPOSTA DE MODELAGEM DO PROBLEMA FI´SICO
OCLUSA˜O-REALIMENTAC¸A˜O
A grande maioria dos sinais de a´udio presentes no dia-a-dia pode
ser considerada espectralmente colorida. Isto significa que esses sinais
sa˜o correlacionados no tempo (por exemplo, voz, mu´sica, barulho do
motor de um carro, alarmes, etc) e podem ser modelados adequada-
mente por processos aleato´rios autoregressivos (AR) de baixa ordem
[9]. Na Figura 15 os sinais v(n), x(n) e z(n) representam, respec-
tivamente, a fala do usua´rio de aparelho auditivo, a fala de outros
indiv´ıduos e o ru´ıdo ambiente.
O atraso δ sofrido por v(n) representa o tempo de propagac¸a˜o
da onda acu´stica proveniente do sistema fonador do usua´rio de apare-
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Figura 15 – Estrutura f´ısica do sistema de cancelamento de oclusa˜o-
realimentac¸a˜o.
lho auditivo ate´ chegar ao microfone externo. Os sistemas Wf e Wo
representam o caminho de realimentac¸a˜o entre o alto-falante e o micro-
fone externo e o sistema de oclusa˜o gerado pela porc¸a˜o cartilaginosa
presente no ouvido interno, respectivamente.
As mudanc¸as impostas no sinal pelo caminho direto (S1 e S2,
como mostrado na Figura 9) podem afetar severamente o desempenho
do sistema de cancelamento. Para minimizar tal problema e´ poss´ıvel
utilizar um procedimento de equalizac¸a˜o, conforme pode ser visto na
Figura 16. Neste processo e´ assumido que a convoluc¸a˜o entre o caminho
direto (S1) e o equalizador S3 pode ser aproximada por um atraso de ∆
amostras, de tal maneira que S = S1 ∗S3 = q−∆. Em [14] o caminho di-
reto de um sistema de aux´ılio a` audic¸a˜o apresentou uma atenuac¸a˜o bas-
tante significativa em baixas frequeˆncias ate´ aproximadamente 1 kHz,
possuindo uma atenuac¸a˜o de aproximadamente 17 dB para frequeˆncias
em torno de 500 Hz (vizinhanc¸a da zona do efeito de oclusa˜o). Essa res-
posta em frequeˆncia foi bastante semelhante a` resposta em frequeˆncia
do alto-falante utilizado, o que sugere que o alto-falante seja o fator
de maior importaˆncia nas operac¸o˜es de filtragem presentes no caminho
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direto. Dessa forma, a compensac¸a˜o do caminho direto e´ altamente de-
pendente das caracter´ısticas f´ısicas do alto-falante utilizado. Na Figura
15, o caminho direto compensado e´ representado por S, assumindo-se
que os efeitos de filtragem relativos a` conversa˜o analo´gica-digital podem
ser negligenciados, visto que a resposta em frequeˆncia dos microfones e´
aproximadamente plana em todo o espectro [88].
Figura 16 – Compensac¸a˜o da influeˆncia do caminho direto.
De acordo com a Figura 15, o sinal captado pelo microfone ex-
terno e´ dado por:
m1(n) = v(n − δ) + x(n) + z(n) + f(n) (2.12)
em que f(n) representa o sinal que chega no microfone externo por
meio do caminho de realimentac¸a˜o, dado por:
f(n) = [s(n −∆) + o(n)]Twf (2.13)
em que s(n − ∆) = [s(n − ∆), s(n − ∆ − 1), . . . , s(n − ∆ −M + 1)]T,
o(n) = [o(n), o(n−1), . . . , o(n−M +1)]T, o(n) = vT(n)wo e´ o sinal de
oclusa˜o, wo = [wo0 , wo1 , . . . , woN−1]T e wf = [wf0 , wf1 , . . . , wfM−1]T.
Substituindo-se (2.13) em (2.12), obte´m-se:
m1(n) = v(n − δ) + x(n) + z(n) + [s(n −∆) + o(n)]Twf (2.14)
e
m1(n) = b(n) + sT(n −∆)wf +wTo V(n)wf (2.15)
em que o escalar b(n) e a matriz V(n) de dimensa˜o N×M sa˜o definidos
como:
b(n) = v(n − δ) + x(n) + z(n) (2.16)
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V(n) = [v(n), v(n − 1), . . . , v(n −M + 1)] (2.17)
e
v(n) = [v(n), v(n − 1), . . . , v(n −N + 1)]T (2.18)
A equac¸a˜o (2.15) ainda pode ser escrita por:
m1(n) = b(n) + [s(n −∆) +VT(n)wo]Twf (2.19)
e
m1(n) = b(n) +mT2 (n)wf (2.20)
em que
m2(n) = [m2(n), m2(n − 1), . . . , m2(n −M + 1)]T (2.21)
m2(n) = s(n −∆) +VT(n)wo (2.22)
m2(n) = s(n −∆) + vT(n)wo (2.23)
m2(n) = s(n −∆) + o(n) (2.24)
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3 IDENTIFICAC¸A˜O DOS SISTEMAS DE
REALIMENTAC¸A˜O E OCLUSA˜O
Este cap´ıtulo apresenta a metodologia utilizada para a estimac¸a˜o
pareada das func¸o˜es de transfereˆncia do caminho de realimentac¸a˜o e do
sistema de oclusa˜o, possibilitando fazer a associac¸a˜o simultaˆnea das ca-
racter´ısticas desses dois fenoˆmenos ao diaˆmetro do duto de ventilac¸a˜o
existente no molde. Primeiramente, e´ feita a descric¸a˜o do molde utili-
zado nas medic¸o˜es e a plataforma de aquisic¸a˜o dos dados. Os me´todos
para identificac¸a˜o dos sistemas sa˜o descritos e, em seguida, sa˜o apresen-
tados os resultados obtidos. Adicionalmente, sa˜o apresentados ind´ıcios
experimentais acerca das suposic¸o˜es sobre os atrasos de propagac¸a˜o
referentes ao atraso de processamento do DSP (∆) e ao atraso de pro-
pagac¸a˜o da fala do sistema fonador ate´ o microfone externo (δ).
3.1 MOLDES
O principal elemento f´ısico necessa´rio para a estimac¸a˜o dos siste-
mas de oclusa˜o e realimentac¸a˜o e´ o molde adaptado a` orelha do usua´rio.
Ale´m de estar bem adaptado ao ouvido, a construc¸a˜o do molde deve
levar em considerac¸a˜o alguns fatores importantes relacionados a ambos
os sistemas de interesse, ja´ que esses afetam diretamente a resposta
ao impulso de ambos. O caminho de realimentac¸a˜o depende de alguns
fatores, como:
 Tipo de aparelho (ITE, BTE, CIC);
 Diaˆmetro do duto de ventilac¸a˜o;
 Obsta´culos existentes pro´ximos ao aparelho (ma˜os, chape´u, tele-
fones);
 Posicionamento do aparelho no canal;
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 Caracter´ısticas anatoˆmicas do usua´rio.
O sistema de oclusa˜o depende basicamente do caminho percor-
rido pela voz do usua´rio do aparelho auditivo, partindo das cordas
vocais ate´ chegar ao canal auditivo. Nesse momento as vibrac¸o˜es ficam
contidas entre o t´ımpano e o bloqueio no canal do ouvido (molde). O
efeito de oclusa˜o e´ bastante incoˆmodo principalmente para pessoas com
perda neuro-sensorial de severa a profunda apenas em altas frequeˆncias
[89].
Para este trabalho, o tipo BTE foi escolhido, pois o modelo re-
troauricular e´ indicado para qualquer tipo de perda, especialmente para
perdas severa e profunda [90]. Ale´m disso, o aparelho BTE e´ mais apro-
priado para minimizar a realimentac¸a˜o, devido a` maior distaˆncia entre
microfone e alto-falante. Por conter os componentes eletroacu´sticos na
caixa localizada atra´s da orelha, apresenta espac¸o para a inclusa˜o de
um microfone secunda´rio no molde auricular para auxiliar na medida
da pressa˜o acu´stica dentro do canal do ouvido.
A Figura 17(a) apresenta o molde auricular constru´ıdo para esta
aplicac¸a˜o. Ale´m do microfone (denominado aqui como microfone ex-
terno) e do alto-falante convencionais, localizados dentro da caixa do
BTE, um microfone extra (tratado como microfone interno) foi aco-
plado ao molde, com a face voltada a` parte interna do canal auditivo,
por um tubo de 15 mm de comprimento e 0,5 mm de diaˆmetro (Figura
17(b)). Poss´ıveis erros de medic¸a˜o da pressa˜o acu´stica devido a` se-
parac¸a˜o entre o microfone interno e a membrana timpaˆnica podem ser
desprezados, uma vez que o campo de som na˜o varia significativamente
dentro do canal do ouvido [91].
Quatro diaˆmetros diferentes foram utilizados para o duto de ven-
tilac¸a˜o. O molde foi feito originalmente com um duto de ventilac¸a˜o de
3 mm de diaˆmetro. A alterac¸a˜o dos diaˆmetros foi feita por meio da
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(a) (b)
Figura 17 – Molde auricular e proto´tipo do aparelho do tipo BTE (a),
e esquema´tico do molde auricular (b).
inserc¸a˜o de um adaptador de ventilac¸a˜o (MVP1), com dois diaˆmetros
internos e um que caracteriza o completo fechamento do canal. Ale´m
do diaˆmetro de 3mm do pro´prio molde, os seguintes diaˆmetros do MVP
foram utilizados: 2 mm, 1 mm e 0 mm (duto de ventilac¸a˜o completa-
mente bloqueado).
3.2 PLATAFORMA DE PROCESSAMENTO
Para o desenvolvimento deste trabalho, foi utilizada a placa de
processamento de sinais ADSP-BF537 EZ-KIT Lite da Analog Devi-
ces e o ambiente de desenvolvimento VisualDSP++ IDDE (Integrated
Development and Debugging Environment).
Os processadores da famı´lia ADSP-BF5xx foram desenvolvidos
pela Analog Devices e Intel. Possuem uma arquitetura de 16 bits em
ponto fixo e sa˜o baseados no nu´cleo MSA (Micro Signal Architecture)
[92].
O processador ADSP-BF537 possui uma arquitetura que com-
1MVP: mini vent plug
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bina instruc¸o˜es RISC (Reduced Instruction Set Computer) com ins-
truc¸o˜es de DSP (Digital Signal Processor), as quais podem ser usa-
das em paralelo. Por ser especialmente desenvolvido para aplicac¸o˜es
de processamento de sinais (filtragem, controle e outros) possui lac¸os e
buffer circular implementados em hardware e e´ capaz de realizar duas
operac¸o˜es MAC (mutiplica-acumula) em paralelo por ciclo de relo´gio
[92].
O processador ADSP-BF537 possui memo´ria interna SRAM, que
pode ser usada para instruc¸o˜es ou armazenamento de dados. Possui
ainda 64 Mbytes (32M × 16 bits) de SDRAM e 4 Mbytes (2M × 16
bits) de memo´ria flash, ambas externas.
O Blackfin, ADSP-BF537 EZ-Kit Lite, e´ uma plataforma de de-
senvolvimento que possui perife´ricos externos como codecs de a´udio,
interface para comunicac¸a˜o serial (padra˜o RS232), comunicac¸a˜o USB
(Universal Serial Bus), leds e boto˜es. A plataforma utilizada neste tra-
balho (Figura 18) pode operar em uma frequeˆncia de clock de ate´ 600
MHz a uma tensa˜o de 1,45 V.
Os codecs de a´udio utilizados sa˜o os componentes AD1871 (ADC)
[93] e AD1854 (DAC) [94]. Ambos podem trabalhar independente-
mente, a uma frequeˆncia de amostragem de 96 kHz ou 48 kHz. Os
sinais de clock sa˜o sincronizados com a taxa de amostragem.
A interface de a´udio e´ programada para operar a uma taxa de 48
kHz. Entretanto, aparelhos auditivos operam, comumente, a uma taxa
de 16 kHz. Essa frequeˆncia de amostragem e´ suficiente para cobrir a
faixa de perdas auditivas relacionadas a` inteligibilidade da fala. Para
isso, foi implementado o processo de filtragem e decimac¸a˜o do sinal cap-
tado pelos microfones. A resposta em frequeˆncia do filtro antialiasing
aplicado e´ mostrada na Figura 19.
Os microfones de eletreto necessitam de pre´-amplificac¸a˜o e tensa˜o
de alimentac¸a˜o para sua polarizac¸a˜o. Para adequar os sinais captados
pelos microfones com os requisitos do conversor analo´gico-digital asso-
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Figura 18 – Placa de desenvolvimento ADSP-BF537 EZ-KIT Lite.
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Figura 19 – Resposta em frequeˆncia do filtro antialiasing.
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ciado ao processador de sinais, foi implementado um sistema de condi-
cionamento com dois canais para amplificac¸a˜o, bufferizac¸a˜o, filtragem
e ajuste de n´ıvel [43]. Medic¸o˜es mostraram que o sinal dispon´ıvel na
sa´ıda de cada microfone de eletreto possui uma faixa de excursa˜o de 70
mV e um n´ıvel DC de 1,4 V. Inicialmente, o sinal proveniente do mi-
crofone e´ filtrado por um filtro passivo passa-altas de primeira ordem
(resistor-capacitor) com frequeˆncia de corte de 0,72 Hz. O objetivo
desse filtro e´ atenuar a componente cont´ınua do sinal proveniente dos
microfones de eletreto. Apo´s a filtragem, o sinal e´ amplificado por um
amplificador na˜o-inversor (TL082CN), sendo o canal 1 ajustado para
um ganho fixo de 20 e o canal 2 com ganho varia´vel ate´ 1000. O canal
1 foi utilizado para conectar o microfone interno, voltado a` cavidade
auditiva, enquanto o canal 2 foi conectado ao microfone externo. O
ganho do canal 2 foi ajustado para o ma´ximo valor poss´ıvel (evitando
grampeamento) durante a realizac¸a˜o das medidas do caminho de rea-
limentac¸a˜o. As medidas foram feitas em um volunta´rio sem problemas
de audic¸a˜o e o sinal emitido pelo alto-falante foi ajustado de modo a
evitar desconforto.
3.3 AQUISIC¸A˜O DOS DADOS
O sistema de aquisic¸a˜o foi composto pelo molde do ouvido, a
placa de desenvolvimento ADSP-BF537 EZ-KIT Lite e a unidade de
condicionamento de sinal analo´gico para a amplificac¸a˜o de a´udio e fil-
tragem. O n´ıvel de amplificac¸a˜o do sinal foi ajustado de modo que os
sinais de entrada dos microfones apresentassem intensidade adequada
(ma´ximo aproveitamento da faixa dinaˆmica dos sinais envolvidos) para
os processos de identificac¸a˜o. Uma visa˜o geral do sistema e´ apresentada
na Figura 20.
O processo de caracterizac¸a˜o do efeito de oclusa˜o e caminho de
realimentac¸a˜o foi realizado em um indiv´ıduo (do sexo feminino, 28 anos
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Figura 20 – Diagrama em blocos do sistema de aquisic¸a˜o e s´ıntese de
dados.
de idade, sem queixas sobre limitac¸o˜es auditivas) usando um molde
auricular personalizado. O procedimento de identificac¸a˜o foi realizado
em treˆs etapas (realizac¸o˜es) para cada um dos diaˆmetros de ventilac¸a˜o.
O molde foi posicionado na orelha do indiv´ıduo e enta˜o, a aquisic¸a˜o dos
sinais foi realizada independentemente para os seguintes casos: caminho
de realimentac¸a˜o com e sem obsta´culo; e sistema de oclusa˜o para a
vogal toˆnica /i/ com e sem obsta´culo. O molde foi enta˜o removido e
reinserido para uma nova realizac¸a˜o das medidas.
As medic¸o˜es foram realizadas na caˆmara semi-aneco´ica de 125 m3
do Laborato´rio de Vibrac¸o˜es e Acu´stica (LVA)/UFSC. Esse ambiente
apresenta n´ıvel de ru´ıdo de fundo me´dio de −12 dB (NPS - Nı´vel de
Pressa˜o Sonora) e reverberac¸a˜o reduzida (T 60
2 < 0,3s) [95].
3.3.1 Identificac¸a˜o do caminho de realimentac¸a˜o
O caminho de realimentac¸a˜o compreende o caminho percorrido
pelo som entre alto-falante e microfone externo, incluindo conversa˜o
D/A, filtros de reconstruc¸a˜o, amplificador de poteˆncia, alto-falante, ca-
minho acu´stico, microfone, pre´-amplificadores e conversa˜o A/D. Para
2T60 - Tempo de reverberac¸a˜o: tempo necessa´rio para que o n´ıvel de pressa˜o
sonora decaia 60 dB apo´s a fonte interromper a emissa˜o de som.
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tal medida, um sinal aleato´rio branco Gaussiano de me´dia nula, gerado
na pro´pria plataforma de processamento, foi emitido pelo alto-falante
do molde. A parcela do sinal que se propaga pelo duto de ventilac¸a˜o
ou que vaza pelas laterais do molde, ou ainda, diretamente pela caixa
acu´stica posicionada atra´s da orelha onde se encontram microfone e
alto-falante, e´ captada pelo microfone externo. Ambos os sinais foram
armazenados na memo´ria interna do DSP para processamento poste-
rior. A Figura 21 detalha como ocorre esse processo.
Figura 21 – Esquema para a medida do caminho de realimentac¸a˜o.
Para a identificac¸a˜o do caminho de realimentac¸a˜o, foi utilizado o
me´todo na˜o-parame´trico baseado na estimac¸a˜o da correlac¸a˜o [96]. Os
me´todos na˜o-parame´tricos estimam a resposta ao impulso ou a resposta
em frequeˆncia do sistema. Ambas caracterizam a dinaˆmica do sistema
em estudo [97].
O sinal captado pelo microfone externo e´ modelado como:
y(n) = ∞∑
k=1wfku(n − k) + η(n) (3.1)
em que wfk representa os coeficientes da resposta ao impulso do cami-
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nho de realimentac¸a˜o, u(n) e´ o sinal de excitac¸a˜o (branco Gaussiano
de me´dia nula), e η(n) e´ o ru´ıdo de medic¸a˜o (independente de u(n)).
A correlac¸a˜o cruzada Ryu(m) = E{y(n)u(n − m)} entre o si-
nal de excitac¸a˜o u(n) e o sinal do microfone externo y(n) e´ obtida
multiplicando-se (3.1) por u(n − m) e tomando-se o valor esperado,
resultando em:
Ryu(m) = ∞∑
k=1wfkRuu(m − k) +Rηu(m) (3.2)
sendo Ruu(k) a func¸a˜o de autocorrelac¸a˜o do sinal de entrada. Sendo
que o sinal de excitac¸a˜o e´ um ru´ıdo branco, tem-se:
⎧⎪⎪⎨⎪⎪⎩Ruu(k) = δ(k)Rηu(k) = 0 (3.3)
A partir das condic¸o˜es expressas em (3.3), a correlac¸a˜o cruzada
de (3.2) e´ reduzida para:
Ruy(m) = wfm (3.4)
Dessa maneira, tem-se que a correlac¸a˜o cruzada entre as amos-
tras dos sinais de excitac¸a˜o e microfone externo corresponde a` resposta
ao impulso discreta do caminho de realimentac¸a˜o.
Para cada diaˆmetro de ventilac¸a˜o, a resposta ao impulso resul-
tante foi obtida pela me´dia das treˆs respostas ao impulso calculadas
em cada realizac¸a˜o. A Figura 22 apresenta a me´dia para cada um
dos diaˆmetros de ventilac¸a˜o. Existe um atraso de aproximadamente 22
amostras, devido a` propagac¸a˜o do som e ao processamento pelos con-
versores digital-analo´gico e analo´gico-digital da plataforma de desen-
volvimento. As demais amostras sa˜o decorrentes de reflexo˜es acu´sticas.
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(a) Ventilac¸a˜o de 0 mm
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(b) Ventilac¸a˜o de 1 mm
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(c) Ventilac¸a˜o de 2 mm
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(d) Ventilac¸a˜o de 3 mm
Figura 22 – Resposta ao impulso me´dia do caminho de realimentac¸a˜o
para treˆs realizac¸o˜es de cada um dos diaˆmetros de abertura de ven-
tilac¸a˜o.
3.3.2 Identificac¸a˜o do sistema de oclusa˜o
Segundo Dillon [2], o efeito de oclusa˜o e´ mais nota´vel nos fone-
mas ee e oo na l´ıngua inglesa, que correspondem aos fonemas /i/ e /u/
em portugueˆs, por possu´ırem a primeira formante na regia˜o de ma´ximo
efeito de oclusa˜o (em torno de 300 Hz). O efeito de oclusa˜o e´ predo-
minante na faixa de frequeˆncia de 200 a 500 Hz. Na Tabela 1, esta˜o
os valores me´dios das frequeˆncias da primeira e segunda formantes de
cada vogal toˆnica. Corroborando [2], as vogais /i/ e /u/ sa˜o as que
possuem a primeira formante mais centrada na regia˜o onde ocorre a
oclusa˜o, tanto em homens quanto em mulheres, seguidas da vogal /o/.
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Tabela 1 – F 1 e F 2 (Hz) das vogais toˆnicas do portugueˆs falado no
Brasil. Extra´ıda de [98].
Grupos Formantes /i/ /e/ /ε/ /a/ /O/ /o/ /u/
Homens F1 398 563 699 807 715 558 400
F2 2456 2339 2045 1440 1201 1122 1182
Mulheres F1 425 628 769 956 803 595 462
F2 2984 2712 2480 1634 1317 1250 1290
Crianc¸as F1 465 698 902 1086 913 682 505
F2 3176 2825 2606 1721 1371 1295 1350
Com o molde posicionado no ouvido, o volunta´rio foi solicitado
a pronunciar e manter a locuc¸a˜o do fonema /i/, enquanto os sinais
do microfone interno e de um microfone adicional localizado na frente
da boca do volunta´rio foram adquiridos (Figura 23). Os sinais foram
armazenados na memo´ria interna da plataforma de processamento para
ana´lise posterior no Matlab® [99].
Som produzido nas cordas vocais
Microfone 
interno
Figura 23 – Esquema para a medida do sistema de oclusa˜o.
Uma vez que as amostras do sinal de excitac¸a˜o (neste caso um
sinal de voz correspondendo a uma vogal) sa˜o altamente correlaciona-
das e quase-estaciona´rias, ou ainda ciclo-estaciona´rias, o me´todo na˜o-
parame´trico baseado na estimac¸a˜o da correlac¸a˜o, utilizado para iden-
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tificar o caminho de realimentac¸a˜o, na˜o e´ a alternativa mais apropri-
ada para a estimac¸a˜o da resposta ao impulso do sistema de oclusa˜o.
Uma alternativa e´ a utilizac¸a˜o do Me´todo dos Mı´nimos Quadrados, ou
Mı´nimos Quadrados Ordina´rios (MQO) ou OLS (do ingleˆs Ordinary
Least Squares). Esse e´ um me´todo de otimizac¸a˜o matema´tica que pro-
cura encontrar o melhor ajuste para um conjunto de dados tentando
minimizar a soma dos quadrados das diferenc¸as entre o valor estimado
e os dados observados (tais diferenc¸as sa˜o chamadas res´ıduos).
O modelo ARX, Figura 24, foi utilizado para o processo de es-
timac¸a˜o. A estimativa via modelo ARX e´ o mais eficiente dos me´todos
de estimac¸a˜o polinomiais porque e´ o resultado da resoluc¸a˜o de equac¸o˜es
de regressa˜o linear em forma anal´ıtica [97]. Ale´m disso, a soluc¸a˜o
e´ u´nica. Por conseguinte, o modelo ARX e´ prefer´ıvel, especialmente
quando a ordem do modelo e´ alta.
O modelo ARX segue a seguinte estrutura (Figura 24):
y(t)+a1y(t−1)+. . .+anay(t−na) = b1u(t−nk)+. . .+bnbu(t−nb−nk+1)+e(t)
(3.5)
Os paraˆmetros na e nb sa˜o correspondentes a` ordem do modelo ARX,
e nk e´ o atraso.
 y(t) - sa´ıda no tempo de t;
 na - nu´mero de polos;
 nb - nu´mero de zeros mais 1;
 nk - nu´mero de amostras de entrada que ocorrem antes da entrada
ser afetada pela sa´ıda, tambe´m chamado de dead time no sistema;
 y(t − 1)...y(t − na) - sa´ıdas anteriores que dependem a sa´ıda;
 u(t − nk)...u(t − nk − nb + 1) - as entradas anteriores e atrasadas
em que a sa´ıda depende;
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 e(t − 1)...e(t − nc) – ru´ıdo branco.
Uma maneira mais compacta para a descric¸a˜o de (3.5) e´:
A(q)y(t) = B(q)u(t − nk) + e(t) (3.6)
em que q e´ o operador de atraso. Especificamente:
A(q) = 1 + a1q−1 + . . . + anaq−na (3.7)
B(q) = b1 + b2q−1 + . . . + bnbq−nb+1 (3.8)
Figura 24 – Modelo ARX.
Os paraˆmetros sa˜o descritos na forma vetorial [na,nb, nk], sendo
na = 4, correspondente ao polinoˆmio A(q); nb = 4, a` ordem do po-
linoˆmio B(q) + 1; nk = 0. O procedimento para identificac¸a˜o foi rea-
lizado por meio da segmentac¸a˜o dos sinais de entrada e desejado do
sistema, em trechos de 20 ms (per´ıodo em que a voz pode ser consi-
derada estaciona´ria, mesmo no caso em que na˜o sa˜o feitas restric¸o˜es
quanto a` locuc¸a˜o) com sobreposic¸a˜o de 50% dos trechos amostrados.
Cada resposta ao impulso (para cada diaˆmetro de ventilac¸a˜o) foi
obtida calculando a me´dia das treˆs respostas ao impulso obtidas em
cada uma das treˆs realizac¸o˜es, como apresentado na Figura 25, para os
quatro diaˆmetros de ventilac¸a˜o.
A resposta ao impulso do sistema de oclusa˜o possui aproxima-
damente 99% da energia concentrada nas primeiras 150 amostras. Por-
tanto, para os experimentos realizados no decorrer deste trabalho a
resposta ao impulso sera´ limita em 150 amostras.
Para verificac¸a˜o quantitativa do grau de estacionaridade dos si-
nais de voz, o teste Reverse Arrangement foi aplicado [100, 101]. O teste
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(a) Ventilac¸a˜o de 0 mm
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(b) Ventilac¸a˜o de 1 mm
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(c) Ventilac¸a˜o de 2 mm
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(d) Ventilac¸a˜o de 3 mm
Figura 25 – Resposta ao impulso do sistema de oclusa˜o para treˆs rea-
lizac¸o˜es de cada um dos diaˆmetros de abertura de ventilac¸a˜o.
considera uma sequeˆncia de T observac¸o˜es de uma varia´vel aleato´ria x,
sendo as observac¸o˜es representadas por xi, i = 1,2,3, ..., T . O nu´mero
de Reverse Arrangements (RAs), representado por A, e´ calculado pela
inequac¸a˜o dada por xi > xj para i < j. A definic¸a˜o geral de A e´ dada
por:
hij = ⎧⎪⎪⎨⎪⎪⎩ 1, se xi > xj0, alhures
Enta˜o:
A = T−1∑
i=1 Ai
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em que:
Ai = T∑
j=i+1hij
Se a sequeˆncia de T observac¸o˜es constitui um conjunto de ob-
servac¸o˜es independentes da mesma varia´vel aleato´ria, o nu´mero de re-
verse arrangements e´ uma varia´vel aleato´ria A com me´dia e variaˆncia
dadas, respectivamente, por:
µA = T (T − 1)
4
σ2A = 2T 3 + 3T 2 − 5T72 = T (2T + 5)(T − 1)72
Os limites de estacionaridade sa˜o calculados com base na tabela
de pontos percentuais da distribuic¸a˜o Reverse Arrangement [100]. Para
T ≥ 10 a distribuic¸a˜o da varia´vel aleato´ria A e´ aproximadamente nor-
mal, e considerando um n´ıvel de significaˆncia de 5% os limites mı´nimo
e ma´ximo para o sinal ser considerado estaciona´rio e´ calculado por
µA ∓ 1,96σA.
O teste estat´ıstico Reverse Arrangement foi aplicado a trechos de
20 ms de todos os sinais de entrada adquiridos pelo sistema (microfone
adicional) para todas as realizac¸o˜es de todos os diaˆmetros da abertura
de ventilac¸a˜o. A me´dia dos resultados obtidos no teste estat´ıstico re-
sultou em 82% dos segmentos analisados contidos dentro dos limites
calculados para a estacionariedade. Um dos testes e´ mostrado na Fi-
gura 26 como exemplo.
3.4 RESULTADOS
Os resultados apresentados nesta sec¸a˜o referem-se a` caracte-
rizac¸a˜o do caminho de realimentac¸a˜o e do sistema de oclusa˜o para
quatro diaˆmetros diferentes de ventilac¸a˜o, para os casos com e sem
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Figura 26 – Teste de estacionariedade aplicado ao sinal de entrada do
filtro.
a influeˆncia de um obsta´culo (telefone celular) posicionado pro´ximo a`
orelha. Os resultados sa˜o apresentados no domı´nio da frequeˆncia, obti-
dos a partir da transformada ra´pida de Fourier (1024 bins) da resposta
ao impulso estimada. A magnitude ma´xima, considerando ambos os
sistemas e diferentes configurac¸o˜es, foi normalizada para 0 dB.
As respostas em frequeˆncia do caminho de realimentac¸a˜o e do
sistema de oclusa˜o foram obtidas para a mesma configurac¸a˜o f´ısica
(moldes, montagem). Dessa forma, as respostas pareadas de ambos os
efeitos foram obtidas para os quatro diaˆmetros de ventilac¸a˜o (0, 1, 2, 3
mm).
A Figura 27 mostra os resultados obtidos para o processo de
identificac¸a˜o do caminho de realimentac¸a˜o sem obsta´culos externos,
para os quatro tamanhos diferentes de abertura de ventilac¸a˜o (0, 1, 2 e 3
mm). No gra´fico sa˜o apresentadas somente as frequeˆncias entre 1-4 kHz,
onde e´ concentrada a faixa de interesse do problema de realimentac¸a˜o
[40, 102].
Os resultados apresentados na Figura 27 corroboram os resulta-
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(a) Caminho de realimentac¸a˜o em
func¸a˜o da frequeˆncia e diaˆmetro da
abertura de ventilac¸a˜o
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(b) Caminho de realimentac¸a˜o em
func¸a˜o da frequeˆncia para aberturas de
ventilac¸a˜o de diferentes diaˆmetros
Figura 27 – Resposta em frequeˆncia do caminho de realimentac¸a˜o para
diferentes diaˆmetros de ventilac¸a˜o (sem obsta´culos).
dos ja´ apresentados na literatura que relatam que quanto maior a aber-
tura de ventilac¸a˜o maior a quantidade de som que retorna ao microfone
externo, consequentemente, aumentando a magnitude da resposta em
frequeˆncia do caminho de realimentac¸a˜o [18, 60].
A existeˆncia de um objeto, como um obsta´culo pro´ximo ao ou-
vido, resulta em valores de magnitude maiores do que os observados na
Figura 27, favorecendo a instabilidade. A Figura 28 mostra o caminho
de realimentac¸a˜o para o caso em que um aparelho celular e´ colocado a`
5 cm da orelha do volunta´rio. Nesse caso, e´ poss´ıvel notar um aumento
de aproximadamente 5 dB na magnitude para todas as frequeˆncias, se
comparado ao caso sem obsta´culo. As Figuras 27 e 28 foram normali-
zadas pelo mesmo fator de escala de 5.7 dB, referente ao valor absoluto
ma´ximo das respostas em frequeˆncia medidas.
Na literatura cient´ıfica, as medidas de efeito de oclusa˜o teˆm sido
geralmente apresentadas sob a forma de diferenc¸as entre o sinal no ou-
vido quando oclu´ıdo (Real-ear Occluded Response - REOR) e o sinal no
ouvido sem obstruc¸a˜o (Real-ear Unaided Response - REUR) [2, 17, 18].
REUR e´ definido como o n´ıvel de pressa˜o sonora (Sound Pressure Level
- SPL) em func¸a˜o da frequeˆncia medida no canal do ouvido (aberto)
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(a) Caminho de realimentac¸a˜o em
func¸a˜o da frequeˆncia e diaˆmetro da
abertura de ventilac¸a˜o
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Figura 28 – Resposta em frequeˆncia do caminho de realimentac¸a˜o para
diferentes diaˆmetros de ventilac¸a˜o (com obsta´culo).
durante a vocalizac¸a˜o. REOR e´ a resposta em frequeˆncia em SPL, me-
dida no canal do ouvido, quando o molde esta´ posicionado no ouvido,
durante a vocalizac¸a˜o. Os resultados apresentados a seguir referem-
se a` estimativa do sistema f´ısico que produz o efeito de oclusa˜o. As
respostas em frequeˆncia obtidas modelam o sistema de oclusa˜o, que
caracteriza as transformac¸o˜es do som (gerado no trato vocal) decor-
rentes da transmissa˜o da fala do usua´rio atrave´s das partes o´sseas e
cartilaginosas ate´ chegar a` membrana timpaˆnica.
Para o sistema de oclusa˜o tem-se que quanto menor o diaˆmetro
do duto de ventilac¸a˜o, maior e´ o valor da magnitude da resposta em
frequeˆncia do sistema de oclusa˜o, conforme mostrado na Figura 29. E´
importante salientar que para efeitos de comparac¸a˜o, todos os resulta-
dos apresentados nesta sec¸a˜o foram normalizados pelo mesmo fator de
escala, obtido por todas as respostas em frequeˆncia medidas. A dife-
renc¸a de magnitude ma´xima entre 0 e 3 mm e´ de aproximadamente 12
dB em 360 Hz. Ana´lises subjetivas apresentadas em [2] relatam que
a ventilac¸a˜o de 2 mm ja´ e´ suficiente para aliviar o efeito de oclusa˜o a
um n´ıvel tolera´vel, no entanto continuando percept´ıvel pelo usua´rio, em
comparac¸a˜o com o caso em que na˜o ha´ ventilac¸a˜o. Por outro lado, um
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diaˆmetro a partir de 3 mm e´ suficiente para suprimir completamente
essa sensac¸a˜o [2, 3, 37].
Conforme esperado, a presenc¸a de um obsta´culo pro´ximo da ore-
lha na˜o resultou em alterac¸o˜es significativas na estimativa do sistema
de oclusa˜o, em comparac¸a˜o com o caso sem obsta´culo, para todos os
tamanhos de ventilac¸a˜o. Dessa forma, esses resultados na˜o sa˜o apre-
sentados.
(a) Sistema de oclusa˜o em func¸a˜o da
frequeˆncia para aberturas de ventilac¸a˜o
de diferentes diaˆmetros
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(b) Sistema de oclusa˜o em func¸a˜o da
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Figura 29 – Resposta em frequeˆncia do sistema de oclusa˜o para dife-
rentes diaˆmetros de ventilac¸a˜o.
Os resultados apresentados na Tabela 2 mostram a magnitude di-
ferencial me´dia em func¸a˜o da frequeˆncia 20 log10(Pφ(f))−20 log10(P3(f))
para as aberturas de ventilac¸a˜o com diaˆmetro de 0, 1 e 2 mm, em com-
parac¸a˜o com o caso de 3 mm, sendo que φ = 0,1,2 e P (f) e´ a magnitude
na frequeˆncia f . A u´ltima linha da tabela mostra que as variac¸o˜es di-
ferenciais me´dias para o caminho de realimentac¸a˜o sa˜o em torno de 1,8
a 2,5 vezes menores (em dB) quando a ventilac¸a˜o e´ alterada de 2 mm
para 1 mm e de 1 mm para 0 mm, respectivamente. O mesmo fenoˆmeno
ocorre quando se observa o caso em que ha´ um obsta´culo pro´ximo a`
orelha e diminui proporcionalmente para o sistema de oclusa˜o. O que
significa que para cada aumento de 1 mm de diaˆmetro, a intensidade
de sinal que sai atrave´s da ventilac¸a˜o aumenta aproximadamente duas
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vezes em dB para o caso da realimentac¸a˜o e diminui a mesma proporc¸a˜o
para o caso da oclusa˜o.
Tabela 2 – Magnitude diferencial para uma abertura de ventilac¸a˜o de
3 mm.
3mm – 2mm 3mm – 1mm 3mm – 0mm
CR CRO SO CR CRO SO CR CRO SO
200Hz – – 2,3 – – 3,7 – – 9,9
300Hz – – 2,6 – – 8,5 – – 12,7
400Hz – – 3,3 – – 9,1 – – 12,1
500Hz – – 4,3 – – 5,4 – – 7,5
1,0kHz −1,1 −2,7 – −2,0 −4,3 – −5,6 −8,3 –
1,5kHz −3,2 −3,8 – −6,6 −7,7 – −15,6 −17,6 –
2,0kHz −3,3 −3,9 – −5,3 −7,0 – −12,6 −17,1 –
2,5kHz −2,5 −3,0 – −4,5 −5,4 – −10 −13,6 –
3,0kHz −2,2 −3,0 – −4,3 −5,7 – −6,7 −12,7 –
3,5kHz −1,9 −2,6 – −3,8 −4,3 – −13,8 −15,1 –
4,0kHz −1,1 −2,2 – −2,4 −4,3 – −7,2 −13,2 –
4,5kHz −2,3 −1,5 – −3,1 −4,9 – −3,7 −9,9 –
Me´dia(dB) −2,2 −2,8 3,1 −4 −5,4 6,6 −9,4 −13,4 10,5
CR - caminho de realimentac¸a˜o; CRO - caminho de realimentac¸a˜o com obsta´culo;
SO - sistema de oclusa˜o.
De forma a analisar concomitantemente a relac¸a˜o entre o sistema
de oclusa˜o e o caminho de realimentac¸a˜o (com e sem obsta´culo), foi
calculada a magnitude me´dia das respostas em frequeˆncia apresentadas
nas Figuras 27(b), 28(b) e 29(b). A Figura 30 sumariza os valores
resultantes tanto para oclusa˜o quanto para realimentac¸a˜o como uma
func¸a˜o do diaˆmetro da abertura de ventilac¸a˜o.
Como esperado, a magnitude do sistema de oclusa˜o diminui con-
forme a abertura da ventilac¸a˜o aumenta. Para o caso do caminho de
realimentac¸a˜o teˆm-se um aumento me´dio de 5 dB entre os casos com
e sem obsta´culo. Quanto menor a abertura de ventilac¸a˜o menor a in-
flueˆncia do caminho de realimentac¸a˜o. Mesmo ocorrendo em faixas de
frequeˆncia distintas os dois fenoˆmenos sa˜o visivelmente correlacionados
entre si, ambos dependentes do diaˆmetro da ventilac¸a˜o.
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Figura 30 – Variac¸a˜o dos caminho de realimentac¸a˜o e sistema de oclusa˜o
de acordo com o diaˆmetro da ventilac¸a˜o.
3.4.1 Determinac¸a˜o dos atrasos de propagac¸a˜o ∆ e δ
Esta sec¸a˜o apresenta o me´todo utilizado para estimar os atra-
sos referentes ao DSP (∆) e a` propagac¸a˜o da fala no corpo humano
(δ). O atraso do DSP representa os processos de filtragem relacio-
nados com a conversa˜o digital-analo´gico (filtro de reconstruc¸a˜o, pre´-
amplificador, alto-falante) e a conversa˜o analo´gico-digital (microfone,
pre´-amplificador, filtro anti-aliasing). Ja´ a propagac¸a˜o da fala repre-
senta o tempo de propagac¸a˜o da onda acu´stica proveniente do sistema
fonador do usua´rio (de aparelho auditivo) ate´ chegar no microfone ex-
terno.
O atraso de propagac¸a˜o da fala foi determinado teoricamente.
Segundo [103], uma pessoa do sexo masculino pronunciando a vogal
/i/ possui um comprimento de faringe, da glote ate´ o palato muscular,
de aproximadamente 9,1 cm; e o comprimento da boca, dos incisivos
ate´ a parede posterior da faringe, de aproximadamente 8,25 cm. As
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medidas para o sexo feminino sa˜o de aproximadamente 7,0 cm e 7,0
cm, respectivamente. Dessa maneira, a distaˆncia me´dia aproximada
das cordas vocais ate´ os la´bios, para este trabalho, foi assumida como
sendo 15 cm. A distaˆncia entre os la´bios e o microfone externo medida
resultou em um adicional de 15 cm. A velocidade do som no ar (n´ıvel do
mar e 25ºC) e´ dada por 346,13 m/s, e a frequeˆncia de amostragem para
esse sistema e´ 16kHz. Com estas informac¸o˜es, o atraso de propagac¸a˜o
δ total estimado resultou em 14 amostras.
O procedimento de estimac¸a˜o do atraso de propagac¸a˜o ∆ foi
feito utilizando um sinal de onda quadrada (usando um gerador de
func¸o˜es ICEL GV-2002). O sinal foi aplicado na entrada do DSP da
Analog Devices Blackfin BF-537, e com a ajuda de um um oscilosco´pio
digital de dois canais (Tektronix TDS 2012B - 100 MHz e 1 Gs/s)
foi feita a medic¸a˜o do atraso entre os sinais de entrada e sa´ıda. As
rotinas de decimac¸a˜o e interpolac¸a˜o foram mantidas ativadas durante
este procedimento. Este procedimento resultou em um atraso de grupo
real de 1,4 ms (22 amostras para uma frequeˆncia de amostragem de 16
kHz).
A Tabela 3 mostra os atrasos estimados para sinais senoidais de
diferentes frequeˆncias. O atraso obtido e´ consideravelmente menor do
que a soma dos atrasos de grupo informados nas folhas de dados dos
conversores analo´gico-digital (910 µs) [94] e digital-analo´gico (2,2 ms)
[93]. Desta forma, o atraso total no sistema implementado no DSP foi
δ +∆ = 14 + 22 = 36 amostras, equivalente a 2,2 ms.
Tabela 3 – Atrasos de entrada-sa´ıda medidos na placa de processamento
∆.
Frequeˆncia (Hz) ∆ (ms)
50 1
100 1,2
150 1,4
200 - 750 1,4
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3.5 CONCLUSO˜ES
Neste cap´ıtulo foram identificados os sistemas de oclusa˜o e de
realimentac¸a˜o para a mesma configurac¸a˜o f´ısica, sendo poss´ıvel obser-
var uma dependeˆncia entre ambos os sistemas. Os resultados obti-
dos indicam variac¸o˜es me´dias de poteˆncia de aproximadamente 10 dB
tanto para realimentac¸a˜o quanto para o sistema de oclusa˜o, na faixa de
diaˆmetros entre 0-3 mm.
96
97
4 EFEITO DE OCLUSA˜O EM CANCELADORES DE
REALIMENTAC¸A˜O
A presenc¸a de realimentac¸a˜o acu´stica pode ser reduzida ou ate´
mesmo eliminada com o completo fechamento do duto de ventilac¸a˜o
presente nos moldes auriculares. Em contrapartida, ha´ a manifestac¸a˜o
do efeito de oclusa˜o. A ana´lise dos sistemas de realimentac¸a˜o presen-
tes na literatura na˜o considera a presenc¸a desse efeito adicional. Neste
cap´ıtulo, e´ analisada a influeˆncia do efeito de oclusa˜o em um sistema
de cancelamento de realimentac¸a˜o semelhante ao proposto em [9], uti-
lizando as modificac¸o˜es propostas em [12]. O me´todo apresentado em
[11, 64] e´ utilizado para obter um modelo teo´rico para a descric¸a˜o da
evoluc¸a˜o do comportamento me´dio dos coeficientes do cancelador de
realimentac¸a˜o, assumindo a existeˆncia do efeito de oclusa˜o.
Os atrasos e efeitos da compensac¸a˜o do caminho direto sa˜o con-
siderados. Adicionalmente, a ana´lise apresentada parte do pressuposto
de que o nu´mero de coeficientes para identificac¸a˜o da planta e´ suficiente.
4.1 ESTRUTURA DE CANCELAMENTO
A estrutura analisada neste trabalho e´ apresentada na Figura
31. Basicamente, consiste da proposta apresentada em [64] para can-
celamento de realimentac¸a˜o, pore´m com a inclusa˜o do sistema Wo que
caracteriza o efeito de oclusa˜o. Nesse sistema, o bloco wc representa
um filtro fixo de resposta finita ao impulso (FIR) e w1(n) e´ um filtro
FIR adaptativo; por simplificac¸a˜o [9], ambos possuem o mesmo tama-
nho de resposta impulsiva. Os coeficientes de w1(n) sa˜o adicionados
de tempos em tempos (de acordo com alguma regra a ser definida) aos
valores de wc [12].
Ao processo de adaptac¸a˜o de w1(n) e posterior modificac¸a˜o
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(adic¸a˜o/co´pia) dos resultados em wc para filtragem dos sinais, da´-se
o nome de filtro sombra [9, 12, 66]. Essa estrate´gia permite a ana´lise
da estrutura assumindo-se sinais estaciona´rios, enquanto o vetor de coe-
ficientes wc na˜o for atualizado. Sabendo que os sinais de voz podem ser
considerados estaciona´rios em per´ıodos de 10-30 ms [12], a atualizac¸a˜o
de wc e´ feita a cada 20 ms. Essa suposic¸a˜o e´ normalmente utilizada
para facilitar a ana´lise de sistemas de cancelamento de realimentac¸a˜o
[66].
Conforme apresentado na sec¸a˜o 2.5.3.5, os filtros preditores sa˜o
representados por q, sendo qˆ(n) a co´pia de q(n), na estrutura mostrada
na Figura 31.
Figura 31 – Me´todo do erro de predic¸a˜o aplicado ao sistema de cance-
lamento de realimentac¸a˜o ([11]).
O filtro adaptativo q(n) e´ um filtro de erro de predic¸a˜o (PEF1),
cuja estrutura e´ apresentada na Figura 32 [81]. Assim, os coeficientes
do PEF sa˜o dados por q(n) = [1, −pT(n)]T. Para fins de ana´lise e
1PEF: Prediction Error-Filter.
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Figura 32 – Filtro de erro de predic¸a˜o q(n).
simplificac¸a˜o do problema, o processamento G do aparelho auditivo e´
modelado como um ganho em banda larga G0 e um atraso de ∆g amos-
tras indicando o atraso de grupo decorrente do processamento. Essa
aproximac¸a˜o tem sido utilizada em outros trabalhos da a´rea sem perda
significativa de informac¸a˜o [9, 64, 104, 105]. O atraso representado por
q−∆ refere-se ao caminho direto compensado ja´ explicitado na Sec¸a˜o
2.8. Outra hipo´tese utilizada e´ a de que os filtros adaptativos w1(n) e
q(n) variam lentamente [66].
O mecanismo de atualizac¸a˜o de w1(n) e´ baseado na minimizac¸a˜o
do erro quadra´tico me´dio E{e21(n)}. Sabendo que:
ef(n) =m1(n) − yc(n)
ef(n) =m1(n) − yc(n) (4.1)
em que o sinal m1(n) e´ definido em (2.20) e:
ef(n) =[ef(n), ef(n − 1), . . . , ef(n −K + 1)]T (4.2)
m1(n) =[m1(n), m1(n − 1), . . . , m1(n −K + 1)]T (4.3)
yc(n) =[yc(n), yc(n − 1), . . . , yc(n −K + 1)]T (4.4)
em queK e´ o comprimento do filtro de predic¸a˜o q(n) = [q0(n), q1(n), . . . ,
qK−1(n)]T. Pelo diagrama em blocos do sistema apresentado na Figura
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31 e pela equac¸a˜o (4.1), tem-se que:
eq(n) =qT(n)ef(n)=qT(n)m1(n) − qT(n)yc(n)=m1q(n) − ycq(n)
(4.5)
em que o subscrito q significa que os sinais foram filtrados pelo filtro
q(n).
A partir das equac¸o˜es apresentadas e da Figura 31, pode-se de-
terminar a equac¸a˜o do erro a ser minimizado e1(n) como descrito pela
equac¸a˜o seguinte:
e1(n) = eq(n) − y1(n) (4.6)
Substituindo a equac¸a˜o (4.5) em (4.6), e1(n) pode ser escrito
como:
e1(n) =m1q(n) − ycq(n) − y1(n). (4.7)
Tendo em vista a equac¸a˜o (2.19) e assumindo-se um vetor de
coeficientes fixo w1, tem-se que
e1(n) =vq(n − δ) + xq(n) + zq(n) + [sq(n −∆) +VTq (n)wo]Twf− uTq (n)wc − uTq (n)w1=bq(n) +mT2q(n)wf − uTq (n)wc − uTq (n)w1
(4.8)
sendo w1 = [w10 , w11 , . . . , w1M−1]T, wc = [wc0 , wc1 , . . . , wcM−1]T, m2q(n) =[m2q(n), m2q(n−1), . . . , m2q(n−M +1)]T, m2q = sq(n−∆)+vTq (n)wo,
uq(n) = [uq(n), uq(n−1), . . . , uq(n−M +1)]T e uq(n) = uT(n)q(n). O
vetor de dados Vq(n) = [vq(n), vq(n − 1), . . . , vq(n −M + 1)], vq(n) =
vT(n)q(n), e wf e´ o caminho de realimentac¸a˜o.
Considerando que uma estimativa de ∆, ∆ˆ, pode ser obtida pre-
viamente, e´ razoa´vel supor que ∆ˆ ≃ ∆. Portanto, tem-se que u(n) ≃
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s(n −∆). Dessa maneira o vetor de dados m2q pode ser definido con-
forme mostrado em (2.22) e (2.21), exceto pelo sinais que agora sa˜o
filtrados por q, resultando em:
m2q(n) = uq(n) + oq(n) (4.9)
O sinal b(n) foi definido em (2.16), no entanto, e´ agora filtrado
por q(n) e:
oq(n) =VTq (n)wo (4.10)
Elevando-se a equac¸a˜o (4.8) ao quadrado, tem-se
e21(n) = b2q(n) +wTf m2q(n)mT2q(n)wf +wT1 uq(n)uTq (n)w1+wTc uq(n)uTq (n)wc + 2bq(n)mT2q(n)wf − 2bq(n)uTq (n)wc− 2bq(n)uTq (n)w1 − 2wTf m2q(n)uTq (n)w1− 2wTf m2q(n)uTq (n)wc + 2wTc uq(n)uTq (n)w1
(4.11)
Tomando-se o valor esperado de (4.11), obte´m-se:
E{e21(n)} = E{b2q(n)} +wTf Rm2qm2qwf +wT1 Ruquqw1+wTc Ruquqwc + 2rTbqm2qwf− 2rTbquqw1 − 2rTbquqwc − 2wTf Rm2quqw1− 2wTf Rm2quqwc + 2wTc Ruquqw1
(4.12)
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em que:
Rm2qm2q =E{m2q(n)mT2q(n)} (4.13)
Ruquq =E{uq(n)uTq (n)} (4.14)
Rm2quq =E{[uq(n) + oq(n)]uTq (n)}=Ruquq +Roquq (4.15)
rbqm2q =E{bq(n)m2q(n)} (4.16)
rbquq =E{bq(n)uq(n)} (4.17)
Para minimizar-se a func¸a˜o custo J = {e21(n)}, o gradiente de
(4.12) em relac¸a˜o a w1 resulta em:
∂E{e21(n)}
∂w1
= 2Ruquqw1 − 2rbquq − 2Rm2quqwf + 2Ruquqwc = 0 (4.18)
e a soluc¸a˜o o´tima e´ determinada quando o gradiente e´ nulo. Portanto:
w∗1 = R−1uquq(rbquq +Rm2quqwf −Ruquqwc) (4.19)
em que assume-se que Ruquq e´ na˜o-singular. Substituindo-se (4.15) em
(4.19):
w∗1 = R−1uquq(Roquqwf + rbquq) + (wf −wc) (4.20)
A equac¸a˜o (4.20) generaliza os resultados apresentados em [9],
com a diferenc¸a de wc, devido ao fato de w1 ser adicionado a` wc ao
inve´s de copiado.
Simulac¸o˜es comparativas entre a estrutura apresentada na Fi-
gura 31 (sem o sistema de gerac¸a˜o do efeito de oclusa˜o wo) e a proposta
apresentada em [65] (Figura 13) apresentam o mesmo resultado [64].
A equac¸a˜o (4.20) mostra que a polarizac¸a˜o e´ regulada pelo termo
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Roquqwf + rbquq , em que:
rbquq = E{[vq(n − δ) + xq(n) + z(n)]uq(n)}= E{vq(n − δ)uq} +E{xq(n)uq} +E{zq(n)uq(n)}= rvquq + rxquq + rzquq (4.21)
e
Roquq = E{oq(n)uTq (n)} (4.22)
Substituindo (4.21) em (4.20):
w∗1 = R−1uquq(Roquqwf + rvquq + rxquq + rzquq) + (wf −wc) (4.23)
Assumindo uma situac¸a˜o em que inexistam ru´ıdo externo e fala
do usua´rio do aparelho auditivo, o resultado obtido em (4.23) coin-
cide com o caso particular encontrado em [66] (com excec¸a˜o de wc) na
equac¸a˜o (3.12), dado que Roquq , rvquq , rzquq sa˜o nulos.
4.1.1 Conjecturas sobre o estado esta´vel da soluc¸a˜o o´tima
Nesta sec¸a˜o, sa˜o apresentadas conjecturas sobre o valor me´dio
de p(n) em regime permanente e sua implicac¸a˜o sobre as matrizes de
correlac¸a˜o que definem a soluc¸a˜o o´tima do filtro cancelador w1. Neste
trabalho, considera-se que wc e´ mantido fixo em uma janela de tempo
suficientemente grande para que w1(n) atinja o regime permanente e
que, com excec¸a˜o de w1(n) e q(n), os demais sistemas sejam invariantes
no tempo, resultando em sinais estaciona´rios. Ale´m disso, supo˜e-se que
as alterac¸o˜es no caminho de realimentac¸a˜o sejam lentas em relac¸a˜o a`
velocidade de convergeˆncia do filtro adaptativo e que transientes devido
a atualizac¸o˜es em wc sejam mais ra´pidos que o tempo de convergeˆncia
do filtro [11]. Com isso, assume-se que wf seja tambe´m invariante, na
janela de tempo analisada.
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Assume-se que v(n−δ), x(n) e z(n) sa˜o modelados por sistemas
autoregressivos (AR) H 1, H 2 e H 3, tendo como sinal de excitac¸a˜o os
ru´ıdos brancos gaussianos υ(n), χ(n) e ξ(n), respectivamente [106].
Para esse caso surgem as seguintes considerac¸o˜es:
1. Assumindo que o u´nico sinal no ambiente seja a voz do usua´rio
do aparelho auditivo; que ∆ˆ = ∆; que ∆ˆ +∆g ≥ 1; que as respostas em
frequeˆncia dos sistemas wo (passa-baixas) e wf (passa-altas) sejam
mutuamente exclusivas (Sec¸a˜o 3.4); e que wc = wf , tem-se que o valor
me´dio de p(n), em regime permanente, tende para os coeficientes do
processo AR definido como H1 e, como consequeˆncia, v(n − δ) sera´
descorrelacionado por q(n) (Figura 33). Nesse caso w∗1 = wf −wc e o
sistema se encontra em estado esta´vel [9].
Figura 33 – Filtro branqueador aplicado sobre v(n).
2. Assumindo a condic¸a˜o em que somente ha´ o ru´ıdo ambiente ou
a voz de um locutor externo; que ∆ˆ = ∆; que ∆ˆ+∆g ≥ 1; e que wc = wf ,
enta˜o rxquq = 0 ou rzquq = 0 (Figura 34). Portanto, w∗1 = wf −wc = 0
[9] e o sistema se encontra em estado esta´vel.
Figura 34 – Filtro branqueador aplicado sobre x(n) ou z(n) individu-
almente.
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3. O caso mais cr´ıtico ocorre quando ha´ mais de uma fonte
acu´stica externa; por exemplo, v(n − δ) + x(n) + z(n) (Figura 35).
Assume-se que que ∆ˆ = ∆; que ∆ˆ + ∆g ≥ 1; que as respostas em
frequeˆncia dos sistemas wo (passa-baixas) e wf (passa-altas) sejam
mutuamente exclusivas (Sec¸a˜o 3.4) e que wc = wf . Segundo o Lemma
apresentado a seguir, sabe-se que a soma de 2 ou mais processos AR
resulta em um processo autoregressivo de me´dia mo´vel (ARMA2).
Figura 35 – Filtro branqueador aplicado sobre os sinais v(n), x(n) e
z(n).
Soma de processos AR.
Lemma [107]: se Xn e´ um processo ARMA(p1, q1), Yn e´
outro processo ARMA(p2, q2), enta˜o a soma desses dois processos,
representada por Zn, tambe´m sera´ um ARMA(p, q), com:
p ≤ p1 + p2
q ≥ max(p1 + q2, p2 + q1)
Por exemplo, dados os processos AR:
Xn = p1∑
i=1aiXn−i + ηXn (4.24)
Yn = p2∑
i=1 biYn−i + ηYn (4.25)
2ARMA: Autoregressive moving-average
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Os processos apresentados nas equac¸o˜es (4.24) e (4.25) sa˜o
processos AR (q1 = q2 = 0), portanto, de dimenso˜es p1 e p2, res-
pectivamente. A soma das equac¸o˜es (4.24) e (4.25) resulta em Zn
sendo um processo ARMA(min(p1,p2),max(p1, p2)).
Sabendo que um processo ARMA pode ser aproximado, com su-
ficiente acura´cia, por um processo AR [108, 109] e assumindo que, o
processo de descorrelac¸a˜o (branqueamento) realizado por q(n) seja su-
ficientemente bem sucedido, os vetores de correlac¸a˜o cruzada mostrados
nas equac¸o˜es (4.21) e (4.22) sera˜o aproximadamente nulos, resultando
em uma estimativa me´dia na˜o polarizada w∗1 = wf − wc e, portanto,
configurando um estado esta´vel.
Nesta sec¸a˜o, foram apresentados argumentos que sustentam a
possibilidade de existeˆncia da soluc¸a˜o o´tima na˜o-polarizada do cancela-
dor de realimentac¸a˜o em regime permanente, asseguradas determinadas
condic¸o˜es, mesmo na existeˆncia de efeito de oclusa˜o.
4.2 COMPORTAMENTO ME´DIO DOS COEFICIENTES DE w1(n)
E q(n)
Nesta sec¸a˜o, a metodologia desenvolvida em [66] e utilizada em
[64] e´ aplicada na ana´lise do cancelador de realimentac¸a˜o descrito na
sec¸a˜o anterior assumindo a presenc¸a do efeito de oclusa˜o no sistema.
Para possibilitar a tratabilidade matema´tica, assume-se que o modelo
e´ va´lido apenas entre as atualizac¸o˜es de wc (Figura 31). Dessa forma,
considera-se que wc seja fixo.
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4.2.1 Modelo para E{w1(n)}
A equac¸a˜o de atualizac¸a˜o do filtro adaptativo pelo algoritmo
LMS, e´ dada por:
w1(n + 1) = w1(n) + µe1(n)uq(n) (4.26)
em que uq(n) representa o vetor de amostras de u(n) processadas por
q(n). Substituindo o sinal de erro e1(n), equac¸a˜o (4.8), na equac¸a˜o
(4.26), obte´m-se:
w1(n + 1) = w1(n) + µbq(n)uq(n) −wc −w1(n)]+ µuq(n)uTq (n)[wf + µuq(n)oTq (n)wf (4.27)
Aplicando o operador esperanc¸a em (4.27) e desprezando a cor-
relac¸a˜o entre uq(n)uTq (n) e w1(n) [110]
E{w1(n + 1)} = [I − µRuquq ]E{w1(n)} + µrbquq+ µ[Ruquq +Roquq ]wf − µRuquqwc (4.28)
No Apeˆndice A, sa˜o apresentadas as expresso˜es desenvolvidas
para o ca´lculo das correlac¸o˜es. Essas expresso˜es sa˜o determinadas a
partir da metodologia ja´ apresentada em [66, 64].
4.2.1.1 Modelo em regime permanente para E{w1(n)}
Assumindo a convergeˆncia de (4.26), em regime permanente limn→∞
E{w1(n + 1)} = E{w1(n)} = E{w1(∞)}.
Para µ ≠ 0 e n→∞, (4.28) torna-se:
E{w1(∞)} = R−1uquq(rbquq +Roquqwf) + (wf −wc) (4.29)
ou seja, a soluc¸a˜o e´ polarizada pelo termo R−1uquq(rbquq +Roquqwf).
108
4.2.2 Modelo para E{q(n)}
A equac¸a˜o de adaptac¸a˜o dos coeficientes para o preditor p(n)
utilizando o algoritmo LMS e´:
p(n + 1) = p(n) + ρeq(n)ef(n − 1) (4.30)
em que ρ e´ o passo de adaptac¸a˜o, ef(n − 1) = [ef(n − 1), ef(n −
2), ⋯ ef(n−K)]T. Conforme a estrutura apresentada na Figura 32, o
erro de predic¸a˜o eq(n) e´ dado por:
eq(n) = ef(n) − eTf (n − 1)p(n) (4.31)
Substituindo-se a equac¸a˜o do erro (4.31) na equac¸a˜o de atualizac¸a˜o
(4.30), tem-se:
p(n + 1) = p(n) + ρef(n)ef(n − 1) − ρef(n)eTf (n − 1)p(n) (4.32)
Calculando a esperanc¸a, e desprezando a correlac¸a˜o entre os termos
p(n) e ef(n)eTf (n − 1) [110], tem-se:
E{p(n + 1)} = [I − ρRefef ]E{p(n)} + ρrefef (4.33)
O sinal de erro ef(n) na entrada do PEF, sabendo que o filtro wc e´
fixo, e´ dado por:
ef(n) = b(n) + oT(n)wf + uT(n)(wf −wc) (4.34)
Sendo h o vetor de coeficientes do processo AR que modela a
soma dos treˆs sinais AR υ(n− δ)+χ(n)+ ξ(n) (Sec¸a˜o 4.1.1), define-se:
b(n) = β(n) − bT(n − 1)h (4.35)
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em que β(n) e´ a inovac¸a˜o de b(n). Tem-se ainda que:
h = [h1, h2 ⋯ hL]T
b(n) = [b(n − 1), b(n − 2), ⋯, b(n −L)]T
A partir das equac¸o˜es (4.34) e (4.35), pode-se expandir refef :
refef = E{ef(n − 1)β(n)} +E{ef(n − 1)oT(n)}
wf −E{ef(n − 1)bT(n − 1)}h +E{ef(n − 1)uT(n)}(wf −wc)(4.36)
em que E{ef(n− 1)β(n)} = 0. Dessa maneira, a equac¸a˜o (4.33) torna-
se:
E{p(n + 1)} = [I − ρRefef ]E{p(n)} + ρ[Refowf+Refu(wf −wc) −Ref bh] (4.37)
em que:
Refef =E{ef(n − 1)eTf (n − 1)} (4.38)
Refo =E{ef(n − 1)oT(n)} (4.39)
Refu =E{ef(n − 1)uT(n)} (4.40)
Ref b =E{ef(n − 1)bT(n − 1)} (4.41)
sendo:
Ref b = E{ef(n − 1)vT(n − 1)} +E{ef(n − 1)xT(n − 1)}+E{ef(n − 1)zT(n − 1)} (4.42)
As matrizes de correlac¸a˜o aqui apresentadas sa˜o determinadas
no Apeˆndice A.
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4.2.2.1 Modelo em regime permanente para E{p(n)}
Em regime permanente, limn→∞E{p(n+1)} = E{p(n)} = E{p(∞)}.
Para ρ ≠ 0, a equac¸a˜o (4.37), quando n→∞, torna-se:
E{p(∞)} = R−1efef [Refowf +Refu(wf −wc) −Ref bh] (4.43)
4.3 RESULTADOS
Esta sec¸a˜o apresenta, primeiramente, a verificac¸a˜o e validac¸a˜o
dos modelos teo´ricos por meio da comparac¸a˜o entre previso˜es teo´ricas
e simulac¸a˜o de Monte Carlo, utilizando sinais de entrada AR. Em se-
guida, apresenta-se a simulac¸a˜o utilizando um sinal de fala real. Em-
bora os modelos teo´ricos levem em considerac¸a˜o a possibilidade da co-
existeˆncia de treˆs sinais de entrada (como apresentado na Figura 31),
nesta sec¸a˜o foi considerada apenas a presenc¸a do sinal de voz do pro´prio
usua´rio do aparelho auditivo. Nesta sec¸a˜o, sera´ utilizado um valor de
∆ = 10 amostras (Sec¸a˜o 3.4.1).
4.3.1 Validac¸a˜o do modelo
Nos experimentos realizados nesta sec¸a˜o foram utilizadas respos-
tas ao impulso correspondentes a um duto de ventilac¸a˜o de 2 mm de
abertura, conforme a Figura 36.
Para a implementac¸a˜o, as respostas ao impulso de wf e wo foram
limitadas a 60 e 150 coeficientes, respectivamente, sem perda significa-
tiva das caracter´ısticas do sistema. Os paraˆmetros da implementac¸a˜o
do sistema sa˜o apresentados na Tabela 4. O passo de convergeˆncia foi
escolhido como 25% do passo para o qual o sistema instabiliza. O sinal
de entrada AR foi gerado pela filtragem de um ru´ıdo branco Gaussiano
de me´dia zero e variaˆncia σ2ν por H(z) = 1/(1 − 1,5z−1 + z−2 − 0,25z−3)
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Figura 36 – Resposta ao impulso de (a) wf e (b) wo.
[111].
Os filtros w1(n) e q possuem comprimento suficiente. Adicional-
mente a` evoluc¸a˜o me´dia dos coeficientes, sa˜o apresentados os seguintes
crite´rios de qualidade:
εp(n) = ∣∣E{p(n)} − h˜∣∣22∣∣h˜∣∣22
εw1(n) = ∣∣E{w1(n)} −wf ∣∣22∣∣wf ∣∣22
em que ∣∣ ⋅ ∣∣2 e´ a norma Euclidiana de um vetor e h˜ representa o vetor
de coeficientes associado a` H(z) sem o primeiro coeficiente. O vetor
wc e´ mantido fixo com valores nulos em todos os experimentos. As
simulac¸o˜es foram implementadas utilizando aritme´tica de ponto flutu-
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Tabela 4 – Paraˆmetros dos sistemas de cancelamento utilizando um
sinal AR.
Paraˆmetro S´ımbolo Valor
Atraso de processamento ∆g 16 (amostras)
Atraso do sistema ∆ 10 (amostras)
Ganho G0 5
Variaˆncia de v(n) σ2v 0,02
Passo de adaptac¸a˜o para w1(n) µ 0,0002
Passo de adaptac¸a˜o para p(n) ρ 0,01
Nu´mero de coeficientes de w1(n) M 60
Nu´mero de coeficientes de p(n) K 3
Nu´mero de iterac¸o˜es 16 × 105
Nu´mero de realizac¸o˜es 10
ante no aplicativo Matlab®. Adicionalmente, e´ apresentado o valor em
regime permanente dos coeficientes de acordo com as equac¸o˜es (4.29) e
(4.43).
As Figuras 37 e 38 ilustram o comportamento me´dio dos coe-
ficientes do filtro de predic¸a˜o e do filtro de cancelamento. Para o fil-
tro de predic¸a˜o, e´ apresentada a convergeˆncia de todos os coeficientes.
Para o filtro de cancelamento, sa˜o mostrados os coeficientes w1[32](n),
w1[34](n), w1[40](n) e w1[42](n). Para se ter uma melhor visa˜o do com-
portamento geral dos coeficientes, a Figura 38(b) apresenta a evoluc¸a˜o
da norma do vetor da me´dia dos coeficientes.
O desajuste nos coeficientes e´ apresentado na Figura 39 para o
preditor e na Figura 40 para o cancelador. Pela Figura 39, conclui-se
que o valor me´dio dos coeficientes do preditor possui soluc¸a˜o polari-
zada, pore´m pequena em relac¸a˜o a` distaˆncia entre h e o vetor nulo (ine-
xisteˆncia de preditor). O valor esperado do erro nos coeficientes do filtro
de predic¸a˜o (definido por E{p(n)}− h˜) e´ apresentado na Figura 41 e a
polarizac¸a˜o pode ser observada mais claramente apo´s a iterac¸a˜o 500000.
A polarizac¸a˜o do algoritmo contudo, resulta em uma convergeˆncia com
maior erro me´dio nos coeficientes. As equac¸o˜es apresentadas na Sec¸a˜o
113
0 2 4 6 8 10 12 14 16
x 105
−2
−1.5
−1
−0.5
0
0.5
1
1.5
Iterações
 
E{
 
p(
 
n
)}
 
 
(a) Evoluc¸a˜o me´dia do vetor de coeficientes p(n)
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(b) Evoluc¸a˜o da norma do vetor me´dio de coeficientes p(n)
Figura 37 – Comportamento me´dio dos coeficientes de p(n). Simulac¸a˜o
de Monte Carlo em vermelho, modelo em azul e regime permanente em
preto tracejado. (As curvas se encontram sobrepostas).
4.2.2 mostram que a evoluc¸a˜o do valor me´dio dos coeficientes e o valor
em regime permanente dependem do vetor w = wf −wc. No presente
exemplo, wc e´ assumido como sendo um vetor nulo; assim, o vetor de
coeficientes do filtro de predic¸a˜o converge para uma soluc¸a˜o polarizada
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(a) Evoluc¸a˜o me´dia do vetor de coeficientes w1i(n)
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(b) Evoluc¸a˜o da norma do vetor me´dio de coeficientes w1(n)
Figura 38 – Comportamento me´dio dos coeficientes de w1i(n). Si-
mulac¸a˜o de Monte Carlo em vermelho, modelo em azul e regime per-
manente em preto tracejado.
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em decorreˆncia da presenc¸a de wf .
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Figura 39 – Desajuste nos coeficientes de p(n). Simulac¸a˜o de Monte
Carlo em vermelho e modelo em azul.
Com relac¸a˜o ao vetor de coeficientes do cancelador w1(n) (Fi-
gura 38(a)), o desajuste nos coeficientes para o modelo tende a zero.
Conforme pode ser visto na Figura 38(b), a evoluc¸a˜o da norma dos
coeficientes da simulac¸a˜o varia em torno do ponto o´timo em func¸a˜o da
polarizac¸a˜o, o que explica o valor em regime permanente diferente do
encontrado para o modelo na Figura 40.
Todos os experimentos foram realizados com passo de convergeˆncia
pequeno. Passos maiores comprometem a restric¸a˜o de adaptac¸a˜o lenta
feita durante a derivac¸a˜o do modelo, gerando divergeˆncia entre os re-
sultados obtidos para o modelo teo´rico e simulac¸a˜o.
116
0 2 4 6 8 10 12 14 16
x 105
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
5
Iterações
ε  
w
1(n
)  (
dB
)
 
 
Figura 40 – Desajuste nos coeficientes de w1i(n). Simulac¸a˜o de Monte
Carlo em vermelho e modelo em azul.
4.3.2 Ganho esta´vel adicionado
O Ganho Esta´vel Adicionado (Added Stable Gain - ASG) [2, 59]
foi calculado a fim de avaliar de maneira quantitativa a influeˆncia da
oclusa˜o sobre o ganho adicional fornecido ao sistema pelo cancelador
de realimentac¸a˜o. O ganho esta´vel adicionado e´ definido como sendo a
diferenc¸a entre o ganho ma´ximo esta´vel (maximum stable gain - MSG)
com o cancelador de realimentac¸a˜o ativado (MSGon) e o ganho ma´ximo
esta´vel com o cancelador de realimentac¸a˜o desativado (MSGoff ):
Um me´todo simples para calcular o MSG e´ fazendo-se uma esti-
mativa da raza˜o entre as energias do sinal do alto-falante (s(n)) e do
sinal de refereˆncia (m1(n)). A equac¸a˜o para essa estimativa e´ dada por
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Figura 41 – Erro nos coeficientes de p(n).
[59]:
E(k) = 10 log10 ∑k+L/2−1n=k−L/2 s2(n)∑k+L/2−1n=k−L/2m21(n) (4.44)
sendo L + 1 o comprimento da janela utilizada no ca´lculo da energia
(por exemplo, utilizando promediac¸a˜o dos dados em per´ıodos de 0,5 se-
gundos). Considera-se que ha´ instabilidade quando a relac¸a˜o de energia
E e´ superior a um dado limiar, por exemplo, 10 dB.
O ASG foi calculado, apo´s assegurada a convergeˆncia dos co-
eficientes, utilizando os mesmos sinais e paraˆmetros da Tabela 4, fa-
zendo a variac¸a˜o apenas das respostas ao impulso dos caminhos de
realimentac¸a˜o e sistema de oclusa˜o, para os diaˆmetros de 3 mm, 2 mm
e 1 mm. Os resultados sa˜o apresentados na Figura 42.
Na Figura 42, nota-se que o ASG na˜o sofre alterac¸o˜es consi-
dera´veis quando e´ introduzido o chamado sistema de oclusa˜o, mesmo
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Figura 42 – Ganho esta´vel adicionado.
quando o cancelador de realimentac¸a˜o e´ desligado. Uma poss´ıvel ex-
plicac¸a˜o para esse resultado seria o fato de o sinal de oclusa˜o apresentar
componentes espectrais significativas limitadas a` faixa inferior a 500
Hz. A resposta em frequeˆncia t´ıpica encontrada para wf (Figura 43)
apresenta caracter´ıstica do tipo passa-altas com forte atenuac¸a˜o das
frequeˆncias abaixo de 1000 Hz. Dessa maneira, a convoluc¸a˜o entre os
dois sistemas wf e wo resulta em um sinal de realimentac¸a˜o adicional
com poteˆncia na˜o significativa. Na Figura 44 e´ mostrado o sinal enviado
ao alto-falante, o sinal de realimentac¸a˜o com a presenc¸a e na auseˆncia
do sistema de oclusa˜o para um duto de ventilac¸a˜o com diaˆmetro de 2
mm. Pela figura, pode-se inferir que, em sistemas pra´ticos, a oclusa˜o
na˜o afeta significantemente o desempenho do sistema de cancelamento
de realimentac¸a˜o devido a`s suas caracter´ısticas espectrais, predomi-
nantemente concentrada nas baixas frequeˆncias, que sa˜o desprez´ıveis a
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partir do momento em que o sinal e´ filtrado por wf .
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Figura 43 – Resposta em frequeˆncia do caminho de realimentac¸a˜o para
um diaˆmetro de ventilac¸a˜o de 2 mm.
4.4 CONCLUSO˜ES
Nesse cap´ıtulo, foi apresentada a ana´lise de um sistema de can-
celamento de realimentac¸a˜o levando em conta a presenc¸a do sinal de
oclusa˜o. Equac¸o˜es recursivas determin´ısticas para a caracterizac¸a˜o do
comportamento me´dio dos coeficientes dos filtros adaptativos foram
desenvolvidas, com a finalidade de avaliar o desempenho do algoritmo.
Os resultados mostraram uma alta acura´cia entre as curvas do mo-
delo e as curvas obtidas pela simulac¸a˜o de Monte Carlo. Apesar de
o desempenho do sistema de cancelamento de realimentac¸a˜o, dentro
das considerac¸o˜es utilizadas, na˜o ser afetado pela oclusa˜o, o efeito de
oclusa˜o ainda permanece percept´ıvel ao usua´rio do aparelho auditivo.
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Figura 44 – Sinal de realimentac¸a˜o para os casos em que se considera
a oclusa˜o ou na˜o.
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5 SISTEMA DE REDUC¸A˜O DO EFEITO DE OCLUSA˜O
Neste cap´ıtulo, uma nova estrate´gia para reduc¸a˜o do efeito de
oclusa˜o em aparelhos auditivos sem abertura de ventilac¸a˜o e´ apresen-
tada. Diferentemente dos trabalhos anteriores apresentados na litera-
tura [3, 14, 46], propo˜e-se o uso de uma estrutura na˜o-realimentada,
cujos coeficientes sa˜o atualizados em tempo real. A inexisteˆncia de re-
alimentac¸a˜o na estrutura do controlador resulta em uma superf´ıcie de
desempenho quadra´tica (em func¸a˜o dos coeficientes do controlador),
evitando a existeˆncia de mı´nimos locais [44]. Simulac¸o˜es computacio-
nais e experimentos subjetivos sa˜o utilizados para demonstrar a viabi-
lidade do me´todo proposto, apresentando um aumento de desempenho,
em termos de reduc¸a˜o do efeito de oclusa˜o em regime permanente,
quando comparado a uma estrutura de controle realimentada previa-
mente apresentada na literatura [14].
5.1 ESTRUTURA DE CANCELAMENTO
O sistema de reduc¸a˜o de oclusa˜o proposto parte do pressuposto
da inexisteˆncia do caminho de realimentac¸a˜o, bem como, do cancelador
de realimentac¸a˜o. Essa situac¸a˜o e´ caracter´ıstica de aplicac¸o˜es em que
ha´ o completo fechamento do duto de ventilac¸a˜o no molde.
A estrutura proposta e´ apresentada na Figura 45. Idealmente,
deseja-se que o sinal existente no interior do canal auditivo do usua´rio
seja minimamente influenciado pelo aumento das baixas frequeˆncias
quando o canal esta´ obstru´ıdo. Dessa maneira, pode-se assumir que o
sinal desejado mdesejado2 (n), no interior do canal auditivo, e´ dado por:
mdesejado2 (n) = G{v(n − δ) + x(n)}q−∆ (5.1)
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em que as varia´veis v(n − δ) e x(n) foram definidas na Sec¸a˜o 2.8 e
G = GCC{GRR{⋅}} e´ o processamento realizado pelo aparelho auditivo,
incluindo as rotinas de reduc¸a˜o de ru´ıdo, representada por GRR e de
compensac¸a˜o em frequeˆncia (e compressa˜o dinaˆmica), GCC .
Portanto, o sinal de erro a ser minimizado pelo sistema e´ dado
por:
edes(n) =mdesejado2 (n) −m2(n) (5.2)
sendo m2(n) o sinal captado pelo microfone interno conforme pode ser
observado na Figura 45.
Desta forma, assumindo que G{v(n−δ)+x(n)+z(n)} ≃ G{v(n−
δ) + x(n)}, e o conhecimento pre´vio de uma estimativa do atraso de
propagac¸a˜o na sa´ıda do sistema (∆ˆ ≃ ∆), pode-se aproximar (5.2) por:
e(n) = G{m1(n)}q−∆ˆ −m2(n) (5.3)
em que:
m1(n) = v(n − δ) + x(n) + z(n) (5.4)
m2(n) = [G{m1(n)} − y(n)] q−∆ + vT(n)wo (5.5)
O atraso q−∆ deve-se essencialmente ao atraso de processamento
do DSP e ao processo de compensac¸a˜o do caminho direto (Figura 16).
A compensac¸a˜o e´ necessa´ria principalmente para minimizar o efeito
da resposta em frequeˆncia de alguns tipos de alto-falante em baixa
frequeˆncia, que acarreta em uma atenuac¸a˜o significativa do sinal em
certas faixas de frequeˆncia [43].
Substituindo (5.5) em (5.3), o sinal de erro pode ser expresso
por:
e(n) = G{m1(n)}q−∆ˆ − [G{m1(n)} − y(n)] q−∆ − vT(n)wo (5.6)
Assumindo-se, inicialmente, w(n) fixo, pode-se expressar y(n)
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Figura 45 – Sistema de cancelamento do efeito de oclusa˜o.
como:
y(n) = mT(n)w (5.7)
sendo:
m(n) = GRR{m1(n)} ≃ v(n − δ) + x(n) (5.8)
m(n) = [m(n), m(n − 1), ⋯, m(n −N + 1)]T (5.9)
em que GRR{m1(n)} representa o sinal captado pelo microfone ex-
terno, processado pelo sistema de reduc¸a˜o de ru´ıdo, mas na˜o pelos
sistemas de compensac¸a˜o e compressa˜o GCC{⋅}. Tem-se ainda:
w = [w0, w1, ⋯, wN−1]T (5.10)
v(n − δ) = [v(n − δ), v(n − δ − 1), ⋯, v(n − δ −N + 1)]T (5.11)
x(n) = [x(n), x(n − 1), ⋯, x(n −N + 1)]T (5.12)
Supondo que q−∆ˆ ≃ q−∆, a equac¸a˜o (5.6) torna-se:
e(n) = y(n −∆) − vT(n)wo (5.13)
Elevando-se (5.13) ao quadrado e tomando-se seu valor esperado,
124
obte´m-se:
E{e2(n)} =wTE{m(n −∆)mT(n −∆)}w − 2wTE{m(n −∆)vT(n)}wo+wTo E{v(n)vT(n)}wo (5.14)
A equac¸a˜o (5.14) pode ser descrita em func¸a˜o das seguintes ma-
trizes de correlac¸a˜o:
E{e2(n)} = wTRmm(0)w − 2wTRmv(−∆)wo +wTo Rvvwo (5.15)
em que se assume que m(n−∆) e´ um sinal estaciona´rio e ergo´dico em
uma determinada janela de tempo, dessa forma tem-se:
Rmm(0) = E{v(n − δ)vT(n − δ)} +E{x(n)xT(n)}
Rmm(0) = Rvv(0) +Rxx(0) (5.16)
e:
Rmv(−∆) = E{m(n −∆)vT(n)} (5.17)
A func¸a˜o custo (5.15) e´ uma equac¸a˜o quadra´tica em relac¸a˜o ao
vetor de coeficientes w. Dessa forma, calculando-se seu gradiente em
relac¸a˜o a w e determinando a soluc¸a˜o wopt que resulta em um gradiente
nulo, obte´m-se a soluc¸a˜o que minimiza a func¸a˜o custo.
wopt = R−1mm(0)Rmv(−∆)wo (5.18)
Substituindo-se (5.8) em (5.17) e sabendo que x(n) e v(n − δ)
sa˜o descorrelacionados chega-se a:
Rmv(−∆) = E{v(n − δ −∆)vT(n)} (5.19)
Por simplificac¸a˜o, (5.19) e´ renomeada para:
Rmv(−∆) = Rvv(−δ−∆) (5.20)
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Finalmente, a substituic¸a˜o das equac¸o˜es (5.16) e (5.20) na equac¸a˜o
(5.18) resulta no vetor de coeficientes o´timo:
wopt = (Rvv(0) +Rxx(0))−1Rvv(−δ−∆)wo (5.21)
A partir da equac¸a˜o (5.21), pode-se obter as seguintes concluso˜es:
 na auseˆncia de fala do usua´rio do aparelho auditivo wopt = 0;
 na auseˆncia do efeito de oclusa˜o wopt = 0;
 para o caso limite em que inexistem locutores externos (x(n) = 0)
e ∆ = δ = 0, enta˜o wopt = wo
 para o caso em que existe a fala de um locutor externo em con-
junto com a fala do usua´rio, a soluc¸a˜o o´tima sera´ uma versa˜o
transformada de wo.
5.2 COMPORTAMENTO ME´DIO DOS COEFICIENTES DE w(n)
Nesta sec¸a˜o, sera´ analisado o comportamento me´dio dos coefici-
entes de w(n). Assume-se que w(n) e´ sujeito a adaptac¸a˜o cont´ınua e
que o sistema de reduc¸a˜o de ru´ıdo e´ eficiente e, portanto, z(n) apo´s o
processamento por GRR{⋅} pode ser considerado desprez´ıvel.
5.2.1 Modelo para E{w(n)}
Assumindo-se que ∆ˆ ≃ ∆, a equac¸a˜o de atualizac¸a˜o do filtro
adaptativo e´ dada por:
w(n + 1) = w(n) + αe(n)
mT(n −∆)m(n −∆)m(n −∆) (5.22)
em que α e´ o passo de adaptac¸a˜o e m(n−∆) representa o vetor do sinal
de entrada do filtro adaptativo atrasado de ∆ amostras. Substituindo
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o sinal de erro e(n), dado por (5.13), na equac¸a˜o (5.22), obte´m-se:
w(n + 1) =w(n) + αm(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)w(n −∆)
+ m(n −∆)vT(n)
mT(n −∆)m(n −∆)wo
(5.23)
Aplicando-se a esperanc¸a em (5.23) e desprezando a correlac¸a˜o
entre {m(n)mT(n −∆)} e {w(n)} [110], chega-se em:
E{w(n + 1)} =E{w(n)} − αE {m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)}w(n −∆)
+E { m(n −∆)vT(n)
mT(n −∆)m(n −∆)}wo (5.24)
Cada elemento do segundo valor esperando em (5.24) possui um nume-
rador dado por m(n −∆ − l)m(n −∆ − c) (l-linha e c-coluna da matriz
m(n − ∆)mT(n − ∆)) e um denominador dado por ∑N−1k=0 m2(n − ∆).
As componentes o numerador afetam somente dois dos N termos no
denominador. Assim, pode-se assumir que numerador e denominador
sa˜o fracamente correlacionados pelo valor alto de N [112]. Para en-
trada ergo´dicas, essa suposic¸a˜o e´ equivalente a aplicar o princ´ıpio das
me´dias [113], como m(n−∆− l)m(n−∆− c) tende a variar lentamente
se comparado a m(n−∆−l)m(n−∆−c) para valores altos de N . Assim,
a seguinte aproximac¸a˜o e´ utilizada:
E {m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)}
≅ E{m(n −∆)mT(n −∆)}
E{mT(n −∆)m(n −∆)} = 1Nrm(0) Rmm(0)
(5.25)
sendo rm(k) = E{m(n)m(n−k)} = rv(k)+rx(k)+rη(k), rv(k) = E{v(n)v(n−
k)}, rx(k) = E{x(n)x(n − k)} e rη(k) = E{η(n)η(n − k)}. O mesmo ar-
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gumento pode ser utilizado para o terceiro valor esperado:
E { m(n −∆)vT(n)
mT(n −∆)m(n −∆)} ≅ E{m(n −∆)vT(n)}E{mT(n −∆)m(n −∆)}
= E{v(n − δ −∆)vT(n) + x(n −∆)vT(n) + η(n −∆)vT(n)}
E{mT(n −∆)m(n −∆) }= 1
Nrm(0)Rvv(−δ−∆)
(5.26)
Substituindo-se (5.25) e (5.26) em (5.24), resulta em:
E{w(n + 1)} =E{w(n)} − α
Nrm(0) Rmm(0)E{w(n −∆)}+ α
Nrm(0) Rvv(−δ−∆)wo
(5.27)
5.2.1.1 Modelo em regime permanente para E{w(n)}
Assumindo a convergeˆncia de (5.22), em regime permanente limn→∞
E{w(n + 1)} = E{w(n)} = E{w(n −∆) = E{w(∞)}.
Para α ≠ 0 e para n→∞, (5.27) torna-se:
E{w(∞)} = (Rvv(0) +Rxx(0))−1Rvv(−δ−∆)wo (5.28)
No caso em que apenas o locutor externo fala, (5.28) resulta
em E{w(∞)} = 0. Considerando o caso em que somente ha´ a voz do
usua´rio do aparelho auditivo, (5.28) torna-se:
E{w(∞)} = R−1vv(0)Rvv(−δ−∆)wo (5.29)
As func¸o˜es de correlac¸a˜o necessa´rias para a avaliac¸a˜o de (5.27) e
(5.28) sa˜o apresentadas no Apeˆndice C.
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5.3 ANA´LISE DO ERRO QUADRA´TICO ME´DIO
Nesta Sec¸a˜o e´ apresentado um modelo determin´ıstico para predic¸a˜o
do comportamento do erro quadra´tico me´dio do sistema proposto.
O erro quadra´tico me´dio, condicionado em w(n), e´ calculado
como
E{e2(n)∣w(n)} = wT(n)E{m(n −∆)mT(n −∆)}w(n)− 2wT(n)E{m(n −∆)vT(n)}wo+woE{v(n)vT(n)∣w(n)}wTo
(5.30)
Removendo-se, enta˜o, o condicionamento em (5.30), atrave´s da
considerac¸a˜o de que a correlac¸a˜o estat´ıstica entre w(n) e {m(n),v(n)}
seja desprez´ıvel, chega-se a
E{e2(n)} = wTo Rvv(0)wo − 2E{wT(n)}Rvv(−δ−∆)wo+ tr[Rmm(0)K(n −∆)] (5.31)
em que K(n) = E{w(n)}E{wT(n)}.
De (5.31) surge a necessidade de derivar-se uma equac¸a˜o recur-
siva para K(n − ∆). Seja a equac¸a˜o de atualizac¸a˜o dos coeficientes
(equac¸a˜o (5.24))
w(n + 1) =w(n) − αm(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)w(n −∆)
+ α m(n −∆)vT(n)
mT(n −∆)m(n −∆)wo
(5.32)
Calculando-se a transposta de (5.32)
wT(n + 1) = wT(n) − αwT(n −∆)m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)
+ αwTo v(n)mT(n −∆)mT(n −∆)m(n −∆)
(5.33)
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e po´s multiplicando-se (5.32) por (5.33) chega-se em
w(n + 1)wT(n + 1) = w(n)wT(n)
− αw(n)wT(n −∆)m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)
− αm(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)w(n −∆)wT(n)
+ αw(n)wTo v(n)mT(n −∆)
mT(n −∆)m(n −∆)
+ α m(n −∆)vT(n)
mT(n −∆)m(n −∆)wowT(n)
+ α2 m(n −∆)mT(n −∆)w(n −∆)wT(n −∆)m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)
− α2 m(n −∆)mT(n −∆)w(n −∆)wTo v(n)mT(n −∆)
mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)
− α2 m(n −∆)vT(n)wowT(n −∆)m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)
+ α2 m(n −∆)vT(n)wowTo v(n)mT(n −∆)
mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)
(5.34)
Tomando-se o valor esperado de (5.34) e assumindo independeˆncia
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entre {m(n), v(n)} e w(n) tem-se
K(n + 1) = K(n)
− αE{w(n)wT(n −∆)}E {m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)}
− αE {m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)}E{w(n −∆)wT(n)}
+ αE{w(n)}wTo E { v(n)mT(n −∆)
mT(n −∆)m(n −∆)}
+ αE { m(n −∆)vT(n)
mT(n −∆)m(n −∆)}woE{wT(n)}
+ α2E {m(n −∆)mT(n −∆)w(n −∆)wT(n −∆)m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)mT(n −∆)m(n −∆) }
− α2E {m(n −∆)mT(n −∆)w(n −∆)wTo v(n)mT(n −∆)
mT(n −∆)m(n −∆)mT(n −∆)m(n −∆) }
− α2E {m(n −∆)vT(n)wowT(n −∆)m(n −∆)mT(n −∆)
mT(n −∆)m(n −∆)mT(n −∆)m(n −∆) }
+ α2E { m(n −∆)vT(n)wowTo v(n)mT(n −∆)
mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)}
(5.35)
Em func¸a˜o da existeˆncia de somas quadra´ticas nos denominado-
res de (5.35) e utilizando-se o princ´ıpio das me´dias [113] pode-se assu-
mir que numeradores e denominadores sa˜o fracamente correlacionados,
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dessa forma
K(n + 1) = K(n)
− αE{w(n)wT(n −∆)}E{m(n −∆)mT(n −∆)}
E{mT(n −∆)m(n −∆)}
− αE{m(n −∆)mT(n −∆)}
E{mT(n −∆)m(n −∆)}E{w(n −∆)wT(n)}
+ αE{w(n)}wTo E{v(n)mT(n −∆)}
E{mT(n −∆)m(n −∆)}
+ α E{m(n −∆)vT(n)}
E{mT(n −∆)m(n −∆)}woE{wT(n)}
+ α2E{m(n −∆)mT(n −∆)w(n −∆)wT(n −∆)m(n −∆)mT(n −∆)}
E{mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)}
− α2E{m(n −∆)mT(n −∆)w(n −∆)wTo v(n)mT(n −∆)}
E{mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)}
− α2E{m(n −∆)vT(n)wowT(n −∆)m(n −∆)mT(n −∆)}
E{mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)}
+ α2 E{m(n −∆)vT(n)wowTo v(n)mT(n −∆)}
E{mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)}
(5.36)
Os denominadores podem ser calculados da seguinte maneira
E{mT(n −∆)m(n −∆)} = N−1∑
k=0 E{m2(n −∆ − k)} = Nrm(0) (5.37)
em que rm(0) = E{m2(n)}. Temos ainda que
E{mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)} =
N−1∑
i=0
N−1∑
j=0 E{m(n −∆ − i)m(n −∆ − i)m(n −∆ − j)m(n −∆ − j)}(5.38)
Segundo o teorema de fatorac¸a˜o de varia´veis gaussianas temos
que [81, 114]
E {x1x2x3x4} = E {x1x2}E {x3x4} +E {x1x3}E {x2x4}+E {x1x4}E {x2x3} (5.39)
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Utilizando-se (5.39) em (5.38)
E{mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)} =
+ N−1∑
i=0
N−1∑
j=0 E {m(n −∆ − i)m(n −∆ − i)}E {m(n −∆ − j)m(n −∆ − j)}
+ N−1∑
i=0
N−1∑
j=0 E {m(n −∆ − i)m(n −∆ − j)}E {m(n −∆ − i)m(n −∆ − j)}
+ N−1∑
i=0
N−1∑
j=0 E {m(n −∆ − i)m(n −∆ − j)}E {m(n −∆ − i)m(n −∆ − j)}
(5.40)
Manipulando-se (5.40)
E{mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)}
= N−1∑
i=0
N−1∑
j=0 r2m(0) + 2N−1∑i=0 N−1∑j=0 r2m(j−i)
= N2r2m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
(5.41)
em que rm(k) = E{m(n)m(n − k)}.
Sabendo-se que
m(n) ≅ v(n − δ) + x(n) (5.42)
e, portanto,
rm(0) =E{[v(n − δ) + x(n)][v(n − δ) + x(n)]}=E{v2(n − δ) + 2v(n − δ)x(n) + x2(n)}=E{v2(n − δ)} + 2E{v(n − δ)x(n)} +E{x2(n)}=rv(0) + rx(0)
(5.43)
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rm(j−i) =E{[v(n − δ) + x(n)][v(n − δ − j + i) + x(n − j + i)]}=E{v(n − δ)v(n − δ − j + i)} +E{x(n − j + i)v(n − δ)}+E{x(n)v(n − δ − j + i)} +E{x(n)x(n − j + i)}=rv(j−i) + rx(j−i)
(5.44)
Enta˜o (5.37) e (5.41) tornam-se, respectivamente
E{mT(n −∆)m(n −∆)} = N(rv(0) + rx(0)) (5.45)
E{mT(n −∆)m(n −∆)mT(n −∆)m(n −∆)}= N2(r2v(0) + 2rv(0)rx(0) + r2x(0))
+ 2N−1∑
i=0
N−1∑
j=0 (r2v(j−i) + 2rv(j−i)rx(j−i) + r2x(j−i))
(5.46)
Os numeradores de segunda ordem em (5.36) podem ser calcu-
lados como
E{m(n −∆)mT(n −∆)}= Rmm(0)≅ E{[v(n − δ) + x(n)][vT(n − δ) + xT(n)]}=E{v(n − δ)vT(n − δ) + v(n − δ)xT(n)+ x(n)vT(n − δ) + x(n)xT(n)}=E{v(n − δ)vT(n − δ)} +E{v(n − δ)xT(n)}+E{x(n)vT(n − δ)} +E{x(n)xT(n)}= Rvv(0) +Rxx(0)
(5.47)
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E{m(n −∆)mT(n −∆)}= Rmm(0)≅ Rvv(0) +Rxx(0)
(5.48)
E{v(n)mT(n −∆)}≅ E{v(n)[vT(n − δ −∆) + xT(n −∆)]}= E{v(n)vT(n − δ −∆) + v(n)xT(n −∆)}= E{v(n)vT(n − δ −∆)} +E{v(n)xT(n −∆)}= Rvv(δ+∆)
(5.49)
E{m(n −∆)vT(n)}≅ E{[v(n − δ −∆) + x(n −∆)]vT(n)}= E{v(n − δ −∆)vT(n) + x(n −∆)vT(n)}= E{v(n − δ −∆)vT(n)} +E{x(n −∆)vT(n)}= Rvv(−δ−∆)
(5.50)
A avaliac¸a˜o dos numeradores de quarta ordem faz uso de [81]
E{y1yT2 w1wT2 y3yT4 } =E{y1yT2 }w1wT2 E{y3yT4 }+E{y1yT3 }w2wT1 E{y2yT4 }+wT1 E{y2yT3 }w2E{y1yT4 }
(5.51)
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Utilizando-se (5.51) condicionado em w(n − k)
E{m(n −∆)mT(n −∆)w(n −∆)wT(n −∆)m(n −∆)mT(n −∆)∣W}= E{m(n −∆)mT(n −∆)}w(n −∆)wT(n −∆)E{m(n −∆)mT(n −∆)}+E{m(n −∆)mT(n −∆)}w(n −∆)wT(n −∆)E{m(n −∆)mT(n −∆)}+wT(n −∆)E{m(n −∆)mT(n −∆)}w(n −∆)E{m(n −∆)mT(n −∆)}= Rmm(0)w(n −∆)wT(n −∆)Rmm(0)+Rmm(0)w(n −∆)wT(n −∆)Rmm(0)+wT(n −∆)Rmm(0)w(n −∆)Rmm(0)
(5.52)
E{m(n −∆)mT(n −∆)w(n −∆)wTo v(n)mT(n −∆)∣W}= E{m(n −∆)mT(n −∆)}w(n −∆)wTo E{v(n)mT(n −∆)}+E{m(n −∆)vT(n)}wowT(n −∆)E{m(n −∆)mT(n −∆)}+wT(n −∆)E{m(n −∆)vT(n)}woE{m(n −∆)mT(n−)}= Rmm(0)w(n −∆)wTo E{v(n)[vT(n − δ −∆) + xT(n −∆)]}+E{[v(n − δ −∆) + x(n −∆)]vT(n)}wowT(n −∆)Rmm(0)+wT(n −∆)Rmm(0)woRmm(0)= Rmm(0)w(n −∆)wTo Rvv(δ+∆)+Rvv(−δ−∆)wowT(n −∆)Rmm(0)+wT(n −∆)Rvv(−δ−∆)woRmm(0)
(5.53)
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E{m(n −∆)vT(n)wowT(n −∆)m(n −∆)mT(n −∆)∣W}= E{m(n −∆)vT(n)}wowT(n −∆)E{m(n −∆)mT(n −∆)}+E{m(n −∆)mT(n −∆)}w(n −∆)wTo E{v(n)mT(n −∆)}+wTo E{v(n)mT(n −∆)}w(n −∆)E{m(n −∆)mT(n −∆)}= E{[v(n − δ −∆) + x(n −∆)]vT(n)}wowT(n −∆)Rmm(0)+Rmm(0)w(n −∆)wTo E{v(n)[vT(n − δ −∆) + xT(n −∆)]}+wTo E{v(n)[vT(n − δ −∆) + xT(n −∆)]}w(n −∆)Rmm(0)= Rvv(−δ−∆)wowT(n −∆)Rmm(0)+Rmm(0)w(n −∆)wTo Rvv(δ+∆)+wTo Rvv(δ+∆)w(n −∆)Rmm(0)
(5.54)
E{m(n −∆)vT(n)wowTo v(n)mT(n −∆)∣W}= E{m(n −∆)vT(n)}wowTo E{v(n)mT(n −∆)}+E{m(n −∆)vT(n)}wowTo E{v(n)mT(n −∆)}+wTo E{v(n)vT(n)}woE{m(n −∆)mT(n −∆)}= E{[v(n − δ −∆) + x(n −∆)]vT(n)}wo
wTo E{v(n)[vT(n − δ −∆) + xT(n −∆)]}+E{[v(n − δ −∆) + x(n −∆)]vT(n)}wo
wTo E{v(n)[vT(n − δ −∆) + xT(n −∆)]}+wTo Rvv(0)woRmm(0)= Rvv(−δ−∆)wowTo Rvv(δ+∆) +Rvv(−δ−∆)wowTo Rvv(δ+∆)+wTo Rvv(0)woRmm(0)
(5.55)
O condicionamento de (5.52)-(5.55) e´ retirado calculando-se o
valor esperado das equac¸o˜es, considerando as estat´ısticas de w(n − k)
para k = 0,1, . . . ,N−1. Assume-se que o passo de convergeˆncia e´ lento e,
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portanto, os coeficientes variam lentamente. Dessa maneira, obteˆm-se
E{m(n−∆)mT(n −∆)w(n −∆)wT(n −∆)m(n −∆)mT(n −∆)}= 2Rmm(0)K(n −∆)Rmm(0) + tr[Rmm(0)K(n −∆)]Rmm(0)(5.56)
E{m(n−∆)mT(n −∆)w(n −∆)wTo v(n)mT(n −∆)}= Rmm(0)E{w(n −∆)}wTo Rvv(δ+∆)+Rvv(−δ−∆)woE{wT(n −∆)}Rmm(0)+E{wT(n −∆)}Rvv(−δ−∆)woRmm(0)
(5.57)
E{m(n−∆)vT(n)wowT(n −∆)m(n −∆)mT(n −∆)}= Rvv(−δ−∆)woE{wT(n −∆)}Rmm(0)+Rmm(0)E{w(n −∆)}wTo Rvv(δ+∆)+wTo Rvv(δ+∆)E{w(n −∆)}Rmm(0)
(5.58)
E{m(n−∆)vT(n)wowTo v(n)mT(n −∆)}= 2Rvv(−δ−∆)wowTo Rvv(δ+∆) +wTo Rvv(0)woRmm(0) (5.59)
Usando (5.45)-(5.46), (5.47)-(5.50) e (5.52)-(5.55) em (5.36) e as-
sumindo passo de convergeˆncia lento E{w(n)wT(n−∆)} ≃ E{w(n)wT(n)} ≃
K(n) chega-se a
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K(n + 1) = K(n)− α
Nrm(0) [K(n)Rmm(0) +Rmm(0)K(n) −E{w(n)}wTo Rvv(δ+∆)−Rvv(−δ−∆)woE{wT(n)}]
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2Rmm(0)K(n −∆)Rmm(0)
+tr[Rmm(0)K(n −∆)]Rmm(0)+2Rvv(−δ−∆)wowTo Rvv(δ+∆) +wTo Rvv(0)woRmm(0)−2Rmm(0)E{w(n −∆)}wTo Rvv(δ+∆)−2Rvv(−δ−∆)woE{wT(n −∆)}Rmm(0)−2E{wT(n −∆)}Rvv(−δ−∆)woRmm(0)]
(5.60)
Assumindo-se que Rmm(0) = QΛQT onde Q e´ a matriz de auto-
vetores e Λ a matriz de autovalores de Rmm(0) temos que
tr[Rmm(0)K(n −∆)] =tr[QΛQTK(n −∆)]=tr[ΛQTK(n −∆)Q]=tr[ΛK˜(n −∆)]=λk˜(n −∆)
(5.61)
em que λ = [ λ1 λ2 . . . λN ]T e k˜ = [ K˜1,1 K˜2,2 . . . K˜N,N ]T.
Substituindo-se (5.61) em (5.31)
E{e2(n)} = wTo Rvv(0)wo − 2E{wT(n)}Rvv(−δ−∆)wo + λk˜(n −∆)(5.62)
Pre´-multiplicando-se (5.60) por QT e po´s-multiplicando-se por
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Q obte´m-se
QTK(n + 1)Q = QTK(n)Q− α
Nrm(0) [QTK(n)Rmm(0)Q +QTRmm(0)K(n)Q−QTE{w(n)}wTo Rvv(δ+∆)Q−QTRvv(−δ−∆)woE{wT(n)}Q]
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2QTRmm(0)K(n −∆)Rmm(0)Q
+ tr[Rmm(0)K(n −∆)]QTRmm(0)Q + 2QTRvv(−δ−∆)wowTo Rvv(δ+∆)Q+wTo Rvv(0)woQTRmm(0)Q − 2QTRmm(0)E{w(n −∆)}wTo Rvv(δ+∆)Q− 2QTRvv(−δ−∆)woE{wT(n −∆)}Rmm(0)Q−2QTE{wT(n −∆)}Rvv(−δ−∆)woRmm(0)Q]
(5.63)
Substituindo Rmm(0) = QΛQT em (5.63) chega-se a
QTK(n + 1)Q = QTK(n)Q− α
Nrm(0) [QTK(n)QΛQTQ +QTQΛQTK(n)Q−QTE{w(n)}wTo Rvv(δ+∆)Q−QTRvv(−δ−∆)woE{wT(n)}Q]
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2QTQΛQTK(n −∆)QΛQTQ
+ tr[QΛQTK(n −∆)]QTQΛQTQ + 2QTRvv(−δ−∆)wowTo Rvv(δ+∆)Q+wTo Rvv(0)woQTQΛQTQ − 2QTQΛQTE{w(n −∆)}wTo Rvv(δ+∆)Q− 2QTRvv(−δ−∆)woE{wT(n −∆)}QΛQTQ−2E{wT(n −∆)}Rvv(−δ−∆)woQTQΛQTQ]
(5.64)
Substituindo-se K˜(n−i) = QTK(n−i)Q, E{w˜(n−i)} = QTE{w(n−
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i)} e QQT = QTQ = I em (5.64) resulta em
K˜(n + 1) = K˜(n)− α
Nrm(0) [K˜(n)Λ +ΛK˜(n) −E{w˜(n)}wTo Rvv(δ+∆)Q−QTRvv(−δ−∆)woE{w˜T(n)}]
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛK˜(n −∆)Λ
+ tr[ΛK˜(n −∆)]Λ + 2QTRvv(−δ−∆)wowTo Rvv(δ+∆)Q+wTo Rvv(0)woΛ − 2ΛE{w˜(n −∆)}wTo Rvv(δ+∆)Q− 2QTRvv(−δ−∆)woE{w˜T(n −∆)}Λ−2E{w˜T(n −∆)}QTRvv(−δ−∆)woΛ]
(5.65)
Rearranjando-se (5.65) chega-se a
K˜(n + 1) = K˜(n)− α
Nrm(0) [K˜(n)Λ +ΛK˜(n)]
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛK˜(n −∆)Λ + tr[ΛK˜(n −∆)]Λ]
− α
Nrm(0) [−E{w˜(n)}wTo Rvv(δ+∆)Q −QTRvv(−δ−∆)woE{w˜T(n)}]
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2QTRvv(−δ−∆)wowTo Rvv(δ+∆)Q
+wTo Rvv(0)woΛ − 2ΛE{w˜(n −∆)}wTo Rvv(δ+∆)Q− 2QTRvv(−δ−∆)woE{w˜T(n −∆)}Λ−2E{w˜T(n −∆)}QTRvv(−δ−∆)woΛ]
(5.66)
Tomando-se apenas os elementos da diagonal principal de (5.66),
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obte´m-se
k˜(n + 1) = k˜(n) − 2α
Nrm(0) Λk˜(n)
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛΛk˜(n −∆) + λTk˜(n −∆)λ]
− α
Nrm(0) diag [−E{w˜(n)}wTo Rvv(δ+∆)Q−QTRvv(−δ−∆)woE{w˜T(n)}]
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
diag [2QTRvv(−δ−∆)wowTo Rvv(δ+∆)Q
+wTo Rvv(0)woΛ − 2ΛE{w˜(n −∆)}wTo Rvv(δ+∆)Q− 2QTRvv(−δ−∆)woE{w˜T(n −∆)}Λ−2E{w˜T(n −∆)}QTRvv(−δ−∆)woΛ]
(5.67)
em que diag[A] = [ a11 a22 . . . aNN ]T. Rearranjando-se (5.67)
k˜(n + 1) = [I − 2α
Nrm(0) Λ] k˜(n)
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛΛ + λλT] k˜(n −∆)
− α
Nrm(0) diag [−E{w˜(n)}wTo Rvv(δ+∆)Q−QTRvv(−δ−∆)woE{w˜T(n)}]
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
diag [2QTRvv(−δ−∆)wowTo Rvv(δ+∆)Q
+wTo Rvv(0)woΛ − 2ΛE{w˜(n −∆)}wTo Rvv(δ+∆)Q− 2QTRvv(−δ−∆)woE{w˜T(n −∆)}Λ−2E{w˜T(n −∆)}QTRvv(−δ−∆)woΛ]
(5.68)
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mas
diag [abT] =diag
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1
a2
. . .
aN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[ b1 b2 . . . bN ]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=diag
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1b1 a1b2 . . . a1bN
a2b1 a2b2 . . . a2bN⋮ ⋮ . . . ⋮
aNb1 aNb2 . . . aNbN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1b1
a2b2⋮
aNbN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
==
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1
a2⋮
aN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⊙
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1
b2⋮
bN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=diag
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1
b2
. . .
bN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[ a1 a2 . . . aN ]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= diag [baT]
(5.69)
Usando (5.69) em (5.68) chega-se a
k˜(n + 1) = [I − 2α
Nrm(0) Λ] k˜(n)
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛΛ + λλT] k˜(n −∆)
+ 2α
Nrm(0) diag [E{w˜(n)}wTo Rvv(δ+∆)Q]
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
diag [2QTRvv(−δ−∆)wowTo Rvv(δ+∆)Q
+wTo Rvv(0)woΛ − 4ΛE{w˜(n −∆)}wTo Rvv(δ+∆)Q−2E{w˜T(n −∆)}QTRvv(−δ−∆)woΛ]
(5.70)
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Rearranjando-se (5.70), obte´m-se
k˜(n + 1) = [I − 2α
Nrm(0) Λ] k˜(n)
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛΛ + λλT] k˜(n −∆)
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[wTo Rvv(0)
−2E{w˜T(n −∆)}QTRvv(−δ−∆)]woλ
+ 2α
Nrm(0) diag [E{w˜(n)}wTo Rvv(δ+∆)Q]
+ 2α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
diag [[QTRvv(−δ−∆)wo
−2ΛE{w˜(n −∆)}]wTo Rvv(δ+∆)Q]
(5.71)
Definindo-se a⊙ b = diag[abT] em (5.71) resulta em
k˜(n + 1) = [I − 2α
Nrm(0) Λ] k˜(n)
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛΛ + λλT] k˜(n −∆)
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[wTo Rvv(0)
−2E{w˜T(n −∆)}QTRvv(−δ−∆)]woλ
+ 2α
Nrm(0)E{w˜(n)}⊙QTRvv(−δ−∆)wo
+ 2α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[QTRvv(−δ−∆)wo
−2ΛE{w˜(n −∆)}]⊙QTRvv(−δ−∆)wo
(5.72)
Utilizando-se (5.27) e (5.72) em (5.62) obte´m-se um modelo re-
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cursivo para predic¸a˜o da evoluc¸a˜o do erro quadra´tico me´dio.
Assumindo-se convergeˆncia dos coeficientes temos que k˜∞ ≅ limn→∞
k˜(n+1) ≅ limn→∞k˜(n) ≅ . . . ≅ limn→∞k˜(n−∆) e w˜∞ ≅ limn→∞E{w˜(n+
1)} ≅ limn→∞E{w˜(n)} ≅ . . . ≅ limn→∞E{w˜(n − ∆)}. Dessa forma,
(5.72) torna-se
k˜∞ = [I − 2α
Nrm(0) Λ] k˜∞
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛΛ + λλT] k˜∞
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[wTo Rvv(0) − 2w˜T∞QTRvv(−δ−∆)]woλ
+ 2α
Nrm(0) w˜∞ ⊙QTRvv(−δ−∆)wo
+ 2α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[QTRvv(−δ−∆)wo − 2Λw˜∞]
⊙QTRvv(−δ−∆)wo
(5.73)
Rearranjando-se (5.73) obte´m-se⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
2α
Nrm(0) Λ − α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛΛ + λλT]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
k˜∞ =
+ α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[wTo Rvv(0) − 2wT∞Rvv(−δ−∆)]woλ
+ 2α
Nrm(0) Q
Tw∞ ⊙QTRvv(−δ−∆)wo
+ 2α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[QTRvv(−δ−∆)wo − 2ΛQTw∞]
⊙QTRvv(−δ−∆)wo
(5.74)
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e
k˜∞ = α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[wTo Rvv(0)wo
−2wT∞Rvv(−δ−∆)wo]A−1λ
+ 2α
Nrm(0) A
−1 [QTw∞ ⊙QTRvv(−δ−∆)wo]
+ 2α2
N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
A−1 {[QTRvv(−δ−∆)wo
−2ΛQTw∞]⊙QTRvv(−δ−∆)wo}
(5.75)
em que
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
2α
Nrm(0) Λ − α2N2r2
m(0) + 2N−1∑
i=0
N−1∑
j=0 r2m(j−i)
[2ΛΛ + λλT]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.76)
Dessa forma o erro quadra´tico me´dio em regime permanente
(5.62) e´ dado por
lim
n→∞E{e2(n)} = wTo Rvv(0)wo − 2wT∞Rvv(−δ−∆)wo + λk˜∞ (5.77)
5.4 RESULTADOS
Nesta Sec¸a˜o, sa˜o apresentados os resultados obtidos por meio
de simulac¸o˜es e experimentos reais, com a finalidade de verificac¸a˜o do
desempenho e comportamento da estrutura de cancelamento proposta.
Para fins de simplificac¸a˜o, assume-se no decorrer deste trabalho
que a voz do usua´rio do aparelho auditivo e a voz de um locutor externo
qualquer ocorrem somente em per´ıodos distintos.
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5.4.1 Simulac¸o˜es computacionais
Nesta Sec¸a˜o, sa˜o apresentados os resultados das simulac¸o˜es de
Monte Carlo e curvas do modelo utilizando um sinal de entrada AR,
com o intuito de demonstrar a viabilidade e a funcionalidade do sis-
tema. O efeito de oclusa˜o foi produzido a partir da filtragem dos sinais
de excitac¸a˜o pelo sistema obtido na sec¸a˜o 3.3.2 e as simulac¸o˜es foram
realizadas com aritme´tica de ponto flutuante no aplicativo Matlab®.
A resposta ao impulso do sistema de oclusa˜o utilizada e´ carac-
ter´ıstica de um diaˆmetro de ventilac¸a˜o de 0 mm (medido conforme
explicitado na Sec¸a˜o 3.3.2), apresentado na Figura 46. Para a imple-
mentac¸a˜o, a resposta ao impulso de wo foi limitada a 150 coeficientes.
Esse procedimento manteve as caracter´ısticas da resposta em frequeˆncia
original.
0 50 100 150
−0.09
−0.06
−0.03
0
0.03
0.06
Amostras
Figura 46 – Resposta ao impulso do sistema de oclusa˜o sem ventilac¸a˜o.
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O sinal de fala do usua´rio foi simulado utilizando um modelo AR
cujos coeficientes foram estimados por meio do me´todo de Burg [115]
com ordem L = 21 para o fonema vozeado /i/. A quasi-estacionaridade
deste tipo de sinal permite a avaliac¸a˜o quantitativa do desempenho dos
controladores. Os coeficientes obtidos sa˜o apresentados na Figura 47.
0 5 10 15 20 25
−1.5
−1
−0.5
0
0.5
1
Amostras
 
h i
Figura 47 – Coeficientes do processo autorregressivo.
5.4.1.1 Validac¸a˜o do modelo
Para o modelo, os valores em regime permanente sa˜o os prove-
nientes das equac¸o˜es (5.29) e (5.77). Inicialmente, sa˜o apresentados os
resultados para o caso em que somente ha´ a fala do usua´rio de apare-
lho auditivo. Essa considerac¸a˜o e´ va´lida tendo em vista que trabalhos
pre´vios na reduc¸a˜o do efeito de oclusa˜o assumiram a inexisteˆncia de
fala externa concomitantemente ao discurso do usua´rio [3, 116, 117],
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supondo que, enquanto uma pessoa esta´ falando, a outra esta´ somente
ouvindo. A suposic¸a˜o de que a poteˆncia do ru´ıdo ambiente e´ insignifi-
cante baseia-se na existeˆncia de sistemas de reduc¸a˜o de ru´ıdo eficientes
e/ou em condic¸o˜es de alta relac¸a˜o sinal-ru´ıdo. O sistema GRR e´ assu-
mido perfeito GRR{x(n)+v(n)+z(n)} = x(n−∆)+v(n−∆) e o sistema
GCC e´ modelado por um ganho de banda larga de valor G0 e um atraso
de processamento T . Em um segundo momento, e´ apresentado o caso
em que existe ru´ıdo residual.
O atraso de propagac¸a˜o δ foi ajustado para 14 amostras (Sec¸a˜o
3.4.1). O atraso dos conversores AD/DA foram setados para ∆ = 1 de
acordo com as lateˆncias de processadores comerciais para a aplicac¸a˜o es-
pec´ıfica (ASICs) de aparelhos auditivos, como o Ezairo 7100 da On Se-
miconductor, que apresenta um atraso de entrada-sa´ıda de 44 µs [116].
O atraso de processamento foi definido como T = 16, representando um
atraso de grupo de 1 ms. Como resultado, o atraso de propagac¸a˜o de
todo o caminho de processamento para as simulac¸o˜es computacionais e´
δ+∆+T = 14 + 1 + 16 = 31 amostras, equivalente a 1,9 ms. O nu´mero
de coeficientes do filtro adaptativo foi determinado de forma arbitra´ria
como ideˆntico ao do sistema de oclusa˜o (N = 150). Os paraˆmetros da
implementac¸a˜o do sistema sa˜o apresentados na Tabela 5.
Tabela 5 – Paraˆmetros dos sistemas de cancelamento utilizando um
sinal AR.
Paraˆmetro S´ımbolo Valor
Atraso de propagac¸a˜o da fala δ 14 (amostras)
Atraso de processamento T 16 (amostras)
Atraso do DSP ∆ 1 (amostras)
Ganho G0 1
Variaˆncia de v(n) σ2v 0,35 × 102
Passo de adaptac¸a˜o para w(n) α 0,01
Nu´mero de coeficientes de w(n) N 150
Nu´mero de realizac¸o˜es1 – 500
1Nu´mero de realizac¸o˜es calculado para uma variac¸a˜o de ± 0,45 dB em um inter-
valo de confianc¸a de 95% [118].
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A Figura 48 mostra a comparac¸a˜o entre simulac¸a˜o de Monte
Carlo e modelo teo´rico para o comportamento me´dio dos coeficientes,
assumindo SNR =∞ (z(n) = 0), para 12 × 106 iterac¸o˜es. Nessa Figura
sa˜o mostrados os coeficientes E{wi(n)} para i ={2 3 16 39}. Todos os
coeficientes convergem o valor teo´rico em regime permanente.
0 2 4 6 8 10 12
x 106
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Iterações
E{
w
i (n
)}
( a )
( c )
( d )
( b )
Figura 48 – Comportamento me´dio dos coeficientes de w(n) para o
caso ideal SNR =∞. Simulac¸a˜o de Monte Carlo em vermelho, modelo
em azul e regime permanente em preto pontilhado. (a) E{w1(n)}, (b)
E{w3(n)}, (c) E{w16(n)}, (d)E{w39(n)}.
Na Figura 49 a mesma comparac¸a˜o e´ apresentada, agora para o
caso SNR = 10log10(σ2υ/σ2z) = 3dB (z(n) ≠ 0), sendo i ={16 39 50 150}.
A evoluc¸a˜o do erro quadra´tico me´dio E{e2(n)}, para o mesmo
conjunto de paraˆmetros, e´ apresentada na Figura 50.
A partir da equac¸a˜o (5.21), pode-se verificar que o processo de
reduc¸a˜o do efeito de oclusa˜o realizado pelo sistema proposto tambe´m
pode ser analisado do ponto de vista de um processo de identificac¸a˜o.
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Figura 49 – Comportamento me´dio dos coeficientes de w(n) para o
caso SNR = 3dB. Simulac¸a˜o de Monte Carlo em vermelho, modelo em
azul e regime permanente em preto pontilhado. (a) E{w16(n)}, (b)
E{w39(n)}, (c) E{w50(n)}, (d)E{w150(n)}.
Isto pode ser visto na Figura 51, que mostra a resposta em frequeˆncia de
(a) wo, (b) limnÐ→∞E{w(n)} para δ = ∆ = 0, (c) limnÐ→∞E{w(n)}
para δ = 14 e ∆ = 1, e (d) limnÐ→∞E{w(n)} para δ = 14 e ∆ =
10, conforme definido em (5.21). As curvas (a) e (b), mostram que
a resposta em frequeˆncia do coeficientes em regime permanente para
δ = ∆ = 0 e´ uma estimativa acurada da resposta em frequeˆncia do
sistema de oclusa˜o.
A Figura 52 possibilita uma confrontac¸a˜o entre os valores em
regime permanente do erro quadra´tico e o atraso de propagac¸a˜o total(δ+∆). Verifica-se uma significativa queda no desempenho da estrutura
proposta a` medida que δ +∆ aumenta. O ma´ximo desempenho pra´tico
poss´ıvel e´ limitado por δ +∆ > 14+ 1 = 15. Dessa forma, o erro mı´nimo
151
0 1 2 3 4 5 6
x 105
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
Iterações
E{
e2
(n)
} 0 5000 10000
−8
−6
−4
−2
0
( a )
( b )
( a )
( b )
Figura 50 – Evoluc¸a˜o do erro quadra´tico me´dio E{e2(n)}. (a) SNR =∞dB, (b) SNR = 3dB. Simulac¸a˜o de Monte Carlo em vermelho, modelo
em azul e regime permanente em preto pontilhado. No detalhe sa˜o
apresentadas as 10000 primeiras iterac¸o˜es.
em regime permanente para este experimento seria −16 dB.
Apesar de nesses primeiros experimentos termos levado em conta
apenas o sinal de fala do usua´rio do aparelho auditivo, os modelos
teo´ricos desenvolvidos neste trabalho podem ser generalizados para o
caso multitalker (fala do usua´rio + fala externa + ru´ıdo ambiente) da
seguinte maneira: assumindo que o campo acu´stico e´ uma mistura adi-
tiva de sinais independentes contendo a fala do usua´rio v(n − δ), fala
externa xi(n) (para i = 1, ..., U em que U e´ o nu´mero de falantes exter-
nos) e o ru´ıdo ambiente z(n), enta˜o o sinal adquirido pelo microfone
externo e´ m1(n) = v(n − δ) + [x1(n) + x2(n) + ⋯ + xU(n) + z(n)] =
v(n − δ) + x(n) + z(n), em que x(n) = x1(n) + x2(n) +⋯ + xU(n).
Da mesma forma que a fala [119], o ru´ıdo ambiente pode, na
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Figura 51 – Resposta em frequeˆncia de: (a) wo (preto), (b)
limnÐ→∞E{w(n)} para δ = ∆ = 0 (verde), (c) limnÐ→∞E{w(n)} para
δ = 14 e ∆ = 1 (azul), e (d) limnÐ→∞E{w(n)} para δ = 14 e ∆ = 10
(vermelho).
maioria das situac¸o˜es, ser modelado por um processo autorregressivo
(AR) com paraˆmetros varia´veis no tempo [120]. Em [121], foi inicial-
mente demonstrado que a soma de dois processos AR resulta em um
processo de me´dia mo´vel autorregressiva (ARMA). No entanto, embora
na˜o exato, e´ reconhecido que, na pra´tica, um modelo ARMA pode ser
aproximado por um processo AR com precisa˜o aceita´vel [122]. A ex-
plicac¸a˜o para este paradoxo e´ que um processo ARMA (q + h, q) com
q ra´ızes semelhantes nas partes AR e MA pode ser bem aproximado
por um AR (h), devido ao quase cancelamento de ra´ızes semelhantes
em ambos os membros. Um exemplo de tal abordagem pode ser encon-
trado em [123] onde (assumindo contaminac¸a˜o aditiva e independeˆncia
do ru´ıdo e do sinal de fala original) os coeficientes AR da fala+ru´ıdo
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Figura 52 – Erro quadra´tico me´dio em func¸a˜o do atraso total (δ +∆).
foram obtidos a partir da soma dos coeficientes de correlac¸a˜o indivi-
duais (ru´ıdo e fala). A partir dessas premissas, podemos assumir que
z(n) pode ser utilizado para representar o conjunto de sinais externos
ao usua´rio do aparelho auditivo.
5.4.1.2 Comparac¸a˜o com uma estrutura realimentada
De forma a verificar o desempenho da estrutura proposta, dois
experimentos comparativos, em relac¸a˜o a` estrutura realimentada apre-
sentada em [14] e discutida na sec¸a˜o 2.4, foram feitos. O ru´ıdo ambiente
foi considerado inexistente e o processamento intr´ınseco ao aparelho au-
ditivo (G) representado por um ganho unita´rio e um atraso de grupo
de 16 amostras.
No primeiro experimento foi utilizado o sinal AR modelado pelos
coeficientes apresentados na Figura 47. Os paraˆmetros de projeto foram
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definidos por tentativas exaustivas, para a obtenc¸a˜o da mesma taxa
de convergeˆncia para ambos os controladores. As seguintes faixas de
valores foram analisadas: nu´mero de coeficientes (N): 50-200 em passos
de 50; passo de convergeˆncia (α): 0,0007-0,1 em passos de 0,0001;
Fator Leaky (γ): 0-0,1 em passos de 0,01. Os paraˆmetros para esta
comparac¸a˜o sa˜o apresentados na Tabela 6.
Tabela 6 – Paraˆmetros dos sistemas de cancelamento para comparac¸a˜o
utilizando um sinal AR.
Paraˆmetro S´ımbolo Valor
realimentado na˜o-realimentado
Atraso de propagac¸a˜o da fala δ 14 14
Atraso de processamento T 16 16
Atraso do DSP ∆ 1 1
Ganho G0 1 1
Passo de adaptac¸a˜o para w2(n) α 0,0007 0,001
Nu´mero de coeficientes N 150 150
Fator leaky γ 0,01 –
Nu´mero de iterac¸o˜es – 12 × 105 12 × 105
Nu´mero de realizac¸o˜es2 – 500 500
Os resultados apresentados na Figura 53 mostram que, para
uma mesma taxa de convergeˆncia inicial, definida pelo conjunto de
paraˆmetros de projeto utilizado, a estrutura proposta apresenta um
erro em regime 3 dB menor que o da estrutura realimentada, e uma
reduc¸a˜o de 8,7 dB se comparada ao caso em que o cancelador e´ desli-
gado. Experimentos exaustivos, dentro da faixa de paraˆmetros utiliza-
dos, resultaram invariavelmente em menor erro em regime permanente
para a estrutura proposta.
No segundo experimento foi utilizado um sinal de fala real de
um indiv´ıduo de sexo masculino. Foi utilizado o mesmo conjunto de
paraˆmetros da Tabela 6 (com excec¸a˜o do nu´mero de iterac¸o˜es e rea-
lizac¸o˜es). Na Figura 54 e´ apresentado o espectro de poteˆncia dos se-
2Nu´mero de realizac¸o˜es calculado para uma variac¸a˜o de ± 0,45 dB em um inter-
valo de confianc¸a de 95% [118].
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Figura 53 – Simulac¸o˜es de Monte Carlo para o primeiro experimento:
(a) o cancelador desligado (preto), (b) o controlador realimentado (ver-
melho) e (c) o controlador na˜o-realimentado (azul). No detalhe sa˜o
apresentadas as primeiras iterac¸o˜es.
guintes sinais obtidos no segundo experimento: fala original do usua´rio;
fala submetida ao efeito de oclusa˜o; fala processada pelo controlador re-
alimentado; e fala processada pelo controlador na˜o-realimentado. Para
a estimac¸a˜o do espectro de poteˆncia foram utilizados 500 segmentos de
20 ms com 50% de sobreposic¸a˜o e a transformada ra´pida de Fourier
(1024 bins). Na Tabela 7 sa˜o apresentados os valores de magnitude dos
sinais para diferentes frequeˆncias.
Na Figura 54 verifica-se que a estrutura na˜o-realimentada obteve
uma reduc¸a˜o me´dia de 5,4 dB na faixa de frequeˆncia de 200-500Hz, uma
vantagem de 0,6 dB quando comparada a` estrutura realimentada (7).
Neste exemplo, um aumento de poteˆncia do sinal processado em altas
frequeˆncias, especialmente para o sistema na˜o-realimentado, pode ser
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Figura 54 – Espectro de poteˆncia dos sinais de fala. (a) cancelador des-
ligado (preto); (b) cancelador realimentado (vermelho); (c) cancelador
na˜o-realimentado (azul); (d) sinal de fala original (ciano).
Tabela 7 – Magnitude do sinal de fala para diferentes frequeˆncias,
de acordo com a Figura 54. Para fala original, cancelador na˜o-
realimentado (CNR), cancelador realimentado (CR) e sem cancelador
(SC)).
Frequeˆncia (Hz)
Fala
original (dB)
CNR (dB) CR (dB) SC (dB)
200 −12,9 −12,8 −10,3 −5,1
300 −12,9 −10,6 −6,5 −0,1
400 −12,6 −8,7 −8,6 −2,6
500 −14,6 −8,9 −16,2 −11,6
1000 −23 −15,3 −18,7 −19,8
2000 −32,6 −25,8 −29,4 −29,7
observado.
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5.4.2 Avaliac¸a˜o subjetiva
Esta sec¸a˜o tem como objetivo estabelecer uma metodologia pre-
liminar para avaliac¸a˜o subjetiva do desempenho da estrutura proposta.
Inicialmente sera˜o apresentados os aspectos e´ticos que nortearam este
trabalho e em sequeˆncia apresentados resultados subjetivos oriundos
da comparac¸a˜o da implementac¸a˜o pra´tica de um cancelador do efeito
de oclusa˜o realimentado previamente existente [14] e a proposta neste
trabalho.
5.4.2.1 Aspectos e´ticos
A participac¸a˜o de volunta´rios nos experimentos realizados seguiu
a Resoluc¸a˜o nº 466/12, do CNS, que dispo˜e sobre diretrizes e normas
regulamentares da pesquisa envolvendo a participac¸a˜o de seres huma-
nos, especialmente, no que se refere ao Termo de Consentimento Livre
e Esclarecido (TCLE).
Para a realizac¸a˜o deste trabalho foi requerida autorizac¸a˜o ao co-
ordenador do Programa de Po´s-Graduac¸a˜o em Engenharia Ele´trica. O
uso dos moldes e aplicac¸a˜o de questiona´rios somente foram efetuados
apo´s o consentimento dos indiv´ıduos envolvidos na participac¸a˜o da pes-
quisa, atrave´s da assinatura do Termo de Consentimento Esclarecido
(Apeˆndice D), que assegura o anonimato dos participantes, bem como
lhes proporciona a liberdade de na˜o participar ou de desistir da pesquisa
a qualquer momento.
A pesquisa foi submetida ao Comiteˆ de E´tica em Pesquisas em
Seres Humanos (CEPSH) do Centro de Pesquisas Oncolo´gicas de Flo-
riano´polis em 15 de agosto de 2014 e aprovada em 03 de outubro de
2014 (Apeˆndice E), sob o certificado CAEE3 35299914.5.0000.5355.
3Certificado de Apresentac¸a˜o para Apreciac¸a˜o E´tica
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5.4.2.2 Metodologia
O procedimento de avaliac¸a˜o foi constitu´ıdo por 3 situac¸o˜es:
1. Sistema desligado (canal oclu´ıdo);
2. Sistema adaptativo realimentado ligado;
3. Sistema adaptativo na˜o-realimentado (proposto) ligado;
Para a execuc¸a˜o dos experimentos foram definidos 3 cena´rios
diferentes:
Cena´rio 1. Sistema desligado × Sistema adaptativo realimentado,
ou vice-versa;
Cena´rio 2. Sistema desligado × Sistema adaptativo na˜o-realimentado,
ou vice-versa;
Cena´rio 3. Sistema adaptativo na˜o-realimentado × Sistema adap-
tativo realimentado, ou vice-versa;
Para a montagem de cada cena´rio foram utilizadas 15 frases. A
combinac¸a˜o das 15 sentenc¸as e 3 cena´rios resultou em uma lista de 45
realizac¸o˜es do processo de avaliac¸a˜o.
Para cada um dos 45 pares de situac¸o˜es o volunta´rio foi orientado
a marcar na escala apresentada na Figura 55 a sua percepc¸a˜o, a partir
de uma comparac¸a˜o da segunda locuc¸a˜o com relac¸a˜o a` primeira, em
termos de melhora ou degradac¸a˜o do sistema com relac¸a˜o a` qualidade
da voz afetada pela oclusa˜o.
Figura 55 – Escala de linha para avaliac¸a˜o do sistema de minimizac¸a˜o
do efeito de oclusa˜o.
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Ao final de todos os experimentos, os pontos marcados na escala
de linha foram convertidos para valores nume´ricos. O centro da escala
corresponde ao valor 0 (zero) e significa que nada mudou entre a pri-
meira e segunda locuc¸a˜o. O extremo “Piorou” equivale ao valor −5 e o
extremo “Melhorou” corresponde ao valor 5.
Os valores obtidos sa˜o apresentados em forma de diagrama de
extremos e quartis (Figura 56). Esse e´ um tipo de representac¸a˜o gra´fica
em que se realc¸am algumas caracter´ısticas do conjunto de amostras. O
conjunto dos valores da amostra compreendidos entre o 1º e o 3º quartis
(denominados q1 e q3 respectivamente) e´ representado por um retaˆngulo
cuja mediana e´ indicada por uma barra.
Figura 56 – Representac¸a˜o do boxplot.
O extremo inferior e´ o mı´nimo da amostra, enquanto que o ex-
tremo superior e´ o ma´ximo da amostra. Se os valores das amostras
forem maiores do que q3+$(q3−q1) ou menores do que q3−$(q3−q1),
considerando q1 e q3 como sendo os valores percentuais de 25% e 75%,
respectivamente, eles sera˜o considerados artefatos (outliers). A varia´vel
$ foi definida conforme o valor padra˜o de 1,5 [124], e representa o ex-
tremo (whisker), cuja linha se estende ate´ o valor adjacente, que e´ o
valor extremo dos dados, mas na˜o e´ considerado um artefato.
5.4.2.3 Avaliac¸a˜o subjetiva oﬄine
Para a avaliac¸a˜o subjetiva oﬄine, um conjunto de quinze sen-
tenc¸as foneticamente balanceadas4 foram obtidas de [125] e submetidas
ao processo de cancelamento das duas estruturas no software Matlab®.
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Os arquivos de a´udio resultantes foram gravados e avaliados posterior-
mente por volunta´rios utilizando fones de ouvido.
O me´todo de avaliac¸a˜o e´ ideˆntico ao apresentado na Sec¸a˜o 5.4.2.2,
pore´m somente utilizando o Cena´rio 3. Quinze volunta´rios, sem histo´rico
ou reclamac¸o˜es de problemas auditivos, fizeram a avaliac¸a˜o por meio de
fones de ouvido marca Sennheiser HD202. Os paraˆmetros dos filtros
foram os mesmos utilizados na Tabela 6. O paraˆmetro ∆ de atraso
no DSP foi configurado de acordo com o encontrado em processado-
res desenvolvidos especialmente para a implementac¸a˜o de sistemas de
reduc¸a˜o de oclusa˜o, como a Ezairo 7100 (On Semiconductor), cuja
lateˆncia e´ de 44µs (0,7 amostras a uma frequeˆncia de amostragem de
16kHz, utilizada em [46].
O resultado e´ apresentado na Figura 57. Na escala de qualidade
definida entre −5 e 5, os valores obtidos foram considerados relevantes
e, segundo os volunta´rios, o sistema de cancelamento na˜o-realimentado
apresenta um desempenho melhor se comparado ao sistema realimen-
tado. A me´dia geral do experimento resultou em um valor de 1,56 em
favor do sistema proposto. A ana´lise estat´ıstica dos dados e´ apresen-
tada na Sec¸a˜o 5.4.3.1.
5.4.2.3.1 Avaliac¸a˜o objetiva
Apesar de promover uma reduc¸a˜o no efeito de oclusa˜o, volunta´rios
participantes do experimento apresentado na sec¸a˜o anterior relataram
a sensac¸a˜o de metalizac¸a˜o do som processado pelo cancelador na˜o-
realimentado provavelmente decorrente do processo de adaptac¸a˜o do
filtro adaptativo.
De forma a verificar a possibilidade de quantificac¸a˜o desta sensac¸a˜o
de metalizac¸a˜o (distorc¸a˜o na fala), foram utilizados quatro crite´rios ob-
4O termo foneticamente balanceado, neste caso, significa que a lista de frases
gerada tem uma distribuic¸a˜o fone´tica similar a`quela encontrada na fala espontaˆnea.
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Figura 57 – Boxplot da avaliac¸a˜o subjetiva para os sistemas realimen-
tado × na˜o-realimentado utilizando fones de ouvido. Valores positivos
indicam melhor desempenho do me´todo proposto em relac¸a˜o ao can-
celador realimentado. (a) pontuac¸a˜o individual dos 15 volunta´rios; (b)
pontuac¸a˜o me´dia.
jetivos de qualidade. Os crite´rios escolhidos foram os ı´ndices WSS, IS,
CEP e PESQ.
WSS: Estudos psicoacu´sticos indicam que variac¸o˜es espec-
trais em sinais de fala, especialmente na posic¸a˜o dos picos, acar-
retam significativa degradac¸a˜o na qualidade do a´udio segundo a
percepc¸a˜o humana. Para identificar tais variac¸o˜es, em [126] foi pro-
posta uma medida baseada na ponderac¸a˜o das diferenc¸as entre as
inclinac¸o˜es espectrais do sinal em cada banda. A inclinac¸a˜o espec-
tral ponderada (WSS – Weighted Spectral Slope) foi desenvolvida
para penalizar rigorosamente diferenc¸as no posicionamento dos pi-
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cos espectrais (formantes) e ignorar diferenc¸as como tilt espectral,
n´ıvel global, etc. A me´trica leva em considerac¸a˜o a localizac¸a˜o dos
picos e a insensibilidade a` altura relativa dos picos e vales. A pro-
posta do WSS e´ fazer uma comparac¸a˜o ponderada da inclinac¸a˜o
espectral. Em cada frequeˆncia a inclinac¸a˜o e´ comparada ao inve´s
da amplitude. O me´todo e´ conhecido por possuir caracter´ısticas
que o aproximam da percepc¸a˜o do sistema auditivo humano.
IS: Em diversos sistemas para melhoramento do sinal de voz,
a forma de onda do sinal processado e´ significativamente diferente
do sinal original, embora ambos sejam percebidos pelo sistema au-
ditivo humano de forma muito semelhante. Por esta raza˜o e´ ne-
cessa´ria a utilizac¸a˜o de medidas de avaliac¸a˜o que sejam sens´ıveis
preferencialmente a` variac¸a˜o na magnitude do espectro do sinal de
voz. Uma das medidas mais utilizadas nesse caso e´ a distaˆncia de
Itakura-Sato (IS) [127, 128]. Esta medida e´ baseada na diferenc¸a
entre modelos matema´ticos do sinal original e do sinal processado.
A distaˆncia de Itakura-Sato e´ obtida a partir dos coeficientes de
predic¸a˜o linear de trechos dos sinais original e processado. O IS
utiliza blocos sincronizados com durac¸a˜o de 16 ms a 32 ms para
estimac¸a˜o desses coeficientes. Embora em termos psicoacu´sticos a
diferenc¸a global no n´ıvel espectral dos sinais possua efeito mı´nimo
sobre a qualidade da fala, este ı´ndice apresenta informac¸a˜o com-
plementar aos demais.
CEP: O me´todo baseado na distaˆncia cepstral (CEP) [127]
quantifica a distaˆncia euclidiana ponderada entre os sinais original
e processado (atrave´s da distaˆncia entre os coeficientes de predic¸a˜o
linear), fornecendo uma estimativa do erro log-espectral entre os
dois sinais. O CEP indica o quanto os dois sinais esta˜o espectral-
mente distantes, ou seja, o n´ıvel de distorc¸a˜o entre os sinais original
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e processado.
PESQ: Esta medida (Perceptual Evaluation of Speech Qua-
lity) foi desenvolvida para quantificar distorc¸o˜es comumente en-
contradas em sistemas digitais de telecomunicac¸o˜es, ocasionadas,
por exemplo, por perdas de pacotes, atraso do sinal e distorc¸o˜es
causadas pelo CODEC. E´ importante notar que o PESQ na˜o faz
uma avaliac¸a˜o de qualidade da transmissa˜o (perda de pacotes, dis-
torc¸o˜es do canal) e sim das distorc¸o˜es percebidas pelo usua´rio final
[129]. Neste trabalho sera´ utilizado o PESQ de banda larga [130].
Os ı´ndices de qualidade abordados possuem as seguintes escalas
de valores:
 0 < WSS < ∞: melhor qualidade quanto menor for o ı´ndice;
 0 < IS < 100: melhor qualidade quanto menor for o ı´ndice;
 0 < CEP < 10: melhor qualidade quanto menor for o ı´ndice;
 1 < PESQ < 4,5: melhor qualidade quanto maior for o ı´ndice.
Na Tabela 8 sa˜o apresentados os resultados obtidos para as sen-
tenc¸as processados pelos dois canceladores. O crite´rio de qualidade
CEP, aplicado a ambos os canceladores, apresenta diferenc¸a signifi-
cativa frente a`s respectivas escalas, indicando melhor qualidade aos
sinais processados pelo cancelador na˜o-realimentado. Esse resultado,
entretanto, na˜o corresponde a` sensac¸a˜o subjetiva relatada por alguns
volunta´rios. Por outro lado, os crite´rios WSS, IS e PESQ (diferenc¸a
de PESQ mı´nima de 0,8 favorecendo o cancelador realimentado), indi-
cam de forma consistente uma qualidade maior dos sinais processados
pelo cancelador realimentado (corroborando as observac¸o˜es de alguns
volunta´rios). Os resultados do WSS e IS associam-se respectivamente
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a`s inclinac¸o˜es espectrais das formantes e a` magnitude do sinal, carac-
ter´ısticas que podem ser fortemente afetadas pelas flutuac¸o˜es do pro-
cesso de adaptac¸a˜o, em func¸a˜o da escolha de um passo de convergeˆncia
elevado. Dessa forma, a diminuic¸a˜o do passo de convergeˆncia e´ a soluc¸a˜o
prova´vel para a melhoria da qualidade do sinal.
Tabela 8 – Valores dos crite´rios objetivos de qualidade obtidos na si-
mulac¸a˜o com sinal de voz real para o cancelador realimentado (CR) e
na˜o-realimentado (CNR).
Sentenc¸as
WSS IS CEP PESQ
CNR CR CNR CR CNR CR CNR CR
01 25,2 8,2 1,0 0,3 4,2 5,1 3,1 4,2
02 16,5 8,5 1,1 0,3 4,3 5,1 3,2 4,1
03 16,3 8,0 1,2 0,3 4,5 5,1 3,3 4,2
04 18,9 7,8 1,1 0,3 4,2 5,1 3,3 4,1
05 17,7 8,9 1,3 0,3 4,4 5,1 3,1 4,2
06 20,2 7,8 1,3 0,3 4,3 5,2 2,9 4,1
07 17,5 8,8 1,3 0,3 4,5 5,1 3,2 4,1
08 16,8 8,7 1,3 0,3 4,7 5,2 3,1 4,2
09 15,1 8,7 1,2 0,3 4,4 5,1 3,1 4,1
10 16,8 8,3 1,3 0,3 4,2 5,2 3,0 4,1
11 17,0 8,4 1,3 0,3 4,3 5,1 3,1 4,1
12 18,3 7,2 1,3 0,3 4,3 5,1 3,1 4,1
13 20,7 8,7 1,4 0,3 4,7 5,1 2,8 4,2
14 15,7 8,7 1,3 0,3 4,4 5,1 3,1 4,2
15 16,6 9,1 1,1 0,3 4,4 5,2 3,2 4,2
E´ importante levar em considerac¸a˜o que essas distorc¸o˜es no es-
pectro da fala foram notadas e reportadas por indiv´ıduos que consi-
deram ter uma audic¸a˜o normal. Essas variac¸o˜es no espectro da fala
podem, no entanto, na˜o serem ta˜o importantes em indiv´ıduos com de-
ficieˆncia auditiva, uma vez que pessoas que normalmente sa˜o afetadas
pelo efeito de oclusa˜o na˜o apresentam perda em baixas frequeˆncias, mas
em contrapartida possuem perdas neurossensoriais severas a profundas
em altas frequeˆncias [89].
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5.4.2.4 Avaliac¸a˜o subjetiva online
Para uma avaliac¸a˜o subjetiva dos sistemas de reduc¸a˜o do efeito
de oclusa˜o em condic¸o˜es reais foi realizada a implementac¸a˜o dos cance-
ladores em uma placa de desenvolvimento ADSP-BF537 EZ-KIT Lite
(apresentada na sec¸a˜o 3.2). Os experimentos contaram com a par-
ticipac¸a˜o de cinco volunta´rios do sexo masculino, todos sem queixas
relacionadas a` problemas de audic¸a˜o. Um molde auricular semelhante
ao mostrado na Figura 17 foi fabricado para cada um dos volunta´rios.
A necessidade da utilizac¸a˜o de um molde personalizado deve-se a`s di-
ferenc¸as anatoˆmicas de cada indiv´ıduo, ale´m disso, minimiza a proba-
bilidade de vazamentos e desconforto.
Os paraˆmetros utilizados nos canceladores sa˜o apresentados na
Tabela 9 e foram escolhidos para que ambas estruturas apresentassem
o mesmo transito´rio inicial do processo de adaptac¸a˜o assumindo-se um
sinal de entrada autoregressivo (Figura 58).
Tabela 9 – Paraˆmetros dos sistemas de cancelamento.
Paraˆmetro S´ımbolo Estrutura
realimentada na˜o-realimentada
Atraso de processamento T 16 16
Atraso do DSP ∆ 22 22
Ganho G0 1 1
Passo de adaptac¸a˜o α 0,001 0,002
Nu´mero de coeficientes N 150 150
Fator leaky γ 0,01 –
O atraso de processamento T corresponde ao atraso de proces-
samento do aparelho auditivo, e aqui foi configurado para um valor
correspondente a` 1 ms [131]. A compensac¸a˜o do caminho direto na˜o foi
feita devido a`s caracter´ısticas f´ısicas do sistema implementado. Con-
forme foi descrito em [14] uma importante causa de degradac¸a˜o do
desempenho do sistema de cancelamento do efeito de oclusa˜o deve-se
a` resposta espectral do alto-falante, no entanto, para estes experimen-
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Figura 58 – Erro quadra´tico me´dio dos canceladores realimentado (ver-
melho) e na˜o-realimentado (azul). No detalhe sa˜o apresentadas as
15000 primeiras iterac¸o˜es.
tos, o alto-falante utilizado foi do modelo BK-21610-000 Knowles, que
apresenta uma resposta em frequeˆncia 15 dB maior que o alto-falante
utilizado em [14] nas faixas de frequeˆncia onde ocorre a oclusa˜o.
Para a avaliac¸a˜o dos sistemas, o volunta´rio foi solicitado a re-
alizar a locuc¸a˜o em voz alta da frase selecionada para cada situac¸a˜o
de cada um dos cena´rios e enta˜o marcar na escala de linha (Figura
55) a sua percepc¸a˜o subjetiva em termos de melhora ou degradac¸a˜o do
sistema em questa˜o. Os resultados obtidos com os volunta´rios sa˜o apre-
sentados na Figura 59. Relatos associados a`s medic¸o˜es indicam que a
ac¸a˜o dos canceladores promove a sensac¸a˜o de abertura do ouvido.
Comparando cada estrutura com o caso em que o cancelador
de oclusa˜o esta´ desligado e´ poss´ıvel observar nos gra´ficos apresenta-
dos que claramente, tanto a estrutura realimentada quanto a estrutura
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na˜o-realimentada sa˜o preferidas por todos os volunta´rios em relac¸a˜o a`
condic¸a˜o em que na˜o ha´ sistema de reduc¸a˜o de oclusa˜o. Os resulta-
dos da comparac¸a˜o entre os sistemas realimentado e na˜o-realimentado
apresentaram uma prefereˆncia levemente superior (mediana de 0,1) em
favor do sistema realimentado.
5.4.2.5 Discussa˜o
As avaliac¸o˜es subjetivas mostraram, claramente, que a sensac¸a˜o
subjetiva de reduc¸a˜o do efeito de oclusa˜o do cancelador proposto di-
minui a` medida que os atrasos envolvidos no sistema aumentam. Na
pro´xima sec¸a˜o, algumas considerac¸o˜es acerca dos atrasos sera˜o discuti-
das para demonstrar a influeˆncia no desempenho dos canceladores.
5.4.2.5.1 Considerac¸o˜es acerca dos atrasos de propagac¸a˜o
Na Sec¸a˜o 3.4.1 foi mostrado que o DSP utilizado para imple-
mentac¸a˜o dos canceladores possui um atraso ∆ consideravelmente alto
em relac¸a˜o a` dispositivos ASICs comercialmente dispon´ıveis. De ma-
neira a verificar a influeˆncia deste atraso sobre o desempenho dos can-
celadores, foram feitas simulac¸o˜es no software Matlab® para δ = 14 e
valores diferentes para ∆.
Todos os resultados obtidos (Figura 60) mostraram que o can-
celador proposto apresenta um melhor desempenho de erro quadra´tico
me´dio (3 dB para ∆ = 1 e 0,51 dB para ∆ = 15) em comparac¸a˜o com
o cancelador realimentado. Os paraˆmetros utilizados nas simulac¸o˜es
apresentadas na Figura 60 foram escolhidos de forma a garantir a
mesma velocidade de convergeˆncia (regime transito´rio) inicial para am-
bos os canceladores.
Mesmo com o aumento do atraso no caminho direto para 22
amostras (obtido no sistema implementado no DSP), observa-se uma
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reduc¸a˜o do erro quadra´tico me´dio de 1,4 dB. Esse resultado na˜o ex-
plica o aumento significativo da qualidade subjetiva descrito pelos vo-
lunta´rios. Mas sabe-se que o desempenho do cancelador na˜o-realimentado
baseia-se na previsibilidade do sinal de oclusa˜o o(n).
5.4.3 Ana´lise estat´ıstica
Nesta sec¸a˜o a ana´lise estat´ıstica dos experimentos subjetivos das
Sec¸o˜es 5.4.2.3 e 5.4.2.4 e´ apresentada.
5.4.3.1 Avaliac¸a˜o subjetiva oﬄine
A significaˆncia estat´ıstica dos experimentos subjetivos foi inici-
almente analisada por meio do teste de Mann-Whitney-Wilcoxon para
ana´lise de variaˆncia [132]. Este teste estat´ıstico mede a dissimilaridade
entre dois grupos, da mesma forma que o teste de Student, mas sem a
suposic¸a˜o de Gaussianidade, apresentando grande robustez a outliers.
Este e´ um teste na˜o parame´trico para duas populac¸o˜es com amostras
independentes. No presente experimento, assumimos a independeˆncia
entre as amostras, como uma aproximac¸a˜o, com base na condic¸a˜o de
que cada combinac¸a˜o volunta´rio-sentenc¸a (amostra) e´ u´nica (embora
certamente esta seja uma condic¸a˜o fraca). O teste Mann-Whitney-
Wilcoxon foi aplicado com n´ıvel de significaˆncia de 1% (right-tailed).
A hipo´tese nula e´ que ambos os conjuntos de dados pertencem a` mesma
distribuic¸a˜o cont´ınua com mediana igual.
Em teoria, o teste Wilcoxon signed-rank (teste na˜o-parame´trico
para observac¸o˜es pareadas) e´ mais apropriado para amostras dependen-
tes. No entanto, o teste Wilcoxon signed-rank aplica-se a distribuic¸o˜es
sime´tricas [133, 134]. A Figura 61 mostra claramente um alto n´ıvel de
assimetria para todas as amostras de dados analisadas. De qualquer
forma, o teste Wilcoxon signed-rank (right-tailed) foi aplicado para um
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n´ıvel de significaˆncia de 1% com o intuito de confrontar os resultados
obtidos para o teste de Mann-Whitney-Wilcoxon. A hipo´tese nula as-
sume que a diferenc¸a entre pares segue uma distribuic¸a˜o sime´trica em
torno de zero.
Um me´todo alternativo para medir a significaˆncia estat´ıstica de
amostras emparelhadas quando a distribuic¸a˜o na˜o e´ sime´trica e´ o Teste
de Sinal [132]. O teste de sinal e´ um teste na˜o-parame´trico usado
quando amostras dependentes sa˜o ordenadas em pares. Baseia-se na
direc¸a˜o dos sinais positivos e negativos da observac¸a˜o, e na˜o em sua
magnitude nume´rica. O teste de sinal e´ considerado um teste fraco
[135], pois avalia apenas os sinais em vez dos valores. A hipo´tese nula
assume que os dados sa˜o independentes.
Os testes Mann-Whitney-Wilcoxon, Wilcoxon signed-rank e o
teste de sinal mostraram que ha´ diferenc¸a significativa entre os dois
canceladores (p < 0,001), indicando que o sistema na˜o-realimentado
apresenta maior reduc¸a˜o do efeito de oclusa˜o que o sistema realimen-
tado. Todos os testes foram aplicados para um n´ıvel de significaˆncia de
1% (right-tailed).
5.4.3.2 Avaliac¸a˜o subjetiva online
Devido a` falta de simetria das distribuic¸o˜es (Figura 62) e das
considerac¸o˜es acerca da independeˆncia dos dados os mesmos testes uti-
lizados para a avaliac¸a˜o subjetiva oﬄine foram utilizados.
Para a realizac¸a˜o dos testes, foi assumida independeˆncia entre as
amostras, com base na condic¸a˜o de que cada combinac¸a˜o volunta´rio-
sentenc¸a (amostra) e´ u´nica. Sob tal considerac¸a˜o, cada um dos treˆs
cena´rios5 de experimentos foi analisado em termos da hipo´tese nula
(sem diferenc¸as entre populac¸o˜es).
5Cena´rio 1: Comparac¸a˜o pareada do cancelador na˜o-realimentado vs. cancelador
desligado; Cena´rio 2: Comparac¸a˜o pareada do cancelador realimentado vs. cance-
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Os resultados do teste Mann-Whitney-Wilcoxon revelaram reduc¸a˜o
significativa (p < 0,001) do efeito de oclusa˜o, tanto do cancelador na˜o-
realimentado quanto do cancelador realimentado em relac¸a˜o ao caso em
que o cancelador esta´ desligado. Na˜o foi encontrada diferenc¸a signifi-
cativa em relac¸a˜o a` satisfac¸a˜o subjetiva entre os dois canceladores (p
= 0,0446).
Os testes Wilcoxon signed-rank e o teste de sinal sugerem, nova-
mente, reduc¸a˜o significativa (p < 0,001) do efeito de oclusa˜o por ambos
os canceladores (o realimentado e o na˜o-realimentado). Na˜o houve
diferenc¸a significativa em relac¸a˜o a` satisfac¸a˜o subjetiva entre os dois
canceladores segundo os testes aplicados (p = 0,1109 e p = 0,1107).
5.4.3.3 Discussa˜o
Devido a`s limitac¸o˜es dos treˆs testes estat´ısticos referentes aos
conjuntos de dados dispon´ıveis, os resultados obtidos devem ser levados
em considerac¸a˜o conjuntamente, ja´ que os dados dispon´ıveis na˜o podem
ser considerados completamente independentes nem sime´tricos.
5.5 CONCLUSO˜ES
Nesse cap´ıtulo foi apresentada uma nova estrutura para a reduc¸a˜o
do efeito de oclusa˜o em aparelhos auditivos sem duto de ventilac¸a˜o.
Equac¸o˜es recursivas determin´ısticas para o comportamento me´dio dos
coeficiente do filtro adaptativo e do erro quadra´tico me´dio foram ob-
tidas a fim de estimar o desempenho do me´todo, demonstrando con-
cordaˆncia entre as curvas do modelo e simulac¸o˜es de Monte Carlo para
o cancelador proposto. Os resultados de simulac¸a˜o computacional uti-
lizando sinais artificiais indicaram na˜o apenas a funcionalidade do sis-
lador desligado; Cena´rio 3: Comparac¸a˜o pareada do cancelador na˜o-realimentado
vs. cancelador realimentado;
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tema proposto como tambe´m um melhor desempenho em regime per-
manente em comparac¸a˜o ao cancelador realimentado ja´ existente. Ex-
perimentos subjetivos revelaram que o cancelador proposto proporciona
um aumento significativo na reduc¸a˜o do efeito de oclusa˜o resultando em
uma sensac¸a˜o de “ouvido aberto”.
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(a) Boxplot da avaliac¸a˜o subjetiva para os sis-
temas na˜o-realimentado × sistema desligado.
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(b) Boxplot da avaliac¸a˜o subjetiva para os sis-
temas realimentado × sistema desligado.
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(c) Boxplot da avaliac¸a˜o subjetiva para os sis-
temas realimentado × na˜o-realimentado.
Figura 59 – Boxplot da avaliac¸a˜o subjetiva para os sistemas realimen-
tado e na˜o-realimentado.
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(d) ∆ = 15
Figura 60 – Efeito do atraso ∆ no desempenho dos canceladores reali-
mentado (vermelho) e na˜o-realimentado (azul).
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Figura 61 – Histograma da avaliac¸a˜o subjetiva para os sistemas reali-
mentado × na˜o-realimentado, utilizando fones de ouvido.
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(a) Histograma da avaliac¸a˜o subjetiva para os
sistemas na˜o-realimentado × sistema desligado.
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(b) Histograma da avaliac¸a˜o subjetiva para os
sistemas realimentado × sistema desligado.
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(c) Histograma da avaliac¸a˜o subjetiva para os
sistemas realimentado × na˜o-realimentado.
Figura 62 – Histogramas da avaliac¸a˜o subjetiva para os sistemas reali-
mentado e na˜o-realimentado.
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6 CONCLUSO˜ES
Este trabalho apresenta um estudo sobre a reduc¸a˜o do efeito
de oclusa˜o em aparelhos auditivos. Inicialmente foram estimadas as
respostas impulsivas dos caminhos de realimentac¸a˜o e do sistema que
gera o efeito de oclusa˜o a partir de experimentos em um volunta´rio.
Em sequeˆncia, um modelo teo´rico para a previsa˜o do desempenho de
um cancelador de realimentac¸a˜o foi expandido de forma a levar em
considerac¸a˜o a existeˆncia do efeito de oclusa˜o. Finalizando o trabalho,
uma nova arquitetura adaptativa para reduc¸a˜o do efeito de oclusa˜o foi
proposta. Modelos teo´ricos foram desenvolvidos para predic¸a˜o de seu
desempenho em situac¸o˜es pro´ximas das encontradas em aplicac¸o˜es reais
e experimentos demonstraram sua viabilidade e desempenho. A seguir
sa˜o apresentadas as principais concluso˜es do trabalho.
6.1 MEDIDAS DOS CAMINHOS DE REALIMENTAC¸A˜O E SISTEMA
DE OCLUSA˜O
Um me´todo para medir as func¸o˜es de transfereˆncia pareadas para
o caminho de realimentac¸a˜o e do sistema de oclusa˜o foi apresentado. Os
resultados pareados, na˜o apresentados na literatura antes, mostraram
a dependeˆncia das respostas do caminho de realimentac¸a˜o e sistema
de oclusa˜o com o diaˆmetro de ventilac¸a˜o. Os resultados obtidos in-
dicaram variac¸o˜es de poteˆncia de ate´ 10 dB tanto para o caminho de
realimentac¸a˜o quanto para o sistema de oclusa˜o na gama de diaˆmetros
de abertura de 0 a 3 mm. Estes resultados sa˜o importantes para pos-
sibilitar a avaliac¸a˜o de desempenho de canceladores de realimentac¸a˜o
e oclusa˜o em func¸a˜o de diferentes diaˆmetros de ventilac¸a˜o. Adicional-
mente, os atrasos de um sistema de processamento digital de sinais e
da propagac¸a˜o da fala ao longo do sistema fonador foram estimados.
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6.2 INFLUEˆNCIA DO EFEITO DE OCLUSA˜O EM SISTEMAS DE
CANCELAMENTO DE
REALIMENTAC¸A˜O
Nesta etapa foi realizada a ana´lise do comportamento me´dio dos
coeficientes do filtro de cancelamento de realimentac¸a˜o para o algoritmo
LMS, associado ao me´todo de erro de predic¸a˜o, na presenc¸a do efeito
de oclusa˜o. A predic¸a˜o do comportamento do sistema de cancelamento
de realimentac¸a˜o, obtida atrave´s dos modelos teo´ricos desenvolvidos,
apresentou acurada concordaˆncia com simulac¸o˜es Monte Carlo. Nos
resultados obtidos na˜o foi verificada alterac¸a˜o substancial de desempe-
nho do cancelador em func¸a˜o da presenc¸a do efeito de oclusa˜o. Isso
se deve ao fato de que as func¸o˜es transfereˆncia do caminho de reali-
mentac¸a˜o e do sistema que gera o efeito de oclusa˜o sa˜o mutuamente
exclusivas. Essa situac¸a˜o pode na˜o ser verdadeira em outros tipos de
aparelhos auditivos.
6.3 PROPOSTA DE UMA ESTRUTURA NA˜O-REALIMENTADA PARA
REDUC¸A˜O DO EFEITO
DE OCLUSA˜O
Foi apresentada uma nova estrutura de controlador adaptativo
na˜o-realimentado para reduc¸a˜o do efeito oclusa˜o em aparelhos auditi-
vos sem duto de ventilac¸a˜o. Os resultados da simulac¸a˜o e curvas do
modelo utilizando sinais artificiais mostraram na˜o apenas a funciona-
lidade do sistema proposto como tambe´m um melhor desempenho em
regime permanente em comparac¸a˜o a uma estrutura realimentada ja´
existente. Experimentos subjetivos oﬄine com fones de ouvido, e sem
os atrasos associados ao sistema de processamento digital, mostraram
que o sistema na˜o-realimentado proporciona uma sensac¸a˜o de reduc¸a˜o
da oclusa˜o significativamente maior do que o sistema realimentado. Os
experimentos subjetivos realizados em tempo real atrave´s de um pro-
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cessador digital de sinais resultaram no mesmo desempenho subjetivo
em relac¸a˜o ao cancelamento da oclusa˜o. Foi verificado que essa se-
melhanc¸a de desempenho decorre dos atrasos envolvidos na placa de
processamento utilizada.
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APEˆNDICE A -- Determinac¸a˜o das correlac¸o˜es
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Neste apeˆndice sa˜o determinadas as matrizes de correlac¸a˜o ne-
cessa´rias para o completo entendimento do modelo do comportamento
me´dio dos coeficientes de w1(n) e q(n) da Figura 31. O atraso D nas
func¸o˜es de correlac¸a˜o correspondem a` soma dos atrasos ∆G do aparelho
auditivo e de compensac¸a˜o do caminho direto ∆.
A.1 DETERMINAC¸A˜O DE Ruquq , Roquq , rbquq
A matriz Ruquq e´ definida como Ruquq = E{uq(n)uTq (n)}. Seus
elementos sa˜o enta˜o dados por:
Ruquq(i,j) =E{uq(n − i + 1)uq(n − j + 1)}, i =1,2,⋯,M
j =1,2,⋯,M (A.1)
em que A(i,j) indica o elemento de A na i-e´sima linha e j-e´sima coluna.
Como uq(n) representa u(n) filtrado por q(n) tem-se:
uq(n) = K+1∑
i=1 qi(n)u(n − j + 1) (A.2)
em que q1(n) = 1 e qi>1(n) = −pi−1(n), pois q(n) = [ 1−p(n)]. Substi-
tuindo (A.2) em (A.1):
Ruquq(i,j) = E {K+1∑
k=1 qk(n)u(n − k − i + 2)
K+1∑
l=1 ql(n)u(n − l − j + 2)}(A.3)
Substituindo-se n por n+k+ i−2, e considerando a adaptac¸a˜o lenta de
q(n), em que q(n + k + i − 2) ≃ q(n), obte´m-se
Ruquq(i,j) = K+1∑
k=1
K+1∑
l=1 E{qk(n)ql(n)u(n)u(n − l − j + i + k)} (A.4)
Desprezando-se a correlac¸a˜o entre q(n) e u(n) e considerando estas
varia´veis conjuntamente gaussianas, tem-se q(n) e u(n) independentes
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[118]. Assim:
Ruquq(i,j) =K+1∑
k=1
K+1∑
l=1 E{qk(n)ql(n)}ruu(l + j − i − k)}, i =1,2, . . . ,M
j =1,2, . . . ,M
(A.5)
em que ruu(l) = E{u(n)u(n − l)}. De forma semelhante sa˜o obtidas
expresso˜es para Roquq e rbquq
Roquq(i,j) =K+1∑
k=1
K+1∑
l=1 E{qk(n)ql(n)}rou(l + j − i − k)}, i =1,2, . . . ,M
j =1,2, . . . ,M
rbquq(i) =K+1∑
k=1
K+1∑
l=1 E{qk(n)ql(n)}rbu(l + i − k − 1)}, i =1,2, . . . ,M
(A.6)
Fazendo a substituic¸a˜o de (2.16) em (A.6), tem-se que:
rvquq(i) =K+1∑
k=1
K+1∑
l=1 E{qk(n)ql(n)}rvu(l + i − k − 1 − δ)}, i =1,2, . . . ,M
rxquq(i) =K+1∑
k=1
K+1∑
l=1 E{qk(n)ql(n)}rxu(l + i − k − 1)}, i =1,2, . . . ,M
rzquq(i) =K+1∑
k=1
K+1∑
l=1 E{qk(n)ql(n)}rzu(l + i − k − 1)}, i =1,2, . . . ,M
(A.7)
Expresso˜es para rou(l), ruu(l), rbu(l) e as devidas expanso˜es
rvu(l), rxu(l) e rzu(l), apresentadas em (A.7), sa˜o derivadas na sec¸a˜o
A.3.
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A.2 DETERMINAC¸A˜O DE Refef , Ref b, Refo E Refu
A matriz de correlac¸a˜o Refef e´ definida como Refef = E{ef(n−
1)eTf (n − 1)}. Os elementos sa˜o dados por:
Refef (i,j) =E{ef(n − i)ef(n − j)}, i =1,2, . . . ,K
j =1,2, . . . ,K (A.8)
Substituindo-se n por n + i tem-se:
Refef (i,j) =refef (j − i), i =1,2, . . . ,K
j =1,2, . . . ,K (A.9)
em que refef (l) = E{ef(n)ef(n − l)}.
De forma similar sa˜o obtidas expresso˜es para os elementos de
Ref b, Refo e Refu. Dado que:
Ref b =E{ef(n − 1)bT(n − 1)}
Refo =E{ef(n − 1)oT(n)}
Refu =E{ef(n − 1)uT(n)}
enta˜o:
Ref b(i,j) =ref b(j − i), i =1,2, . . . ,K
j =1,2, . . . ,K (A.10)
Refo(i,j) =refo(j − i − 1), i =1,2, . . . ,K
j =1,2, . . . ,K (A.11)
Refu(i,j) =refu(j − i − 1), i =1,2, . . . ,K
j =1,2, . . . ,M (A.12)
em que rbef (l) = E{v(n−δ)ef(n−l)}+E{x(n)ef(n−l)}+E{z(n)ef(n−
l)}, roef (l) = E{o(n)ef(n−l)} e refu(l) = E{ef(n)u(n−l)}. Expresso˜es
para refef (l), refu(l), rbef (l) e roef (l) sa˜o derivadas na pro´ximas sec¸o˜es.
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A.3 DETERMINAC¸A˜O DE rbu(l), rou(l), refu(l) E ruu(l)
O sinal u(n) pode ser expresso por:
u(n) = Gef(n −D) (A.13)
Substituindo-se n por n − l:
u(n − l) = Gef(n − l −D) (A.14)
Multiplicando-se ambos os lados da equac¸a˜o por b(n), o(n) e
ef(n), respectivamente, e em seguida aplicando-se o operador espe-
ranc¸a, obte´m-se:
E{b(n)u(n − l)} = GE{ef(n − l −D)b(n)}
rbu(l) = Gref b(l +D) (A.15)
E{ef(n)u(n − l)} = Ge{ef(n − l −D)ef(n)}
refu(l) = Grefef (l +D) (A.16)
E{o(n)u(n − l)} = GE{ef(n − l −D)o(n)}
rou(l) = Grefo(l +D) (A.17)
De forma ana´loga, multiplicando-se (A.14) por (A.13) e em seguida
aplicando o operador esperanc¸a, obte´m-se:
E{u(n)u(n − l)} = G2E{ef(n − l −D)ef(n −D − l)}
ruu(l) = G2refef (l) (A.18)
Fazendo a expansa˜o de (A.15) pela substituic¸a˜o da equac¸a˜o (2.16):
E{v(n)u(n − l)} = GE{ef(n − l −D)v(n − δ)}
rvu(l) = Grefv(l +D − δ) (A.19)
E{x(n)u(n − l)} = GE{ef(n − l −D)x(n)}
rxu(l) = Grefx(l +D) (A.20)
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E{z(n)u(n − l)} = GE{ef(n − l −D)z(n)}
rzu(l) = Grefz(l +D) (A.21)
As correlac¸o˜es em questa˜o sa˜o determinadas nas sec¸o˜es A.4 e
A.5.
A.4 CA´LCULO DE refef (l)
O sinal de erro ef(n) na Figura 31, assumindo estacionaridade
dos sinais, pode ser descrito na forma recursiva por:
ef(n) = b(n) + oT(n)wf +GeTf (n −D)[wf −wc] (A.22)
em que ef(n−D) = [ef(n−D), ef(n−D − 1), . . . , ef(n−D −M + 1)]T
e wf −wc = w. Multiplicando-se ambos os lados da equac¸a˜o (A.22) por
ef(n − l) e aplicando-se o operador esperanc¸a, a equac¸a˜o resultante e´
dada por:
E{ef(n − l)ef(n)} =E{ef(n − l)b(n)}+E{ef(n − l)oT(n)}wf+GE{ef(n − l)eTf (n −D)}w
refef (l) =ref b(l) + rTefo(l)wf +GrTefef (l −D)w
(A.23)
sendo ref b(l) = E{b(n)ef(n−l)}, refo(l) = E{ef(n−l)oT(n)}, E{ef(n−
l)eTf (n − D)} = [refef (l − D), refef (l − D − 1), . . . , refef (l − D −M +
1)]T. Para l = 0 tem-se que refef (0) e´ func¸a˜o de refef (−D), refef (−D−
1), . . . , refef (−D −M − 1). Como ef(n) e´ um sinal real, refef (−l) =
refef (l) [84], e pela equac¸a˜o (A.23) refef (−D −M + 1) e´ func¸a˜o de
refef (0), refef (1), . . . , refef (M−1). Assim, para l = 0, 1, . . . , D+M−1,
chega-se na equac¸a˜o matricial:
refef (l) = ref b(l) +RTefo(l)wf +GΓ′wr′efef (l) (A.24)
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em que:
Γ′w =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
wM ⋯ w2 w1
wM ⋯ w2 w1⋱ ⋱ ⋱
wM ⋯ w2 w1
wM ⋯ w2 w1
wM ⋯ w2 w1⋱ ⋮ ⋱ ⋱
wM ⋯ w2 w1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.25)
r′efef (l) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
refef (−D −M + 1)
refef (−D −M + 2)⋮
refef (−1)
refef (0)
refef (1)⋮
refef (M − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.26)
sendo w1, w2, . . . , wM os elementos do vetor w. Os elementos de Γ
′
w
multiplicando refef (l) podem ser somados aos elementos multiplicando
refef (−l), para todo l. Resultando no produto da matriz quadrada Γw
pelo vetor refef de dimensa˜o M +D. Considerando wi = 0 para i ≤ 0 e
i >M , a matriz Γw pode ser definida por:
Γw(i,j) = { wi−D se j = 1 (primeira coluna)wi−D−j+1 +wi−D+j+1 se j ≠ 1 (demais colunas) (A.27)
em que:
Γw =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
w1 w2 w3 . . . wM−2 wM−1 wM⋰ ⋰ ⋰ ⋰ ⋰ ⋰
w1 w2 w3 . . . wM−2 wM−1 wM
w1 w2 w3 . . . wM−2 wM−1 wM
w2 w1 +w3 w4 . . . wM−1 wM
w3 w2 +w4 w1 +w5 . . . wM⋮ ⋮ ⋮
wM−2 wM−3 +wM−1 wM−4 +wM . . . w1
wM−1 wM−2 +wM wM−3 . . . w2 w1
wM wM−1 wM−2 . . . w3 w2 w1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
189
refef (l) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
refef (0)⋮
refef (D − 1)
refef (D)
refef (D + 1)
refef (D + 2)⋮
refef (M +D − 3)
refef (M +D − 2)
refef (M +D − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.28)
A equac¸a˜o matricial resultante e´ tal que:
refef (l) = ref b(l) +RTefo(l)wf +GΓwrefef (l) (A.29)
e pode ser resolvida calculando-se [GΓw + I]−1:
refef (l) = [I −GΓw]−1[ref b(l) +RTefo(l)wf ] (A.30)
A.5 DETERMINAC¸A˜O DE ref b(l)
A correlac¸a˜o cruzada b(n) e ef(n) pode ser avaliada por meio
da transformada Z inversa da densidade espectral complexa Ref b(z)
[136]:
ref b = 12pij ∮C Ref b(z)zl−1dz (A.31)
sendo C o contorno fechado no sentido anti-hora´rio na regia˜o de con-
vergeˆncia Ref b(z) centrado na origem do plano Z.
Define-se Hef b(z) como a func¸a˜o de transfereˆncia de b(n) para
ef(n) calculada pela transformada Z da equac¸a˜o (A.22), em que b(n)
e´ dado pela equac¸a˜o (2.16):
Ef(z)[1−GψTM(z−1)w] = V (z)[1+wTf ψM(z−1)ψTN(z−1)wo]+X(z)+Z(z)
A func¸a˜o de transfereˆncia Hef b(z) e´ dada pela combinac¸a˜o linear das
func¸o˜es de transfereˆncias de cada uma das entradas (V (z), X(z) e
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Z(z)):
Hef b(z) = Ef(z)V (z),X(z), Z(z) = 1 +wTf ψM(z−1)ψTN(z−1)wo1 −Gz−DψM(z−1)w+ 1
1 −Gz−DψM(z−1)w + 11 −Gz−DψM(z−1)w
(A.32)
para ψM(z−1) = [1, z−1, z−2, . . . , z−M+1]T e ψN(z−1) = [1, z−1, z−2,
. . . , z−N+1]T. Assim, a densidade espectral complexa Re1b(z) pode ser
expressa por [137]:
Ref b(z) =H∗ef (1/z∗)Rb(z) (A.33)
em que Rb(z) e´ a transformada Z da func¸a˜o de autocorrelac¸a˜o rb(l). O
sinal de entrada b(n) foi modelado pelo ru´ıdo branco β(n) filtrado pelo
processo autorregressivo H com func¸a˜o de transfereˆncia H(z). Desta
forma Rb(z) pode ser escrita como:
Rb(z) =H(z)H∗(1/z∗)Rβ(z) (A.34)
em que Rβ(z) e´ a transformada Z de rβ(l). Para β(n) ∽ N (0, σ2β),
tem-se que rβ(l) = σ2βδ(l) e assim Rβ(z) = σ2β . Com isto, substituindo
(A.34) em (A.33) tem-se:
Ref b(z) =H∗ef (1/z∗)H(z)H∗(1/z∗)σ2β (A.35)
Expressando H(z) em func¸a˜o de seus polos:
H(z) = 1∏Li=1(1 + aiz−1) = z
L∏Li=1(z + ai) (A.36)
e substituindo esta equac¸a˜o e (A.35) em (A.32):
Ref b(z) = σ2βzL∏Li=1(z + ai)∏Li=1(1 + aiz) ×
⎡⎢⎢⎢⎢⎣
1 +wTf ψM(z)ψTN(z)wo
1 −GzDψTM(z)w
+ 1
1 −GzDψTM(z)w + 11 −GzDψTM(z)w]
(A.37)
Retomando a integral de linha dada na equac¸a˜o (A.31), esta pode
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ser calculada usando o teorema dos res´ıduos de Cauchy [138]:
ref b(l) =∑[Res´ıduos de Ref b(z)zl−1 nos polos envolvidos por C]
(A.38)
Para Hef (z) e H(z) esta´veis, todos os polos de H∗ef (1/z∗) H∗(1/z∗)
encontram-se fora do c´ırculo unita´rio. Considerando enta˜o o contorno
C do teorema como sendo o c´ırculo unita´rio, encontram-se envolvidos
os polos de H(z) e caso l < 1 − L, tambe´m os polos de zL+l−1. Pela
equac¸a˜o (A.10), o valor mı´nimo assumido pelo argumento de ref b(l) e´
1−L, enta˜o o somato´rio dos res´ıduos e´ realizado apenas sobre os polos
de H(z).
Para fb(z) = Ref b(z)zl−1, o res´ıduo em um po´lo simples p0 pode
ser calculado por limz→p0(z − p0)fb(z) [139]. Para um dado po´lo −ak,
ψM e ψN podem ser escritos como:
ψM(−ak) = [1, (−ak), (−ak)2, . . . , (−ak)M−1]
ψn(−ak) = [1, (−ak), (−ak)2, . . . , (−ak)N−1] (A.39)
Assim, pelas equac¸o˜es (A.37), (A.38) e (A.39) tem-se que:
ref b(l) = L∑
k=1
σ2β(−ak)l−1(−ak)L∏Li=1
i≠k(ai − ak)∏Li=1(1 − aiak)
× ⎡⎢⎢⎢⎢⎣
1 +wTf ψM(−ak)ψTN(−ak)wo
1 −G(−ak)DψTM(−ak)w+ 1
1 −G(−ak)DψTM(−ak)w+ 1
1 −G(−ak)DψTM(−ak)w] , l ≥ 1 −L
(A.40)
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e
ref b(l) = L∑
k=1
σ2β(−ak)L(−ak)l+1∏Li=1
i≠k(ai − ak)∏Li=1(1 − aiak)
× ⎡⎢⎢⎢⎢⎣
1 +wTf ψM(−ak)ψTN(−ak)wo
1 −G(−ak)DψTM(−ak)w+ 1
1 −G(−ak)DψTM(−ak)w+ 1
1 −G(−ak)DψTM(−ak)w] , l < 1 −L
(A.41)
A.6 DETERMINAC¸A˜O DE refo(l)
Sabendo que o(n) = vTwo, enta˜o:
refo(l) =E{ef(n − l)o(n)}
refv(l) =E{ef(n − l)vT(n)}wo (A.42)
Definindo Hefv como a func¸a˜o de transfereˆncia de v(n) para
ef(n), em que:
Ef(z)[1 −GψTM(z−1)w] = V (z)[1 +wTf ψM(z−1)ψTN(z − 1)wo]
dessa maneira:
Hef b(z) = Ef(z)V (z) = 1 +wTf ψM(z−1)ψTN(z−1)wo1 −Gz−DψM(z−1)w (A.43)
para ψM(z−1) = [1, z−1, z−2, . . . , z−M+1]T e ψN(z−1) = [1, z−1, z−2,
. . . , z−N+1]T. Assim, a densidade espectral complexa Re1v(z) pode ser
expressa por [137]:
Refv(z) =H∗ef (1/z∗)Rv(z) (A.44)
em que Rv(z) e´ a transformada Z da func¸a˜o de autocorrelac¸a˜o rv(l).
O sinal de entrada v(n) foi modelado pelo ru´ıdo branco ν(n) filtrado
pelo processo autorregressivo H1 com func¸a˜o de transfereˆncia H1(z).
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Desta forma Rv(z) pode ser escrita como:
Rv(z) =H(z)H∗(1/z∗)Rν(z) (A.45)
em que Rν(z) e´ a transformada Z de rν(l). Para ν(n) ∽ N (0, σ2ν),
tem-se que rν(l) = σ2νδ(l) e assim Rν(z) = σ2ν . Com isto, substituindo
(A.45) em (A.44) tem-se:
Refv(z) =H∗ef (1/z∗)H1(z)H∗1 (1/z∗)σ2ν (A.46)
Expressando H1(z) em func¸a˜o de seus polos:
H1(z) = 1∏Li=1(1 + aiz−1) = z
L∏Li=1(z + ai) (A.47)
e substituindo esta equac¸a˜o e (A.46) em (A.43):
Refv(z) = σ2βzL∏Li=1(z + ai)∏Li=1(1 + aiz) ×
⎡⎢⎢⎢⎢⎣
1 +wTf ψM(z)ψTN(z)wo
1 −GzDψTM(z)w
⎤⎥⎥⎥⎥⎦ (A.48)
Utilizando o teorema dos res´ıduos e seguindo conforme feito em
A.5, chega-se a` seguinte equac¸a˜o:
refv(l) = L∑
k=1
σ2β(−ak)l−1(−ak)L∏Li=1
i≠k(ai − ak)∏Li=1(1 − aiak)
× ⎡⎢⎢⎢⎢⎣
1 +wTf ψM(−ak)ψTN(−ak)wo
1 −G(−ak)DψTM(−ak)w
⎤⎥⎥⎥⎥⎦ , l ≥ 1 −L
(A.49)
e
refv(l) = L∑
k=1
σ2β(−ak)L(−ak)l+1∏Li=1
i≠k(ai − ak)∏Li=1(1 − aiak)×⎡⎢⎢⎢⎢⎣
1 +wTf ψM(−ak)ψTN(−ak)wo
1 −G(−ak)DψTM(−ak)w
⎤⎥⎥⎥⎥⎦ , l < 1 −L
(A.50)
Assim,
refo(l) = rTefv(l)wo (A.51)
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APEˆNDICE B -- Determinac¸a˜o de σ2β
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A variaˆncia de β(n) pode ser calculada com procedimento ana´logo
a` Sec¸a˜o A.4. O processo auto-regressivo H e´ semelhante ao dado pela
equac¸a˜o (2.11). Para Gs = 1 tem-se que:
b(n) = β(n) − bTL(n − 1)hL (B.1)
em que bL(n − 1) = [b(n − 1), b(N − 2), . . . , b(n − L)]T e hL(n − 1) =[h1, h2, . . . , hL]T. Multiplicando-se ambos os lados por h(n − l) e cal-
culando a esperanc¸a chega-se a:
rh(l) = rβb(l) − r Tb (l − 1)hL (B.2)
em que rb(l) = E{b(n)b(n − l)}, rβb(l) = E{β(n)b(n − l)} e rb(l − 1) =[rb(l − 1), rb(l − 2), . . . , rb(l − L)]T. Para l = 0, 1, . . . , L, chega-se na
equac¸a˜o matricial:
rb =rβb
−
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
hL ⋯ h2 h1
hL ⋯ h2 h1⋱ ⋱ ⋱
hL ⋯ h2 h1
hL ⋯ h2 h1
hL ⋯ h2 h1⋱ ⋮ ⋱ ⋱
hL ⋯ h2 h1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
rb(−L)
rb(−L + 1)⋮
rb(−1)
rb(0)
rb(1)⋮
rb(L − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(B.3)
No entanto, rb(−l) = rb para b(n) real. Desta maneira, a equac¸a˜o
matricial e´ reescrita de tal maneira que:
rb = rβb
−
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h1 h2 h3 ⋯ hL−2 hL−1 hL
h1 h2 h3 ⋯ hL−2 hL−1 hL
h2 h1 + h3 h4 ⋯ hL−1
h3 h2 + h4 h1 + h5 ⋯ hL⋮ ⋮ ⋮
hL−2 hL−3 + hL−1 hL−4 + hL ⋯ h1
hL−1 hL−2 + hL hL−3 ⋯ h2 h1
hL hL−1 hL−2 ⋯ h3 h2 h1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
rb(0)
rb(1)
rb(2)
rb(3)⋮
rb(L − 2)
rb(L − 1)
rb(L)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(B.4)
sendo rβb = [rβb(0), rβb(1), . . . , rβb(L)]T. Considerando hi = 0 para
i ≤ 0 e i > L, a matriz Γh pode ser definida por:
Γh(i,j) = { hi−1 se j = 1 (primeira coluna)hi−j + hi+j−2 se j ≠ 1 (demais colunas) (B.5)
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A equac¸a˜o matricial resultante e´ tal que:
rb = rβb −Γhrb (B.6)
e pode ser resolvida calculando-se [Γh + I]−1:
rh = [Γh + I]−1rβb (B.7)
O primeiro elemento do vetor rh pode ser calculado multiplicando-
se ambos os lados da equac¸a˜o (B.1) por β(n) e aplicando-se a esperanc¸a:
rβb = σ2β −E{β(n)b(n − 1)}hL (B.8)
considerando-se β(n) como sendo um sinal de me´dia zero. Como β(n)
e´ independente de b(n − l) para l ≥ 1, o segundo termo do lado direito
da equac¸a˜o e´ nulo. Da mesma forma todos os outros elementos do
vetor rβb tambe´m sa˜o nulos e rβb = [σ2β , 0, . . . , 0]T. Retomando-se a
equac¸a˜o (B.7), nota-se que rb(0) = σ2β e´ dado pelo elemento (1,1) da
matriz [Γh + I]−1 multiplicado por σ2β . Tem-se enta˜o:
σ2β = σ2ba11 , a11 = {[Γh + I]−1}11 (B.9)
APEˆNDICE C -- Determinac¸a˜o de Rvv
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Neste apeˆndice sera´ determinada a func¸a˜o de autocorrelac¸a˜o rvv.
A transformada z de v(n) e´ dada por:
Hv(z) = 1
h1[1] + h1[1]z−1 +⋯ + h1[L]z−L (C.1)
em que Hv(z) = V (z)/ν. Alternativamente, Hv(z) pode ser escrita
como:
Hv(z) = 1(1 − p[1]z−1)⋯(1 − p[L]z−1) (C.2)
sendo p os polos de Hv(z). Para um processo AR com coeficientes
reais, a densidade espectral de poteˆncia de v(n) e´ dada por:
Pv(z) =Hv(z)H(−z)Pν(z) (C.3)
em que Pv(z) e Pν(z) sa˜o as densidades espectrais de poteˆncia de v(n) e
ν(n), respectivamente. Sabendo que ν(n) e´ um ru´ıdo branco Gaussiano
de me´dia zero, tem-se que Pν = σ2ν . Finalmente, utilizando o teorema
dos res´ıduos [138] para obter-se a transformada z inversa de Pv(z),
temos:
rvv(i) =∑ res(Pv(z), p(i))p(i)c (C.4)
em que res(Pv(z), p(i)) = limz→p(i) Pv(z)(1 − p(i)z(−1))
ParaRvv o valor de c a ser calculado em C.4 deve ser de 0,1, . . . ,N .
A partir do vetor rvv obtido pode-se obter a matriz toeplitz Rvv. A par-
tir de C.4 ainda pode-se obter a matriz Rv∆v. Para tal, sea˜o calculados
os vetores rvv para os limites de c referentes a` −N ∶ ∆ e ∆ ∶ N + ∆.
A matriz Rv∆v e´ enta˜o obtida fazendo-se o toeplitz dos dois vetores
resultantes.
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APEˆNDICE D -- TCLE
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Neste apeˆndice sa˜o apresentados os Termos de Consentimento
Livre e Esclarecido (TCLE) das avaliac¸o˜es subjetivas apresentadas aos
volunta´rios do teste para que tomassem conhecimento dos experimentos
a que seriam submetidos.
  
UNIVERSIDADE FEDERAL DE SANTA CATARINA 
CENTRO TECNOLÓGICO 
PROGRAMA DE PÓS-GRADUAÇÃO EM ENGENHARIA ELÉTRICA 
Campus Universitário – Trindade – Florianópolis/SC – CEP 88040-900 
Fone: (48) 3721-7719 
 
 
 
TERMO DE CONSENTIMENTO LIVRE E ESCLARECIDO 
 
 
Prezado voluntário 
 
As informações contidas nesse termo foram fornecidas por Renata Coelho Borges, 
estudante do Curso de Doutorado do Programa de Pós-Graduação em Engenharia Elétrica da 
Universidade Federal de Santa Catarina, sob orientação do professor Dr. Márcio Holsbach 
Costa do Departamento de Engenharia Elétrica e Eletrônica da Universidade Federal de Santa 
Catarina.  
O objetivo desse documento é informar sobre o trabalho realizado pela referida 
estudante, para obter uma autorização por escrito, referente à vossa participação espontânea na 
pesquisa que está sendo realizada.  
O título desse trabalho é “Avaliação e comparação de sistemas de redução do efeito de 
oclusão em aparelhos auditivos”. O objetivo é avaliar a qualidade do som produzido por dois 
métodos para redução do efeito de oclusão em aparelhos auditivos. A oclusão ocorre quando um 
molde ou aparelho auditivo é colocado no ouvido e o canal auditivo fica obstruído. Devido a 
esse bloqueio o indivíduo ouve sua própria voz de forma abafada. 
Para a realização do experimento será necessária a fabricação de um molde 
personalizado por um profissional da área. Este molde é acoplado a um protótipo de aparelho 
auditivo do tipo BTE (behind the ear), onde existe um alto-falante que reproduzirá o som 
externo e um microfone para capturar o som ambiente. Dentro do molde existe um microfone 
que permite verificar a intensidade sonora dentro da cavidade auditiva. O volume do som do 
alto-falante é controlado para evitar qualquer desconforto por parte do voluntário. O teste inicia 
com o voluntário realizando a leitura de uma frase e ouvindo o som de sua própria voz. O 
procedimento será repetido diversas vezes, para as sentenças selecionadas, e ao final de cada 
leitura o voluntário será questionado sobre a qualidade de sua voz e do som ambiente.  A 
qualquer momento o voluntário poderá desligar o sistema ou retirar o molde, se desejar. O 
processo todo não deverá demorar mais de quarenta minutos. 
Tal tema é importante, pois com base nos resultados será possível aperfeiçoar as 
técnicas de redução do efeito de oclusão, proporcionando aos usuários de próteses auditivas 
mais conforto e qualidade no som gerado pelo aparelho. Os resultados dessa pesquisa serão 
divulgados em artigos científicos e trabalhos acadêmicos.  
O voluntário não terá ônus ou bônus financeiro em nenhum momento. Os pesquisadores 
assumem o compromisso de fornecer informações atualizadas obtidas durante o estudo bem 
como guardar sigilo em relação à identidade dos participantes, sendo que estes têm a garantia de 
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