If neural spike trains carry information in the frequency and timing of the spikes, then neural interactionssuch as oscillatory synchronization-that alter spike frequency and timing can alter the encoded information. Using coupled oscillator theory, we show that synchronization-based processing can be used to integrate sensory information, resulting in new second-order sensory percepts signaled by the compromise frequency of the coupled system. If the signals to be coupled are nonlinearly compressed, the coupled system behaves as if it signals the product or ratio of the uncoupled signals, e.g., chromatic brightness can be signaled by the compromise frequency of coupled neurons responding to hue and luminance, and chromatic saturation can be signaled by the coupled frequency of neurons responding to hue and brightness, with a power-(Stevens's) law scaling like that observed psychophysically. These emergent properties of coupled sensory systems are intriguing because multiplicative processing and power-law scaling are fundamental aspects of sensory processing.
INTRODUCTION
Much of the early research on sensory coding focused on tying specific percepts to the outputs of specific cells. Some classic examples of this are found in electrophysiological studies by Russell De Valois and his colleagues on potential coding of color in the activity of LGN cells. [1] [2] [3] [4] More recently, there has been interest in systems where sensory properties can be considered as emergent properties of interacting cortical cells, with the sensory quality not necessarily available in the response of any specific cell. For example, De Valois and De Valois argued that hue opponency could be the result of opponent relationships between rectified cortical cells, each of which had only a univalent wavelength tuning function: "This assumption may appear heretical, quite contrary to the arguments of Hering and of Hurvich and Jameson, but this is not the case… . The chromatic opponency at this stage is between, not within, individual cells." 5 Thus De Valois and De Valois modeled hue coding in terms of distributed networks of interacting units, an interpretation that found application to spectral tuning and S-cone signal amplification. [5] [6] [7] [8] [9] This approach is versatile and can be extended to include softwired nonlinear dynamic interactions like competition. 10 De Valois and De Valois also anticipated that these networked interactions might be based on neural correlations. 5 Their arguments were focused on hardwired connections laid down during development, but in light of the growing literature on synchronized neural oscillations and oscillatory binding, [11] [12] [13] [14] [15] [16] [17] dynamic correlations based on correlation (e.g., synchronized binding) should be considered, too. Similarly, there is more to color than hue; at minimum, to better understand color, we study chromatic brightness and saturation as well, the cellular basis for which has not been established. 18, 19 Here we will explore an extension of the distributed processing approach to the perception of brightness and saturation; we will treat saturation and brightness as correlated bindings between hue and luminance. This exploration begins with a consideration of the most basic sensory processing principles. Consider the following statements of neural fact and sensory theory, none of which, taken by itself, would evoke surprise:
1. Sensory qualities signaled by neural spike trains (and other neural oscillations) may be encoded by the frequency and/or timing of the spikes or oscillations.
2. Spiking neurons (or assemblies of neurons 20, 21 ), when coupled, may synchronize their activity (a property exploited in models of neural pacemakers, circadian clocks, central pattern generators, and sensory binding; for reviews, see Refs. 11-16 and 21-27) .
3. Synchronization of spiking neurons (or assemblies of neurons) modifies the frequency and timing of the individual spike trains (or the oscillations of the assemblies).
Point 3, taken in the context of point 1, suggests that oscillatory synchronization could transform the quality and perhaps the nature of the signaled percept. This transformation could be detrimental, but here we treat it as a mathematical operation and explore some sensory compu-tations. As case studies, we show that some percepts in color vision are well described by these posited neural operations. Because these color processes involve both hue and luminance information, this suggests a role for synchronization in sensory integration, separate but complementary to that sometimes considered for binding.
BACKGROUND A. Phase Models of Synchronization
The study of coupled oscillators and oscillatory synchronization phenomena began in 1665 when Huygens noticed that pendulum clocks hanging on the same beam synchronize their swings by tiny vibratory coupling forces. Since then, synchronous systems have been described in which the coupling was mechanical, electronic, chemical, hydrostatic, optical, olfactory, or neural. 24, 25 In classical physics, the oscillators were usually simple harmonic mechanisms (e.g., pendulums) and thus characterized by three variables-phase, frequency, and amplitude. More recently, less prosaic systems such as synchronized fireflies and menstrual cycles have been investigated. Nonlinear neural oscillators were initially intractable, but are now feasible to tackle. Because the shape and amplitude of integrate-and-fire neural spikes are fixed by the biophysics of the neural membrane, spike amplitude and shape can usually be ignored, 28 with a simple phase and frequency model giving good insight into the system's dynamics. The generic model is
where the individual oscillators are characterized by their uncoupled phases ͑ 1 , 2 ͒ and frequencies ͑ 1 , 2 ͒ and the coupling function P͓ 1 , 2 ͔ is a 2 periodic function (usually sinusoidal) of the difference between 1 and 2 . The coupling tends to synchronize the oscillators in a fixed phase relationship. 21, [24] [25] [26] [27] The coupled frequency is determined by the uncoupled frequencies, the nature of the coupling, and the strength ͑a , b͒ of the coupling. A common type of coupling used in neuroscience is one in which the slower oscillator speeds up and the faster oscillator slows down. The simplest analytically tractable coupling function that accomplishes this is P͓ 1 , 2 ͔ = sin͑ 1 − 2 ͒. This does not imply sinusoidal oscillators or oscillators of extraordinary precision-it is just a mathematical trick that captures the essential attributes of the most common kind of coupling 29 (see Section 4 for complications).
B. MacKay Transform: Effects of Coupled Nonlinearities MacKay

30
-motivated by the contradiction between loglike physiological nonlinearities and psychophysical power (Stevens's) laws-created the following thought experiment: Let sensory input ͑I͒ be filtered by a logarithmic transformation ͑␣ log I͒ in a bottom-up fashion. Let there be a top-down process for processing sensations ͑S͒ that also passes through a logarithmic filter ͑␤ log S͒. Now join the two with a comparator-a cybernetic mechanism that computes the difference between the top-down and bottom-up processes and feeds that difference back on their gain controls until the two agree. Then, ␣ log I = ␤ log S and
MacKay and Lipetz showed numerically that the idea would work with other compressive nonlinearities (power laws, hyperbolic tangents, Naka-Rushton functions). [30] [31] [32] Its cybernetic interplay between top-down and bottom-up processing anticipated modern work on reciprocal interactions between striate cortex and higher visual areas. 33, 34 MacKay's ingenious model was in tune with the cybernetic Zeitgeist of his time, but was neglected thereafter because the comparator device seemed contrived and because it required top-down processing for even the simplest sensations. 35 Here we avoid both of these difficulties by using parallel mutually coupled oscillatory mechanisms with nonlinear compressed inputs. We designate use of coupled nonlinearities to produce power laws as MacKay transforms.
THEORY
For expository purposes we consider toy systems consisting of just a few simplified neural oscillators. These could be either discrete spiking neurons or oscillating assemblies of neurons. 20, 21 For reasons that will become obvious, we arbitrarily choose one oscillator to signal a spectrally broadband sensory quality related to light intensity (luminance or brightness) by its firing rate and the other oscillators to signal spectrally narrowband hue percepts (e.g., redness, blueness). We then consider the simplest possible coupling paradigms that result in perceptually interesting emergent behaviors. We initially consider only those findings that are most generic and defer technical caveats to Section 4.
A. Case 1: Integration of Hue and Luminance into Chromatic Brightness
Quantitative Forms of the Chromatic Brightness Function
All models of brightness start with luminance (Lum), which is the integrated product of spectral radiance (power as a function of wavelength) and photopic spectral sensitivity ͑V ͒. Luminance is a measure of the efficiency of lights for vision and is a much more reliable measure of performance (e.g., visual acuity and flicker detection) than brightness, which is a measure of appearance. 36, 37 Achromatic brightness scales like a power law ͑Lum k ͒ as luminance is increased; k, the Stevens's law exponent, is about 0.31-0.33 for brightness of small targets. [38] [39] [40] Chromatic brightness is more complicated. In general, brightness has more weight for extreme wavelengths than luminance (e.g., blues look bright, but are inefficient for reading). 41 Modern color theory assumes that luminance is computed early in the visual system and is the basis for achromatic contrast sensitivity. 37, 42, 43 Brightness is usually posited to be neurally constructed later, cobbled together from a combination of hue and luminance. Brightness is also harder to study because it is much more variable over time 36 (a possible consequence of its com-pound nature). On the basis of heterochromatic additivity data, when near threshold, brightness is often modeled as a vector sum of hue and luminance [44] [45] [46] :
where H 1 and H 2 are the red-green and blue-yellow hue opponent channels found psychophysically and n is the Pythagorean exponent (2 for vector summation and many psychophysical models, but for color the mathematical form is not nailed down by definitive studies). [47] [48] [49] [50] [51] For threshold data, it is natural to interpret this Euclidian summation as a probability summation; above threshold-in the realm of appearance-such an interpretation is nonsensical and a new interpretation is required. 50, 51 Actually, another way to combine channel outputs is posited to hold at higher intensities. Stiles 52 and Vos 53, 54 (using variations on Helmholtz's and Schrödinger's line element theories; see Ref. 36 for a review) suggested that at superthreshold, photoreceptor signals to an achromatic channel ͑A͒ combine as a product of power laws, e.g., for L, M and S cones:
This calculation closely resembles luminance if p is very small. 53, 54 The same reasoning applies to the cobbling together of a brightness mechanism, but for brightness we need to substitute luminance (Lum) and color opponent channels (r-g, y-b) for L, M, and S for two reasons: (1) Using r-g and y-b facilitates modeling brightness subadditivity for color opponent mixtures like red mixed with green and blue mixed with yellow, as shown by research addressing identical problems in the vector model. 
Coupled Neural Oscillator Model of Chromatic Brightness
To see how a function like Eq. (5) can arise in a neural network, suppose that we have two neural oscillators whose uncoupled firing rates reflect activity in mechanisms driven by hue ͑H͒ and luminance (Lum) systems. Using a combination of excitatory and inhibitory interactions, the two oscillators can influence each other's firing rates; a common net effect is that faster oscillators speed up slower oscillators and slower oscillators slow faster oscillators, a synchronization effect that is captured in the sine function (see Section 4 for complications). Sine function coupling has become the standard analytically tractable way to model these effects; for simple systems, like those modeled below, analytic expressions for the compromise frequency and phase relationships can be derived 21, [24] [25] [26] [27] [see Refs. 21 and 27 for especially clear expositions of the underlying mathematics, which we employ here in Eqs. (6)- (9)]. For simplicity, we will initially consider just one hue system (a situation that applies when one channel is inactive; e.g., the r-g channel is inactive when viewing a unique yellow).
where H , L are the phases of the oscillations or spike trains of two neural mechanisms corresponding to hue ͑H͒ and luminance (Lum) and the spike and oscillation frequencies H * and Lum * are monotonically compressed rate-coded transforms of hue and luminance; but to avoid corrupting the hue and luminance percepts, they are not labeled lines for hue and luminance. Note that hue ͑H͒ is always positive because it refers to the active half of an opponent rectified pair. 5, 10 We designate a nonlinearity for the * operator below, when it becomes necessary. For simplicity, we neglect any time delays in oscillator interaction (see Section 4). We define an equation for the coupled condition by differencing Eqs. (6) (7) equal to zero (the steady-state solution), the synchronized phase difference is
Note that the constant phase difference between the synchronized oscillators is inversely proportional to coupling strength ͑a + b͒. Once they are locked into a constant phase relationship, the oscillator that has the higher uncoupled firing rate will lead (provided that a , b Ͼ 0; see Ref. 57 for a related discussion), but the rate at which they change is d H /dt =d L /dt = B * , a constant, which we can obtain by substituting Eq. (8) into the second line of Eqs. (6) . It follows that both oscillators are firing at a common compromise frequency, which we designate as B * (because, without loss of generality, we can assume that B * is a monotonic transform of another variable B, whose properties we can then explore).
where B * is a simple weighted average of the independent firing rates. If we allow the * operator to be a simple logarithmic compression (see Section 4), then
Note that Eq. (11) [59] [60] [61] If this is the case, then we need to think of H as the active portion of a paired mechanism (red or green, blue or yellow).
This treatment can be extended to include both hue channels with this coupled oscillator model, which we adapt from models of central pattern generators.
͑12͒
It can be shown that this three-body problem has no exact analytic solution; however, it is possible under some conditions to solve for or approximate the compromise frequency B * . For example, if a = c, b = e, and d = f then, B * = ͑H 1 * + H 2 * + Lum * ͒ /3. 26 More generally, for arbitrary coupling strengths, if the phase-locked phase differences (
and so on) are small (in practice, for ⌽'s less than approximately half a radian), then we can use the standard approximation sin͑⌽͒ = ⌽. This results (Appendix A) in
where k 1 = cf + e͑c + d͒, k 2 = ae + f͑a + b͒, k 3 = bc + d͑a + b͒, and z = ͑c + b + a͒f + ͑d + c + a͒e + ͑b + a͒d + bc. If * is a logarithmic compression, it follows that
which is equivalent to the chromatic brightness model in Eq. (5).
B. Case 2: Integration of Hue and Chromatic Brightness into Chromatic Saturation
Quantitative Models of the Saturation Function
Armed with a way to derive chromatic brightness, we consider a more complicated percept-chromatic saturation-that depends on brightness. Chromatic saturation is a measure of colorfulness: the concentration of hue in the sensations evoked by a colored stimulus. 44, 46, [62] [63] [64] [65] saturation = hue strength/achromatic strength.
͑15͒
In these models hue strength is a combination of the hue opponent channels (usually a sum) and achromatic strength is a combination of hue and luminance (like chromatic brightness, although some models just use hue plus luminance). These equations are particularly useful to predict the perceptual saturation of physically saturated colors (e.g., the monochromatic colors of the spectrum) 64 ; for example, because red has a high hue strength and low luminance, it looks more saturated than yellow, which has a lower hue strength and higher luminance. Diluting a monochromatic color (e.g., mixing it with broadband light) has the same effect on saturation as lowering the hue strength relative to the brightness, and thus the pinkness of red mixed with white could be modeled by Eq. (15) . Since saturation models measure the dilution of one sensation (hue) by the totality of color sensations, if these sensations scale linearly, then Eq. (15) should represent saturation well, but discrepancies exist. 65 One predictable cause for discrepancies are the nonlinearities that complicate saturation's components: Achromatic brightness has an exponent of ϳ0.3; and based on Eq. (14), chromatic brightness should follow a power law as well. Hue strength also follows a power law. [66] [67] [68] Studies of saturation scaling have been made by manipulating colorimetric purity [an objective measure of color dilution that is monotonic with Eq. (15)], and power laws are reported that have large and variable exponents here as well (roughly 1.4-5 depending on the hue). [66] [67] [68] [69] [70] This expansive nonlinearity is unusual; in other Stevens's law experiments, no sensory quality scales as expansively as saturation. 38 One likely factor in these results is that the hue strength exponent varies with color (with measured exponents ranging from 1.6 to 3.3) and is larger than the achromatic brightness exponent. 38, 66, 67 Thus a reasonably complete description of saturation is saturation = hue strength m /brightness n . ͑16͒
For Eq. (16) we assume that hue strength is an unknown nonlinear combination of both hue channels (we will derive a possible form for it in Subsection 3.B.2). However, for analytic simplicity, we initially work with only one active hue channel.
Coupled Neural Oscillator Model of Chromatic Saturation
For simplicity, we assume one hue mechanism interacting with one brightness mechanism. Let one neuron be an oscillator whose uncoupled firing rate is a monotonic transform of hue H * and the other neuron's response be a monotonic transform of inverse brightness ͑1/B͒ * . Both the H and the B signals are unlabeled copies of the actual hue and brightness channels to avoid corrupting the hue and brightness percepts. A simple phase model suffices to describe the dynamics:
As before, at steady state, the coupled oscillators synchronize at a compromise frequency that we designate as SAT * (because without loss of generality, we can assume SAT * is a monotonic transform of another variable SAT, whose properties we can then explore):
which is a simple weighted sum with weights derived from coupling strengths. 27 To get from SAT * to saturation, we make use of the MacKay transform. Let * be a logarithmic compression:
Let m = b / ͑a + b͒ and n = a / ͑a + b͒. Then
which is a power-law hue-brightness ratio that is in the form of Eq. (16) . As in the brightness model, we can extend the saturation model to two hue channels if we adopt a phase model:
which leads [see Eq. (13)] to the compromise frequency
where k 1 = cf + e͑c + d͒, k 2 = ae + f͑a + b͒, k 3 = bc + d͑a + b͒, and z = ͑c + b + a͒f + ͑d + c + a͒e + ͑b + a͒d + bc. Let m 1 = k 1 / z, m 2 = k 2 / z, and n = k 3 / z and * be a loglike compression, and then
A reasonable three-channel model of saturation if H 1 m1 H 2 m2 is a valid model for hue strength. As discussed above, the hue strength exponents ͑m 1 , m 2 ͒ vary with wavelength. 66, 67 Although this seems odd, as discussed earlier, in modern color theory the hue opponent channels are not necessarily unitary, but may consist of separate rectified cortical mechanisms for red, green, blue, and yellow, 5, 10, 56, [59] [60] [61] with hardwired 5 or softwired 10 opponent interactions between red and green mechanisms and between blue and yellow mechanisms. Thus there is no reason in these models why red should scale the same as green, or blue the same as yellow, as indeed experimentally they do not. 66, 67 So it may make sense to create four versions of Eqs. (21)- (23), one for each of the possible patterns of hue activity: H 1 red, H 2 blue; H 1 red, H 2 yellow; H 1 green, H 2 blue; H 1 green, H 2 yellow. In principle, each model could be separately parameterized using Stevens's law data gathered for the mixture hues: purple, orange, cyan, and yellowish-green. Analysis may be simplified by using psychophysically balanced mixtures (e.g., an orange that has been adjusted by the individual observer to contain equal sensations of red and yellow). Similarly, Eqs. (17)- (20) could be separately parameterized for saturation of red, green, blue, and yellow using Stevens's law data measured with stimuli whose hues are individually adjusted to excite only one hue channel (e.g., unique green, which has been adjusted to contain no trace of blue or yellow, stimulates only the green portion of the redgreen opponent channel). Further explorations of these possibilities are beyond the scope of this paper.
One assumption, made above, should be discussed here. To compute saturation, we coupled H * to ͑1/B͒ * ; e.g., we assumed that the oscillator carrying brightness information has a firing rate proportional to nonlinearly compressed inverse brightness. This seems odd, as it implies that the resting firing rate of the cell is saturated and information is carried by a decrease in the firing rate (analogous to neurotransmitter release rates in photoreceptors). We know of no cortical example of this, but given the plethora of ways to multiply and divide neural signals, 71 ,72 a neural inverse of brightness would not be shocking. However, if troublesome, it can be replaced by a negative coupling coefficient [or in Eq. (22) k 3 could be made negative]-i.e., if a logarithmic-like compression is used, then −k log͓x͔ = k log͓1/x͔-but we made the inversion explicit in Eqs. (17) and (21), both for generality and to preserve the option of using a positive coupling coefficient in parameterizing the resulting power law.
DISCUSSION
In summary, simple interactions between spiking cortical neurons (or oscillating neural assemblies) can lead to their synchronization. The consequent changes in neural firing rates and phases should be taken into account when neural encoding of sensory percepts is modeled. In some cases, the effects on firing rates, if treated as a rate-coded binding, can lead to behavior similar to signal multiplication (such as that expected in chromatic brightness), ratiolike processing (such as that found for chromatic saturation), and power (Stevens's) law scaling. These new behaviors are emergent properties of the coupled systems; they need not be instantiated in the isolated behavior of any single class of neurons; and they may be useful for understanding sensory integration, coding, and secondorder processing. Below we discuss the assumptions that underlie this approach, with potential limitations, extensions, and tests of the work.
A. Coupled Oscillator Assumptions in This Model
Weakly Coupled Phase Model Assumption
The treatment of neural oscillators with phase models usually works well because synchronization has far more effect on phase and frequency than on the amplitude and waveform of most nonlinear neurallike oscillators. For ex-ample, if a neuron receives excitation via coupling, it integrates more quickly to its threshold, throwing out more spikes, but this has no effect on each spike's amplitude (voltage relative to the resting potential) because amplitude is set by membrane biophysics. Phase models often assume "weak coupling" 73 ; i.e., the coupling strength [a + b in Eqs. (1), (6) , and (17)] is not large enough to entrain oscillators with vastly different uncoupled frequencies. Actually, over a wide range of coupling strengths, phase models produce results consistent with full neural simulations. 74 For sensory purposes, it is less important to insist on weak coupling than it is to insist on not-toostrong coupling. If neurons participate in ad hoc neural assemblies, then sensory neuron-to-neuron interactions must be flexible. Very strong coupling between sensory neurons could result in all interconnected neurons firing together, the active neurons enslaving the inactive ones. For cells whose activities are labeled for different percepts, this could induce illusions. In the worst case, all cells responding to an image would signal alike; the image could melt or gray out into a uniform field (percepts seen under rare conditions 16, 75 ). Uniform brute strength in coupling may be as unnecessary as it is undesirable. As discussed earlier, an important feature of the MacKay transform is that by nonlinearly compressing the input to each oscillator, the uncoupled frequencies become more similar, allowing the system to synchronize at lower coupling strengths. Similarly, a more flexible system could be obtained by allowing the coupling strengths to change dynamically, in proportion to frequency differences, via an adaptation mechanism. We call this notion "just-in-time" coupling, in analogy to similar economic mechanisms.
No Time Delay Assumption
The coupling used in Eqs. (16) , (12) , (17) , and (21) is a simple sine function; no coupling force is exerted when the phase difference ͑⌽͒ between oscillators is zero. This kind of coupling has been called diffusive or electrotonic. The alternative is a coupling function that has both even and odd components, e.g., P͑⌽͒ = K 1 sin͑⌽͒ + K 2 cos͑⌽͒. This is the lowest order of the Fourier expansion, in which any phase coupling function could be expressed 24, 76 (see Ref. 77 for a higher-order expansion). The even (cosine) component allows a coupling force to continue to be exerted after the phase difference has gone to zero. This could occur if neurotransmitters released when ⌽ was nonzero remain in the synaptic cleft, exerting a small influence. Hence, Kopell calls this kind of coupling "synaptic." 74 Wilson notes that this is equivalent to a time delay; e.g., P͑⌽͒ = sin͑⌽ + ⌬͒. 21 This phase function closely resembles those derived for optimal coupling of various nonlinear oscillators 21, 78 and yields a much more complicated form for the compromise frequency (see Ref. 21, pp. 187-190) . In future models this could add another fitting parameter, but is not necessary here.
B. Neurobiological Assumptions in This Model
Rate Model Assumption
Rate coding means that sensory quality is encoded by changes in firing rates. This is not the only way to encode sensory information. [79] [80] [81] While no assumption here is more arguable than rate coding, for simple sensory qualities (such as hue and luminance) and their second-and third-order percepts (such as chromatic brightness and saturation), rate coding seems quite reasonable. For example, the cortically rectified firing rates of LGN cells are good predictors of hue naming. 2, 3 Similarly, a recent information theoretic study of cells in inferior temporal cortex found that mean firing rate accounted for about 91% of the theoretically available information carried by their spike trains. 82 Of course, other coding schemes will also be affected by the effects of synchronization 83, 84 ; e.g., synchronization of FM encoded oscillators can lead to multiplexing. 80 
Coupled Copies Assumption
We assume that the uncoupled oscillators ͑H 1 * , H 2 * ,Lum * ͒ are not labeled lines for hue, luminance, and so on, but rather are transformed copies preserving the original signals for other uses. Otherwise, hue and luminance would be strongly dependent on one another (a problem for some potential models of binding). This could model the effects of luminance on perceived hue (e.g., the Bezold-Brücke effect), and if the weak coupling assumption were relaxed, could model flicker-induced (Fechner-Benham) illusory color (because an active luminance mechanism could enslave an inactive chromatic mechanism). This is intriguing, but we have no evidence that favors such an approach over existing models of these phenomena.
C. Neural Nonlinearities, MacKay Transforms, and the Ubiquity of Power Laws
It would have been satisfying to use more physiological nonlinearities (e.g., hyperbolic tangent and NakaRushton functions) in our study; MacKay and Lipetz found numerically that these can produce power-law-like behavior when coupled. [30] [31] [32] We explored this analytically; the form of the power law becomes grotesquely complicated, so we used the logarithmic nonlinearity here as an analytically tractable surrogate for its other nonlinearly compressive cousins. Similarly, any compressive nonlinearity extends the effective coupling range for 1:1 synchronization-a wider range of physical values are mapped into sensory signals that can be synchronized for a set coupling strength. Although our analysis was motivated by a desire to understand the integration of hue and luminance into saturation and brightness, similar analysis might apply to other Stevens's law behaviors. No recourse to top-down processing is required if two or more parallel systems couple. At first glance, this would seem to apply to only perceptual systems that respond to some complex combination of attributes, such as hue and luminance combining to produce brightness. However, Stevens's law behaviors are produced whenever crossmodal matching of some sort is used. As Stevens points out, it matters not whether the sensory quantity is being matched to handgrip squeezes or the number line. 38 What makes Stevens's law universal is that all ways of rating the stimulus have potentially nonlinear mappings. 38, 85 For example, in Stevens's theory, sensory magnitude S 1 is matched to an output mechanism (e.g., verbal magnitude estimation, handgrip strength) S 2 when S 1 m = S 2 n , and the measured exponent is now n / m.
D. Effects of Choosing Other Options for Oscillators and Coupling
There are many complications that are not discussed above. The coupled frequency of some oscillators can be higher if they lock in antiphase than if they are synchronized in phase (picture two pendulums coupled by a spring; their oscillatory period is shortened if they move in antiphase because excessive relative motion in either direction leads to spring compression or stretching and hence to the spring exerting a restoring force). Purely excitatory/inhibitory interactions can cause coupled neurons to synchronize above/below the uncoupled frequencies. The combined effects of excitation, inhibition, and delay can lead to a wide range of coupling behaviors. 21, 74 Intriguingly, both neural networks and sensorimotor systems can be trained to phase lock their components in arbitrary phase relationships. [86] [87] [88] [89] E. Electrophysiological Testing of the Coupled Oscillator Hypothesis The coupling hypothesis described here is amenable to testing, but the required experiments would not be easy or straightforward. The synchronization hypothesis was motivated by the fact that no plausible cortical cell locus for chromatic brightness or saturation has been identified, and hence the hypothesis would be unnecessary and less interesting if such mechanisms were discovered. Alternately, evidence for the hypothesis could be obtained from simultaneous recordings of neighboring broadband and narrowband wavelength selective units. Ideally such an analysis would record from these cells and their target cells. In the past, such array recordings were difficult, but experimental technique in this area is evolving rapidly.
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APPENDIX A: COMPROMISE FREQUENCY FOR THREE OSCILLATORS
Consider three oscillators (with uncoupled frequencies X, Y, Z and phases X , Y , Z ) interacting via sine coupling, a case that arises in the study of motor coordination, as a way station to the N oscillator case:
In Eqs. This is a system of three algebraic equations with two unknowns (⌽ 1 and ⌽ 2 ) so we expect no unique solution for W. However, it is possible to seek a solution to specific cases. We saw in the two-dimensional case that, if the coupling parameters are sufficiently large, the oscillators are synchronized with a small phase difference. Exploring this case further, note that once phase locking is achieved, for relatively small phase differences (roughly ⌽ less than about half a radian), sin͑⌽͒Ϸ⌽. 
͑A4͒
We have verified numerically that this approximation produces compromise frequencies very close to those produced by direct integration of the unapproximated differential equations. As a check, note that if a = c, b = e, and f = d, then W = ͑X + Y + Z͒ / 3, as found for the unapproximated case, indicating that nothing essential is lost.
