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Teorema da Extensa˜o de MacWilliams
Resumo
F.J. MacWilliams mostrou na sua tese de doutoramento o seu famoso Teorema da Ex-
tensa˜o no aˆmbito do seu trabalho sobre Teoria de Co´digos. Este diz que uma isometria
entre dois co´digo lineares sobre o mesmo corpo que preserva o peso de Hamming pode ser
estendida a uma transformac¸a˜o monomial. Posteriormente alguns autores procuraram
mostrar uma versa˜o mais geral deste teorema, estudando a sua veracidade em ane´is fini-
tos. Conseguiram provar que, nessa nova versa˜o, o Teorema da Extensa˜o de MacWilliams
se verifica apenas para ane´is de Frobenius. Nesta dissertac¸a˜o e´ apresentada uma demons-
trac¸a˜o elementar da versa˜o do teorema para corpos e duas demonstrac¸o˜es para a versa˜o
sobre ane´is de Frobenius. Estas duas u´ltimas provas usam duas abordagens distintas, a
primeira usa elementos de combinato´ria como a func¸a˜o de Mo¨bius e pesos homoge´neos,
enquanto que a segunda e´ baseada numa abordagem mais alge´brica usando caracteres
complexos.
Palavras-Chave: MacWilliams, co´digos lineares, equivaleˆncia de co´digos, peso de
Hamming, ane´is de Frobenius, peso homoge´neo, func¸a˜o de Mo¨bius, caracteres complexos.
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Abstract
F.J. MacWilliams showed in her Ph.D. thesis her famous Extension Theorem for linear
codes. Which states that an isometry between two linear codes that preserves the Ham-
ming weight can be extended to a monomial transformation. Subsequently some authors
tried to show a more general version of this theorem, for codes over finite rings. They
have proved that, in this case, the extension theorem is valid only for Frobenius rings.
In this dissertation we present an elementary proof of the extension theorem over fields
and two proofs for the version with Frobenius rings. These last proofs use two distinct
approaches, the first use combinatorial methods such as the Mo¨bius function and homo-
geneous weights, while the second is based on a more algebraic approach, using complex
characters.
Keywords: MacWilliams, linear codes, code equivalence, Hamming weight, Frobenius
rings, homogeneous weight, Mo¨bius function, complex caracters.
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Introduc¸a˜o
Florence Jessie MacWilliams teve um importante papel na a´rea da Teoria de Co´digos,
ale´m dos seus teoremas sobre a identidade de co´digos, na sua tese de doutoramento,
em 1962, provou o seguinte teorema: Sejam C e D dois co´digos lineares sobre o mesmo
corpo, se existir um isomorfismo entre eles que preserva o peso de Hamming, enta˜o C e
D sa˜o co´digos equivalentes. Onde dois co´digos lineares C e D, de comprimento n, sa˜o
equivalentes se existe uma transformac¸a˜o monomial de F n que envia um no outro. A este
resultado e´ costume atribuir-se o nome de Teorema da Extensa˜o, pois exposto de outra
forma o que MacWilliams demonstrou foi que um isomorfismo que preserva o peso de
Hamming entre dois subespac¸os vetoriais do mesmo espac¸o vetorial pode ser estendido
a uma transformac¸a˜o monomial de todo o espac¸o linear. Alguns anos apo´s a publicac¸a˜o
dos resultados de MacWilliams, em 1994 surgiu um artigo de R. Hammons ([5]) onde
e´ demonstrado que certos co´digos na˜o lineares apresentam grandes semelhanc¸as com
co´digos lineares quando considerados como co´digos sobre o anel Z4 (o anel dos inteiros
mo´dulo 4). Estes co´digos eram chamados de co´digo de Kerdock, co´digo de Preparata e
co´digo de Goethals. De entre as semelhanc¸as com os co´digos lineares encontrava-se o facto
de os teorema de MacWilliams serem va´lidos tambe´m neste co´digos. Consequentemente
houve um acrescido interesse em teoria alge´brica de co´digos sobre ane´is finitos e em 1999
J.A. Wood publicou um artigo ([16]) onde demonstra que o Teorema da Extensa˜o de
MacWilliams e´ va´lido para uma certa classe de ane´is finitos. Ane´is estes chamados de
ane´is de Frobenius. Provou tambe´m, mais tarde, que na˜o so´ o teorema era va´lido para
co´digos sobre estes ane´is, mas tambe´m que se o teorema e´ va´lido para co´digos sobre um
anel finito, enta˜o este e´ de Frobenius.
Assim, nesta dissertac¸a˜o, sa˜o apresentadas treˆs demonstrac¸o˜es distintas do Teorema da
Extensa˜o. A primeira e´ uma demonstrac¸a˜o elementar do teorema para co´digos lineares
sobre corpos finitos que foi publicada por K. Bogart, D. Goldberg e J. Gordon em [1]. As
restantes sa˜o demonstrac¸o˜es da versa˜o do teorema sobre ane´is de Frobenius usando duas
abordagens diferentes. A primeira abordagem e´ a apresentada no artigo de M. Greferath
e S.E. Schmidt, [4], que usa elementos de combinato´ria como a func¸a˜o de Mo¨bius sobre
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conjuntos parcialmente ordenados e pesos homoge´neos. A segunda abordagem e´ a que
foi apresentada por J. A. Wood em [16] e utiliza elementos alge´bricos como caracteres
complexos.
No primeiro cap´ıtulo (1) sa˜o expostas definic¸o˜es e resultados de a´lgebra, combinato´ria
e teoria de co´digos que sera˜o essenciais a´s demonstrac¸o˜es dos cap´ıtulos seguintes. Estas
definic¸o˜es e resultados sa˜o na sua maioria baseados nos de [7], [8] e [10]. Os resultados
apresentados neste cap´ıtulo, sa˜o dados sem as demonstrac¸o˜es, algumas destas encontram-
se no Anexo e outras sa˜o remetidas para a bibliografia. No cap´ıtulo 2 e´ apresentada a
demonstrac¸a˜o elementar do teorema para co´digos sobre corpos finitos, utilizando noc¸o˜es
de A´lgebra Linear que se assume serem conhecidas pelo leitor. No terceiro cap´ıtulo (3)
sa˜o apresentados alguns resultados sobre ane´is de Frobenius assim como a sua definic¸a˜o.
No cap´ıtulo 4 sa˜o enta˜o apresentadas as duas demonstrac¸o˜es da versa˜o do teorema para
co´digos sobre ane´is de Frobenius, bem como todos os restantes resultados essenciais a`s
provas que na˜o foram expostos nos cap´ıtulos anteriores. Finalizamos com um pequeno
cap´ıtulo, cap´ıtulo 5, onde sa˜o expostas algumas questo˜es sobre o Teorema da Extensa˜o
que ficam por resolver nesta dissertac¸a˜o, bem com as refereˆncias onde se podem encontrar
as suas respostas.
Cap´ıtulo 1
Noc¸o˜es Ba´sicas
Neste cap´ıtulo va˜o ser apresentadas definic¸o˜es e resultados de a´lgebra e combinato´ria que
sera˜o essenciais para o entendimento das demonstrac¸o˜es do teorema principal. Pressupo˜e-
se que o leitor domine os conceitos e resultados ba´sicos da Teoria de Grupos, estes sera˜o
usados sem serem expostos ou justificados.
Ane´is
Um anel e´ uma estrutura alge´brica (R,+, ·), onde R e´ um conjunto na˜o vazio e + e ·
sa˜o operac¸o˜es bina´rias em R que satisfazem:
1. (R,+) e´ um grupo abeliano;
2. A operac¸a˜o · e´ associativa;
3. Verifica-se a propriedade distrubitiva: ∀a, b, c ∈ R :
• a · (b+ c) = a · b+ a · c;
• (a+ b) · c = a · c+ b · c.
Vamos assumir que um anel R tem sempre a identidade 1 6= 0 e denotaremos por
R∗ o conjunto dos elementos invert´ıveis (ou unidades) do anel, que correspondem aos
elementos invert´ıveis de (R, ·). Tal como no caso do grupos R∗ e´ fechado para a operac¸a˜o
(a multiplicac¸a˜o do anel).
Um corpo F e´ um anel tal que (F \ {0}, ·) e´ um grupo abeliano. Um ideal esquerdo
(resp. direito) I de R e´ um subgrupo aditivo de R, ou seja, (I,+) ≤ (R,+), tal que
ri ∈ I,∀r ∈ R, i ∈ I (resp. ir ∈ I). Um ideal bilateral e´ um ideal que e´ simultaneamente
esquerdo e direito. Se I e´ ideal, esquerdo, direito ou bilateral usamos a notac¸a˜o I ≤ R
para o indicar. Considerando I ≤ R bilateral, podemos definir a relac¸a˜o de equivaleˆncia
∀a, b ∈ R, a ∼ b se e so´ se a− b ∈ I, assim R/I = {r + I : r ∈ R}, o conjunto das classes
de equivaleˆncia desta relac¸a˜o, tem estrutura de anel e denomina-se o anel quociente de
R por I.
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Um ideal pro´prio e´ um ideal, I ≤ R, tal que I 6= R. Por vezes para enfatizar a
desigualdade usaremos a notac¸a˜o I < R. O ideal nulo e´ o subconjunto {0} e um anel que
na˜o conte´m ideais pro´prios na˜o nulos diz-se simples.
Um ideal esquerdo (ou direito) I diz-se principal ou c´ıclico se existe x ∈ I tal que
I = Rx = {rx : r ∈ R} (resp. xR). A este elemento x chama-se gerador de Rx. O
conjunto destes ideais de um dado anel R sera´ denotado por IP (R) = {Rx | x ∈ R}.
Um ideal minimal e´ um ideal, I, na˜o nulo, tal que, @J ≤ R : {0} < J < I. Analoga-
mente, um ideal maximal , I, e´ um ideal pro´prio tal que @J ≤ R : I < J < R.
Todo o ideal minimal e´ principal. Suponhamos que I ≤ R e´ um ideal minimal, enta˜o
seja x ∈ I na˜o nulo temos {0} < Rx ≤ I. Logo, Rx = I.
Mo´dulos
Dado um anel (R,+′, ·′), um grupo abeliano (M,+) diz-se um R-mo´dulo esquerdo se
existir uma func¸a˜o, chamada de multiplicac¸a˜o escalar,
f : R×M →M
(r,m) 7→ r ·m
que satisfac¸a as seguintes condic¸o˜es, ∀r, s ∈ R, ∀m,n ∈M :
1. r · (m+ n) = r ·m+ r · n;
2. (r +′ s) ·m = r ·m+ s ·m;
3. (r ·′ s) ·m = r · (s ·m);
4. 1 ·m = m.
Analogamente podemos definir mo´dulo direito com a multiplicac¸a˜o escalar definida
por f(r,m) = m · r e as quatro condic¸a˜o escritas de acordo com a nova multiplicac¸a˜o
escalar. SeM tem estrutura de R-mo´dulo esquerdo e direito e satisfaz a seguinte condic¸a˜o:
∀r, s ∈ R,m ∈M, (r ·m) · s = r · (m · s), diz-se um R-bimo´dulo.
Um R-submo´dulo de um R-mo´dulo esquerdo (resp. direito) M , N , e´ um subgrupo
aditivo de M que e´ tambe´m um R-mo´dulo esquerdo (resp. direito) para a restric¸a˜o da
multiplicac¸a˜o escalar de M a N . Um submo´dulo bilateral de um R-bimo´dulo M , N , e´ um
subgrupo aditivo de M que e´ tambe´m um R-mo´dulo esquerdo e direito para a restric¸a˜o
da multiplicac¸a˜o escalar de M a N .
Analogamente ao que foi definido atra´s, um submo´dulo pro´prio, N ≤M , e´ um submo´dulo
tal que N 6= M . Por vezes para enfatizar a desigualdade usaremos a notac¸a˜o N < M . O
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submo´dulo nulo e´ o subconjunto {0} e um mo´dulo que na˜o conte´m submo´dulos pro´prio
na˜o nulos diz-se simples.
Podemos tambe´m aqui definir um quociente. Seja N ≤M um submo´dulo, definimos a
relac¸a˜o de equivaleˆncia m ∼ m′ se e so´ se m−m′ ∈ N , assim M/N = {m+N |m ∈M},
o conjunto das classes de equivaleˆncia desta relac¸a˜o, tem estrutura de mo´dulo.
Um submo´dulo N diz-se c´ıclico se existe x ∈ N tal que N = Rx = {rx : r ∈ R}. A
um tal elemento x chama-se gerador. Um R-mo´dulo esquerdo (resp. direito), M diz-se
finitamente gerado se existe S ⊆M finito tal que
M = RS = {
t∑
i=1
risi : t ∈ N, ri ∈ R, si ∈ S}
(resp. M = SR = {∑ti=1 siri : t ∈ N, ri ∈ R, si ∈ S}). Um submo´dulo maximal, N , e´ um
submo´dulo pro´prio tal que @K ≤ M : N < K < M e um submo´dulo simples, N , e´ um
submo´dulo tal que @K ≤M : {0} < K < N . Analogamente ao caso dos ideais minimais,
os submo´dulos simples sa˜o c´ıclicos.
Seja M um mo´dulo e Γ = {Mi : i ∈ I} uma famı´lia de submo´dulos de M , a soma de Γ
e´ dada por
<
⋃
i∈I
Mi >= {
n∑
i=1
mi, n ∈ N,mi ∈Mi}
se Γ = ∅, enta˜o < ⋃i∈IMi >= {0}. Geralmente denota-se a soma por ∑i∈IMi.
Seja M um mo´dulo e N1 um seu submo´dulo. Um submo´dulo N2 diz-se complemento
direto de N1 em M se N1 +N2 = M e N1 ∩N2 = {0}. Denotemos por M = N1⊕N2. Se
tal acontece todo o elemento de M pode ser escrito de forma u´nica como a soma de um
elemento de N1 com um elemento de N2.
O socle de um mo´dulo M , soc(R), e´ a soma de todos os seus submo´dulos simples,
soc(M) =
∑
N≤M simples
N.
Com soc(M) = {0} se M na˜o possui submo´dulos simples.
Enunciaremos em seguida um resultado que sera´ necessa´rio para a segunda demons-
trac¸a˜o do teorema principal (Teorema da Extensa˜o). Este esta´ demonstrado no anexo,
no subcap´ıtulo A.2, lema A.19.
Lema 1.1. Seja M um mo´dulo esquerdo finito tal que soc(M) e´ c´ıclico e na˜o nulo. Enta˜o
qualquer submo´dulo de soc(M) e´ c´ıclico.
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O radical de um mo´dulo M e´ a intersec¸a˜o de todos os seus submo´dulos maximais,
rad(M) =
⋂
N≤M maximal
N.
Com rad(R) = M se M na˜o possui submo´dulos maximais.
O socle e o radical de um mo´dulo M sa˜o ambos submo´dulos de M .
Se virmos R como R-mo´dulo esquerdo (resp. direito) (basta considerar a multiplicac¸a˜o
escalar como sendo a multiplicac¸a˜o do anel), enta˜o os seus submo´dulos sa˜o os seus ideais
esquerdos (resp. direitos) e o seu socle sera´ a soma dos seus ideais esquerdos (resp.
direitos) minimais. Sempre que considerarmos R como R-mo´dulo esquerdo, este sera´
denotado por RR. Se considerarmos R como R-mo´dulo direito denotaremos por RR.
Assim, existem dois socles para R, o socle direito soc(RR) e o socle esquerdo soc(RR).
Estes dois socles e o radical de um anel R sa˜o ideais bilaterais de R. Definimos ainda
comprimento de um R-mo´dulo M . Seja
N1 ( N2 ( · · · ( Nn
uma cadeia de submo´dulos de M , o comprimento desta cadeia e´ o seu nu´mero de
submo´dulos, ou seja n. O comprimento de um mo´dulo M , l(M), e´ o maior compri-
mento que uma cadeia de submo´dulos de M , onde cada submo´dulo esta´ estritamente
contido no seguinte, pode ter.
Exemplo 1.2. Seja R um anel, n ∈ N, o produto cartesiano de n co´pias de R, Rn, e´ um
R-bimo´dulo, considerando as multiplicac¸o˜es escalares esquerda e direita, fl : R×Rn → Rn
e fr : Rn ×R→ Rn, respetivamente, definidas por
fl(r, (x1, · · · , xn)) = (rx1, · · · , rxn) e fr((x1, · · · , xn), r) = (x1r, · · · , xnr)
ao qual se chama o mo´dulo livre de dimensa˜o n.
Homomorfismos
Sejam R e S ane´is, a aplicac¸a˜o f : R→ S diz-se um homomorfismo de ane´is se
• f e´ um homomorfismo de grupos.
• ∀x, y ∈ R, f(x · y) = f(x) · f(y).
• f(1R) = 1S.
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O nu´cleo de f e´ o conjunto ker(f) = {r ∈ R : f(r) = 0} e a imagem o conjunto
Im(f) = {s ∈ S : ∃r ∈ R : f(r) = s}. Seja I ≤ R, enta˜o f(I) ≤ Im(f). Se I ≤ S, enta˜o
f−1(I) ≤ R, onde f−1(I) e´ a pre´-imagem de I por f , em particular ker(f) ≤ R.
Sejam M e N R-mo´dulos esquerdos, a aplicac¸a˜o f : M → N diz-se um homomorfismo
de mo´dulos, ou uma aplicac¸a˜o R-linear a` esquerda, se
• f e´ um homomorfismo de grupos.
• ∀m ∈M, r ∈ R, f(r ·m) = r · f(m)
O nu´cleo e imagem deste homomorfismo define-se analogamente ao anterior e as mesmas
propriedades verificam-se.
Um homomorfismo f : R → S de ane´is (resp. mo´dulos f : M → N) e´ injetivo
se ker(f) = {0}, ao qual se chama monomorfismo, e e´ sobrejetivo se Im(f) = S (resp
Im(f) = N). Um isomorfismo de ane´is (ou mo´dulos) e´ um homomorfismo bijetivo, ou seja,
injetivo e sobrejetivo. Um automorfismo de R (resp. M) e´ um isomorfismo f : R → R
(resp. f : M →M).
Os mo´dulos sobre corpos chamam-se espac¸os vetoriais e sa˜o claramente bimo´dulos, pois
os corpos sa˜o comutativos. Ale´m disso, neste caso, os homomorfismos de mo´dulos sa˜o as
aplicac¸o˜es lineares.
Uma transformac¸a˜o monomial esquerda de Rn e´ um automorfismo de mo´dulos esquer-
dos da forma
T : Rn → Rn
(x1, · · · , xn) 7→ (xσ(1)u1, · · · , xσ(n)un)
onde, u1, · · · , un sa˜o unidades de R e σ e´ uma permutac¸a˜o do grupo sime´trico Sn. Ana-
logamente se define transformac¸a˜o monomial direita, multiplicando as unidades do lado
esquerdo.
Vamos verificar que T e´ de facto um automorfismo. Comec¸amos por ver que e´ homo-
morfismo de mo´dulos esquerdos. ∀x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ Rn e ∀r ∈ R,
T (x+ y) = ((xσ(1) + yσ(1))u1, · · · , (xσ(n) + yσ(n))un)
= (xσ(1)u1, · · · , xσ(n)un) + (+yσ(1)u1, · · · , yσ(n)un) = T (x) + T (y)
T (rx) = (rxσ(1)u1, · · · , r(xσ(n)un) = r(xσ(1)u1, · · · , xσ(n)un) = rT (x)
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T e´ ainda isomorfismo, pois possui homomorfismo inverso T−1 : Rn → Rn definido por
T−1(x1, · · · , xn) = (xσ−1(1)u−1σ−1(1), · · · , xσ−1(n)u−1σ−1(n))
Uma transformac¸a˜o monomial sobre um corpo e´ sempre simultaneamente esquerda e
direita porque os corpos sa˜o comutativos. Podemos facilmente verificar que a matriz que
define esta aplicac¸a˜o (esquerda), Λ pode ser dada pelo produto Λ = PD. Onde D e´ uma
matriz diagonal que na entrada Dii conte´m ui e P a matriz da permutac¸a˜o σ que permuta
as entradas do vetor (x1, · · · , xn). Reciprocamente qualquer matriz desta forma define
uma transformac¸a˜o monomial esquerda.
De seguida enunciaremos o teorema do isomorfismo na sua versa˜o para ane´is.
Teorema do Isomorfismo. Sejam R e S ane´is, f : R→ S um homomorfismo de ane´is,
enta˜o
R
ker(f) ' Im(f)
como ane´is.
De forma ana´loga temos o mesmo resultado para mo´dulos. A demonstrac¸a˜o pode ser
encontrada em [3, Theorem 4.4.5].
Exemplo 1.3. Seja R um anel e M um R-mo´dulo direito, o conjunto dos homomorfismos
direitos de M em R, e´ um R-mo´dulo esquerdo. Denota-se por HomR(M,R) e chama-se
o dual do mo´dulo M . A multiplicac¸a˜o escalar e´ dada por
f : R×HomR(M,R)→ HomR(M,R)
(r, f) 7→ rf
onde rf e´ definida por (rf)(m) = f(m)r,∀m ∈M .
Ane´is artinianos
Um mo´dulo M diz-se artiniano se dada uma qualquer cadeia de submo´dulos de M
· · · ≤ N2 ≤ N1
existe n ∈ N tal que ∀i ≥ n,Ni = Nn.
Um mo´dulo M diz-se noetheriano se dada uma qualquer cadeia de submo´dulos de M
N1 ≤ N2 ≤ · · ·
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existe n ∈ N tal que ∀i ≥ n,Ni = Nn.
Um anel diz-se artiniano a´ esquerda (resp. direita) se for artiniano como R-mo´dulo
esquerdo (resp. direito) e diz-se artiniano se o for a´ direita e a` esquerda. Como vamos
apenas lidar com ane´is finitos, estes sa˜o obrigatoriamente artinianos e noetherianos.
Um mo´dulo M diz-se semisimples se soc(M) = M . Assim, se virmos R como R-mo´dulo
esquerdo, este e´ semisimples a` esquerda se soc(RR) = R.
Os dois teoremas seguintes sa˜o bastante importantes paras as demonstrac¸o˜es que se
seguem, o primeiro e´ um resultado cla´ssico sobre ane´is semisimples e sera´ importante
para a demonstrac¸a˜o do segundo que ira´ ter um papel importante nas duas demonstrac¸o˜es
do teorema da extensa˜o sobre ane´is finitos. Como tal a demonstrac¸a˜o do primeiro pode
ser encontrada em [7, Theorem 3.5], enquanto que para o segundo e´ apresentada uma
demonstrac¸a˜o no anexo, no subcap´ıtulo A.1.2 baseada em uma das demonstrac¸o˜es de [7,
Theorem 20.9].
Teorema Wedderburn-Artin.
Seja R um anel semisimples a´ esquerda. Enta˜o R ' Mn1(D1) × · · · ×Mnr(Dr), para
certos ane´is de divisa˜o D1, · · · , Dr e inteiros positivos n1, · · · , nr.
Teorema de Bass.
Seja R um anel artiniano, a ∈ R e L um ideal esquerdo de R. Se Ra + L = R, enta˜o
a+ L possui um elemento de R∗, ou seja, um elemento invert´ıvel.
Injetividade
Um R-mo´dulo esquerdo M diz-se injetivo a´ esquerda se para qualquer homomorfismo
injetivo f : A → B de R-mo´dulos esquerdos e para qualquer homomorfismo de mo´dulos
g : A → M , existe um homomorfismo de mo´dulos esquerdos ϕ : B → M , tal que o
diagrama seguinte comuta
{0} A B
M
f
g
ϕ
ou seja, g = ϕ ◦ f . Analogamente se pode definir injetividade a` direita.
As pro´ximas definic¸o˜es e o pro´ximo lema sa˜o aqui apresentados porque va˜o ser ne-
cessa´rio para demonstrar uma propriedade dos ane´is de Frobenius relacionada com a
injetividade.
Seja R um anel e X ⊆ R um subconjunto, o anulador a´ esquerda de X por R e´ o ideal
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esquerdo
l.annR(X) = {r ∈ R|rx = 0,∀x ∈ X}
O anulador a` direita de X por R e´ o ideal direito
r.annR(X) = {r ∈ R|xr = 0,∀x ∈ X}
O pro´ximo lema sera´ enta˜o necessa´rio para a demonstrac¸a˜o do lema 3.7 e encontra-se
demonstrado no subcap´ıtulo A.2 do anexo, lema A.20.
Lema 1.4. Seja R um anel injetivo a` esquerda, enta˜o para qualquer a ∈ R temos
r.annR(l.annR(a)) = aR
Co´digos Lineares
Seja F um corpo finito com q elementos, um (n, k)-co´digo linear C sobre F e´ um
subespac¸o vetorial de dimensa˜o k do espac¸o vetorial F n.
Uma matriz geradora de um (n, k)-co´digo C e´ qualquer matriz X cujas linhas formem
uma base de C. Esta sera´, portanto, uma matriz k× n. Ou seja, se X1, · · · , Xk forem as
linhas de X, ∀c ∈ C, ∃u ∈ F k : c = uX.
Analogamente podemos definir co´digos lineares sobre ane´is finitos. Seja R um anel
finito e Rn o mo´dulo livre de dimensa˜o n. Um co´digo linear esquerdo de comprimento n,
C, sobre R e´ um submo´dulo esquerdo de Rn (C 6 Rn). Analogamente se define co´digos
lineares direitos de comprimento n.
Ao longo do documento um co´digo linear sobre um corpo finito, C, sera´ simplesmente
um (n, k)-co´digo C, um co´digo linear esquerdo sobre um anel R, C ≤ Rn, sera´ um R-
co´digo C esquerdo de comprimento n e analogamente um co´digo linear direito sobre um
anel R, C ≤ Rn, sera´ um R-co´digo C direito de comprimento n.
Func¸o˜es peso
Seja R um anel finito, uma func¸a˜o peso (ou apenas peso), wt, de Rn e´ qualquer func¸a˜o
da forma
wt : Rn → R
x 7→∑
r∈R
arnr(x)
onde, para x = (x1, x2, · · · , xn) ∈ Rn e ∀r ∈ R, nr(x) = |{i : xi = r}|, ar ∈ R e a0 = 0.
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Note-se que, para qualquer peso wt e sendo 0 = (0, · · · , 0) o vetor nulo de Rn, temos
nr(0) = 0, ∀r ∈ R \ {0} e a0 = 0, logo wt(0) = 0.
O peso de Hamming e´ o peso onde ar = 1,∀r ∈ R \ {0}, denota-se por wH .
Um peso wt do anel finito R diz-se homoge´neo se satisfaz as seguintes propriedades:
1. Se Rx = Ry, enta˜o wt(x) = wt(y),∀x, y ∈ R.
2. Existe um nu´mero real c ≥ 0 tal que
∑
y∈Rx
wt(y) = c|Rx|, ∀x ∈ R \ {0}.
Conjuntos parcialmente ordenados
Um conjunto parcialmente ordenado (c.p.o.) e´ um par (P,≤), onde P e´ um conjunto
e ≤ e´ uma relac¸a˜o bina´ria de ordem parcial.
Um intervalo de um c.p.o, (P,≤) e´ um subconjunto da forma
[x, y] := {z ∈ P : x ≤ z ∧ z ≤ y}
onde x, y ∈ P sa˜o elementos tais que x ≤ y.
O mı´nimo de um c.p.o. P e´ um elemento i ∈ P : ∀a ∈ P, i ≤ a. O ma´ximo de um c.p.o.
P e´ um elemento s ∈ P : ∀a ∈ P, a ≤ s. Por convenc¸a˜o denota-se o elemento mı´nimo de
um c.p.o., caso exista, por 0 e o ma´ximo por 1.
Seja P um c.p.o, S ⊆ P um subconjunto de elementos do c.p.o., o supremo de S e´ o
menor elemento de P , a, tal que ∀s ∈ S, s ≤ a. O ı´nfimo de S e´ o maior elemento de P ,
a, tal que ∀s ∈ S, a ≤ s.
Assim, seja P um c.p.o. com elemento mı´nimo 0, um a´tomo de P e´ um elemento
a ∈ P : @b ∈ P : 0 < b < a. Onde < representa a ordem parcial estrita associada a
≤. Analogamente, seja P um c.p.o. com elemento ma´ximo 1, um coa´tomo de P e´ um
elemento a ∈ P : @b ∈ P : a < b < 1.
Um c.p.o diz-se atomistico se todos os seus elementos forem supremos de conjuntos de
a´tomos.
Um reticulado e´ um c.p.o P tal que qualquer seu conjunto de dois elementos {a, b}
possui infimo, denotando-se por a∨ b, e supremo, que se denota por a∧ b. Sejam a, b ∈ L,
onde L e´ um reticulado, b e´ uma cobertura de a se a ≤ b e se ∃c ∈ L : a ≤ c ≤ b, enta˜o
a = c ou b = c.
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Se L e´ um reticulado onde se verifica a seguinte condic¸a˜o: Sejam a, b ∈ L tais que a e
b sa˜o coberturas de a ∧ b, enta˜o a ∨ b e´ cobertura de a e b. Diz-se que L e´ um reticulado
semimodular.
Um reticulado diz-se modular se ∀a, b, c ∈ L, a ≤ b implica a ∨ (b ∧ c) = b ∧ (a ∨ c).
O conjunto dos submo´dulos de um mo´dulo esquerdo (ou direito), M , que se denota
por L(M), e´ um reticulado modular, onde o ı´nfimo de dois submo´dulos N1 e N2 e´ o
submo´dulo N1 ∩ N2 e o supremo o submo´dulo N1 + N2. Os a´tomos sa˜o os submo´dulos
simples e os coatomos os maximais, ale´m disso L(M) ser atomistico significa que M e´
semisimples.
Temos ainda o seguinte resultado que esta´ demonstrado no subcap´ıtulo A.2 do anexo
(lema A.21):
Lema 1.5. Seja L um reticulado, se L e´ modular, enta˜o e´ semimodular.
Assim, podemos concluir que o conjunto dos submo´dulos de um mo´dulo esquerdo (ou
direito) e´ tambe´m um reticulado semimodular. Facto que vai ser usado mais a` frente na
demonstrac¸a˜o de uma propriedade dos reticulados atomisticos.
Caracteres
Seja G um grupo abeliano, um caractere complexo, ou caractere, de G e´ um homomor-
fismo de grupos pi : G → C∗. Onde C∗ e´ o grupo das unidades dos nu´meros complexos.
O grupo dos caracteres do grupo G, denota-se por Ĝ, o seu elemento identidade e´ o ca-
ractere trivial, ou seja, o homomorfismo de G em C∗ que envia todos os elementos de G
em 1. A operac¸a˜o e´ dada por
· : Ĝ× Ĝ→ Ĝ
(pi, χ) 7→ pi · χ
onde pi · χ e´ definida por (pi · χ)(g) = pi(g)χ(g),∀g ∈ G.
Seja R um anel e M um R-mo´dulo esquerdo, o R-mo´dulo de caracteres M̂ associado a
M e´ o grupo dos caracteres de M , visto como grupo abeliano aditivo (M,+), junto com
a multiplicac¸a˜o escalar dada por
· : R× M̂ → M̂
(r, pi) 7→ pir
onde pir(x) = pi(rx),∀x ∈M . Ou seja, M̂ e´ um R-mo´dulo direito.
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Seja R um anel finito, um caractere χ de R e´ um caractere gerador direito se a aplicac¸a˜o
φ : R→ R̂, dada por φ(r) = χr e´ um isomorfismo de R-mo´dulos direitos.
Temos ainda demonstrado no subcap´ıtulo A.4 do anexo, lema A.22, o seguinte resul-
tado que sera´ importante para um resultado interme´dio necessa´rio a´ 3a demonstrac¸a˜o do
teorema principal.
Lema 1.6. Seja G um grupo abeliano e Ĝ o seu grupo de caracteres, enta˜o |G| =
∣∣∣Ĝ∣∣∣.
Os dois seguintes resultados sera˜o tambe´m importantes para a u´ltima demonstrac¸a˜o
do teorema principal e e´ poss´ıvel encontrar a demonstrac¸a˜o do primeiro em [11, Lemma
76] e a demonstrac¸a˜o do segundo em [14, Corolary pa´g. 63].
Proposic¸a˜o 1.7. Seja G um grupo abeliano finito e considere-se o conjunto das func¸o˜es
de G com valores em C, F(G,C). Este conjunto e´ um grupo abeliano para a soma de
func¸o˜es, onde o elemento neutro e´ dado pela func¸a˜o que envia todos os elementos de G
em 0. Se considerarmos a multiplicac¸a˜o escalar,
f : C×F(G,C)→ F(G,C)
(z, f) 7→ zf
onde zf e´ definida por (zf)(x) = z · f(x),∀x ∈ G, temos que F(G,C) e´ um espac¸o
vetorial sobre o corpo dos complexos, C
Claramente o grupo dos caracteres complexos de G e´ um subconjunto de F(G,C). Seja
{pi1, · · · , pin} um conjunto finito de caracteres de G, este diz-se independente se pi1, · · · , pin
forem linearmente independentes como elementos do espac¸o vetorial F(G,C).
Qualquer conjunto finito de caracteres de G e´ independente.
Proposic¸a˜o 1.8. Seja G um grupo abeliano finito e Ĝ o seu grupo de caracteres, enta˜o:
∑
pi∈Ĝ
pi(x) =

|G| , se x = 0
0, se x 6= 0
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Cap´ıtulo 2
Teorema da Extensa˜o de MacWilliams
Neste cap´ıtulo ira´ ser demonstrada a versa˜o do teorema da extensa˜o de MacWilliams
para corpos finitos de forma ana´loga ao que e´ feito em [1]. De seguida e´ apresentado a
versa˜o do teorema que ira´ ser considerada,
Teorema de MacWilliams. Sejam C e D dois (n,k)-co´digos lineares sobre um corpo
F, e ψ : C → D, um isomorfismo que preserva o peso de Hamming. Enta˜o existe uma
transformac¸a˜o monomial ϕ : F n → F n tal que ϕ|C = ψ.
Para demonstrar o teorema vamos provar que se X e´ uma matriz geradora de C e Y e´
uma matriz geradora de D enta˜o Y pode ser obtida de X permutando as suas colunas e
multiplicando cada uma delas por um escalar adequado.
Tendo em conta que diferentes autores optam por diferentes definic¸o˜es de matriz de
uma aplicac¸a˜o linear, vamos expor a definic¸a˜o que ira´ ser adotada.
Definic¸a˜o 2.1. Seja f : F k → F n, uma aplicac¸a˜o linear entre dois espac¸os vetoriais
sobre um corpo F . Considere-se a base cano´nica de F k, Bk = (e1, · · · , ek) e a base
cano´nica de F n, Bn = (e1, · · · , en), enta˜o a matriz de f relativamente a`s bases cano´nicas
de F k e F n e´ a matriz cujas linhas sa˜o os vetores f(e1), · · · , f(en), ou seja, e´ a matriz
M =

f(e1)
...
f(en)
. Assim e´ poss´ıvel definir a aplicac¸a˜o f da seguinte forma:
f : F k → F n
v 7→ vM
O objetivo deste subcap´ıtulo e´ demonstrar que a matriz de ortogonalidade, definida
mais abaixo e´ invert´ıvel em Q. Este facto ira´ ser crucial para a demonstrac¸a˜o do teorema
principal.
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Notac¸a˜o. Denota-se por µ(n) o nu´mero de subespac¸os de dimensa˜o 1 do espac¸o vetorial
F n, por L1, . . . , Lµ(n) os µ(n) subespac¸os distintos de dimensa˜o 1 e por u1, · · · , uµ(n) os
gerados de cada um destes subespac¸os.
Proposic¸a˜o 2.2. Seja F um corpo com q elementos, o nu´mero de subespac¸os vetoriais
de dimensa˜o 1 de F n e´
µ(n) = q
n − 1
q − 1 .
Demonstrac¸a˜o. Comecemos por notar que como cada Li tem dimensa˜o 1 e´ gerado por
um u´nico elemento. Assim, seja u ∈ Li gerador, os restantes elementos do subespac¸o sa˜o
os q mu´ltiplos poss´ıveis de u, ou seja os elementos 0, u, . . . , (q − 1)u. Ale´m disso F n tem
qn − 1 elementos na˜o nulos. Logo o nu´mero de subespac¸os e´ dado por:
µ(n) = q
n − 1
q − 1 .
Definic¸a˜o 2.3. Dois subespac¸os, Li e Lj, dizem-se ortogonais se ∀u ∈ Li, ∀u′ ∈ Lj,
u · u′ = 0, onde · e´ o produto interno usual de F n. Denotamos por Li⊥Lj.
Proposic¸a˜o 2.4. Sejam Li e Lj dois subespac¸os de dimensa˜o 1 e u ∈ Li, u′ ∈ Lj na˜o
nulos, tais que u · u′ = 0 enta˜o Li⊥Lj. Assim para ver se dois subespac¸os sa˜o ortogonais
basta pegar em quaisquer dois elementos na˜o nulos, um elemento de cada subespac¸o, e
verificar se o seu produto interno da´ 0.
Demonstrac¸a˜o. A func¸a˜o do produto interno e´ bilinear como e´ sabido e todos os ele-
mentos de Li e Lj sa˜o da forma λui e µuj, respetivamente, para algum λ, µ ∈ F .
Assim, sejam u ∈ Li e u′ ∈ Lj na˜o nulos tais que u · u′ = 0 temos
u · u′ = (λui) · (µuj) = λµ(ui · uj) = 0⇒ ui · uj = 0
para alguns λ, µ ∈ F . Como o produto dos geradores e´ nulo, enta˜o ∀λ, µ ∈ F temos
λui · µuj = 0. Ou seja Li⊥Lj.
Definic¸a˜o 2.5. Seja V um espac¸o vetorial sobre um corpo F , o peso de Hamming de
um seu subespac¸o de dimensa˜o 1, Li e´ o peso de Hamming de um seu gerador. Ou seja,
wt(Li) := wt(ui), com ui ∈ Li, gerador.
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Notac¸a˜o. Chamamos ”Matriz de Ortogonalidade”dos subespac¸os de dimensa˜o 1 de F n
a` matriz T = (tij) de µ(n)× µ(n) de 0’s e 1’s onde:
tij =

0, se Li ⊥ Lj
1, caso contra´rio.
Teorema 2.6. A matriz T e´ invert´ıvel sobre o corpo dos nu´meros racionais, Q.
Para conseguirmos provar o resultado anterior e´ necessa´rio provar primeiro a seguinte
proposic¸a˜o:
Proposic¸a˜o 2.7. As seguintes afirmac¸o˜es sa˜o verdadeiras para um corpo F com q ele-
mentos, n ≥ 2 e 1 ≤ i, j ≤ µ(n) com i 6= j:
1. O nu´mero de subespac¸os de dimensa˜o 1 de F n que sa˜o ortogonais ao subespac¸o Li
e´ µ(n− 1), ou seja, |{Lj|Lj⊥Li}| = µ(n− 1).
2. O nu´mero de subespac¸os de dimensa˜o 1 de F n que sa˜o simultaneamente ortogonais
ao subespac¸o Li e a Lj e´ µ(n− 2). Ou seja, |{Lk|Lk⊥Li ∧ Lk⊥Lj}| = µ(n− 2).
3. Se virmos as linhas de T como vetores de F n, a soma das linhas de T e´ o vetor
constante, x = (x1, . . . , xµ(n)), onde xi = qn−1 para todo o i ∈ {1, . . . , µ(n)}.
4. Se virmos as linhas de T como vetores de F n, a soma das linhas de T que teˆm
entrada 0 na coluna j e´ o vetor, y(j) = (y1, . . . , yµ(n)), onde yj = 0 e yi = qn−2 para
todo o i 6= j.
Demonstrac¸a˜o.
1. Comecemos por considerar a seguinte aplicac¸a˜o, para um dado ui ∈ Li na˜o nulo:
f : F n → F
u 7→ u · ui
Como o produto interno e´ uma aplicac¸a˜o bilinear, se fixarmos uma das varia´veis passamos
a ter uma aplicac¸a˜o linear, portanto f e´ de facto uma aplicac¸a˜o linear.
Notemos que ker(f) = {u ∈ F n|u · ui = 0} ⇔ ker(f) = {u ∈ F n|u ∈ Lj : Lj⊥Li}.
Assim {Lj|Lj⊥Li} e´ o conjunto dos subespac¸os de dimensa˜o 1 de ker(f). Logo falta
apenas ver qual e´ a dimensa˜o de ker(f).
A matriz de f e´ o vetor ui, como este e´ na˜o nulo temos que car(Mf ) = 1, onde
Mf e´ a matriz da aplicac¸a˜o linear f . Logo dim(Im(f)) =car(Mf ) = 1. Assim, como
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dim(F n) = dim(ker(f)) + dim(Im(f)), temos dim(ker(f)) = n − dim(Im(f)) = n − 1 e
portanto o nu´mero de subespac¸os de dimensa˜o 1 de ker(f) e´ µ(n− 1). Ou seja
|{Lj|Lj⊥Li}| = µ(n− 1).
2.
Comecemos por considerar a seguinte aplicac¸a˜o, para um dado ui ∈ Li e uj ∈ Lj:
f : F n → F 2
u 7→ (u · ui, u · uj)
Da mesma forma que anteriormente, como o produto interno e´ uma aplicac¸a˜o bilinear, a
linearidade e´ preservada em cada componente da func¸a˜o f e como tal a aplicac¸a˜o e´ linear.
Temos ker(f) = {u ∈ F n|(u · ui, u · uj) = (0, 0)} que e´ equivalente a
ker(f) = {u ∈ F n|u ∈ Lk : Lk⊥Li ∧ Lk⊥Lj}. Assim {Lk|Lk⊥Li ∧ Lk⊥Lj} e´ o con-
junto dos subespac¸os de dimensa˜o 1 de ker(f). Logo falta apenas ver qual e´ a dimensa˜o
de ker(f).
Novamente temos que dim(F n) = dim(ker(f)) + dim(Im(f)). A matriz de f e´ dada
por Mf = (ui, uj), como i 6= j, as duas colunas ui e uj sa˜o linearmente independentes e
por isso car(Mf ) = 2. Logo dim(Im(f)) = 2 e dim(ker(f)) = n − dim(Im(f)) = n − 2.
Portanto o nu´mero de subespac¸os de dimensa˜o 1 de ker(f) e´ µ(n− 2). Ou seja
|{Lk|Lk⊥Li ∧ Lk⊥Lj}| = µ(n− 2)
3.
Seja x o vetor que corresponde a´ soma de todas as linhas da matriz T e xi as suas
coordenadas para i ∈ {1, . . . , µ(n)}. Enta˜o:
xi = |{Lj|Lj 6⊥ Li}| = |{Lj : 1 ≤ j ≤ µ(n)} \ {Lj|Lj⊥Li}|
= |{Lj : 1 ≤ j ≤ µ(n)}| − |{Lj|Lj⊥Li}| = µ(n)− µ(n− 1) (por 1)
= q
n − 1− qn−1 + 1
q − 1 = q
n−1
4.
Seja y(j) o vetor que corresponde a´ soma de todas as linhas da matriz T que teˆm entrada
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0 na coluna j e yi as suas coordenadas para i ∈ {1, . . . , µ(n)}. Enta˜o, yj = 0 e para i 6= j:
yi = |{Lk|Lk 6⊥ Li ∧ Lk ⊥ Lj}|
= |{Lk|Lk ⊥ Lj} \ {Lk|Lk⊥Li ∧ Lk ⊥ Lj}|
= |{Lk|Lk ⊥ Lj}| − |{Lk|Lk⊥Li ∧ Lk ⊥ Lj}|
= µ(n− 1)− µ(n− 2)
= q
n−1 − 1− qn−2 + 1
q − 1 = q
n−2 (por 1 e 2)
Demonstrac¸a˜o Teorema 2.6.
Notemos que podemos escrever os vertores {e1, . . . , eµ(n)} da base cano´nica de Qµ(n) como
combinac¸a˜o linear das linhas de T:
ej =
x
qn−1
− y(j)
qn−2
.
Podemos enta˜o concluir que o espac¸o vetorial gerado pelas linhas de T e´ Qµ(n) e portanto
a caracter´ıstica de T e´ µ(n) (porque Qµ(n) tem dimensa˜o µ(n) , logo como T tem µ(n)
linhas que geram o espac¸o, enta˜o essas linhas teˆm de ser linearmente independentes).
Logo T e´ invert´ıvel sobre Q.
Podemos agora demonstrar o teorema principal, para isso suponhamos que temos dois
(n, k)-co´digos, C e D, tais que existe um isomorfismo ψ : C → D que preserva o peso de
Hamming.
Notac¸a˜o 2.8. Seja X uma matriz geradora de C, (k × n) considere-se o isomorfismo
f : F k → C definido por f(u) = uX. f e´ um isomorfismo pois por definic¸a˜o de matriz
geradora e´ sobrejetivo e como as linhas de X sa˜o linearmente independentes e´ injetivo.
Nota 2.9. Observemos que, por definic¸a˜o, X e´ a matriz de f relativamente a´ base
cano´nica de F k e de F n. Ale´m disso, como f(Fu) = Ff(u), ∀u ∈ F k, enta˜o
f(Li) = f(Fui) = Ff(ui) =< f(ui) >, ou seja, f envia os subespac¸os unidimensio-
nais de F k em subespac¸os unidimensionais de C.
Notac¸a˜o 2.10. Considere-se g : F k → D definida como g = ψ ◦ f . E, por u´ltimo,
sejam c1, · · · , cn as colunas de X, denotemos por r o vetor coluna r = (r1, . . . , rµ(k))t,
com entradas:
ri = |{j : cj 6= 0 ∧ ctj ∈ Li}|
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Nota 2.11.
1. g e´ um isomorfismo porque e´ a composic¸a˜o de dois isomorfismos.
2. Se Y for a matriz do isomorfismo g relativamente a´ base cano´nica de F k e de F n,
enta˜o g(u) = uY, ∀u ∈ F k, logo, como g e´ isomorfismo, e´ sobrejetiva, e por isso
todos os elementos de D se escrevem da forma uY . Ou seja, Y e´ uma matriz
geradora de D.
3. Notemos que r nos indica a quantidade de colunas na˜o nulas de X, pois podemos
escrever o nu´mero de colunas nulas de X como n−∑µ(k)i=1 ri.
Lema 2.12. Seja T a matriz de ortogonalidade dos subespac¸os de dimensa˜o 1 de F k,
podemos interpretar Tr como o vetor coluna da lista dos pesos de Hamming dos subespac¸os
unidimensionais de C. Ou seja (Tr)i = wH(f [Li]).
Demonstrac¸a˜o. Considere-se enta˜o a matriz de ortogonalidade mencionada no enunci-
ado e o vetor r ja´ definido. Temos:
Tr =

t11 t12 · · · t1µ(k)
t21 t22 · · · t2µ(k)
... ... . . . ...
tµ(k)1 tµ(k)2 · · · tµ(k)µ(k)


r1
r2
...
rµ(k)
 =

∑µ(k)
i=1 t1iri∑µ(k)
i=1 t2iri
...∑µ(k)
i=1 tµ(k)iri

Sejam c1, · · · , cn as colunas de X, enta˜o
(Tr)i =
µ(k)∑
j=1
tijrj =
∑
j:Lj 6⊥Li
1 · rj +
∑
j:Lj⊥Li
0 · rj =
∑
j:Lj 6⊥Li
rj
=
∑
j:Lj 6⊥Li
|{ck : ck 6= 0 ∧ ctk ∈ Lj}| = |{ck : ck 6= 0 ∧ ctk ∈ Lj ∧ ui · ctk 6= 0}|
= |{ck : ck 6= 0 ∧ ui · ctk 6= 0}| = wH(uiX)
= wH(f(ui)) = wH(f [Li])
Nota 2.13. Se considerarmos o vetor r′ definido da mesma forma que o vetor r, mas
considerando agora as colunas em Y , temos (Tr′)i = wH(g[Li]). A demonstrac¸a˜o e´
ideˆntica a` do caso anterior, bastando substituir r por r′ e X por Y ate´ ao penu´ltimo
passo onde teremos enta˜o:
(Tr)i = wH(uiY ) = wH(g(ui)) = wH(g[Li])
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Teorema 2.14. Existe uma matriz Λ = DP , onde D e´ uma matriz diagonal e P uma
matriz de permutac¸a˜o, tal que, XΛ = Y .
Demonstrac¸a˜o. Comec¸amos por mostrar que (Tr)i = (Tr′)i, ∀i ∈ {1, · · · , µ(k)}
(Tr′)i = wH(g[Li]) = wH(g(ui)) = wH(ψ ◦ f(ui)) = wH(f(ui)) = wH(f [Li]) = (Tr)i
Logo Tr = Tr′. Mas como T tem matriz inversa em Q, aplicando a matriz inversa em
ambos os lados da equac¸a˜o obtemos, r = r′. Como r especifica o nu´mero de colunas na˜o
nulas, podemos concluir que X e Y teˆm o mesmo nu´mero de colunas na˜o nulas. Ale´m
disso, o nu´mero de colunas de X que pertencem a um dado subespac¸o unidimensional e´
o mesmo que o nu´mero de colunas de Y que pertencem ao mesmo espac¸o. Mas, como
os subespac¸os unidimensionais sa˜o gerados por um u´nico elemento, ou seja todos os
elementos de um dado Li sa˜o mu´ltiplos escalares de um seu gerador, temos que as colunas
de Y que pertencem a um dado Li sa˜o mu´ltiplos escalares das colunas de X que pertencem
a esse mesmo subespac¸o. Como r e r′ na˜o especificam a ordem das colunas, nenhuma
informac¸a˜o mais podemos retirar da igualdade. Conclu´ımos assim que a matriz Y pode
ser obtida da matriz X reordenando as colunas da u´ltima e multiplicando cada uma
destas por um escalar adequado, escalar este que sera´ uma unidade, pois F e´ corpo.
Em linguagem matema´tica temos enta˜o:
Y = X(DP ) (D matriz diagonal n× n e P matriz de permutac¸a˜o n× n)
= XΛ (Λ = DP )
Assim esta matriz Λ = DP = PD (pois estamos a trabalhar em corpos) define uma
transformac¸a˜o monomial ϕ : F n → F n, como visto no cap´ıtulo 1 na pa´gina 8. Falta
apenas verificar que quando restrita a C e´ igual a´ isometria de que partimos.
Seja enta˜o c ∈ C, ϕ(c) = cΛ, mas por definic¸a˜o de matriz geradora temos, ϕ(c) = uXΛ,
para algum u ∈ F k. Vamos ter enta˜o
ϕ(c) = uXΛ = uY = g(u) = ψ(f(u)) = ψ(c)
E temos, assim, o pretendido.
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Cap´ıtulo 3
Ane´is de Frobenius
Neste cap´ıtulo ale´m da definic¸a˜o de anel de Frobenius sa˜o apresentadas algumas das suas
propriedades. Propriedades estas responsa´veis pelo facto de a versa˜o do Teorema da
Extensa˜o para co´digos sobre ane´is finitos ser va´lida apenas nestes ane´is.
Teorema 3.1. Seja R um anel as seguintes condic¸o˜es sa˜o equivalentes:
1. R e´ Noetheriano a` direita e injetivo como R-mo´dulo a` direita.
2. R e´ Noetheriano a` esquerda e injetivo como R-mo´dulo a` direita.
3. R e´ Noetheriano a` direita e satisfaz as seguintes condic¸o˜es:
(a) r.annR(l.annR(A)) = A, ∀A ≤ R direito.
(b) l.annR(r.annR(A)) = A, ∀A ≤ R esquerdo.
4. R e´ artiniano dos dois lados e satisfaz 3a e 3b.
Demonstrac¸a˜o. Ver [8, Theorem 15.1].
Definic¸a˜o 3.2. Um anel que satisfaz alguma das condic¸o˜es do teorema 3.1 diz-se um
anel Quase Frobenius, QF.
Nota 3.3. Os ane´is QF podem ser tambe´m definidos como ane´is que sa˜o simultaneamente
noetherianos a´ esquerda (resp. direita) e injetivos a´ esquerda ([8, pa´g. 409]).
Teorema 3.4. Seja R um anel artiniano, enta˜o as seguintes condic¸o˜es sa˜o equivalentes,
para R = R/rad(R):
1. R e´ QF e soc(RR) ' RR.
2. R e´ QF e soc(RR) ' RR.
3. soc(RR) ' RR e soc(RR) ' RR.
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Demonstrac¸a˜o. Ver [8, Theorem 16.14].
Definic¸a˜o 3.5. Um anel que satisfaz alguma das condic¸o˜es do teorema 3.4 diz-se um
anel de Frobenius.
Corola´rio 3.6. Seja R um anel de Frobenius, enta˜o os seus socles a´ esquerda e a` direita
(soc(RR) e soc(RR)) sa˜o principais.
Demonstrac¸a˜o. Por definic¸a˜o temos soc(RR) ' RR e soc(RR) ' RR, mas RR e RR sa˜o
R-mo´dulos c´ıclicos, gerados por 1 + rad.
A seguinte propriedade dos ane´is de Frobenius finitos vai ser necessa´ria na 2a demons-
trac¸a˜o do teorema principal.
Lema 3.7. Seja R um anel finito de Frobenius, I ≤ R um ideal esquerdo e f, g : I → R
dois homomorfismos injetivos de mo´dulos esquerdos. Enta˜o, existe um automorfismo de
mo´dulos esquerdos h : R→ R tal que f = h ◦ g.
Demonstrac¸a˜o. Como R e´ de Frobenius, e´ injetivo como R-mo´dulo a´ esquerda. Pela
definic¸a˜o de injetividade e nas condic¸o˜es do enunciado temos que existe um homomorfismo
h′ : R→ R tal que h′ ◦ f = g.
I R
R
f
g
h′
Como h′ e´ um homomorfismo de R-mo´dulos a´ esquerda, vamos ter h′(r) = rh′(1),
∀r ∈ R. Ou seja, h′ fica determinado pelo valor de a = h′(1) ∈ R.
Mas enta˜o, g(x) = h′(f(x)) = f(x)a e como g e´ uma func¸a˜o injetiva,
{0} = ker(g) = {x ∈ I : f(x)a = 0}
Assim, se y ∈ Im(f) ∩ l.annR(a), enta˜o ∃x ∈ I : y = f(x) ∧ f(x)a = 0, logo x ∈ ker(g),
ou seja, x = 0 e Im(f) ∩ l.annR(a) = {0}.
Podemos enta˜o, tomando B = Im(f)⊕ l.annR(a), considerar o homomorfismo
pi : B → R
f(x) + y 7→ y
que esta´ bem definido, pois por estarmos a trabalhar com uma soma direta os elementos
de B escrevem-se de forma u´nica como soma de elementos de Im(f) e de l.annR(a).
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Novamente pela injetividade de R e considerando a inclusa˜o i : B → R, temos que existe
pi′ : R→ R tal que pi = pi′ ◦ i.
Assim, dado y ∈ l.annR(a) qualquer, y = pi(y) = pi′(y) = ypi′(1). Da mesma forma,
dado x ∈ I, 0 = pi(f(x)) = pi′(f(x)) = f(x)pi′(1).
Ou seja, denotando s = pi′(1) e fazendo uso do lema 1.4, temos que
y = ys⇔ y(1− s) = 0⇒ 1− s ∈ r.annR(l.annR(a)) = aR.
No entanto, s = pi′(1) ∈ r.annR(Im(f)). Logo
R = aR + r.annR(Im(f))
Assim, pelo Teorema de Bass (nota A.17), temos que ∃u ∈ R∗ : u ∈ a+ r.annR(Im(f)).
Finalmente considere-se o homomorfismo de R-mo´dulos a´ esquerda h : R→ R, definido
por h(x) = xu, que e´ claramente um automorfismo, pois possui homomorfismo inverso
h−1 : R → R, dado por h−1(x) = xu−1. Vamos enta˜o ter h(f(x)) = f(x)a + f(x)b, com
b ∈ r.annR(Im(f)). Logo ficamos com h(f(x)) = f(x)a = g(x) e temos o automorfismo
pretendido.
Nota 3.8. Seja R um anel e h : R → R um automorfismo de R-mo´dulos esquerdos,
enta˜o h(r) = ru para alguma unidade u de R.
O pro´ximo teorema da´-nos uma propriedade dos ane´is de Frobenius que sera´ fundamen-
tal para podermos concluir que qualquer anel de Frobenius possui um caractere gerador
direito. Facto este que sera´ fundamental par a 3a demonstrac¸a˜o do teorema principal.
Teorema 3.9. Seja R um anel finito, R̂R o R-mo´dulo de caracteres associado a RR e RR̂
o R-mo´dulo de caracteres associado a RR. Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
• R e´ anel de Frobenius.
• Como R-mo´dulos a` esquerda, R̂R ' RR.
• Como R-mo´dulos a` direita, RR̂ ' RR.
Demonstrac¸a˜o. Ver [16, Theorem 3.10].
Corola´rio 3.10. Seja R um anel finito, R e´ um anel de Frobenius se e so´ se admite um
caractere gerador direito.
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Demonstrac¸a˜o. Suponhamos que R admite um caractere gerador direito ou esquerdo,
enta˜o R̂ ' RR ou R̂ ' RR, logo pelo teorema 3.9, R e´ de Frobenius.
Reciprocamente, suponhamos que R e´ de Frobenius, enta˜o R̂ ' RR pelo teorema 3.9,
seja ψ : R → RR um isomorfismo. Como ψ e´ um isomorfismo de R-mo´dulos direitos,
enta˜o ψ(r) = ψ(1)r = χr,∀r ∈ R. Ou seja, χ e´ um caractere gerador direito.
E´ poss´ıvel encontrar uma outra demonstrac¸a˜o deste corola´rio em [6, Theorem 1].
De seguida iremos demonstrar uma outra propriedade, exposta na proposic¸a˜o 4.14 que
sera´ necessa´ria a´ 3a demonstrac¸a˜o do teorema principal.
Lema 3.11. Seja χ um caracter de um anel finito R. Enta˜o χ e´ um caracter gerador
direito se e so´ se kerχ na˜o possui ideais direitos diferentes de {0}.
Demonstrac¸a˜o. Dado χ um caractere direito de R e φ : R → R̂ o homomorfismo de
R-mo´dulos direitos definido por φ(r) = χr, comec¸amos por mostrar que x ∈ ker(φ) se e
so´ se xR ∈ ker(χ).
Tem-se que x ∈ ker(φ) se e so´ se χx(r) = 1,∀r ∈ R, o que e´ equivalente a xR ⊆ ker(χ).
Suponhamos agora que χ e´ um caractere gerador, enta˜o φ e´ um isomorfismo, ou seja,
e´ injetiva. Logo ker(φ) = {0} e pelo que vimos ∀x ∈ R \ {0}, xR * ker(χ). Vamos supor
que existe um ideal direito, J 6= {0}, em ker(χ), enta˜o para algum x ∈ J vamos ter
xR ⊆ J ⊆ ker(χ). Absurdo, logo ker(χ) na˜o possui ideais direitos diferentes de {0}.
Reciprocamente suponhamos que ker(χ) na˜o possui ideais direitos diferentes de {0}.
Logo, pelo que foi visto no in´ıcio da demonstrac¸a˜o, o u´nico elemento de ker(φ) e´ 0. Pelo
lema 1.6 |R| =
∣∣∣R̂∣∣∣. Logo φ e´ tambe´m sobrejetiva e por isso e´ um isomorfismo, ou seja, χ
e´ um caractere gerador direito.
Proposic¸a˜o 3.12. Seja R um anel finito de Frobenius, com caractere gerador direito χ,
seja M um R-mo´dulo direito finitamente gerado e HomR(M,R) o grupo dos homomor-
fismos de M em R. Enta˜o a aplicac¸a˜o f : HomR(M,R)→ M̂ , dada por f(λ) = χ ◦ λ e´
um homomorfismo injetivo de grupos abelianos.
Demonstrac¸a˜o. Comec¸amos por ver que e´ de facto um homomorfismo. Sejam λ1, λ2
elementos de HomR(M,R), f(λ1 + λ2)(x) = χ(λ1(x) + λ2(x)) = χ(λ1(x)) · χ(λ2(x)),
∀x ∈ R, porque χ e´ homomorfismo de (M,+) para (C, ·).
Vamos agora ver que ker(f) = {0}. Se λ ∈ ker(f), enta˜o χ(λ(M)) = 1, logo λ(M)
esta´ contido em ker(χ). Mas λ(M) e´ um ideal direito de R (pelas propriedades dos
homomorfismos vistas no cap´ıtulo 1), logo pelo lema 3.11 λ(M) = {0}. Ou seja,
λ = 0HomR(M,R).
Cap´ıtulo 4
Teorema da Extensa˜o em Ane´is
Finitos
Neste cap´ıtulo vais ser enta˜o feita a prova do seguinte teorema,
Teorema da Extensa˜o para Ane´is Finitos. Seja R um anel de Frobenius finito,
C ≤ Rn um R-co´digo esquerdo (ou direito) e ϕ : C → Rn um homomorfismo linear
esquerdo (ou direito) que preserva o peso de Hamming. Enta˜o ϕ pode ser estendido a
uma transformac¸a˜o monomial esquerda (ou direita) de Rn.
A ideia da primeira demonstrac¸a˜o, de abordagem combinato´ria, e´ provar um teorema
semelhante, mas utilizando pesos homoge´neos. No entanto, e´ poss´ıvel demonstrar que
para um dado peso homoge´neo, os monomorfismos que o preservam sa˜o exatamente os
homomorfismos que preservam o peso de Hamming. Estabelecendo assim uma relac¸a˜o
entre estes dois pesos e consequentemente entre os homomorfismos que os preservam
podemos demonstrar o teorema da extensa˜o, demonstrando uma versa˜o sua para os pesos
homoge´neos. Para isso vai ser necessa´rio alguns resultados sobre a func¸a˜o de Mo¨bius
para c.p.o.’s finitos. Esta func¸a˜o vai ser essencial para a demonstrac¸a˜o. A segunda
demonstrac¸a˜o baseia-se essencialmente na propriedade dos ane´is de Frobenius, que esta´
exposta no corola´rio 3.10, de que todo o anel de Frobenius possui um caractere gerador.
O objetivo das duas provas sera´ mostrar que o homomorfismo linear que preserva os
pesos ϕ : C → Rn satisfaz
ϕ(x) = ϕ(x1, · · · , xn) = (xσ(1)u1, · · · , xσ(n)un)
ou o ana´logo para o lado direito, para u1, · · · , un unidades de R e σ ∈ Sn. Se conseguirmos
provar que ϕ satisfaz esta condic¸a˜o, podemos claramente concluir que e´ restric¸a˜o de uma
transformac¸a˜o monomial, esquerda ou direita de Rn.
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4.1 Func¸a˜o de Mo¨bius e peso homoge´neo
Comec¸amos enta˜o por ver como podemos relacionar a func¸a˜o de Mo¨bius com pesos ho-
moge´neos.
Definic¸a˜o 4.1. Seja P um c.p.o. finito, Int(P ) o conjunto dos intervalos de P e
A = F(Int(P ),R) a A´lgebra Incidente de P sobre o anel dos nu´meros reais R (a de-
finic¸a˜o pode ser encontrada no subcap´ıtulo A.4 do anexo). Enta˜o a func¸a˜o de Mo¨bius,
µ : Int(P ) → R e´ a func¸a˜o inversa, em A, da func¸a˜o zeta, ζ : Int(P ) → R definida
por ζ([x, y]) = 1. Esta func¸a˜o pode ser definida recursivamente de duas formas, onde
µ(x, y) := µ([x, y]) para x ≤ y:
µ(x, x) = 1 e µ(x, y) = − ∑
x<z≤y
µ(z, y) se x < y
ou
µ(x, x) = 1 e µ(x, y) = − ∑
x≤z<y
µ(x, z) se x < y
Como pode ser verificado no in´ıcio do subcap´ıtulo A.4 do anexo A´lgebra Incidente.
Teorema (Fo´rmula da Inversa˜o de Mo¨bius). Seja P um c.p.o finito e g, f : P → R duas
func¸o˜es. Enta˜o as seguinte condic¸o˜es sa˜o equivalentes:
g(x) =
∑
y≤x
f(y), ∀x ∈ P
se e so´ se
f(x) =
∑
y≤x
g(y)µ(y, x), ∀x ∈ P.
Este teorema esta´ demonstrado no subcap´ıtulo A.4 do anexo A´lgebra Incidente e cor-
responde ao teorema A.23.
O pro´ximo lema e´ um resultado interme´dio que vai ser usado na demonstrac¸a˜o do
teorema 4.7.
Lema 4.2. Seja R um anel finito, L(R) o reticulado dos seus ideias esquerdos e I ∈ L(R).
Se o intervalo [{0} , I] e´ atomı´stico, enta˜o µ({0} , I) 6= 0.
Demonstrac¸a˜o.
Para podermos fazer esta prova precisamos de um resultado de [15, Equation 3.33] (pa´g.
317) que nos diz: Seja L um reticulado semimodular finito com minimo 0, ma´ximo 1 e
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a´tomo a, enta˜o
µ(0, 1) = − ∑
t coatomo
at
µ(0, t) (4.1)
Pore´m este resultado, quando exposto em [15] refere-se a reticulados semimodulares fi-
nitos, que e´ o caso, pois R e´ finito e [{0} , I] e´ um reticulado de submo´dulos de R como
R-mo´dulo e por isso e´ modular, logo semimodular pelo lema 1.5.
Note-se que seja A ≤ I, o intervalo [{0} , A] continua a ser um reticulado semimodular
finito atomistico com minimo {0} e ma´ximo A. Assim a equac¸a˜o 4.1 pode ser aplicada
em cada um desses intervalos.
Vamos enta˜o provar por induc¸a˜o que para qualquer A ≤ I de comprimento n temos
µ({0} , A) = (−1)n · cn(A), onde cn(A) e´ um nu´mero inteiro positivo.
Suponhamos que A ≤ I e´ um submo´dulo simples, ou seja, tem comprimento 1, l(A) = 1.
Enta˜o por definic¸a˜o de func¸a˜o de Mo¨bius,
µ({0} , A) = −µ({0} , {0}) = −1.
Se l(A) = 2 e considere-se S ≤ A minimal, ou seja, a´tomo. Enta˜o
µ({0} , A) = − ∑
T coatomo
ST
µ(0, T ).
Mas l(T ) = 1, logo ficamos com,
µ({0} , A) = −(−1) · |{T ≤ A : S  A}| = (−1)2 · c2(A).
onde temos, claramente, c2(A) > 0.
Supomos agora que o que pretendemos demonstrar e´ va´lido para qualquer A ≤ I
com l(A) = n. Seja enta˜o A ≤ I e S ≤ A simples, tal que l(A) = n + 1, temos
µ({0} , A) = − ∑
T coatomo
ST
µ(0, T ). Por hipo´tese ficamos com:
µ({0} , A) = − ∑
T coatomo
ST
(−1)ncn(T ) = (−1)n+1 ·
∑
T coatomo
ST
cn(T ) = (−1)n+1 · cn+1(A).
Como cn+1(A), por hipo´tese e´ a soma de nu´meros naturais na˜o nulos, enta˜o e´ tambe´m um
nu´mero natural na˜o nulo. Como I e´ submo´dulo dele pro´prio, temos assim o pretendido.
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De seguida vamos definir uma relac¸a˜o de equivaleˆncia e provar um resultado interme´dio
que nos vai ajudar em alguns ca´lculos interme´dios nas futuras provas.
Seja R um anel finito, considere-se o conjunto parcialmente ordenado pela inclusa˜o
IP (R) = {Rx | x ∈ R}.
Lema 4.3. Para x ∈ R, o conjuto R∗x = {rx | r ∈ R∗} e´ o conjunto de todos os
geradores de Rx e temos ainda,
|R∗x| = ∑
Ry≤Rx
|Ry|µ(Ry,Rx).
Demonstrac¸a˜o.
Vamos comec¸ar por provar a primeira afirmac¸a˜o.
Seja Gx = {Geradores de Rx}. O objetivo e´ provar que R∗x = Gx. Seja enta˜o,
u ∈ R∗, claramente Rux ⊆ Rx. Seja agora rx ∈ Rx, rx = ru−1ux ∈ Rux, logo tambe´m
Rx ⊆ Rux. Assim, Rux = Rx. Logo ux e´ gerador de Rx.
Temos enta˜o R∗x ⊆ Gx.
Seja agora y ∈ Gx, enta˜o Rx = Ry. Ale´m disso ∃a ∈ R : y = ax. Considere-se agora o
epimorfismo de R-mo´dulos a´ esquerda,
ϕ : R→ Rx
r 7→ rx
Assim, y = ϕ(a). Mas, como ϕ e´ um homomorfismo, temos,
ϕ(Ra) = Rϕ(a) = Ry = Rx = ϕ(R).
Seja agora r ∈ R, enta˜o existe r′ ∈ R tal que ϕ(r) = ϕ(r′a) ⇒ r − r′a ∈ ker(ϕ), logo
∃k ∈ ker(ϕ) : r − r′a = k ⇔ r = r′a + k. Logo R ⊆ Ra + ker(ϕ), como, claramente
tambe´m temos Ra+ ker(ϕ) ⊆ R, ficamos com R = Ra+ ker(ϕ).
Podemos enta˜o usar o Teorema de Bass para concluir que a+ker(ϕ) possui uma unidade
de R. Seja u ∈ R∗ essa unidade, temos que u = a+ b, para b ∈ ker(ϕ). Mas enta˜o
ux = ax+ bx = ax = y.
Logo y ∈ R∗x e, finalmente, R∗x = Gx.
Para a segunda parte da lema iremos usar fo´rmula da inversa˜o de Mo¨bius (teorema
4.1) no c.p.o. IP (R). Comecemos por demonstrar que |Rx| = ∑Ry≤Rx|R∗y|.
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A relac¸a˜o bina´ria em R × R, definida por x ∼ y se e so´ se Rx = Ry, para x, y ∈ R e´
uma relac¸a˜o de equivaleˆncia: Note-se agora que as classes de equivaleˆncia desta relac¸a˜o
sa˜o precisamente os conjuntos R∗x, pois dois elementos sa˜o equivalentes se e so´ se sa˜o
geradores de um mesmo ideal principal. Como ∼ e´ uma relac¸a˜o de equivaleˆncia, a unia˜o
das suas classes formam uma partic¸a˜o de todo o conjunto. Assim, considere-se a relac¸a˜o
apenas no ideal Rx, as classes de equivaleˆncia dos elementos deste conjunto formam uma
partic¸a˜o dele, ou seja,
Rx =
·⋃
y∈Rx
R∗y
Logo |Rx| = |
·⋃
y∈Rx
R∗y| = ∑
Ry≤Rx
|R∗y|.
Tomando agora, f(Rx) =
∑
Ry≤Rx
|R∗x| e g(Rx) = |Rx|, que sa˜o func¸o˜es de IP (R) em R
e que por isso satisfazem as condic¸o˜es necessa´rias para podermos aplicar a inversa˜o de
Mo¨bius, obtemos o resultado desejado se o fizermos.
Nota 4.4. Usando a primeira condic¸a˜o do lema anterior temos que, se Rx = Ry, enta˜o
|R∗x| = |R∗y|.
Podemos assim provar o seguinte teorema que nos da´ uma definic¸a˜o alternativa de peso
homoge´neo
Teorema 4.5. Uma func¸a˜o peso num anel finito R e´ homoge´neo se e so´ se existe um
nu´mero real c ≥ 0 tal que
wt(x) = c
(
1− µ(0, Rx)|R∗x|
)
, ∀x ∈ R \ {0}
Demonstrac¸a˜o. Comec¸amos por provar a primeira implicac¸a˜o. Suponhamos enta˜o que
temos um peso homogeˆneo, wt, ou seja, um peso que satisfaz:
1. Se Rx = Ry, enta˜o wt(x) = wt(y),∀x, y ∈ R.
2. Existe um nu´mero real c ≥ 0 tal que
∑
y∈Rx
wt(y) = c|Rx|, ∀x ∈ R \ {0}.
e consideremos a func¸a˜o f : IP (R)→ R definida por
f(Rx) = (c− wt(x))|R∗x|.
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Esta func¸a˜o esta´ bem definida pela condic¸a˜o 1 e pela nota 4.4, ou seja, se Rx = Ry, enta˜o
wt(x) = wt(y) e |R∗x| = |R∗y|, assim f(Rx) = f(Ry). Ale´m disso temos
∑
Ry⊆Rx
f(Ry) =
∑
y∈Rx
(c− wt(y)). (4.2)
Porque, ∑
Ry⊆Rx
f(Ry) =
∑
Ry⊆Rx
(c− wt(y))|R∗y| = ∑
Ry⊆Rx
∑
y′∈R∗y
(c− wt(y))
e considerando agora a relac¸a˜o de equivaleˆncia, ∼, definida na prova do lema 4.3, R∗y
sa˜o as suas classes de equivaleˆncia e por isso ficamos com
∑
Ry⊆Rx
∑
y′∈R∗y
(c− wt(y)) = ∑
y∈Rx
(c− wt(y)).
Usando agora a condic¸a˜o 2 da definic¸a˜o de peso homoge´neo, podemos concluir que
∑
y∈Rx
(c− wt(y)) = ∑
y∈Rx
c− ∑
y∈Rx
wt(y) = c|Rx| − ∑
y∈Rx
wt(y) = 0, ∀x ∈ R \ {0}
Ficamos enta˜o com ∑
Ry⊆Rx
f(Ry) = 0, ∀x ∈ R \ {0}.
Tomemos agora a func¸a˜o g : IP (R)→ R definida por
g(Rx) =

0, se x ∈ R \ {0}
c, se x = 0
Como f({0}) = c, podemos ver a igualdade obtida anteriormente como
∑
Ry⊆Rx
f(Ry) = g(Rx).
Aplicando a inversa˜o de Mo¨bius obtemos,
f(Rx) =
∑
Ry⊆Rx
g(Ry)µ(Ry,Rx) = cµ(0, Rx)
Resolvendo a equac¸a˜o ficamos com:
(c− wt(x))|R∗x| = cµ(0, Rx) ⇔ wt(x) = c(1− µ(0, Rx)|R∗x| ), ∀x ∈ R
Reciprocamente, seja wt um peso e suponhamos que existe um nu´mero real positivo, c
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tal que
wt(x) = c(1− µ(0, Rx)|R∗x| ), ∀x ∈ R
Queremos agora ver que wt e´ um peso homogeˆneo, ou seja que se verificam 1 e 2. Se
Rx = Ry, enta˜o, pela nota 4.4
wt(Rx) = c(1− µ(0, Rx)|R∗x| ) = c(1−
µ(0, Ry)
|R∗y| ) = wt(Ry)
Considere-se de novo a func¸a˜o f : IP (R) → R, que continua bem definida, pois ja´
provamos que 1 se verifica. Temos tambe´m de novo que a igualdade (4.2) e´ va´lida.
Vejamos agora como podemos expressar f(Rx) em func¸a˜o de c e da func¸a˜o µ:
f(Rx) = (c− wt(x))|R∗x| =
(
c− c
(
1− µ(0, Rx)|R∗x|
))
|R∗x|
= c
(
µ(0, Rx)
|R∗x|
)
|R∗x| = cµ(0, Rx)
Considerando de novo a mesma func¸a˜o g : IP (R) → R, podemos ver a igualdade acima
como
f(Rx) =
∑
Ry⊆Rx
g(Ry)µ(Ry,Ry)
aplicando a inversa˜o de Mo¨bius temos:
g(Rx) =
∑
Ry⊆Rx
f(Ry).
Logo ∑
Ry⊆Rx
f(Ry) = 0, ∀x ∈ R \ {0}.
Pela equac¸a˜o 4.2 ficamos com
∑
y∈Rx
(c− wt(y)) = 0⇔ ∑
y∈Rx
wt(y) =
∑
y∈Rx
c⇔ ∑
y∈Rx
wt(y) = c|Rx|, ∀x ∈ R \ {0}
Verifica-se assim a 2a condic¸a˜o, logo wt e´ homogeˆneo.
O pro´ximo lema tem como objetivo auxiliar a demonstrac¸a˜o do teorema 4.7.
Lema 4.6. Seja R um anel, I ≤ R um ideal esquerdo na˜o nulo qualquer, wt um peso
homoge´neo e c ∈ R+ a constante relativa a esse peso. Enta˜o as seguintes condic¸o˜es sa˜o
equivalentes:
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1.
∑
Rx≤I
µ(0, Rx) = 0.
2.
∑
y∈I
wt(y) = c|I|.
Demonstrac¸a˜o.
(1)⇒ (2).
Pelo teorema 4.5 temos
∑
x∈I
wt(x) =
∑
x∈I
c
(
1− µ(0, Rx)|R∗x|
)
=
∑
x∈I
c+
∑
x∈I
c
µ(0, Rx)
|R∗x|
= c|I|+ c ∑
Rx≤I
|R∗x| µ(0, Rx)|R∗x|
= c|I|+ c ∑
Rx≤I
µ(0, Rx)
= c|I| (por hipo´tese)
(2)⇒ (1).
Da demonstrac¸a˜o da primeira implicac¸a˜o retiramos que
∑
x∈I
wt(x) = c|I|+ c ∑
Rx≤I
µ(0, Rx)
Como, por hipo´tese
∑
y∈I
wt(y) = c|I|, enta˜o c∑Rx≤I µ(0, Rx) = 0, ou seja, ∑Rx≤I µ(0, Rx) =
0, pois c e´ na˜o nulo.
Teorema 4.7. As seguintes condic¸o˜es sa˜o equivalentes para um anel finito R, um peso
homogeˆneo, wt e c ∈ R+:
1. O soc(RR) e´ principal a` esquerda.
2. Para todo o ideal esquerdo na˜o nulo I ≤ RR,
∑
y∈I
wt(y) = c|I|.
Demonstrac¸a˜o.
(1)⇒ (2).
Suponhamos que soc(RR) e´ principal a´ esquerda, queremos mostrar que
∑
Rx≤I
µ(0, Rx) = 0.
Considere-se I ≤ RR, enta˜o I
⋂
soc(RR) e´ um ideal esquerdo principal e corresponde ao
soc(I), se virmos I como mo´dulo esquerdo. E´ um ideal esquerdo porque e´ a intersec¸a˜o de
ideais esquerdos e e´ principal porque qualquer submo´dulo de soc(RR) e´ c´ıclico pelo lema
1.1 e por isso principal. Ale´m disso, como R e´ artiniano, conte´m submo´dulos simples.
Logo I ⋂ soc(RR) 6= {0}.
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Note-se agora que como soc(I) e´ c´ıclico, todos os seus submo´dulos sa˜o principais, pelo
lema 1.1 e por isso pertencem a IP (R). Se considerarmos a func¸a˜o de Mo¨bius em IP (R)
por definic¸a˜o temos
∑
0≤Rx≤soc(I)
µ(0, Rx) = 0.
Assim,
∑
Rx≤I
µ(0, Rx) =
∑
0≤Rx≤soc(I)
µ(0, Rx) +
∑
Rx≤I
Rxsoc(RR)
µ(0, Rx)
=
∑
Rx≤I
Rxsoc(RR)
µ(0, Rx)
Para finalizar assumimos que existe Rx ≤ I tal que Rx  soc(RR) e µ(0, Rx) 6= 0.
Suponhamos tambe´m que esse tal Rx e´ minimal em relac¸a˜o a essa propriedade. Por
definic¸a˜o de µ temos,
0 =
∑
Ry≤Rx
µ(0, Ry) =
∑
Ry≤soc(Rx)
µ(0, Ry) +
∑
Ry<Rx
Rysoc(RR)
µ(0, Ry) + µ(0, Rx)
= µ(0, Rx) (contradic¸a˜o)
Note-se que
∑
Ry<Rx
Rysoc(RR)
µ(0, Ry) = 0, porque, por minimalidade de Rx, µ(0, Ry) = 0,
∀Ry < Rx tal que Ry  soc(RR). Como obtivemos uma contradic¸a˜o tal Rx na˜o existe e
por isso ∀Rx ≤ I tal que Rx  soc(RR), temos µ(0, Rx) = 0. Logo
∑
Rx≤I
Rxsoc(RR)
µ(0, Rx) = 0.
Assim, ∑
Rx≤I
µ(0, Rx) = 0
Pelo lema 4.6 temos enta˜o o pretendido.
(2)⇒ (1).
Suponhamos que para todo o ideal esquerdo na˜o nulo I ≤ RR,
∑
y∈I
wt(y) = c|I|. Nova-
mente pelo lema 4.6 temos enta˜o que
∑
Rx≤I
µ(0, Rx) = 0.
Para demonstrarmos que soc(RR) e´ ideal esquerdo principal, ou seja que e´ principal,
porque soc(RR) e´ sempre ideal esquerdo, vamos supor que na˜o o e´. De seguida conside-
ramos um ideal I ≤ RR contido em soc(RR), na˜o principal e minimal em relac¸a˜o a esta
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propriedade (existe porque R e´ artiniano). Denotando por µL a func¸a˜o de Mo¨bius no
conjunto de todos os ideais de R, munido com a relac¸a˜o de inclusa˜o, temos por definic¸a˜o,
0 =
∑
J≤I
µL(0, J) =
∑
J<I
µL(0, J) + µL(0, I) =
∑
Rx≤I
µ(0, Rx) + µL(0, I)
= µL(0, I) (por hipo´tese)
Mas I ≤ soc(R), ou seja, I, quando visto como submo´dulo, e´ semisimples, que neste
caso e´ equivalente a´ condic¸a˜o de o intervalo [0, I] ser atomı´stico, como e´ observado no
cap´ıtulo 1. Assim, pela proposic¸a˜o 4.2 temos que µL(0, I) 6= 0. Absurdo, logo soc(R) e´
principal.
4.2 Relac¸a˜o entre os pesos homoge´neo e de Hamming
Nesta secc¸a˜o vamos enta˜o ver qual a relac¸a˜o dos dois pesos e perceber de que forma
provando o teorema principal para pesos homoge´neos podemos generalizar para a versa˜o
com pesos de Hamming. Vamos comec¸ar por fixar um peso homoge´neo no anel R, com
base no resultado do teorema 4.5:
whom : R→ R
x 7→ 1− µ(0, Rx)|R∗x|
Ou seja, com c = 1. Este, induz uma func¸a˜o peso em Rn da seguinte forma,
w
(n)
hom : Rn → R
x 7→
n∑
i=1
whom(pii(x))
Onde pii denota o homomorfismo que projeta os elementos de Rn na sua i-e´sima coorde-
nada. A este peso chamaremos peso homoge´neo de Rn.
Definic¸a˜o 4.8. Seja C um R-co´digo de comprimento n e f : Rn → R, tal que se
Rx = Ry, enta˜o f(x) = f(y). Um homomorfismo de R-mo´dulos ϕ : C → Rn e´ chamado
de f-isometria se satisfaz:
fϕ(c) = f(c), ∀c ∈ C.
Se f for o peso homoge´neo de Rn definido atra´s, chamamos a ϕ uma isometria homoge´nea.
Se f for o peso de Hamming, chamamos a ϕ uma isometria de Hamming ou apenas
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isometria.
Lema 4.9. Seja R um anel finito de Frobenius, C um R-co´digo de comprimento n e
ϕ : C → Rn uma isometria homoge´nea, enta˜o as duas seguintes afirmac¸o˜es sa˜o va´lidas:
1. 1|C|
∑
c∈C w
(n)
hom(c) = |{i|pii(C) 6= {0}}|.
2. |{i|pii(C) = {0}}| = |{i|piiϕ(C) = {0}}|.
Demonstrac¸a˜o.
1 Como R e´ um anel de Frobenius, o seu socle e´ principal e por isso podemos usar o
teorema 4.7. Relembremos ainda que pelo teorema do isomorfismo temos que dado um
homomorfismo de mo´dulos h : M → N ,
Im(h) ' Mker(h) .
Assim se considerarmos o homomorfismo pii e lembrando que ker(pii
∣∣∣
C
) = C ∩ ker(pii),
temos
pii(C) ' C
C ∩ ker(pii)
Logo |pii(C)| = |C||C∩ker(pii)| . Notemos ainda que seja r ∈ R e A = {c ∈ C : pii(c) = r},
enta˜o |A| = |C ∩ ker(pii)|. Isto acontece porque para c1, c2 ∈ A,
pii(c1) = pi2(c2)⇔ pii(c1 − c2) = 0⇔ c1 − c2 ∈ C ∩ ker(pii)
logo, seja c1 ∈ A, ∀c ∈ A, c = c1 + k, k ∈ C ∩ ker(pii).
Ale´m disso pii(C) e´ um ideal esquerdo de RR. Assim se pii(C) 6= {0}, pelo teorema 4.7
temos enta˜o: ∑
x∈pii(C)
whom(x) = |pii(C)| .
Assim |C ∩ ker(pii)|∑x∈pii(C)whom(x) = |C|
Logo,
∑
c∈C
w
(n)
hom(c) =
∑
c∈C
n∑
i=1
whom(pii(c))
=
n∑
i=1
∑
x∈pii(C)
|{c ∈ C|pii(c) = x}|whom(x)
=
n∑
i=1
|C ∩ ker(pii)|
∑
x∈pii(C)
whom(x)
= |C| · |{i|pii(C) 6= {0}}|
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A passagem da penu´ltima para a u´ltima igualdade faz-se dividindo a soma principal em
duas outras, a primeira soma |C ∩ ker(pii)|∑x∈pii(C)whom(x) apenas para as coordenadas
tais que pii(C) 6= {0}, a segunda para as coordenadas com pii(C) = {0}. No entanto,
como whom(0) = 0, a segunda soma e´ 0 e portanto ficamos so´ com a primeira. O primeiro
resultando obteˆm-se enta˜o dividindo a igualdade por |C|.
2 Pelo Teorema do Isomorfismo temos que
Im(ϕ) ' Cker(ϕ)
Logo,
|ϕ(C)| = |C||ker(ϕ)| ⇔ |ϕ(C)| · |ker(ϕ)| = |C|
Ale´m disso notemos que se C e´ um R-co´digo, enta˜o como ϕ(C) ≤ Rn e´ tambe´m um
R-co´digo. Assim,
|{i|pii(C) 6= {0}}| = 1|C|
∑
c∈C
wnhom(c)
= 1|ϕ(C)| · |ker(ϕ)|
∑
c∈C
wnhom(c)
= 1|ϕ(C)| · |ker(ϕ)|
∑
c∈C
wnhom(ϕ(c))
(Porque ϕ e´ uma isometria homoge´nea)
= 1|ϕ(C)| · |ker(ϕ)|
∑
d∈ϕ(C)
wnhom(d) · |{c ∈ C|ϕ(c) = d}|
= 1|ϕ(C)| · |ker(ϕ)|
∑
d∈ϕ(C)
wnhom(d) · |ker(ϕ)|
= 1|ϕ(C)|
∑
d∈ϕ(C)
wnhom(d)
= |{i|pii(ϕ(C)) 6= {0}}| (Por 1)
Logo, claramente |{i|pii(C) = {0}}| = |{i|piiϕ(C) = {0}}|.
Seja M um R-mo´dulo esquerdo, denotemos por F (RM,R) o espac¸o vetorial de todas
as func¸o˜es f : RM → R, tais que se Rx = Ry, enta˜o f(x) = f(y), ∀x, y ∈ M . O
objetivo seguinte e´ mostrar que os pesos wnhom e wH , onde wH e´ o peso de Hamming, sa˜o
iguais. Para isso vamos definir duas aplicac¸o˜es lineares de F (RM,R) em F (RM,R), Σ e
∆ e demonstrar que estas duas aplicac¸o˜es sa˜o inversas uma da outra. Para conseguirmos
demonstrar o que pretendemos iremos necessitar de um teorema, que tambe´m iremos
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demonstrar, que nos da´ uma fo´rmula de inversa˜o para elementos de F (RM,R) ideˆntica a´
fo´rmula da inversa˜o de Mo¨bius.
Definimos enta˜o a func¸a˜o
K : M ×M → R
(x, y) 7→ |Rx||R∗x| ·
|Ry|
|R∗y| · µ(Rx,Ry)
onde µ denota a func¸a˜o de Mo¨bius no conjunto {Rx|x ∈ M} e as aplicac¸o˜es
Σ,∆ : F (RM,R)→ F (RM,R) dadas por
(Σ(f))(x) = Σf(x) = 1|R|
∑
r∈R
f(rx)
e
(∆(f))(x) = ∆f(x) = 1|R|
∑
r∈R
f(rx)K(rx, x), ∀x ∈M
Teorema 4.10. Dado um R-mo´dulo esquerdo M e f, g ∈ F (RM,R) as seguintes condic¸o˜es
sa˜o equivalentes:
1. g(x) = 1|R|
∑
r∈R
f(rx),∀x ∈M
2. f(x) = 1|R|
∑
r∈R
g(rx)K(rx, x),∀x ∈M
Demonstrac¸a˜o.
(1)⇒ (2)
Comecemos por notar que seja x ∈ R o l.annr(x) e´ o nu´cleo do homomorfismo sobrejetivo
h : R → Rx definido por h(r) = rx, ∀r ∈ R. Logo pelo teorema do isomorfismo, temos
que R/l.annR(x) ' Rx. Daqui podemos concluir que |l.annR(x)| = |R||Rx| . Notemos ainda
que seja t ∈ Rx e A = {r ∈ R : rx = t}, enta˜o |A| = |ker(h)| = |l.annR(x)|. Isto acontece
pois para r1, r2 ∈ A,
h(r1) = h(r2)⇔ h(r1 − r2) = 0⇒ r1 − r2 ∈ ker(h)
logo, seja r1 ∈ A, ∀r ∈ A, r = r1 + k, k ∈ ker(h).
Temos enta˜o,
g(x) = 1|R|
∑
r∈R
f(rx) = 1|R|
∑
t∈Rx
f(t) |A|
= 1|R|
∑
t∈Rx
f(t) |l.annR(x)| = 1|R|
∑
t∈Rx
f(t) · |R||Rx|
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=
∑
t∈Rx
f(t) · 1|Rx| =
∑
Rt≤Rx
f(t) · |R
∗t|
|Rx|
Considere-se agora as func¸o˜es α, β : {Rx : x ∈M} → R definidas por α(Rx) = g(x) |Rx|
e β(Rx) = f(x) |R∗x|, enta˜o
α(Rx) =
∑
Rt≤Rx
f(t) · |R∗t| = ∑
Rt≤Rx
β(Rt)
aplicando a inversa˜o de Mo¨bius, ficamos com:
f(x) |R∗x| = β(Rx) = ∑
Rt≤Rx
α(Rt)µ(Rt,Rx) =
∑
Rt≤Rx
g(t) · |Rt|µ(Rt,Rx)
Logo,
f(x) =
∑
Rt≤Rx
g(t) · |Rt||R∗x| · µ(Rt,Rx) =
∑
t∈Rx
g(t) · |Rt||R∗x| · |R∗t| · µ(Rt,Rx)
=
∑
t∈Rx
g(t) · 1|Rx| ·
|Rt| · |Rx|
|R∗x| · |R∗t| · µ(Rt,Rx) =
∑
t∈Rx
g(t) · 1|Rx| ·K(t, x)
= 1|R|
∑
t∈Rx
g(t) · |R||Rx| ·K(t, x) =
1
|R|
∑
t∈Rx
g(t) · |annR(x)| ·K(t, x)
= 1|R|
∑
r∈R
g(t)K(t, x)
(2)⇒ (1)
Analogamente temos:
f(x) = 1|R|
∑
r∈R
g(rx)K(rx, x) = 1|R|
∑
t∈Rx
g(t) |A|K(t, x)
= 1|R|
∑
t∈Rx
g(t) |l.annR(x)|K(t, x) = 1|R|
∑
t∈Rx
g(t) · |R||Rx|K(t, x)
=
∑
t∈Rx
g(t) · |Rt||R∗x| · |R∗t| · µ(Rt,Rx) =
∑
Rt≤Rx
g(t) · |Rt||R∗x| · µ(Rt,Rx)
Considerando novamente as func¸o˜es α e β,
β(Rx) =
∑
Rt≤Rx
g(t) · |Rt|µ(Rt,Rx) = ∑
Rt≤Rx
α(Rt)µ(Rt,Rx)
aplicando a inversa˜o de Mo¨bius, ficamos com:
g(x) · |Rx| = α(Rx) = ∑
Rt≤Rx
β(Rt) =
∑
Rt≤Rx
f(t) · |R∗t|
FCUP 41
Teorema da Extensa˜o de MacWilliams
Logo,
g(x) =
∑
Rt≤Rx
f(t) · |R
∗t|
|Rx| =
∑
t∈Rx
f(t) · 1|Rx|
= 1|R|
∑
t∈Rx
f(t) · |R||Rx| =
1
|R|
∑
t∈Rx
f(t) |l.annR(x)|
= 1|R|
∑
t∈Rx
f(t) |A| = 1|R|
∑
r∈R
f(rx)
Corola´rio 4.11. Σ e ∆ sa˜o aplicac¸o˜es lineares inversas, ou seja, (Σ ◦ ∆)(f) = f e
(∆ ◦ Σ)(f) = f .
Demonstrac¸a˜o. Seja g = Σf ∈ F (RM), pelo teorema 4.10 f = ∆(Σf) = (∆ ◦ Σ)(f).
Analogamente seja g = ∆f ∈ F (RM), pelo teorema 4.10 f = Σ(∆f) = (Σ ◦∆)(f).
Proposic¸a˜o 4.12. Tomando RM = Rn como R-mo´dulo esquerdo temos:
Σw(n)hom = wH e ∆wH = w
(n)
hom
Demonstrac¸a˜o. Para qualquer x ∈ Rn,
Σw(n)hom(x) =
1
|R|
∑
r∈R
w
(n)
hom(rx) =
1
|R|
∑
t∈Rx
w
(n)
hom(t) · |annR(x)|
= 1|Rx|
∑
r∈R
w
(n)
hom(rx) = |{i|pii(Rx) 6= {0}}| (por 4.9)
= |{i|pii(x) 6= {0}}| = wH(x)
Pelo corola´rio 4.11 temos,
∆(Σw(n)hom)(x) = ∆wH(x)⇔ w(n)hom(x) = ∆wH(x), ∀x ∈ Rn
Proposic¸a˜o 4.13. Seja C um R-co´digo de comprimento n e f ∈ F (Rn,R). Uma
aplicac¸a˜o R-linear ϕ : C → Rn e´ uma f -isometria se e so´ se e´ uma (Σf)-isometria.
Demonstrac¸a˜o. Suponhamos que ϕ e´ uma f -isometria, enta˜o fϕ = f Logo,
(Σf)ϕ(c) = 1|R|
∑
r∈R
f(rϕ(c)) = 1|R|
∑
r∈R
f(ϕ(rc))
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= 1|R|
∑
r∈R
fϕ(rc) = (Σ(fϕ))(c)
= (Σf)(c), ∀c ∈ C
Por isso ϕ e´ tambe´m uma (Σf)-isometria.
Suponhamos agora que ϕ e´ uma (Σf)-isometria, enta˜o (Σf)ϕ = Σf . Pelos ca´lculos
anteriores tambe´m temos Σf = (Σf)ϕ = Σ(fϕ). Assim, pelo corola´rio 4.11 temos,
f = (∆◦Σ)(f) = ∆(Σ(fϕ)) = (∆◦Σ)(fϕ) = fϕ. Logo ϕ e´ tambe´m uma f -isometria.
A pro´xima proposic¸a˜o da´-nos enta˜o o resultado final que pretend´ıamos com esta secc¸a˜o.
Proposic¸a˜o 4.14. Seja ϕ : C → Rn uma aplicac¸a˜o R-linear a` esquerda, enta˜o ϕ e´ uma
isometria homoge´nea injetiva, se e so´ se e´ uma isometria de Hamming.
Demonstrac¸a˜o. Comecemos por supor que ϕ e´ uma isometria de Hamming, ou seja,
uma wH-isometria. Como wH = Σwnhom, pela proposic¸a˜o 4.13 temos que ϕ e´ tambe´m
uma wnhom-isometria, logo uma isometria homoge´nea. Falta apenas ver que e´ injetiva,
mas uma isometria de Hamming e´ sempre injetiva porque,
ker(ϕ) = {c ∈ C|ϕ(c) = 0}
= {c ∈ C|wH(c) = wH(ϕ(c)) = wH(0) = 0}
= {0}
Reciprocamente, suponhamos que ϕ e´ uma isometria homoge´nea injetiva, logo e´ tambe´m
uma (Σwnhom)-isometria e por isso, uma isometria de Hamming, novamente por 4.13.
4.3 Uma Demonstrac¸a˜o Combinato´ria
Podemos agora, finalmente provar a versa˜o do teorema da extensa˜o para pesos ho-
moge´neos e sobre ane´is de Frobenius.
Teorema 4.15. Seja R um anel finito de Frobenius, C um R-co´digo de comprimento n
e ϕ : C → Rn uma aplicac¸a˜o R-linear a` esquerda injetiva, enta˜o as seguintes condic¸o˜es
sa˜o equivalentes:
1. ϕ e´ uma isometria homoge´nea;
2. ϕ e´ a restric¸a˜o de uma transformac¸a˜o monomial de Rn.
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Demonstrac¸a˜o. Comecemos por ver que Rx ' Rxu, onde u ∈ R∗. Para isso considere-
se o homomorfismo de mo´dulos:
f : Rx→ Rxu
rx 7→ rxu
Esta aplicac¸a˜o tem um homomorfismo inverso que e´
f ′ : Rxu→ Rx
rxu 7→ rxuu−1
Logo f e´ um isomorfismo e por isso Rx ' Rxu. Mas enta˜o se estes dois mo´dulos sa˜o
isomorfos, teˆm a mesma estrutura e portanto µ(0, Rx) = µ(0, Rxu) e |R∗x| = |R∗xu|
Assim, temos
whom(x) = 1− µ(0, Rx)|R∗x| = 1−
µ(0, Rxu)
|R∗xu| = whom(xu)
Suponhamos enta˜o que ϕ e´ a restric¸a˜o de uma transformac¸a˜o monomial esquerda, ou
seja, ∃T : Rn → Rn definida por T (x1, · · · , xn) = (xσ(1)u1, · · · , xσ(n)un) Onde u1, · · · , un
sa˜o unidades de R. Queremos ver se T e´ uma isometria homoge´nea, ou seja, se preserva
o peso homoge´neo. Se isso se verificar enta˜o ϕ tambe´m preservara´ o peso homoge´neo,
porque e´ uma restric¸a˜o de T e como tal e´ uma isometria homoge´nea. Seja enta˜o,
wnhom(T (x1, · · · , xn)) = wnhom(xσ(1)u1, · · · , xσ(n)un)
=
n∑
i=1
whom(xσ(1)u1) =
n∑
i=1
whom(xσ(1))
=
n∑
i=1
whom(xi) = wnhom(x1, · · · , xn)
Logo T e´ uma isometria homoge´nea e ϕ tambe´m.
Suponhamos agora que ϕ e´ uma isometria homoge´nea e seja D := ϕ(C). Supomos
tambe´m que C na˜o possui coordenadas nulas, logo pelo lema 4.9 podemos concluir que
D tambe´m na˜o possui.
Escolhemos enta˜o uma coordenada i ∈ {1, · · · , n} tal que {c ∈ C|pii(c) 6= 0} tenha
cardinalidade mı´nima e denotamos Ci := C ∩ ker(pii). O novo co´digo Ci e´ o submo´dulo
de C que conte´m todos os elementos do co´digo C que teˆm entrada nula na coordenada
i, como tal Ci possui a i-e´sima coordenada nula. Logo, novamente pelo lema 4.9, ϕ(Ci)
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possui tambe´m uma coordenada nula, digamos j. Definimos Dj := D ∩ ker(pij), temos
enta˜o, ϕ(Ci) ⊆ Dj, pois x ∈ ϕ(Ci)⇒ x ∈ ϕ(C) ∧ pij(x) = 0, ou seja, x ∈ Dj.
Suponhamos agora que ϕ(Ci) ( Dj, logo Ci ( ϕ−1(Dj), onde ϕ−1(Dj) e´ a pre´-imagem
de Dj por ϕ. Enta˜o como ϕ(ϕ−1(Dj)) = Dj e Dj tem a j-e´sima coordenada nula, tambe´m
ϕ−1(Dj) tem pelo menos uma coordenada nula, digamos k, que na˜o e´ i uma vez que
supusemos que Ci 6= ϕ−1(Dj). Mas, como i foi escolhido de forma a {c ∈ C|pii(c) 6= 0}
ter cardinalidade mı´nima, enta˜o Ci e´ maximal no conjunto {Ci : i = 1, · · · , n}. No
entanto, ϕ−1(Dj) conte´m Ci e esta´ contido em Ck, o que e´ um absurdo. Assim, podemos
concluir que ϕ(Ci) = Dj. Aplicando agora o teorema do isomorfismo a`s restric¸o˜es dos
homomorfismos pii e pij a C e a D, respetivamente, temos,
pii(C) ' C
Ci
ϕ' D
Dj
' pij(D)
Em que o isomorfismo ψ : pii(C)→ pij(D) e´ dado por
ψ(pii(c)) = pij(ϕ(c)),∀c ∈ C
C pii(C)
D pij(D)
pii
ϕ ψ
pij
Relembremos que RR e´ injetivo porque e´ de Frobenius. Assim, temos, pii(C) ideal de R,
σi : pii(C) → R, a inclusa˜o de pii(C) em R e f : pii(C) → R, tal que f = σj ◦ ψ, onde
σj e´ a inclusa˜o de pij(C) em R. Logo, tendo em conta que f e´ um monorfismo pois e´ a
composic¸a˜o de dois monorfismos, pelo lema 3.7 existe um automorfismo h : R → R tal
que h ◦ σi = f = σj ◦ ψ.
pii(C) RR
RR
σi
f
h
Pela nota 3.8 temos que existe u ∈ R∗ tal que h(r) = ru, ∀r ∈ R. Ou seja, ∀c ∈ C:
pii(c)u = h(σi(pii(c))) = σj(ψ(pii(c))) = pij(ϕ(c)).
Considerando agora os co´digos C ′ e D′ que resultam de C e D apo´s se ”retirar”a i-e´sima
e a j-e´sima coordenada, respetivamente, e notando que ϕ induz uma isometria homoge´nea
entre os co´digos resultantes. Podemos aplicar novamente o mesmo racioc´ınio e continuar
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assim ate´ se esgotarem as coordenadas, obtendo assim um conjunto {u1, · · · , un} de
unidades de R e uma permutac¸a˜o de Sn, ρ, tal que ϕ(ci, · · · , cn) = (cρ(1)u1, · · · , cρ(n)un),
que e´ claramente uma restric¸a˜o de uma transformac¸a˜o monomial.
Se C possuir coordenadas nulas, enta˜o D = ϕ(C) possui o mesmo nu´mero de co-
ordenadas nulas pelo lema 4.9. Podemos enta˜o retirar as coordenadas nulas a ambos
os co´digos, obtendo os co´digos C ′ e D′ de comprimento m ≤ n. Notando novamente
que ϕ induz uma isometria homoge´nea, ϕ′, entre estes dois co´digos, pelo que acaba-
mos de ver existe um conjunto {u1, · · · , um} de unidades de R e ρ ∈ Sm tais que
ϕ′(c′i, · · · , c′m) = (c′ρ(1)u1, · · · , c′ρ(m)um). Logo se i-e´sima coordenada de C e´ na˜o nula,
enta˜o seja j a coordenada de C ′ que lhe corresponde, temos pii(ϕ(c)) = pij(ϕ′). Se i
for uma coordenada nula pii(ϕ(c)) = 0. Assim, ϕ continua a ser a restric¸a˜o de uma
transformac¸a˜o monomial.
Temos enta˜o finalmente,
Teorema 4.16. Seja R um anel de Frobenius finito, C ≤ Rn um R-co´digo e ϕ : C → Rn
um homomorfismo linear esquerdo que preserva o peso de Hamming. Enta˜o ϕ pode ser
estendido a uma transformac¸a˜o monomial esquerda de Rn.
Demonstrac¸a˜o. Um homomorfismo R-linear a` esquerda que preserva o peso de Ham-
ming e´ uma isometria de Hamming, que por 4.14 e´ uma isometria homoge´nea injetiva.
Logo, pelo teorema 4.15 e´ restric¸a˜o de uma transformac¸a˜o linear.
Da mesma forma podemos ver que o rec´ıproco se verifica. Ou seja, se um homomorfismo
R-linear a` esquerda que preserva os pesos, ϕ, for restric¸a˜o de uma tranformac¸a˜o monomial,
enta˜o por 4.15 ϕ e´ uma isometria homoge´nea e por 4.14 e´ uma isometria de Hamming,
ou seja preserva o peso de Hamming.
4.4 Uma Demonstrac¸a˜o Alge´brica
Utilizando agora os resultados vistos no cap´ıtulo 3 e fazendo uso de algumas propriedades
do dual do co´digo C, podemos novamente demonstrar o teorema de extensa˜o para ane´is
de Frobenius.
Teorema 4.17. Seja R um anel de Frobenius finito, C ≤ Rn um R-co´digo direito e
ϕ : C → Rn um homomorfismo R-linear direito que preserva o peso de Hamming. Enta˜o
ϕ pode ser estendido a uma transformac¸a˜o monomial de Rn.
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Demonstrac¸a˜o. Seja µ : C → Rn a inclusa˜o de C em Rn e λ : C → Rn definida por
λ = ϕ◦µ. Considere-se os elementos do dual de C, λ1, · · · , λn, µ1, · · · , µn ∈ HomR(C,R)
tais que λi(x) = pii(λ(x)) e µi(x) = pii(µ(x)),∀x ∈ C.
Como ϕ preserva o peso de Hamming vamos ter,
wH(λ(x)) = wH(ϕ ◦ µ(x)) = wH(µ(x)).
Assim, pela proposic¸a˜o 1.8 temos agora
n∑
i=1
∑
pi∈R̂
pi(λi(x)) = |R| · (n− wH(λ(x)))
= |R| · (n− wH(µ(x))) =
n∑
j=1
∑
ψ∈R̂
pi(µj(x)), ∀x ∈ C
Como R e´ um anel de Frobenius possui um caractere gerador, χ, logo podemos reescrever
a equac¸a˜o anterior da seguinte forma:
n∑
i=1
∑
s∈R
χs ◦ λi =
n∑
j=1
∑
r∈R
χr ◦ µi (4.3)
Note-se que χs ◦λi e χr ◦µj sa˜o homomorfismos de C em C∗, ou seja, sa˜o caracteres de C,
∀s, r ∈ R, i, j = 1, · · · , n. Ale´m disso, relembrando que HomR(C,R) e´ um R-mo´dulo, o
conjunto {Rf : HomR(C,R)} dos submo´dulos c´ıclicos de HomR(C,R) e´ um c.p.o para a
inclusa˜o. Logo, de forma ana´loga ao lema 4.3, seja f ∈ HomR(C,R), R∗f = {rf : r ∈ R∗}
e´ o conjunto de todos os geradores de Rf .
Considere-se ainda S = {λ1, · · · , λn, µ1, · · · , µn} subconjunto de HomR(C,R) e esco-
lhamos um elemento maximal de S relativamente a` ordem parcial de {Rf : HomR(C,R)},
digamos, sem perda de generalidade, λ1. Pela proposic¸a˜o 1.7 os caracteres de C sa˜o line-
armente independentes. Ou seja, sejam z1, · · · , zm ∈ C∗ e pi1, · · · , pim ∈ Ĉ distintos, tais
que z1pi1(x) + · · · + zmpim(x) = 0,∀x ∈ C, enta˜o z1 = · · · = zm = 0. Mas pela equac¸a˜o
4.3 temos
n∑
i=1
∑
s∈R
1 · χs ◦ λi −
n∑
j=1
∑
t∈R
1 · χt ◦ µi = 0
Logo, os caracteres na˜o podem ser todos distintos e por isso ∃t ∈ R e µj tais que
χ1 ◦ λ1 = χt ◦ µσ(1) ⇔ χ ◦ λ1 = χ ◦ tµσ(1)
com j = σ(1).
Pela proposic¸a˜o 3.12 temos que a aplicac¸a˜o f : HomR(C,R) → Ĉ, dada por
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f(λ) = χ ◦ λ e´ um homomorfismo injetivo de grupos abelianos. Ou seja λ1 = tµσ(1).
Mas enta˜o Rλ1 ≤ Rµσ(1), logo, como λ1 e´ maximal, isso significa que Rλ1 = Rµσ(1), ou
seja, ∃u1 ∈ R∗ : λ1 = u1µσ(1).
Vamos ter enta˜o
∑
s∈R
χs ◦ λ1 =
∑
s∈R
χs ◦ u1µσ(1) =
∑
s∈R
χsu1 ◦ µσ(1) =
∑
t∈R
χt ◦ µσ(1)
a u´ltima igualdade deve-se apenas a uma reindexac¸a˜o dos ı´ndices, que e´ poss´ıvel pois u1
e´ uma unidade.
Podemos enta˜o reduzir o tamanho das somas exteriores de cada um dos membros de
4.3 em 1. Procedendo de igual forma ate´ se esgotarem os elementos de S em 4.3 obtemos
uma permutac¸a˜o σ ∈ Sn e unidades u1, · · · , un ∈ R∗ tais que λi = uiµσ(i). Relembrando
que µ e´ a func¸a˜o identidade, ficamos finalmente com
ϕ(x1, · · · , xn) = ϕ(x) = ϕ(µ(x)) = λ(x) = (λ1(x), · · · , λn(x))
= (u1µσ(1)(x), · · · , unµσ(n)(x)) = (u1xσ(1), · · · , unxσ(n))
Logo, f e´ restric¸a˜o de uma transformac¸a˜o monomial direita.
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Cap´ıtulo 5
Notas Finais
Depois de feitas duas demonstrac¸o˜es do Teorema da Extensa˜o de MacWilliams sobre
ane´is de Frobenius, a primeira usando uma abordagem combinato´ria e a segunda uma
abordagem alge´brica, que se encontram nos subcap´ıtulos 4.3 e 4.4, respetivamente, e´
normal que o leitor se questione se e´ poss´ıvel que o Teorema da Extensa˜o seja va´lido para
uma classe maior de ane´is, como por exemplo para ane´is Quase-Frobenius. Pore´m, repare-
se que a ciclicidade do socle do anel foi indispensa´vel para a demonstrac¸a˜o combinato´ria
do teorema. Ale´m disso, apesar de na˜o ter sido exposto nesta dissertac¸a˜o, o leitor pode
consultar a demonstrac¸a˜o do teorema 3.4 em [16] e concluir que o teorema na˜o e´ va´lido
para ane´is Quase-Frobenius.
De forma a tentar responder a esta questa˜o, no artigo de M. Greferath e de S. Sch-
midt, [4], no qual se baseou a demonstrac¸a˜o combinato´ria do teorema, e´ apresentado um
exemplo de um anel quase Frobenius para o qual o Teorema da Extensa˜o na˜o e´ va´lido.
Mais tarde J. Wood, depois de publicar ”Duality for modules over finite rings and ap-
plication on coding theory”, [16], artigo no qual se baseou a demonstrac¸a˜o alge´brica do
Teorema da Extensa˜o, publicou ainda um outro artigo, [17]. Neste demonstra que se R
e´ um anel finito para o qual o Teorema da Extensa˜o de MacWilliams e´ va´lido, enta˜o
este tem necessariamente de ser de Frobenius. Demonstrac¸a˜o esta que se baseia numa
outra que e´ apresentada em um artigo de Hai Q. Dinh e S. R. Lo´pez-Permouth, [2], onde
e´ demonstrado o mesmo resultado. Fica assim encerrada a questa˜o de para que ane´is
finitos e´ va´lido o Teorema da Extensa˜o de MacWilliams.
Resta apenas saber se o Teorema da Extensa˜o de MacWilliams e´ va´lido para ane´is
infinitos e se sim para que classe destes ane´is. Para dar resposta a esta u´ltima questa˜o
F. M. Schneider e J. Zumbra¨gel publicaram um artigo no ano passado, em 2017, com
o t´ıtulo ”MacWilliams’ Extension Theorem for Infinite Rings”, [13], que convidamos o
leitor interessado a ler.
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Anexo A
Anexo
A.1 Teorema de Bass
A.1.1 O radical de um anel
De forma a provar o Teorema de de Bass enunciado no cap´ıtulo 1 vamos primeiro enun-
ciar alguns resultados sobre o radical de um anel e sobre os submo´dulos de um mo´dulo
quociente.
Lema A.1. Seja R um anel, as seguintes afirmac¸o˜es sa˜o equivalentes:
1. y ∈ rad(R).
2. 1− xy e´ invert´ıvel para qualquer x ∈ R.
Demonstrac¸a˜o. Ver [7, Lemma 4.3].
Proposic¸a˜o A.2. Seja R um anel, M um R-mo´dulo esquerdo e N ≤ M . Enta˜o existe
uma bijec¸a˜o entre o conjunto dos submo´dulos do mo´dulo quociente M/N e o conjunto
dos submo´dulos de M que conteˆm N .
Demonstrac¸a˜o. Seja pi : M → M/N o homomorfismo cano´nico, definido por
pi(m) = m + N, ∀m ∈ M . A bijec¸a˜o do enunciado e´ a func¸a˜o que envia um submo´dulo
de M que conte´m N , L, em pi(L).
Dado qualquer submo´dulo L de M que conte´m N , podemos identificar L/N com o
subconjunto pi(L) := {m + N : m ∈ L}. Pelas propriedades dos homomorfismos temos
que pi(L) e´ um submo´dulo de M/N . Seja agora X submo´dulo de M/N , novamente pelas
propriedades dos homomorfismos, pi−1(X) = {m ∈ M : m + N ∈ X} e´ um submo´dulo
de M . Este submo´dulo conte´m N uma vez que N = ker(pi). Logo a func¸a˜o esta´ bem
definida e falta apenas ver que e´ de facto bijetiva.
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Como pi e´ um homomorfismo sobrejetivo temos que para qualquer X submo´dulo de
M/N , pi(pi−1(X)) = X, logo a func¸a˜o e´ sobrejetiva.
Sejam agora L1, L2 ≤ M que conteˆm N tais que pi(L1) = pi(L2), enta˜o para qualquer
x ∈ L1 existe y ∈ L2 tal que x+N = y+N , ou seja, x = y+n, n ∈ N . Como n tambe´m
pertence a L2 temos que x ∈ L2, logo L1 ⊆ L2. Analogamente obtemos tambe´m que
L2 ⊆ L1. Assim L1 = L2 e a nossa func¸a˜o e´ tambe´m injetiva.
Um anel R diz-se Jacobson semisimples (ou J-semisimples) se rad(RR) = {0}.
Teorema A.3. Seja R um anel, as seguintes condic¸o˜es sa˜o equivalentes:
• R e´ semisimples;
• R e´ J-semisimples e artiniano a` esquerda.
Demonstrac¸a˜o. Ver [7, Theorem 4.14].
Proposic¸a˜o A.4. Seja R um anel. Se R e´ artiniano a` esquerda (resp. a` direita), enta˜o
R/rad(R) e´ artiniano a` esquerda (resp. a` direita).
Demonstrac¸a˜o. Ver [7, Proposition 1.20].
Lema A.5. Seja R um anel e I ≤ R ideal bilateral tal que I ⊆ rad(R), enta˜o
rad(R/I) = rad(R)/I.
Demonstrac¸a˜o. Ver [12, Proposition 2.51’].
Corola´rio A.6. Seja R um anel, enta˜o R/rad(R) e´ J-semisimples.
Demonstrac¸a˜o. O rad(R) e´ um ideal de R, logo pelo lema A.5
rad(R/rad(R)) = rad(R)/rad(R) = {0}.
Assim dado R qualquer anel, R/rad(R) e´ J-semisimples.
Corola´rio A.7. Seja R um anel artiniano a` esquerda, enta˜o R/rad(R) e´ semisimples.
Demonstrac¸a˜o. Pela proposic¸a˜o A.4 se R e´ artiniano a` esquerda, enta˜o R/rad(R)
tambe´m e´ artiniano a´ esquerda. Pelo corola´rio A.6 R/rad(R) e´ J-semisimples. Final-
mente, pelo teorema A.3 temos que R/rad(R) e´ semisimples.
Nota A.8. Num anel unita´rio, R, todo o ideal pro´prio, I ≤ R esta´ contido num ideal
maximal ([12, pa´g. 9]).
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Lema A.9. Seja R um anel finito, L ≤ R ideal esquerdo tal que R = L+ rad(R), enta˜o
R = L.
Demonstrac¸a˜o. Seja R um anel finito e L ≤ R ideal esquerdo nas condic¸o˜es do enunci-
ado. Suponhamos que L 6= R, como R e´ unita´rio, L tem de estar contido num ideal
pro´prio maximal J , pela nota A.8. Por definic¸a˜o de rad(R), rad(R) ≤ J , e enta˜o
L+ rad(R) ≤ J < R. Absurdo! Logo L = R.
Nota A.10. Se R = Ra+ L+ rad(R), para a ∈ R e L ≤ R esquerdo, podemos concluir
que R = Ra+ L.
A.1.2 Demonstrac¸a˜o do Teorema de Bass
Vamos agora comec¸ar a demonstrar o Teorema de Bass. Iremos dividir a sua demons-
trac¸a˜o em va´rios lemas e corola´rios e se a condic¸a˜o do Teorema de Bass for va´lida para
um dado anel R dizemos que o Teorema e´ va´lido para esse anel.
Proposic¸a˜o A.11. Seja R um anel. Enta˜o u ∈ R e´ uma unidade do anel se e so´ se
u+ rad(R) e´ uma unidade do anel quociente R/rad(R).
Demonstrac¸a˜o. Sejam u ∈ R∗ e u = u + rad(R). Supondo que u e´ uma unidade do
anel ∃v ∈ R : uv = 1 = vu. Assim, seja v = v + rad(R), vamos ter
u · v = (u+ rad(R))(v + rad(R)) = 1 + rad(R) = (v + rad(R))(u+ rad(R)) = v · u.
Logo u e´ uma unidade de R/rad(R).
Reciprocamente, suponhamos que u = u+ rad(R) e´ uma unidade de R/rad(R). Enta˜o
∃v = v + rad(R) ∈ R/rad(R) tal que
u · v = uv + rad(R) = 1 + rad(R) = vv + rad(R) = v · u.
Assim, 1− uv ∈ rad(R) e 1− vu ∈ rad(R).
Mas enta˜o, pelo lema A.1 os elementos 1− (1− uv) e 1− (1− vu) sa˜o invert´ıveis. Ou
seja, os elementos uv e vu sa˜o invert´ıveis. Logo, ∃w, z ∈ R :
wuv = 1 = uvw ∧ zvu = 1 = vuz.
Ou seja, u tem inverso esquerdo zv e inverso direito vw. Facilmente se verifica que
zv = vw:
zv = zv · uvw = zvu · vw = vw.
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Logo, u e´ unidade de R.
Lema A.12. O Teorema de Bass e´ va´lido para um anel R se e so´ se e´ va´lido para
R/rad(R).
Demonstrac¸a˜o. Suponhamos que o Teorema e´ va´lido para um anel R e note-se que
qualquer ideal esquerdo de R/rad(R) e´ da forma L/rad(R) pela proposic¸a˜o A.2, onde
L e´ ideal esquerdo de R que conte´m rad(R). Seja enta˜o a = a + rad(R) ∈ R/rad(R) e
L/rad(R) ≤ R/rad(R) esquerdo, tais que R/rad(R) = (R/rad(R))a + L/rad(R). Logo
R = Ra + L + rad(R) e pelo lema A.9 R = Ra + L, e por hipo´tese ∃u ∈ R∗ : u = a + l,
com l ∈ L. Pela proposic¸a˜o A.11, u = u + rad(R) e´ uma unidade de R/rad(R) e
u+rad(R) = a+l+rad(R) = a+rad(R)+l+rad(R), ou seja, u+rad(R) ∈ a+L/rad(R).
Logo o Teorema de Bass tambe´m e´ va´lido para R/rad(R).
Reciprocamente, suponhamos que e´ va´lido o Teorema de Bass em R/rad(R). Seja
a ∈ R e L ≤ R ideal esquerdo tal que R = Ra+ L, enta˜o
R/rad(R) = (R/rad(R))a+ L/rad(R).
Onde a = a+ rad(R). Novamente, por hipo´tese, ∃u = u+ rad(R) ∈ (R/rad(R))∗ tal que
u = a+ L/rad(R). Pela proposic¸a˜o A.11 u ∈ R∗. Ale´m disso u = a+ l + r, para l ∈ L e
r ∈ rad(R). Mas como u e´ unidade, ∃v ∈ R : uv = 1 = vu. Temos enta˜o,
1 = vu = va+ vl + vr ⇔ 1− vr = va+ vl
Pelo lema A.1 1− vr e´ invert´ıvel, logo, u(1− vr) = a+ l e´ tambe´m invert´ıvel porque R∗
e´ fechado para a multiplicac¸a˜o. Logo o Teorema de Bass e´ va´lido para R.
Lema A.13. Seja R = A× B um produto de ane´is. Se o Teorema de Bass e´ va´lido em
A e em B, enta˜o e´ va´lido em R.
Demonstrac¸a˜o. Suponhamos enta˜o que o Teorema de Bass e´ va´lido para dois ane´is A
e B. Considere-se R = A× B, e os elementos a = (1, 0) e b = (0, 1). Um ideal esquerdo
de R e´ da forma L = LAa+LBb, onde LA e´ ideal esquerdo de A e LB e´ ideal esquerdo de
B. Seja, enta˜o α = (α1, α2) ∈ R e L ≤ R ideal esquerdo tais que R = Rα + L. Temos,
R = A×B = (Aα1 + LA, Bα2 + LB),
ou seja, A = Aα1 + LA e B = Bα2 + LB. Mas, por hipo´tese ∃uA ∈ A∗ : uA ∈ α1 + LA e
∃uB ∈ B∗ : uB ∈ α2 + LB. Assim (uA, uB) ∈ R∗ e (uA, uB) ∈ α + L. Logo o Teorema de
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Bass e´ va´lido para R.
Para demonstrar o pro´ximo lema essencial para a demonstrac¸a˜o do Teorema de Bass
vamos ainda necessitar do seguinte resultado:
Lema A.14. Seja R = End(VD), onde V e´ um espac¸o vetorial de dimensa˜o finita sobre
D e D e´ um anel de divisa˜o. Considere-se I ≤ R ideal esquerdo e W ≤ V , e defina-se
os seguintes conjuntos
ann(W ) := {r ∈ R : rW = 0} e ann(I) := {v ∈ V : Iv = 0}.
Enta˜o
ann(ann(I)) = I.
Demonstrac¸a˜o. Ver [9, Ex. 11.15].
Lema A.15. O Teorema de Bass e´ va´lido para qualquer anel de matrizes Mn(D), onde
D e´ um anel de divisa˜o.
Demonstrac¸a˜o. Seja A = Mn(D) onde D e´ um anel de divisa˜o, enta˜o A = End(V ),
onde V e´ um espac¸o vetorial de dimensa˜o n sobre D. Considere-se B ≤ A, ideal es-
querdo, enta˜o W = {v ∈ V : Bv = 0} e´ um subespac¸o de V . Assim, pelo lema A.14,
B = annA(W ) := {f ∈ A : f(w) = 0,∀w ∈ W}.
Seja enta˜o g ∈ A tal que A = Ag + B, temos que g|W e´ um isomorfismo, pois W e´
finito e se g(w) = 0, para w ∈ W , enta˜o seja b ∈ B e r ∈ A : 1 = rg + b, ficamos com
w = (rg + b)w = b(w) = 0.
Considere-se agora f ∈ A um D-automorfismo que restringido a W e´ igual a g, ou seja
f(w) = g(w),∀w ∈ W . Enta˜o, claramente, f − g ∈ ann(W ) = B, ou seja, f ∈ g + B.
Logo o Teorema de Bass e´ va´lido em A.
Falta apenas ver que de facto existe tal automorfismo f . Como g restringido a W e´
um isomorfismo, W e g(W ) sa˜o subespac¸os de V isomorfos, logo teˆm a mesma dimensa˜o.
Sejam enta˜o U e U ′ ≤ V , tais que U ⊕W = V e U ′ ⊕ g(W ) = V . Sejam b1, · · · , bm uma
base de U e c1, · · · , cm, uma base de U ′, podemos definir o isomorfismo:
h : U → U ′
bj 7→ cj
Assim, basta considerarmos f : V → V como sendo o automorfismo que envia elementos
de W em g(W ), elementos de U em h(u). Ou seja, como os elementos de v ∈ V , podem ser
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escritos de forma u´nica como v = w+u, para w ∈ W,u ∈ U , f(w+u) = g(w)+h(u).
Corola´rio A.16. O Teorema de Bass e´ va´lido para qualquer anel semisimples.
Demonstrac¸a˜o. Se R e´ um anel semisimples enta˜o
R = Mn1(D1)× · · · ×Mnn(Dn)
para D1, · · · , Dn ane´is de divisa˜o. Assim, como o Teorema de Bass e e´ va´lido em cada
um dos ane´is de matrizes da decomposic¸a˜o de R pelo lema A.15 e pelo lema A.13 e´ va´lido
para o produto deles, ou seja, para R.
Vamos enta˜o finalizar a demonstrac¸a˜o.
Demonstrac¸a˜o Teorema de Bass. Como R e´ artiniano, R/rad(R) e´ semisimples,
logo o Teorema e´ va´lido, mas enta˜o pelo lema A.12, o Teorema de Bass tambe´m e´ va´lido
para R.
Nota A.17. Seja R um anel finito, a ∈ R e B ≤ R ideal direito, tais que, R = aR+B.
Enta˜o considere-se o anel oposto Rop, ou seja, o anel R com a operac¸a˜o ·op tal que
∀x, y ∈ Rop, x ·op y = y ·x. Temos Rop = Ropa+B, onde B ≤ Rop e´ ideal esquerdo. Logo,
∃u ∈ Rop∗ : u = a+ b, b ∈ B.
Mas como u e´ unidade, ∃v ∈ Rop∗ : u ·op v = 1 = v ·op u, ou seja, v · u = 1 = u · v, logo
tambe´m e´ unidade em R.
Assim se o Teorema de Bass e´ va´lido para um anel em R, enta˜o tambe´m a sua versa˜o
para ideais direitos e´ va´lida.
A.2 Mo´dulos
Neste subcap´ıtulo va˜o ser demonstrados alguns dos resultados que foram apresentados
no cap´ıtulo 1 referentes a mo´dulos. Estes resultados sa˜o o lema 1.1, o lema 1.5 e o lema
1.4.
Lema A.18. Seja M um mo´dulo esquerdo finito semisimples. Enta˜o qualquer submo´dulo
N de M tem um complemento direto em M .
Demonstrac¸a˜o. Seja M um mo´dulo esquerdo semisimples e N um seu submo´dulo. Pode-
mos escolher um outro submo´dulo V de M maximal em relac¸a˜o a` condic¸a˜o N ∩V = {0}.
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Note-se que este submo´dulo maximal existe de facto porque M e´ finito. Se V1 satisfaz
N ∩ V1 = {0}, mas na˜o e´ maximal em relac¸a˜o a esta propriedade, enta˜o existe um V2
que conte´m V1 e satisfaz tambe´m N ∩ V2 = {0}. Se V2 na˜o for maximal, enta˜o podemos
repetir o racioc´ınio, obtendo uma cadeia V1 ⊆ V2 ⊆ . . . de submo´dulos Vi que satisfazem
N ∩ Vi = {0}. No entanto, este processo tem de parar porque M e´ finito. Logo existe de
facto um submo´dulo V que e´ maximal relativamente a` condic¸a˜o N ∩ V = {0}.
Seja agora S um submo´dulo simples de M . Se (V + S) ∩ N = {0} enta˜o pela ma-
ximalidade de V , V + S = V , ou seja, S ⊆ V . Se (V + S) ∩ N 6= {0} enta˜o existe
0 6= x ∈ (V + S)∩N e v ∈ V, s ∈ S tais que x = v + s. Como N ∩ V = {0}, s 6= 0 temos
s = x− v ∈ V + U e consequentemente S = Rs ⊆ V + U .
Como M e´ semisimples, M = Soc(M), ou seja, M e´ soma de submo´dulos simples.
Como acabamos de ver que todo o submo´dulo simples de M esta´ contido em N + V
podemos concluir assim que N + V = M .
Lema A.19. Seja M um mo´dulo esquerdo finito tal que soc(M) e´ c´ıclico e na˜o nulo.
Enta˜o qualquer submo´dulo de soc(M) e´ c´ıclico.
Demonstrac¸a˜o. Por hipo´tese Soc(M) = Rx para um elemento x ∈ Soc(M).
Seja N um submo´dulo de Soc(M), enta˜o pelo Lema A.18 existe um complemento direto
V em Soc(M) tal que N ⊕ V = Soc(M) = Rx. Logo x ∈ N + V e existem elementos
y ∈ N e z ∈ V tais que x = y+ z. Como N ⊆ Rx, para qualquer n ∈ N existe um r ∈ R
tal que
n = rx = ry + rz V n− ry = rz ∈ N ∩ V = {0}.
Logo, n = ry, ou seja N = Ry e por isso N e´ c´ıclico.
Lema A.20. Seja R um anel injetivo a´ esquerda, enta˜o para qualquer a ∈ R temos
r.annR(l.annR(a)) = aR
Demonstrac¸a˜o. Seja x ∈ l.annR(a) e r ∈ R, enta˜o x·ar = 0. Logo ar ∈ r.annR(l.annR(a)).
Logo aR ⊆ r.annR(l.annR(a)).
Reciprocamente, seja x ∈ r.annR(l.annR(a)), definimos o homomorfismo
f : Ra→ Rx
ra 7→ rx
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Temos que verificar se f esta´ bem definido. Seja r, r′ ∈ R : ra = r′a, enta˜o (r− r′)a = 0,
ou seja, r − r′ ∈ l.annR(a).
Mas como x ∈ r.annR(l.annR(a)), (r − r′)x = 0 ⇔ rx = r′x, ou seja, f(ra) = f(r′a).
Assim, f esta´ bem definida e e´ claramente um homomorfismo de R-mo´dulos a´ esquerda.
Agora, pela injectividade de R, temos que existe f ′ : R→ R tal que f ′(ra) = f(ra) = rx.
{0} Ra R
Rx R
i
f f ′
i′
onde i : Ra→ R e i′ : Rx→ R sa˜o a func¸a˜o identidade restrita aRa eRx, respetivamente.
Em particular temos x = f ′(a) = af ′(1), logo, x ∈ aR. Ou seja r.annR(l.annR(a)) ⊆ aR.
E, finalmente r.annR(l.annR(a)) = aR.
Lema A.21. Seja L um reticulado, se L e´ modular, enta˜o e´ semimodular.
Demonstrac¸a˜o. Seja enta˜o L um reticulado modular e a, b ∈ L. Comecemos por notar
que em qualquer reticulado temos
a ∧ (a ∨ b) = a = a ∨ (a ∧ b)
Suponhamos enta˜o que a e b sa˜o coberturas de a ∧ b, queremos mostrar que isso implica
que a ∨ b seja cobertura de a e b.
Seja enta˜o c ∈ L : a ≤ c ≤ a ∨ b, enta˜o
a ∧ b ≤ c ∧ b ≤ (a ∨ b) ∧ b = b
Mas como b e´ cobertura de a ∧ b temos de ter
a ∧ b = c ∧ b ou c ∧ b = b
Se tivermos a ∧ b = c ∧ b, por a ≤ c ≤ a ∨ b temos
a ∨ b ≤ c ∨ b ≤ a ∨ b ∨ b = a ∨ b
Logo c ∨ b = a ∨ b e temos enta˜o,
c = c ∧ (c ∨ b) = c ∧ (a ∨ b) L modular= a ∨ (c ∧ b) = a ∨ (a ∧ b) = a
Suponhamos agora que a condic¸a˜o que se verifica e´ a segunda, ou seja, c ∧ b = b. Mas
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enta˜o b ≤ c, mas de cima temos que a ≤ c, logo a ∨ b ≤ c. Mas, como tambe´m c ≤ a ∨ b,
enta˜o a ∨ b = c e por isso a ∨ b e´ cobertura de a.
Analogamente se veˆ que a ∨ b e´ cobertura de b.
Logo, L e´ semimodular.
A.3 Caracteres
Dos resultados apresentados sobre caracteres no cap´ıtulo Noc¸o˜es Ba´sicas, vamos apenas
demonstrar um, o lema 1.6.
Lema A.22. Seja G um grupo abeliano e Ĝ o seu grupo de caracteres, enta˜o |G| =
∣∣∣Ĝ∣∣∣.
Demonstrac¸a˜o. De forma a simplificar a demonstrac¸a˜o vamos comec¸ar por demonstrar
primeiro as duas seguintes proposic¸o˜es:
(1) Sejam G e H grupos, enta˜o Ĝ×H ' Ĝ× Ĥ.
(2) Seja G = 〈x〉 um grupo c´ıclico de ordem n, enta˜o
n = |G| =
∣∣∣Ĝ∣∣∣ .
(1) Considere-se os homomorfismos de grupos f1 : G → G × H e f2 : H → G × H,
definidos por f1(g) = (g, 1H),∀g ∈ G e f2(h) = (1G, h),∀h ∈ H, onde 1H e 1G sa˜o os
elementos neutros de H e G respetivamente.
Podemos enta˜o definir a seguinte aplicac¸a˜o:
Ψ : Ĝ×H → Ĝ× Ĥ
ϕ 7→ (ϕ ◦ f1, ϕ ◦ f2)
Precisamos agora de mostrar que Ψ e´ de facto um homomorfismo de grupos e que e´
bijetivo. Comec¸amos por ver que e´ homomorfismo, ou seja, que ∀ϕ, ψ ∈ Ĝ×H temos
Ψ(ϕψ) = Ψ(ϕ)Ψ(ψ) e que Ψ esta´ de facto bem definido.
Ψ(ϕψ)(g, h) = ((ϕψ) ◦ f1(g), (ϕψ) ◦ f2(h))
= ((ϕψ)(f1(g)), (ϕψ)(f2(h))) = (ϕ(f1(g))ψ(f1(g)), ϕ(f2(h))ψ(f2(h)))
= (ϕ(f1(g)), ϕ(f2(h)))(ψ(f1(g)), ψ(f2(h))) = (Ψ(ϕ)Ψ(ψ))(g, h)
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Esta´ bem definido pois, ϕ◦fi, i = 1, 2 sa˜o homomorfismos porque resultam da composic¸a˜o
de dois homomorfismo.
Vamos agora ver que e´ um isomorfismo.
E´ sobrejetiva pois sejam α ∈ Ĝ, β ∈ Ĥ e ϕ ∈ Ĝ×H definida por ϕ(g, h) = α(g)β(h),
∀(g, h) ∈ G ×H, enta˜o Ψ(ϕ) = (α, β). Comec¸amos por ver que ϕ e´ de facto um homo-
morfismo de grupos,
ϕ((g1, h1)(g2, h2)) = α(g1, g2)β(h1h2) = α(g1)β(h1)α(g2)β(h2) (porque C∗ e´ abeliano)
= ϕ(g1, h1)ϕ(g2, h2).
Falta apenas ver que (α, β) e´ de facto imagem de ϕ. ∀(g, h) ∈ G×H:
Ψ(ϕ)(g, h) = (ϕ(f1(g)), ϕ(f2(h))) = (ϕ(g, 1H), ϕ(1G, h))
= (α(g), β(h)) (porque α(1G) = 1C = β(1H))
Ψ e´ injetiva porque se Ψ(ϕ) = (1
Ĝ
, 1
Ĥ
), enta˜o
Ψ(ϕ)(g, h) = (ϕ(f1(g)), ϕ(f2(h))) = (1, 1),∀(g, h) ∈ G×H (A.1)
ϕ(g, h) = ϕ(g, 1H) · ϕ(1G, h) A.1= 1
Logo, ϕ = 1
Ĝ×H .
Conclu´ımos enta˜o que Ĝ×H ' Ĝ× Ĥ
(2) Suponhamos que G = 〈x〉 e´ um grupo c´ıclico gerado por x de ordem n. Considere-se
o conjunto
Ωn = {ω ∈ C : ωn = 1} = { 2piin k : k = 0, 1, · · · , n− 1} ⊆ C
e a aplicac¸a˜o
Ψ : Ωn → Ĝ
ω 7→ Ψω
Onde Ψω : G→ C∗ e´ definido por Ψω(xk) = ωk,∀k = 0, 1, · · · , n− 1.
Novamente precisamos de ver que Ψ e´ um homomorfismo bijetivo. Comecemos por ver
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que e´ homomorfismo, ∀k = 0, 1, · · · , n− 1:
Ψ(ω1ω2)(xk) = Ψω1ω2(xk) = (ω1ω2)k = ωk1ωk2 = Ψω1(xk)Ψω2(xk) = Ψ(ω1)(xk)Ψ(ω2)(xk)
Para vermos se Ψ esta´ bem definido precisamos de verificar se Ψω ∈ Ĝ. Ou seja, que Ψω
e´ homomorfismo
Ψω(xkxl) = Ψω(xk+l) = ωk+l = ωkωl = Ψω(xk)Ψω(xl)
Logo preserva a operac¸a˜o e Ψω(1) = Ψω(xn) = ωn = 1. Conclu´ımos assim que Ψ esta´
bem definido.
Vamos agora ver que e´ isomorfismo. Seja ϕ ∈ Ĝ, enta˜o 1 = ϕ(1) = ϕ(xn) = (ϕ(x))n.
Ou seja, ϕ(x) ∈ Ωn. Logo ϕ(xk) = (ϕ(x))k = Ψϕ(x)(xk), podemos enta˜o concluir que
Ψ(ϕ(x)) = Ψϕ(x) = ϕ. Assim Ψ e´ sobrejetiva.
Se ω ∈ ker(Ψ), enta˜o Ψω = 1Ĝ, ou seja, ∀k = 0, 1, · · · , n − 1,Ψω(xk) = ωk = 1. Em
particular para k = 1, ou seja, ω = 1. Logo Ψ e´ injetiva.
Temos enta˜o que Ωn ' Ĝ, logo n =
∣∣∣Ĝ∣∣∣.
Falta enta˜o provar o resultado principal. Como e´ sabido se G e´ um grupo abeliano
finito enta˜o,
G ' C1 × C2 × · · · × Cm
onde os C ′is sa˜o grupos abelianos c´ıclicos finitos. Assim, por (1) temos∣∣∣Ĝ∣∣∣ = ∣∣∣Ĉ1∣∣∣ ∣∣∣Ĉ2∣∣∣ · · · ∣∣∣Ĉm∣∣∣
Por (2) temos agora
∣∣∣Ĉ1∣∣∣ ∣∣∣Ĉ2∣∣∣ · · · ∣∣∣Ĉm∣∣∣ = |C1| |C2| · · · |Cm| = |G| .
A.4 A´lgebra Incidente
Relembremos que um intervalo de um c.p.o, (P,≤) e´ um subconjunto da forma
[x, y] := {z ∈ P : x ≤ z ∧ z ≤ y}
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onde x, y ∈ P sa˜o elementos tais que x ≤ y. Vamos denotar por Int(P ) o conjunto dos
intervalos de P .
Um c.p.o e´ chamado de localmente finito se todos os intervalos [x, y] sa˜o finitos.
Podemos agora definir a A´lgebra Incidente A = F(Int(P ),R) de P sobre o anel dos
nu´meros reais R como o conjunto das func¸o˜es de Int(P ) em R. A e´ um espac¸o vetorial
sobre R com a adic¸a˜o usual defina por (f + g)(I) = f(I) + g(I) e multiplicac¸a˜o escalar
definida por (λf)(I) = λf(I),∀I ∈ Int(P ),∀λ ∈ R e f, g ∈ A. Para abreviar vamos usar
f(x, y) := f([x, y]) sempre que x ≤ y e f ∈ A.
A e´ ainda um anel associativo e unita´rio com multiplicac¸a˜o definida por
(f · g)(x, y) := ∑
x≤z≤y
f(x, z)g(z, y), ∀f, g ∈ A.
A func¸a˜o identidade do anel e´ δ ∈ A defina por δ(x, x) = 1 e δ(x, y) = 0 para x < y.
Podemos facilmente verificar esta afirmac¸a˜o, ∀f ∈ A e ∀x, y ∈ P : x ≤ y:
(f · δ)(x, y) = ∑
x≤z≤y
f(x, z)δ(z, y) = f(x, y) =
∑
x≤z≤y
δ(x, z)f(z, y) = (δ · f)(x, y).
Ou seja, f · δ = f = δ · f .
Definimos ainda a func¸a˜o zeta como ζ(I) = 1,∀I ∈ Int(P ).
Esta func¸a˜o tem um inverso a´ esquerda em A que e´ definido recursivamente por
µ1(x, y) = −∑x≤z<y µ1(x, z) se x < y e µ1(x, x) = 1. A forma como esta func¸a˜o e´
definida resulta do facto de ∀x, y ∈ P : x ≤ y termos de ter µ1 · ζ = δ. Assim,
0 = δ(x, y) = (µ1 · ζ)(x, y) =
∑
x≤z≤y
µ1(x, z)ζ(z, y) =
∑
x≤z≤y
µ1(x, z)
e (µ1 · ζ)(x, x) = µ1(x, x) = δ(x, x) = 1.
Analogamente, zeta admite um inverso direito definido recursivamente por
µ2(x, y) = −∑x<z≤y µ(z, y) se x < y e µ2(x, x) = 1. A forma como esta func¸a˜o e´
definida resulta do facto de ∀x, y ∈ P : x ≤ y termos de ter ζ · µ2 = δ. Assim,
0 = δ(x, y) = (ζ · µ2)(x, y) =
∑
x≤z≤y
ζ(x, z)µ2(z, y) =
∑
x≤z≤y
µ2(z, y)
e (ζ · µ2)(x, x) = µ2(x, x) = δ(x, x) = 1.
E´ fa´cil ver que estes dois inversos sa˜o na verdade iguais. Logo podemos falar do inverso
da func¸a˜o zeta, µ = µ1, ao qual chamamos Func¸a˜o de Mo¨bius de P .
Teorema A.23 (Fo´rmula da Inversa˜o de Mo¨bius ). Seja P um c.p.o localmente finito,
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tal que ∀t ∈ P o conjunto {s ∈ P : s ≤ t} e´ finito e, sejam g, f : P → R duas func¸o˜es.
Enta˜o as seguinte condic¸o˜es sa˜o equivalentes:
g(x) =
∑
y≤x
f(y), ∀x ∈ P
se e so´ se
f(x) =
∑
y≤x
g(y)µ(y, x), ∀x ∈ P.
Demonstrac¸a˜o. Considere-se o espac¸o vetorial das func¸o˜es de P em R, RP como um
A-mo´dulo direito. A multiplicac¸a˜o escalar deste mo´dulo e´ dada por ◦ : RP × A → RP ,
definida por ∀f ∈ RP , α ∈ A:
f ◦ α : P → R
x 7→∑
y≤x
f(y)α(y, x)
Facilmente se verifica que ∀f, g ∈ RP , α, β ∈ A e x ∈ P temos
((f + g) ◦ α)(x) = (f ◦ α)(x) + (g ◦ α)(x) e (f ◦ (α + β))(x) = (f ◦ α)(x) + (f ◦ β)(x).
Claramente temos tambe´m f ◦ δ = f, ∀f ∈ RP ,
(f ◦ δ)(x) = ∑
y≤x
f(y)δ(y, x) = f(x)δ(x, x) = f(x), ∀x ∈ P.
Para verificar que RP e´ de facto umA-mo´dulo falta apenas ver uma u´ltima propriedade:
(f ◦ α) ◦ β = f ◦ (α · β),∀f ∈ RP , α, β ∈ A. Temos assim,
((f ◦ α) ◦ β)(y) = ∑
z≤y
(f ◦ α)(z)β(z, y) = ∑
z≤y
∑
x≤z
f(x)α(x, z)β(z, y)
=
∑
x≤z≤y
f(x)α(x, z)β(z, y) =
∑
x≤y
f(x)
∑
x≤z≤y
α(x, z)β(z, y)
=
∑
x≤y
f(x)(α · β)(x, y) = (f ◦ (α · β))(y).
Podemos finalmente provar o pretendido. Na nova notac¸a˜o as func¸o˜es f e g do enun-
ciado podem ser escritas da seguinte forma: f = g ◦ µ e g = f ◦ ζ. O objetivo e´ enta˜o
provar que g = f ◦ ζ se e so´ se f = g ◦ µ Temos enta˜o
g = f ◦ ζ =⇒ g ◦ µ = (f ◦ ζ) ◦ µ = f ◦ (ζ · µ) = f ◦ δ = f.
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Reciprocamente
f = g ◦ µ =⇒ f ◦ ζ = (g ◦ µ) ◦ ζ = g ◦ (µ · ζ) = g ◦ δ = g.
Note-se que no nosso caso, como estamos a trabalhar com c.p.o.’s finitos, eles sa˜o
necessariamente localmente finitos e a condic¸a˜o de ∀t ∈ P o conjunto {s ∈ P : s ≤ t} e´
finito tambe´m se verifica. Assim, o enunciado do cap´ıtulo 4, teorema 4.1, esta´ tambe´m
correto.
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