Beside simplices, n-cubes form an important class of simple polyhedra. Unlike hyperbolic Coxeter simplices, hyperbolic Coxeter n-cubes are not classified. We show that there is no hyperbolic Coxeter n-cube for n ≥ 6, and provide a full classification for n ≤ 5. Our methods, which are essentially of combinatorial and algebraic nature, can be (and have been successfully) implemented in a symbolic computation software such as Mathematica .
Introduction
Let H n be the n-dimensional real hyperbolic space. A hyperbolic Coxeter polyhedron P ⊂ H n is a finite-volume convex polyhedron whose angles are of the form π k for some k ∈ {2, ..., ∞}. Identifying the facets of a hyperbolic Coxeter polyhedron by using the reflections in their supporting hyperplanes is a simple way to construct hyperbolic n-orbifolds and n-manifolds. In the known cases, such polyhedra are responsible for minimal volume hyperbolic orbifolds and manifolds [10] .
In contrast to the spherical and Euclidean cases, hyperbolic Coxeter polyhedra cannot exist any more if n ≥ 996, and are far from being classified. In fact, comprehensive lists are available only if the number of facets of P equals n + 1 or n+2. For example, hyperbolic Coxeter simplices exist only for 2 ≤ n ≤ 9. An overview of the current knowledge about the classification of hyperbolic Coxeter polyhedra (and related questions) is available on Anna Felikson's webpage [3] , for example. Hyperbolic n-cubes are simple polyhedra bounded by 2n facets in H n , and, unlike simplices, they have no simplex facet. Hyperbolic space forms can be constructed by identifying isometric facets of hyperbolic n-cubes in a suitable way. Notably, hyperbolic manifolds which can be decomposed into regular ideal cubes (so-called cubical manifolds) are not necessarily decomposable into regular ideal tetrahedra.
In a previous paper [8] , the first author showed that there are no hyperbolic Coxeter n-cubes in H n for n ≥ 10, and a combinatorial/algebraic approach has been used in order to classify the ideal hyperbolic Coxeter n-cubes, which exist only for n ≤ 3. As a consequence of the relatively low dimensional upper bound and the explicit approach leading to the classification in the ideal case, it was finally suggested that a computer assisted approach could successfully handle the large amount of combinatorial possibilities in the general setting, and therefore proceed with the classification. In this paper, we follow this strategy and eventually provide a full classification of all hyperbolic Coxeter n-cubes. To this end, we refine and expand the combinatorial and algebraic methods from [8] , and we implement them with help of Mathematica. First, we enumerate all potential hyperbolic Coxeter n-cube matrices, that is, all Coxeter matrices satisfying a certain set of necessary conditions arising from the combinatorial setting. This already allows us to show that there is no hyperbolic Coxeter n-cube in dimensions n ≥ 7. Then, we consider the polynomial (in)equalities which have to be satisfied by entries of these potential matrices in order to extract from that list the matrices which lead to all the Gram matrices of hyperbolic Coxeter n-cubes. A key tool in this context is the extraction of Gröbner bases of sets of polynomials.
More precisely, we show the following result.
Theorem 1 (Classification of the hyperbolic Coxeter n-cubes)
The hyperbolic Coxeter n-cubes are repartitioned as follows. Tables 1 and 2, respectively. An explicit list of all hyperbolic 3-cubes families can be found in the Appendix, p.22. Figure 1 , and 3 noncompact ones, whose graphs are given in Figure 2 . Figure 3 , and 3 noncompact ones, whose graphs are given in Figure 4 .
The hyperbolic Coxeter 2-cubes and 3-cubes are distributed according to

There are exactly 15 hyperbolic Coxeter 4-cubes: 12 compact ones, whose graphs are given in
There are exactly 4 hyperbolic Coxeter 5-cubes: a unique compact one, whose graph is given in
4. There are no hyperbolic Coxeter n-cubes for n ≥ 6.
Number of free parameters 0 1 2 3 4
Number of families 119 75 30 5 1 
Hyperbolic Coxeter n-cubes
We denote by H n the hyperbolic space of dimension n, and by ∂H n its boundary. We set H n = H n ∪ ∂H n .
Hyperbolic Coxeter polyhedra
Let X n ∈ {S n , E n , H n } be one of the three standard geometric spaces of constant curvature, realized in a suitable linear real space. A Coxeter (n-)polyhedron is a convex, finite-volume n-polyhedron P ⊂ X n whose dihedral angles are of the form π k , for k ∈ {2, ..., ∞}. Standard references about Coxeter polyhedra and their properties are [11, 13] .
In the sequel, we assume that P ⊂ H n is a hyperbolic Coxeter polyhedron. Then, it is bounded by finitely many hyperplanes, say H 1 , ..., H N , N ≥ n + 1, each H i being associated to a normal unit vector u i . For i = 1, ..., N , the facet (or (n − 1)-face) F i of P is the intersection
A vertex is a 0-face, and an edge is a 1-face of P. If a vertex v of P lies on ∂H n we call v an ideal vertex of P. Then, P is a noncompact polyhedron. If all vertices of P lie on ∂H n , then P is said to be ideal.
Let v ∈ H
n be an ordinary vertex of P.
where S ρ (v) is a sphere with center v and radius ρ > 0 not containing any other vertex of P and not intersecting any facet of P not incident to v. In particular,
Similarly, the link L(v) of an ideal vertex v ∈ ∂H n is defined as the intersection of P with a sufficiently small horosphere centred at v. In particular, L(v) is a Euclidean Coxeter (n − 1)-polyhedron [13, I, Chapter 6.2].
The Gram matrix of P is the matrix G = G(P) = (g ij ) 1≤i,j≤N given by
The matrix G is real, symmetric, and of signature (n, 1) [13, Chapter 6.2] . If P is realized in the vector space model H n for H n and has normal vectors u 1 , ..., u N , then g ij = u i , u j for all i, j ∈ {1, ..., N }, where ., . is the standard bilinear form of signature (n, 1) on H n .
A Coxeter polyhedron P ⊂ H n is often described by its Coxeter graph Γ = Γ(P) as follows. A node i in Γ represents the bounding hyperplane H i of P. Two nodes i and j are joined by an edge with weight 2 ≤ k ij ≤ ∞ if H i and H j intersect in H n with angle π kij . If the hyperplanes H i and H j admit a common perpendicular of length l ij > 0 in H n , the nodes i and j are joined by a dotted edge, sometimes labelled cosh l ij . In practice and in the following discussion, an edge of weight 2 is omitted, and an edge of weight 3 is written without its weight. The rank of Γ denotes the number of its nodes. The Coxeter graphs of indecomposable spherical (resp. Euclidean) Coxeter polyhedra are well known. These polyhedra exist in any dimension and are completely classified. The corresponding graphs are called elliptic (resp. parabolic). They can be found in [13, pp. 202-203] , for example.
The Coxeter matrix of P is the symmetric matrix M = (m ij ) 1≤i,j≤N with entries in N ∪ {∞} such that
Notice that the Coxeter matrix does not distinguish between parallel and ultraparallel pairs of facets of P.
Remark 1
In the sequel, we shall refer to the Coxeter matrix M of a graph Γ as the Coxeter matrix M of the Coxeter polyhedron P such that Γ = Γ(P). Similarly, we say that a Coxeter graph or a Coxeter matrix is of (non)compact type if the associated Coxeter polyhedron is (non)compact.
Hyperbolic Coxeter n-cubes
A hyperbolic n-cube, n ≥ 2, is a polyhedron C ⊂ H n whose closure C ⊂ H n is combinatorially equivalent to the standard cube [0, 1] n ⊂ R n . In particular, an n-cube has 2 n vertices, and is bounded by n pairs of mutually disjoint hyperplanes. It is cubical, i.e. its k-faces are k-cubes, 2 ≤ k ≤ n − 1. Moreover, the number f k (C) of k-faces of C is given by (see [4, Chapter 4.4] , for example)
For n ≥ 2, let C ⊂ H n be an n-cube bounded by hyperplanes H 1 , ..., H 2n such that the hyperplane H 2i−1 intersects all hyperplanes except H 2i for i = 1, ..., n. This is going to be our preferred facet labelling in the sequel. The set H = {H 1 , ..., H 2n } can be partitioned into two families of n concurrent hyperplanes in 2 n−1 different ways. Let H = H 1 ⊔ H 2 be such a partition. Then, for i = 1, 2, the hyperplanes in H i form a simplicial cone in H n based at a vertex of C, say v i . The vertices v 1 and v 2 lie on a (spatial) diagonal of C (they are opposite in C).
Moreover, in the Coxeter case, for any vertex p i ∈ C, the graph of the vertex figure L(p i ) is the subgraph of Γ(C) of rank n spanned by the nodes representing the hyperplanes in H which contain p i .
Partial matrices
Definition 1 Let Ω = {n | n ≥ 2}∪{∞} and let ⋆ be a symbol representing an undetermined real value. A partial matrix of size m ≥ 1 is a symmetric m × m matrix M whose diagonal entries are 1, and whose non-diagonal entries belong to Ω ∪ {⋆}.
In particular, a partial matrix M with no ⋆ entries is totally determined. Otherwise, there will be various ways to fill in undetermined values (the entries denoted by ⋆ need not be equal). 
Note that ≤ is a total order (a lexicographic ordering reading matrix entries in a specified way). We define a partial ordering of partial matrices by M ≺ M ′ if some m ij < m 
Potential matrices
If M is the Coxeter matrix of a Coxeter n-polyhedron P with m ≥ n + 1 facets with respective normal vectors u 1 , ..., u m , and if σ is a permutation of {1, ..., m}, then the polyhedron with normal vectors u σ(1) , ..., u σ(m) is an isometric copy of P, with facets relabeled and Coxeter matrix M σ . Thus we will consider M and M σ equivalent, for the purpose of understanding Coxeter polyhedra without preferred labelling. It suffices then to consider the representative M such that M ≤ M σ for every permutation σ of {1, ..., m}.
As mentioned in Section 2. Recall that for any hyperbolic Coxeter polyhedron P ⊂ H n , any two hyperplanes bounding P intersect in H n if and only if their intersection is an (n − 2)-face of P and the ridge of a dihedral angle of P [13] .
Definition 4
We say that a Coxeter matrix M is a potential matrix for a (polyhedron of a) given combinatorial type if there are entries ∞ in positions in M corresponding to non-adjacent facets, and for every sequence s of indices of facets meeting at a vertex, the submatrix M s is the Coxeter matrix of a finite or affine Coxeter group. In this case, we say that the associated abstract Coxeter polyhedron is a potential hyperbolic Coxeter polyhedron. We say that a potential matrix M specifies a potential compact hyperbolic Coxeter polyhedron if each of its vertex groups (that is, the groups with Coxeter matrices of the form M s , for s a set of indices of facets intersecting at a vertex) is finite. We will refer to such a matrix as a potential matrix of compact type.
For each rank r ≥ 2, there are infinitely many finite Coxeter groups, because of the infinite 1-parameter family of all dihedral groups, whose graphs consist of two nodes joined by an edge of weight k ≥ 2. On the other hand, the following observation is immediate.
Proposition 2
There are finitely many finite Coxeter groups of rank r with Coxeter matrix entries at most seven.
It thus suffices to enumerate matrices for potential Coxeter polyhedra with entries at most seven (and the remaining Coxeter matrices result from substituting integers greater than seven for pairs of sevens in these).
Since the Coxeter matrices of the irreducible finite and affine Coxeter groups are all known, determining the matrices for potential hyperbolic Coxeter polyhedra of a particular combinatorial type is a purely combinatorial problem. Not all such matrices will be Coxeter matrices of actually realizable hyperbolic Coxeter polyhedra of the desired combinatorial type, however. It is indeed necessary to also determine the length of the perpendicular segment between pairs of non-adjacent facets, and to check that the resulting Gram matrix has the right signature, namely (n, 1) (for more details on realizability conditions for hyperbolic Coxeter polyhedra, see [13] , for example). The problem of finding such polyhedra is thus solved in two phases: first, we find potential matrices for hyperbolic Coxeter n-cubes, in particular using a backtracking search algorithm; and second, we solve the relevant algebraic conditions for the distances between non-adjacent facets (this will be the object of Section 4).
Potential hyperbolic Coxeter n-cube matrices
We consider now Coxeter n-cubes and study their potential matrices. Recall that we adopted the convention that the facets 2i − 1 and 2i of an n-cube do not intersect, i = 1, ..., n (see Section 2.2).
Definition 5
We call potential n-cube matrix a potential matrix M for an abstract polyhedron combinatorially equivalent to an n-cube.
Let M be a potential n-cube matrix. Then, in order for the associated abstract n-cube to be realizable as a hyperbolic polyhedron, the following necessary conditions must hold (see [13, I, Chapter 6.2], for example).
(1) For every sequence s of indices of facets meeting at a vertex, the submatrix M s is the Coxeter matrix of a finite or affine Coxeter group.
(2) Any submatrix of M of the form M (2k−1,2k,2l−1,2l) cannot be the Coxeter matrix of a Euclidean Coxeter 2-cube (see Remark 2.2 below).
Remark 2
1. Condition (1) ensures that, if it is realizable, the associated hyperbolic polyhedron is really of finite volume (as it would be the convex hull of 2 n vertices in H n ). (2) is a special case of the so-called signature obstruction: in the graph of a hyperbolic Coxeter polyhedron, any two subgraphs which are neither elliptic nor parabolic have to be connected by an edge (recall that the ∞ in positions (2i − 1, 2i) of M correspond to the dotted edges in the Coxeter graph).
Condition
Notice that by construction, the 2 n elements of V correspond exactly to the respective labels of facets meeting at the vertices of an n-cube. To preserve the convention on labelling of opposite facets, consider the set Σ of permutations σ of {1, ..., 2n} such that σ induces a symmetry of the n-cube and such that for each i = 1, ..., n, there is a j ∈ {1, ..., n} such that {σ(2i − 1), σ(2i)} = {2j − 1, 2j}.
Summing up conditions described above and in Section 2.2, we get that a potential n-cube matrix is a symmetric (2n)×(2n) matrix M , with 1 ′ s on the diagonal and ∞ ′ s in the odd-even positions of the superdiagonal and corresponding evenodd positions of the subdiagonal, having no Euclidean 2-cubes, and such that, for each v ∈ V , M v is the Coxeter matrix of a finite or affine Coxeter simplex group. We consider these matrices up to equivalence by relabelling, and so we only list those M for which M ≤ M σ for all σ ∈ Σ.
We order matrices lexicographically, taking ∞ before any number, by their lower triangular part, reading row-wise. Then, we enumerate these matrices with the the following backtracking search algorithm (recall that it is sufficient to take m ij ∈ {2, ..., 7} ∪ {∞}):
• An initial partial potential Coxeter n-cube matrix M is taken, with 1's on the diagonal, ∞'s in the odd-even positions of the superdiagonal and corresponding even-odd positions of the subdiagonal, and with all remaining entries set to ⋆.
• At each stage, a vertex n-tuple v ∈ V is taken.
• The partial matrix M v is compared with the list of Coxeter matrices of finite and affine Coxeter simplex groups.
• For each possible vertex Coxeter matrix refining M v , trying each such matrix in turn, ⋆ entries in M are replaced by values to make M v the vertex Coxeter matrix.
• If the partial matrix M v cannot be completed to the Coxeter matrix of a finite or affine Coxeter group, the algorithm backtracks (to the next alternative at an earlier stage).
• If a Euclidean 2-cube is formed, the algorithm backtracks.
• If a permutation of the partial matrix would be earlier in the ordering of matrices, then any completion would have an equivalent form earlier in the ordering and would have been enumerated by the algorithm in another sequence of choice, so the algorithm backtracks.
• If every vertex has been checked (that is, if all submatrices M v , v ∈ V , have been considered), then the partial matrix has been completed to a matrix satisfying all of the vertex constraints and which is earliest in the set of all equivalent forms.
At the end of the process, for each matrix with at least one pair of coefficients satisfying m ij = m ji = 7 (corresponding to the presence of a dihedral subgroup in the associated Coxeter group, see Section 3.2), remove from the list any matrix obtained by replacing m ij and m ji by m ∈ {2, ..., 6}. This removes redundant occurrences of Coxeter groups with dihedral subgroups.
This approach was programmed, and it successfully enumerated all potential Coxeter n-cube matrices for n = 3, 4 and 5. However, a refined algorithm was needed to continue the search. The refined algorithm relies on the following observation.
Lemma 1
If M is a potential Coxeter n-cube matrix, then M (1,2,...,2n−2) is a potential Coxeter (n − 1)-cube matrix of compact type.
σ corresponds to a principal submatrix of the Coxeter matrix of a finite or affine Coxeter group. Such matrices are always Coxeter matrices of finite Coxeter groups.
For computational convenience, the ordering of (2n) × (2n) matrices entries is done first by their initial (2n − 2) × (2n − 2) submatrices, so that only an earliest representative of each (n − 1)-dimensional matrix is needed to seed the search for the n-dimensional case. Then, the refined backtracking search is done one dimension at a time as follows.
• For each Coxeter (n − 1)-cube matrix of compact type, start with a partial (2n) × (2n) matrix with the upper left (2n − 2) × (2n − 2) filled in.
• Enumerate the possible (2n−1)-st rows, by imposing the vertex conditions involving facet 2n−1 in a backtracking search as in the previous algorithm.
• Then, the 2n-th row must satisfy the same conditions and there are no vertex conditions involving both facets 2n − 1 and 2n (since they are opposite in the cube). Hence, fill-in the rows 2n − 1 and 2n with each possible combination from the list of possible (2n − 1)-st rows.
• Remove from the list any matrices having earlier permutation equivalent form.
Algorithm outcome
The above described procedure has been implemented in Mathematica. We describe the outcome, distinguishing between lower dimensions (n = 2, 3) and higher dimensions (n ≥ 4).
Dimensions 2 and 3
In dimension n = 2, thank to a result of Poincaré (see [13, I, Chapter 6.2], for example), we know that the only necessary and sufficient condition for an abstract 2-cube to be realizable in H 2 is that its four angles add up to less than 2π. Hence, all potential hyperbolic Coxeter 2-cube matrices turn out to yield realizable ones. Recall that we enumerate matrices with entries at most seven (see Section 3.2). Replacing pairs of coefficients of the form m ij = m ji = 7 with larger integers gives infinite families of potential Coxeter n-cubes. The process begins with potential Coxeter 2-cube matrices of compact type, with entries at most seven. Up to relabeling, there are 230 such matrices, whose repartition is given in Table 1 (see Theorem 1 ). Notice that in this dimension, the only matrices corresponding to noncompact hyperbolic 2-cubes are exactly those containing at least one pair of coefficients of the form m ij = m ji = ∞.
In dimension 3, Andreev (see [13, I, Chapter 6.2], for example) gave a set of necessary and sufficient conditions, in terms of angles and combinatorics, for an abstract 3-polyhedron to be realizable in the hyperbolic space. In our context, the combinatorial type is fixed, and Andreev's Theorem implies that every potential hyperbolic Coxeter 3-cube matrix is in fact realizable. Andreev's result, however, does not provide the respective lengths of the perpendicular segments between non-intersecting facets, and, more importantly, it does not give any clue about the size of the family being considered. As a result, we get the repartition given in Table 2 (see Theorem 1). In particular, the number in each cell of Table 2 indicates the number of hyperbolic Coxeter 3-cubes with no free parameter (that is, with angles at most π 6 ), respectively the number of infinite families of hyperbolic Coxeter n-cubes indexed by k free parameters, k = 1, 2, 3, corresponding to dihedral subgroups in the associated Coxeter group (see Section 3.2). In particular, there is no family of hyperbolic Coxeter 3-cubes with 4 or more free parameters.
Remark 3
• We provide the explicit list of all hyperbolic Coxeter 3-cubes as an Appendix (see p.22).
• The classification described in Table 2 contains several already available partial classifications (see [1, 7, 8] , for example).
• The unique 3-parameter family of hyperbolic Coxeter 3-cubes is the wellknown family of Lambert cubes [7] .
• The large amount of single occurrences and the presence of infinite families, both in the compact and noncompact settings, contrast with the simplex case, where the classification is reduced to 9 compact and 22 noncompact hyperbolic Coxeter 3-simplices [13, pp 205-208 ].
Higher dimensions
The repartition of potential hyperbolic Coxeter n-cubes matrices, n = 4, 5, 6, is given in Table 3 . This leads immediately to the following observation.
Corollary 1
There are no hyperbolic Coxeter n-cubes for any n ≥ 7.
Proof This follows directly from Lemma 1 and the fact that there are no potential hyperbolic Coxeter 6-cube matrices of compact type (see Table 3 ). 4 From potential matrices to realizable matrices
It remains now to check each potential Coxeter n-cube matrix to see if it can lead to the Gram matrix G of an actual hyperbolic Coxeter n-cube. Recall that for n = 2, 3, any potential hyperbolic Coxeter n-cube matrix is automatically realizable (see Section 3.4.1), so that the classification problem there reduces to the computation of the respective length between pairs of non-intersecting facets. Hence, it remains to consider the dimensions n = 4, 5, 6. In the sequel, M will denote one of the potential hyperbolic Coxeter n-cube matrices obtained in Section 3.4.2. We follow the same labelling conventions as in Section 3.3.
Algebraic realizability conditions
The n perpendicular line segments between pairs of non-adjacent facets of an n-cube P determine the entries of the Gram matrix corresponding to the ∞ entries at positions (2i − 1, 2i) and (2i, 2i − 1) in the potential Coxeter matrix M . The corresponding Gram matrix entries will be of the form − cosh(d i ), for d i the distance between the facets 2i − 1 and 2i of P. The condition on these entries is that the resulting Gram matrix must have signature (n, 1). This implies that the following set of polynomial conditions must be satisfied:
Thus, a first natural idea is to take the Gram matrix G with entries − cos(π/m ij ) for a potential matrix M = (m ij ) 1≤i,j≤2n , replacing the entries (2i − 1, 2i) and (2i, 2i − 1) by a variable x i for each i = 1, ..., n, to solve Conditions (1), with the constraints
and finally to check that the resulting Gram matrix has the right signature (n, 1).
Unfortunately, this is not quite so easy (even for a computer), in view of the mass production scale of the numbers of potential Coxeter n-cube matrices we have to consider. One difficulty has to do with the infinite families of potential Coxeter matrices we have identified, so that each pair of entries of the form m ij = m ji = 7 can be replaced by values greater than 7. To alleviate this issue, we refine our approach by adding further variables z {i,j} corresponding to each such pair of sevens in the potential matrix, and replace the entries − cos(π/m ij ) and − cos(π/m ji ) of G by −z {i,j} /2, so that z {i,j} = 2 cos(π/m ij ). Then, the associated constraint is 2 cos(π/7) ≤ z {i,j} < 2, for all {i, j} such that m ij ≥ 7.
Hence, by Table 3 and Conditions (1), (2) and (3), we have the following respective polynomial conditions.
• In dimension 4, there are 24 polynomial conditions to consider, in four x i variables and at most two z {i,j} variables, each with their own inequality constraint.
• In dimension 5, there are 80 polynomial conditions in five x i variables and at most one z {i,j} variable.
• In dimension 6, there are 240 polynomial conditions with six x i variables only.
The main problem is to efficiently eliminate from consideration all the nonrealizable potential Coxeter n-cubes matrices. As a technical contrivance, it is convenient to introduce variables t 4 , t 5 , t 6 and substitute any Gram matrix entries of the form − cos(π/m) with −t m /2, for m = 4, 5 or 6, with then additional equations t 
and additional inequalities
Then, the conditions det(2G S ) = 0 for any (n + 2)-tuple S of facet indices.
are equivalent to Conditions (1) and are integer polynomial equations in the t m 's, x i 's and z {i,j} 's.
Remark 4
Since there are so many conditions and so few variables to determine, it is to expect that not many of the potential Coxeter n-cube matrices will give rise to hyperbolic Coxeter n-cubes, as we will see.
A powerful systematic approach is to find Gröbner bases for the sets of polynomials arising from (4) and (6) . We briefly outline this concept and give some useful references.
Let K ⊂ C be a field, and let F be a finite set of polynomials in
Gröbner bases extraction
Dimension 6
There are only 2 potential matrices in dimension 6, giving rise to the following candidates for Gram matrices of hyperbolic Coxeter 6-cubes:
Notice that there is no t m variable here. The Gröbner basis for the polynomials arising from Conditions (6) for G 1 can be computed to be {1}, so G 1 cannot be completed to a Gram matrix of an actual hyperbolic Coxeter 6-cube. The Gröbner basis arising form G 2 includes the polynomials 2x i − 1, i = 1, ..., 6, so that the only solution of the polynomial conditions is x i = 1/2, i = 1, ..., 6, and this is inconsistent with Condition (2). This proves the following result, which is part 4 of Theorem 1.
Proposition 3
There is no hyperbolic Coxeter 6-cube.
Remark 5
As it is a negative result, Proposition 3 can already be obtained by exhibiting an appropriate impossible setting. For instance, for G 2 , it is sufficient to see that Condition (6) for S = {1, ..., 12} \ {2, 5, 10, 12} leads to the condition
which cannot be satisfied for x 2 , x 4 < −1. However, this exclusion strategy (which has been successfully applied in the particular case treated in [8] ), in contrast to the Gröbner basis extraction algorithm, cannot be made systematic, as there is no satisfactory method to decide how the sets S of indices have to be chosen, and how many of such sets are sufficient to yield an impossible setting.
Dimension 5
In dimension 5, it took Mathematica about 10 minutes to compute the Gröbner bases for the 3719 potential matrices, of which 3707 reduce to {1}. Of the remaining 12 cases, one basis includes the polynomials 2x i −1, i = 1, ..., 5, and another one includes the polynomial x 5 − 1, each eliminated by the conditions
Another 6 of the remaining potential Coxeter 5-cubes matrices have a pair of seven entries introducing a variable z {i,j} =: z. Each of these cases has a solution satisfying x i < −1, i = 1, ..., 5, but with z outside the range [2 cos(π/7), 2) given by Condition (3). In fact, one of these cases had z = 0, corresponding to m = 2, and substituting two for the sevens in the potential Coxeter matrix gave (a permuted form of) one of the remaining four cases, while another of these cases had z = 1, corresponding to m = 3, and substituting threes for the sevens in the potential Coxeter matrix gave another (permuted form of) one of the remaining four potential matrices, so that these two cases can be considered as redundant. The remaining four potential matrices all lead to solutions satisfying all of the conditions and having signature (5, 1), hence proving Part 3 of Theorem 1.
The respective lengths between pairs of non-intersecting facets are given as follows. Let cosh d denote the (equal) weights of the two dotted edges lying on the diagonal of the cube formed by the graph Γ 1 of the compact hyperbolic Coxeter 5-cube (see Figure 3) , and let cosh e denote the (equal) weights of the remaining three dotted edges. Then, one has cosh d = √ 2(5+ √
13) 4
, and cosh e = 
Remark 7
Although the commensurability problem is difficult in general, available tools (see [6, 9] , for example) can be used to show that the arithmetic non-cocompact Coxeter group with Coxeter graph Γ 3 is commensurable to the Coxeter simplex group with Coxeter symbol [3, 3 [5] ].
Dimension 4
The efficiency of the process for finding a Gröbner basis, even when the result is just {1}, depends significantly on the ordering of the variables, leading to possible technical difficulties: intermediate steps in the Gröbner basis extraction procedure may involve polynomials of high degree with huge coefficients. To make efficient progress in the dimension 4 case, it was necessary to run the Gröbner basis routine for different subsets of equations and variables with time limits on execution, aborting slow calculations in hopes of finding a method of completing the calculation in a reasonable time.
We provide some details on the computation procedures and timing limitations, as a hint on the difficulties which can be expected during the Gröbner bases extraction procedure. Notice that the exact number of cases resulting on a program time out may vary somewhat between runs (depending on the computer and what other tasks are competing for computing time), so that the numbers provided here should be considered as an order of magnitude on the complexity of the procedure.
1. The equations for the 27367 potential matrices took about 15 minutes to be generated by Mathematica. An initial pass over all cases using all equations and allowing a maximum of 5 seconds per case finds a Gröbner basis in 26967 cases in about 75 minutes, and all but 1214 of these reduce to {1}
2. A second pass over the remaining 400, first finding a Gröbner basis for the equations not involving t 5 and x 1 before reducing with the remaining equations, and allowing 10 seconds per case, took about 7 minutes and found another 368 Gröbner bases, all reducing to {1}.
3.
A third pass over the remaining 32 cases, first finding a Gröbner basis for the equations not involving t 4 and x 2 before reducing with the remaining equations, and allowing 20 seconds per case, took less than a minute and found the remaining 32 Gröbner bases, all reducing to {1}.
Hence, it remains to analyse the 1214 potential matrices leading to Gröbner bases different from {1} obtained in Step 1 above. These can be considered in 14 separate cases depending on the set of values not belonging to {1, 2, 3, ∞}, and the number of pairs of sevens (each possibly substituted with a greater label), in the Coxeter matrix. In other words, the cases are described as depending on occurrences of t 4 − √ 2, t 5 − (1 + √ 5)/2, or t 6 − √ 3 in the Gröbner basis, and on the number of additional z {i,j} variables, respectively. These 14 cases and the respective numbers of corresponding potential matrices are as follows (recall that from Table 3 , it follows that no potential hyperbolic Coxeter 4-cube matrix has more than 2 pairs of sevens).
• With two pairs of sevens, there are:
(1) 6 cases with no 4, 5, or 6 label, and (2) 15 cases including a 4 label and no 5 or 6 label.
• With a single pair of sevens, there are: Then, we proceed by setting each polynomial in the Gröbner bases to zero, with the inequality constraints x i < −1 and 2 cos(π/7) < z {i,j} < 2 for any added z {i,j} variable, in order to solve the corresponding system of polynomial equations. As for the Gröbner bases extraction routine, these reductions were performed with time constraints and recursively performed for different orders of the variables and starting with different subsets of equations, since again the intermediate stages of reduction could result in large expressions even if the final result was no solution. This also allowed us to keep track of the procedure progress. As a result, cases (1) to (8) could be exhausted (in less than 25 minutes by Mathematica), yielding no solutions in either case, and all cases (9)- (14) were treated efficiently in less than a minute combined (due to the absence of z {i,j} variable), returning exactly 15 realizable potential matrices. This proves Part 2 of Theorem 1, and therefore achieves its proof.
The respective weights of the dotted edges in the graphs Σ . Here, cosh d refers to the weight of the dotted edge which is the diagonal of the graph of Σ k,l,m 1 , and cosh e refers to the weight of the three dotted edges which are (boundary) edges of the graph of Σ k,l,m 1 (in particular, these three dotted edges always have the same weight, which does not depend on the parameters k and l). As for the graph Σ 3 , all its dotted edges have the same weight, which is given
Remark 8 The volumes of the hyperbolic Coxeter 4-cubes can be computed, for example by using the computer program CoxIter [5] . They are given in Table 6 . Notice that for these polyhedra, the relations of the form vol(P 1 ) = 2 vol(P 2 ) result from the fact that P 1 is a suitable doubling of P 2 .
graph Σ(P) Σ , m = 3, 4, 5, and vol P • For the volumes, one has 2 vol P , m 32 , m 41 , m 42 , m 51 , m 52 , m 53 , m 54 , m 61 , m 62 , m 63 , m 64 ).
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