Abstract. Image segmentation is of great importance in the fields of computer vision, face recognition, medical imaging, digital libraries, and video retrieval. This paper presents a novel method for image segmentation based on a Hybrid particle swarm algorithm, which combines the advantages of swarm intelligence and the natural selection mechanism of artificial bee colony algorithm. Experimental results show that the proposed method can reach a higher quality adequate segmentation, reduce the CPU processing time and eliminate the particles falling into local minima.
Introduction
There is a great source of inspiration for creating metaheuristic algorithms in nature and individuals interact constantly within a species or a population, which can obtain useful information to improve their adaptation by interacting with each other in the same species or population, such intraspecific interaction (heterogeneous coevolution) and interspecific interaction (homogeneous coevolution) in an ongoing cycle of adaptation, which are called symbiotic coevolution in biology [1] .With the development and use of concepts, there are many algorithms have been used to solve difficult optimization problems, such as Genetic Algorithm (GA) ,Differential Evolution (DE), Particle Swarm Optimization (PSO) and so on. Image segmentation is considered as an important basic operation for meaningful analysis and interpretation of images acquired, which is the first step for image understanding, feature extraction and recognition. There are four different types for image segmentation commonly, including texture analysis based methods, histogram thresholding based methods, clustering based methods and region based split and merging methods. In all of them, the thresholding method is a simple but effective method for the segmentation of images, which can divide an image into related sections or regions, consisting of image pixels having related data feature values. According to the selected threshold, each pixel belongs to a determined class is labeled, which is giving as a result pixel groups sharing visual characteristics in the image. The key of image segmentation is how to efficiently select the optimal thresholding. Many methods for segmentation have been proposed in these years [2] .Particle swarm optimization is a kind of swarm intelligence algorithm proposed by Kennedy and Eberhart in 1995, which basically consists of a number of particles that collectively move in the search space in search of the global optimum. However, a general problem with the PSO algorithms is that of becoming trapped in a local optimum. In order to overcome this problem, we introduce a new bio-inspired image segmentation algorithm based on Hybrid Particle Swarm Optimization (HPSO) to compute threshold selection for image segmentation. In this approach, the segmentation process is considered as an optimization problem, we use domain search strategies to improve the traditional PSO algorithm. Results showed that the Hybrid Particle Swarm Optimization (HPSO) based image segmentation executed faster, eliminate the particles falling into local minima and were more stable than the traditional PSO algorithm.
Image Thresholding
There are two categories of thresholding techniques including bi-level and multi-level. 
Where I represents a specific intensity level, N represents the total number of pixels contained in the image.
represents the number of pixels for the corresponding intensity level I. The total mean can be calculated as:
The bi-level thresholding can be extended to generic n-level thresholding and assume t j to generic n-level thresholding (j=1…n-1). The pixels of a given image will be divided into n classes D 1 …D n , which represent multiple objects or even specific features on such objects. The optimal threshold is the one that maximizes the between-class variance which is generally defined by:
Where j represents a specific class in such a way that and are the probability of occurrence and mean of class j, which can be defined by:
The segmentation process is considered as an optimization problem, and the problem of n-level thresholding is reduced to an optimization problem to search for the thresholds t j that maximizes the objective functions, generally defined as: (6) The standard deviation can evaluate the stability of the algorithm, the following index is used:
Where N is the repeated times of each algorithm, is the best fitness value of the ith run of the algorithm, is the average value of [5] [11].
Image Segmentation Algorithm Based on Hybrid Particle Swarm Optimization (HPSO)

Traditional Particle Swarm Optimization (PSO)
In PSO model, the potential solutions of each optimization problem can be seen as a bird in the search space, which is called particle. Each particle has a velocity and searches the solution space iteratively which determines the direction and rate of particles fling and a position vector which determines the current position of the particle. All particles have a fitness value determined by the function and need to be optimized. The particle swarm algorithm is initialized to be a group of random particles, and then we can search for the optimal solution through an iterative method. After several iterations, we can obtain the optimal solution of the optimization problem.
We focused on real-coded particle position. Each individual position of the initial population is randomly generated, which matches the corresponding fitness values of different sizes [4] .
The PSO is a population-based technique, similar in some aspects to evolutionary algorithms [8] , except that potential solutions (particles) move, rather than evolve, through the search space. The rules of particle dynamics that govern this movement are inspired by models of swarming and flocking. In PSO population, each particle has a position and a velocity, and experiences linear spring-like attractions towards two attractors: One is its previous best position, the other is best position of its neighbors.
In mathematical terms, each individual's direction of movement is manipulated according to the following equations: (8) (9)
Where the ith particle is represented as in the D-dimensional space, the rate of velocity for particle i is represented as , pbest is the best position found so far of the ith particle, gbest is the best position of any particles in its neighborhood, χ is known as constriction coefficient, c 1 and c 2 are learning rates, r 1 and r 2 are two random vectors uniformly distributed in [0, 1], and t is the time step [5] [6] .The PSO algorithm can be summarized in the table 1. In this paper, a hybrid particle swarm optimization (HPSO) has been proposed, which combines the advantages of swarm intelligence and the natural selection mechanism of artificial bee colony algorithm, using the domain search strategies to the particle's best position to eliminate the particles falling into local minima [7] .
For each particle, we should search population particle according to the formula (9), then the search in result as the domain particles. Search the entire field, if individual best of the domain particle is better than the historical individual best position; let the domain best as the local best of the particle. (10) Where k ∈ (1, 2,. .., size) and j ∈ (1, 2,..., D) are randomly chosen indexes, and k has to be different from i , r is a random number between[-1,1].
With the increase of the number of iterations, the value of will gradually decrease, In other words, the searching space of the particle will gradually shrink, which will also help improve the accuracy of the algorithm. To model the swarm, each particle moves in a multidimensional space according to position and velocity values which are highly dependent on information of the local best, the domain best and the global best [9] .
Image Segmentation Algorithm Based on HPSO
The particles in the Hybrid Particle Swarm Optimization (HPSO) are evaluated for the fitness function, which is defined as the between-class variance of the image intensity distributions previously represented in (6) . The segmentation procedure can be summarized by the following steps:
(1)Initialize swarm: Initialize the particles' positions and velocities. In the beginning, the particles' velocities are set to zero and their position is randomly set within the boundaries of the search space. The search space will depend on the number of intensity levels L, i.e., if the frames are 8-bit images then the particles will be deployed between 0 and 255.
(2)For each particle in the swarm, update Particles' fitness according to the formula (4). (3) Using formula (10) , the fitness function is used to evaluate the domain best, if personality best of the domain particle is better than the historical best of the particle, let the domain best as the local best of the particle.
(4) Update Particles' velocity and position vectors according to the formula (8) and (9) (5) Stopping criteria can be a predefined number of iterations without getting better results or other criteria, depending on the problem, then the global best is the Optimal threshold, else go to step (2); (6)The Optimal threshold is used for image segmentation.
The flowchart of the Hybrid Particle Swarm Optimization (HPSO) process is given in Fig.1 .
Fig. 1. The Flowchart of the proposed Algorithm
Experiment Result
In this section, the traditional Particle Swarm Optimization (PSO) and the Hybrid Particle Swarm Optimization (HPSO) based image segmentation which proposed in this paper was programmed in MATLAB [10] . The proposed methods are tested on a few common images including Penguins, Koala and Lighthouse. Fig. 2 illustrates different test cases along with the histograms of the images. The images are tested to evaluate the performance of the proposed algorithm. The Population size for the two methods are set to 30, the max iterations of the two methods are set to be 100, the learning rates are , a total of 20 runs are performed [8] .
The first one is tested on the followed image of 'Penguins', the goal is to segment the image for 2, 3, 4 thresholds with the traditional Particle Swarm Optimization (PSO) and the Hybrid Particle Swarm Optimization (HPSO), the results are shown in Fig 3 and Fig  4 .The other one are tested on the image of 'Koala ' with the same method, the results are shown in Fig 5 and Fig 6 . The last one are tested on the image of 'Lighthouse', the results are shown in Fig 7 and Fig 8. The conducted experiments show that the proposed method yields adequate segmentations. The standard deviation and CPU process time were selected as the measures for comparing the output of different methods. As we can see from the standard deviation and CPU processing times are brought in Table 1 , the Hybrid Particle Swarm Optimization (HPSO) has the least the standard deviation values in comparison with the traditional Particle Swarm Optimization (PSO), which is the more stable. The Hybrid Particle Swarm Optimization (HPSO) has been proven in the literature to require less CPU processing time for finding thresholds in comparison to the traditional Particle Swarm Optimization (PSO), especially for higher threshold numbers. The results illustrate that the Hybrid Particle Swarm Optimization (HPSO) is more efficient than the traditional Particle Swarm Optimization (PSO), in particular, when the level of segmentation increases, thus being able to find the better thresholds with more stability in less CPU processing time. 
Conclusion
In this paper, it proposed a novel method for image segmentation based on a Hybrid particle swarm algorithm (HPSO) for solving the problem for delineating multilevel threshold values and to overcome the disadvantages of traditional Particle Swarm Optimization (PSO) in terms of trapping in local optimum. Results have been evaluated in terms of quality of the output images and computational time to obtain them, which indicate that the Hybrid Particle Swarm Optimization (HPSO) is more efficient than the traditional Particle Swarm Optimization (PSO), specifically when the level of segmentation increases, the novel method for image segmentation based on a Hybrid particle swarm algorithm (HPSO) can find the better thresholds with more stability in less CPU processing time.
