Abstract. Motivated by the sign-balance identity of Désarménien and Foata (1992) , we investigate the sign-balance of various Eulerian polynomials in a unified way via their corresponding quadratic recursions. These polynomials include the recent q-binomial Eulerian polynomials introduced by Shareshian and Wachs, the descent polynomials over André permutations or Simsun permutations, and the excedance polynomials over 321-avoiding permutations. In particular, our approach provides a simple proof of Eu, Fu and Pan's sign-balance identity for Simsun permutations. We also show the unimodality of the signed binomial Eulerian polynomials by exploiting their continued fraction expansion and making use of a new quadratic recursion for the q-binomial Eulerian polynomials. Moreover, the latter recursion permits us to discover a permutation interpretation of the q-binomial Eulerian polynomials along with a group action proof of their q-γ-positivity expansion due to Shareshian and Wachs. Using the machine of continued fraction, we also find a new (p, q)-extension of the γ-positivity of binomial Eulerian polynomials, involving crossings and nestings of permutations.
Introduction
Let S n be the set of all permutations of [n] := {1, 2, . . . , n}. For any permutation π = π 1 π 2 · · · π n ∈ S n , the number of descents, the number of excedances, the inversion number and the major index of π are defined, respectively, by . The joint distributions of Eulerian and Mahonian statistics on permutations, restricted or unrestricted, have been widely studied in the literature [3, 5-7, 14, 16, 17, 22, 23, 25, 32, 36, 37, 41] .
Answering a conjecture posed by Loday [29] , Désarménien and Foata [11] proved the following sign-balance identity. This paper stems from the observation that Theorem 1.1 follows from a simple quadratic recursion (2.1) for the (inv, des)-q-Eulerian polynomials. This idea enables us to prove in a unified way several sign-balance identities for various Eulerian polynomials, including the q-binomial Eulerian polynomials introduced recently by Shareshian and Wachs [38] , the descent polynomials of André or Simsun permutations and the excedance polynomials of 321-avoiding permutations. In particular, the refined sign-balance of Simsun permutations due to Eu, Fu and Pan [12] can also be derived in this way.
Another theme that we would like to consider is the unimodality of the resulting signed Eulerian polynomials. Recall that a polynomial n i=0 h i t i ∈ R[t] is said to be palindromic (or symmetric) if h i = h n−i for all 0 ≤ i ≤ ⌊n/2⌋. It is unimodal if for some c h 0 ≤ h 1 ≤ · · · ≤ h c ≥ h c+1 ≥ · · · ≥ h n .
A stronger property implying both the palindromicity and the unimodality is the so-called γ-positivity. A palindromic polynomial in R[t] of degree n is said to be γ-positive if it can be written in the basis {t k (t + 1) n−2k } 0≤k≤n/2 with non-negative coefficients. Many interesting polynomials arising in enumerative and geometric combinatorics are palindromic and unimodal, some of which are even γ-positive, see e.g., [3, 4, 32] . For a permutation σ = σ 1 · · · σ n ∈ S n , we call σ i (1 ≤ i ≤ n) a double descent (resp. double ascent, peak, valley) of σ if σ i−1 > σ i > σ i+1 (resp. σ i−1 < σ i < σ i+1 , σ i−1 < σ i > σ i+1 , σ i−1 > σ i < σ i+1 ), where we use the convention σ 0 = σ n+1 = +∞. Note that σ 1 is a double descent if σ 1 > σ 2 and in this case we will call σ 1 an initial double descent. Denote by dd(σ) (resp. da(σ), peak(σ), valley(σ)) the number of non-initial double descents (resp. double ascents, peaks, valleys) of σ. Foata and Schüzenberger [15, Theorem 5.6] proved the following elegant γ-positivity expansion of the Eulerian polynomials (1.2) A n (t) =
where γ n,k is the cardinality of the set (1.3) Γ n,k := {σ ∈ S n : dd(σ) = 0, σ 1 < σ 2 and des(σ) = k}.
A q-analog of (1.2) using the (maj, exc)-q-Eulerian polynomials was proved in [26, 27, 37, 38] , and a similar q-γ-positivity expansion for the q-binomial transformation of the latter polynomials, denotedÃ n (t, q) and called q-binomial Eulerian polynomials, was recently established by Shareshian and Wachs [38] . One of our main results is a new quadratic recursion (see Theorem 3.1) for the qbinomial Eulerian polynomialsÃ n (t, q), which was originally discovered in our attempt to prove the unimodality of the signed binomial Eulerian polynomialsÃ n (t, −1). Interestingly, this recursion leads to a permutation interpretation ofÃ n (t, q), which enables us to provide a Modified Foata-Strehl group action proof (see Corollary 3.7) of the aforementioned Shareshian-Wachs q-γ-positivity expansion. Furthermore, two specializations of this recursion together with a continued fraction expansion conclude the desired unimodality of A n (t, −1) (see Theorem 2.5). Via the machinery of continued fraction, we will also prove a new (p, q)-extension of the γ-positivity of binomial Eulerian polynomials.
The rest of this paper is organized as follows. In Section 2, we provide a new approach to Theorem 1.1 and study the sign-balance of the binomial Eulerian polynomials. In Section 3, we establish a quadratic recursion of the q-binomial Eulerian polynomials and present the Modified Foata-Strehl group action proof of the Shareshian-Wachs q-γ-positivity expansion. In Section 4, via the machinery of continued fraction, we prove the unimodality of A n (t, −1) and show a (p, q)-extension of the γ-positivity of binomial Eulerian polynomials. Sections 5 and 6 are devoted to studying the sign-balance of the descent polynomial over André (or Simsun) permutations and the excedance polynomial over 321-avoiding permutations, respectively. Finally, we end this paper with a remark and two log-concavity conjectures.
Classical Euler-Mahonian statistics on permutations
In this section, we investigate the sign-balance of binomial Eulerian polynomials. We begin with a new simple approach to Theorem 1.1. The following lemma will be used frequently throughout this paper. The (inv, des)-q-Eulerian polynomials
were introduced by Stanley [41] . Chow [7] showed combinatorially that A des,inv n (t, q) satisfy the quadratic recursion
Taking q = 1, we obtain the recurrence relation for the Eulerian polynomials
A new simple proof of Theorem 1.1. We proceed by induction on n. Assume that (1.1) holds for n up to 2m − 1. It then follows from recursion (2.1) and Lemma 2.1 that
(t, −1)
where the last equality follows from the recurrence relation (2.2). This completes the proof of Theorem 1.1 by induction.
The (maj, exc)-q-Eulerian polynomials A n (t, q), arising in the study of poset topology by Shareshian and Wachs [36] , are defined as
Their exponential generating function has a q-analog of Euler's formula (see [37] or [14] )
, 
By applying this recursion, the following major-balance identity can be proved through the same approach as Theorem 1.1 above, the details of which are omitted due to the similarity.
Theorem 2.2. For n ≥ 1, we have
Remark 2.3. When n is even, the above identity appeared in [35, Corollary 6.2] .
It is well known that the Eulerian polynomials are the h-polynomials of dual permutohedra (cf. [32] ). Postnikov, Reiner, and Williams [33] studied the h-polynomials of the so-called dual chordal nestohedra, including the permutohedra as a classical special case. Another interesting special case is the stellohedra, whose h-polynomials give the binomial transformation of the Eulerian polynomials
This class of polynomials was named binomial Eulerian polynomials by Shareshian and Wachs in [38] , where a natural q-analog was also introduced as
The first few q-binomial Eulerian polynomialsÃ n (t, q) arẽ
An immediate consequence of Theorem 2.2 and Lemma 2.1 is the following signed identity forÃ n (t, q).
Here we use the convention A 0 (t) = 0.
It appears that the first few signed binomial Eulerian polynomialsÃ n (t, −1) are palindromic and unimodal:
Further numerical calculations suggest the following result, which will be proven in the next two sections.
Theorem 2.5. For any n ≥ 1, the signed binomial Eulerian polynomialÃ n (t, −1) is palindromic and unimodal.
The palindromicity ofÃ n (t, −1) follows directly from the q-γ-expansion (3.11) ofÃ n (t, q) below. The attempt to show the unimodality ofÃ n (t, −1) inspires us to develop a quadratic recursion for the q-binomial Eulerian polynomials that we shall prove next.
On a quadratic recursion for q-binomial Eulerian polynomials
This section is devoted to developing a quadratic recursion for the q-binomial Eulerian polynomials and its several applications.
Theorem 3.1. The q-binomial Eulerian polynomials satisfy the recurrence relation
for n ≥ 0 with initial valueÃ 0 (t, q) = 1.
Our proof of Theorem 3.1 will be built only on (2.3). We begin with the calculation of the exponential generating function ofÃ n (t, q).
q)e(tz; q) e(tz; q) − te(z; q) .
Proof. Our starting point is formula (2.3), from which we compute
A n (t, q) z n (q; q) n = (1 − t)e(z; q) + te(z; q) (1 − t)e(z; q) e(tz; q) − te(z; q) .
After simplification we obtain the desired formula.
The Eulerian differential operator δ z used below is defined as
], the ring of formal power series in z over R [q] . It is not difficult to show for any variable α, that δ z (e(αz; q)) = αe(αz; q).
Proof of Theorem 3.1. Applying δ z to both sides of (3.2) and using property (3.3) and the elementary rule of the differential operator (see [23, Lemma 7] ) yields
q)e(tz; q)) e(tz; q) − te(z; q) + δ z (e(tz; q) − te(z; q)) −1 (1 − t)e(zq; q)e(tzq; q) = (1 − t)e(tz; q)(te(zq; q) + e(z; q)) e(tz; q) − te(z; q) + (1 − t)e(zq; q)e(tzq; q)(te(z; q) − te(tz; q)) (e(tqz; q) − te(qz; q))(e(tz; q) − te(z; q)) = (1 − t)e(z; q)e(tz; q) e(tz; q) − te(z; q) + t (1 − t)e(z; q)e(tz; q) e(tz; q) − te(z; q)
(1 − t)e(zq; q) e(tzq; q) − te(zq; q) + t(1 − t)e(zq; q)∆(t, q) (e(tz; q) − te(z; q))(e(tzq; q) − te(zq; q)) , where ∆(t, q) := te(tz; q)[e(z; q) − e(zq; q)] − [e(tz; q) − e(tzq; q)]e(z; q) = tze(tz; q)δ z (e(z; q)) − ze(z; q)δ z (e(tz; q)).
Invoking (3.3) we see immediately that ∆(t, q) = 0, and so n≥0Ã n+1 (t, r, q) z n (q; q) n = (1 − t)e(z; q)e(tz; q) e(tz; q) − te(z; q) + t (1 − t)e(z; q)e(tz; q) e(tz; q) − te(z; q)
(1 − t)e(zq; q) e(tzq; q) − te(zq; q) .
Taking the coefficient of z n /(q; q) n on both sides of the above equality, we obtain (3.1). This completes the proof.
A direct consequence of Theorem 3.1 and Lemma 2.1 is the following recurrence relations forÃ n (t, −1), involving the signed Eulerian polynomials A n (t, −1).
Since the product of two palindromic and unimodal polynomials is again palindromic and unimodal, recursion (3.4) implies that Theorem 2.5 needs to be shown for even integers n only, that is, to show that the palindromic polynomial
is unimodal for any integer m ≥ 1. This will be done in Section 4 by making use of a continued fraction expansion for the ordinary generating function of A * m (t). Another two applications of Theorem 3.1 are a combinatorial interpretation ofÃ n (t, q) and an alternative approach, via the so-called Modified Foata-Strehl group action on permutations, to a known q-γ-positivity expansion due to Shareshian and Wachs [38] .
Definition 3.4. Let PRW n be the set of permutations of [n] with the restriction that the entry 1 appears as the first ascent. Here we consider the permutation n(n − 1) · · · 1, the unique permutation with no ascents, as an element of PRW n .
For example, PRW 1 = {1}, PRW 2 = {12, 21} and PRW 3 = {123, 132, 213, 312, 321}. Postnikov, Reiner, and Williams [33, Section 10.4 ] discovered that
However, no combinatorial interpretation was known forÃ n (t, q), the q-binomial Eulerian polynomials. As an application of Theorem 3.1, we shall see that the descent numbers and the number of admissible inversions furnish this purpose.
Definition 3.5 (Admissible inversions)
. Let π ∈ S n be a permutation. An admissible inversion of π is a pair (π i , π j ) such that 1 ≤ i < j ≤ n and π i > π j satisfying either of the following conditions:
• 1 < i and π i−1 < π i or • there is some k such that i < k < j and π i < π k .
Let ai(π) be the number of admissible inversions of π. For example, the admissible inversions of 3142 are (3, 2) and (4, 2). So ai(π) = 2. The statistic of admissible inversions was first introduced by Shareshian and Wachs in [36] , where they announced the following different interpretation of A n (t, q):
The detailed proof of this interpretation was later given by Linusson, Shareshian and Wachs [27] using Rees products of posets; see also [5, 23] for alternative approaches and a generalization. In order to establish our next result, we need the following classical interpretation of the q-binomial coefficients (cf. [42, Prop. 1.3.17]):
where the sum is over all ordered set partitions (A, B) of [n] such that |A| = k and
The following is a q-analog of (3.6).
Theorem 3.6. For n ≥ 1, the q-binomial Eulerian polynomialÃ n (t, q) has the interpretation
Proof. We will establish (3.9) by showing the bivariant polynomial
satisfies the same recurrence relation asÃ n (t, q) in (3.1). For each 0 ≤ k ≤ n, let
and introduce the refinementB n,k (t, q) ofB n (t, q) bỹ
Clearly, we haveB n (t, q) = n k=0B n,k (t, q),B n,n (t, q) = tB n−1 (t, q) andB n,0 (t, q) = B n−1 (t, q). The desired result then follows from the claim that
It remains to show the above claim. For a set X of distinct positive integers, we denote by X m the m-element subsets of X, by S X the set of permutations of X and by PRW X the set of all permutations in S X whose first ascent entry is min(X). Let W(n, k) be the set of all triples (W,
\W and π R ∈ S W . Note that for every permutation in B n+1,k (1 ≤ k ≤ n − 1), the entry n + 1 appears to the right of the entry 1. Therefore, one can check easily that the mapping
It follows from this bijection and the interpretations (3.7) and (3.8) that claim (3.10) holds, which completes the proof.
As an example of Theorem 3.6, the permutations in PRW 4 with two descents are 1432, 3142, 4132, 2143, 4312, 4213 and 3214, which contribute the monomial (2q 2 + 2q + 3)t 2 tõ A 3 (t, q). Recall the following q-γ-positivity expansion proved in [26, 38] : . LetΓ n,k := {σ ∈ S n : dd(σ) = 0, des(σ) = k}. The q-binomial Eulerian polynomials have the q-γ-positivity expansion
Moreover, if we denote byΓ n (y, q) :
Remark 3.8. The γ-positivity formula of Postnikov et al. [33, Theorem 11.6] in the case of stellohedron asserts thatγ n,k (1) counts permutations σ ∈ PRW n+1 such that σ has no double ascents and asc(σ) = k, where
As observed in [38] , the existence of q-γ-expansion (3.11) ofÃ n (t, q) is equivalent to a symmetric q-Eulerian identity due independently to Chung-Graham [8] and Han-Lin-Zeng [21] . Recently, the interpretation ofγ n,k (q) in (3.12) was obtained from the principle specialization of an analogous symmetric function identity by Shareshian and Wachs [38] . Here we provide an alternative approach to (3.12) using the Modified Foata-Strehl action, from which the interpretation of Postnikov, Reiner and Williams becomes transparent. One could also prove the interpretation (3.12) by showing that the polynomials
satisfy the same recurrence relation asΓ n (y, q) in (3.13).
Let us review briefly the Modified Foata-Strehl group action originally inspired by work of Foata and Strehl [17] .
It is clear that the ϕ ′ x 's are involutions and commute. Therefore, for any subset S ⊆ [n] we can define the function ϕ
where the multiplication is the composition of functions. Hence the group Z n 2 acts on S n via the functions ϕ ′ S , where S ⊆ [n]. This action is called the Modified Foata-Strehl action (MFS-action for short) and has a nice visualization as depicted in Fig. 1 . Note that this MFS-action is exactly the same as the version used in [26] . Proof of Corollary 3.7. For any permutation σ ∈ PRW n+1 and x ∈ [n+1], it is not hard to see that the permutation ϕ x (σ) still has the property that the entry 1 is the first ascent. Thus, the set PRW n+1 is invariant under the MFS-action. The MFS-action divides the set PRW n+1 into disjoint orbits. Moreover, if x is a double descent (resp. peak or valley) of σ, then x is a double ascent (resp. peak or valley) of the permutation ϕ ′ x (σ). In the orbit containing σ, we can choose the unique permutation with least descents (also coincident with the one without double descents), denotedσ, as a representative element. Then, we have da(σ) = n − peak(σ) − valley(σ) and des(σ) = peak(σ) = valley(σ) − 1.
By [26, Lemma 7] , the statistic "ai" is constant inside each orbit. Thus, by the interpretation ofÃ n (t, q) in (3.9) and the above discussion, one may deduce that
where the second last equality is a consequence of [26, Lemma 8] , while the last equality follows from the simple one-to-one correspondencē
between PRW n+1 ∩Γ n+1,k andΓ n,k . Note that the first letter of eachσ ∈ PRW n+1 ∩Γ n+1,k must be 1. It is easy to check that the above correspondence is a bijection preserving both the number of descents and the number of inversions. This establishes (3.12). The recurrence relation (3.13) forΓ n (y, q) follows directly from recursion (3.1) and the relationshipsÃ n (t, q) = (1+t)
Remark 3.9. In each orbit of the MFS-action on PRW n+1 , there is a unique permutation with least ascents, which is exactly the one with no double ascents. Thus, the interpretation ofγ n,k (1) due to Postnikov, Reiner and Williams is clear.
4.
Continued fractions and the unimodality of A * n (t) In this section, we will prove the unimodality of A * n (t) and a new (p, q)-extension of the γ-positivity ofÃ n (t) via the machine of continued fraction.
4.1.
The unimodality of A * n (t) via continued fractions. Recall the definition of A * n (t) in (3.5):
The polynomials A * n (t) can be named the binomial Eulerian polynomials of type B, since (1 + t) n A n (t) are the flag descent polynomials [1] over the Coxeter group of type B, namely,
where B n is the set of signed permutations of [n] and fdes(σ) is the number of flag descents of σ. In order to prove the unimodality of A * n (t), we need some preparation. Definition 4.1. For any permutation σ ∈ S n , the numbers of cycle peaks, cycle valley, cycle double rises, cycle double descents, fixed points of σ are defined, respectively, by
For instance, if the cycle form of σ ∈ S 7 is (1, 4, 6, 2)(3)(5, 7), then cpeak(σ) = 2, cval(σ) = 2, cdrise(σ) = 1, cdfall(σ) = 1 and fix(σ) = 1.
Define the enumerative polynomial over S n :
We recall the following result from Zeng [47] .
Lemma 4.2 (Zeng).
We have
where α 1 α 2 = ab and
where γ n = n(c + d) + α and β n = n 2 ab.
Since exc(σ) = cval(σ) + cdrise(σ), we have A n (t) = σ∈Sn t exc(σ) = Q n (t, 1, 1, t, 1) and the well-known formula
is a special case of (4.1).
Next we compute the exponential generating function of A * n (t). Lemma 4.3. We have 
t − e (t 2 −1)x , as disired.
We also need the following result [20, p. 306 ].
Lemma 4.4 (Jacobi-Rogers formula). Let J n be the sequence of coefficients in the expansion
Then for n ≥ 1, we have
with the convention n −1 = 1 and n h+1 = 0.
Now we are ready to prove Theorem 2.5.
Proof of Theorem 2.5. By the discussions after Corollary 3.3, we only need to show that A * n (t) is unimodal for each n ≥ 1.
Comparing the generating functions (4.4) and (4.1) we see that A * n (t) = (1 + t) n Q n t, 1, 1, t, t 2 + t + 1 1 + t .
It follows from (4.2) that
where b n = n(t + 1) 2 + 1 + t + t 2 and λ n = n 2 t(1 + t) 2 . In view of the Jacobi-Rogers formula (Lemma 4.4), we have
Note that both the polynomials b n = (n + 1) + (2n + 1)t + (n + 1)t 2 and λ n = n 2 t(1 + t) 2 are palindromic and unimodal. In view of (4.7), each product in the summation (4.6) of A * n (t) is also palindromic and unimodal with center of symmetry n. Hence A * n (t) is palindromic and unimodal with center of symmetry n.
4.2.
The log-convexity ofÃ n (t) and A * n (t). There has been recent interest in the logconvexity of combinatorial sequences or polynomials (cf. [28, 48] ). Let L be the operator which maps a sequence {f n (q)} n≥0 of polynomials with real coefficients to the polynomial sequence {g n (q)} n≥0 defined by
Then the sequence {f n (q)} n≥0 is called k-q-log-convex if L k {f n (q)} n≥0 is a sequence of polynomials with non-negative coefficients.
Theorem 4.5. The polynomial sequences {Ã n (q)} n≥1 and {A * n (q)} n≥1 are 3-q-log-convex. Proof. Thanks to a criterion of Zhu [48, Theorem 2.2] , it is routine to check (for instance, by Maple) that the continued fraction expansion (4.5) implies the 3-q-log-convexity of {A * n (q)} n≥1 . The 3-q-log-convexity of the sequence {Ã n (q)} n≥1 follows in the same fashion from the continued fraction expansion (4.8) for n≥0Ã n (t)x n established below.
Lemma 4.6. We have
where γ n = (n + 1)(t + 1) and β n = n 2 t.
Proof. By (3.2) we have n≥0Ã n (t)
Comparing with (4.1), we deduce thatÃ n (t) = Q n (t, 1, 1, t, t + 1). The continued fraction expansion (4.8) then follows from (4.2).
4.3.
A new (p, q)-extension of the γ-positivity ofÃ n (t) via continued fraction. Let us introduce the polynomialsÂ n (t, p, q) by
where b n = (1 + t)[n + 1] p,q and λ n = tq[n] 2 p,q with the usual notation [n] p,q = p n−1 + p n−2 q + · · · + pq n−2 + q n−1 . In view of (4.8), we havê
soÂ n (t, p, q) is a (p, q)-analog of the binomial Eulerian polynomials. The first few values ofÂ n (t, p, q) arê
The rest of this section is devoted to proving a (p, q)-γ-positivity decomposition ofÂ n (t, p, q), involving crossings, nestings and generalized patterns of permutations.
Definition 4.7. For any permutation σ ∈ S n , the numbers of crossings, nestings, drops, 2-31 patterns, 31-2 patterns and foremaxima are defined, respectively, by
For instance, if σ = 42513 ∈ S 5 , then cros(σ) = 1, nest(σ) = 1, drop(σ) = 2, (2-31)σ = 2, (31-2)σ = 2 and fmax(σ) = 0.
The q-binomial Eulerian polynomialÂ n (t, 1, q) arose in Williams' enumeration of totally positive Grassmann cells (see [46, Lemma 5] ), while the (p, q)-analogÂ n (t, p, q) first appeared in the work of Corteel [10, Proposition 7] , where she showed that
Consider the common enumerative polynomial (see [39, Theorem 5] )
where da * (σ) = da(σ) + χ(σ 1 < σ 2 ) and valley * (σ) = valley(σ) − χ(σ 1 < σ 2 ). Since cdrise(σ) + cval(σ) = exc(σ), it follows from (4.10) that
This relationship together with interpretation (4.11) of B n (p, q, t, u, v, w, y) give another interpretation forÂ n (t, p, q):
Theorem 4.8. We haveÂ
where
Proof. Using the Foata-Zeilberger bijection between permutations and Laguerre histories, Shin and the third author proved in [39, Eq. (34) ] the following continued fraction expansion: q, q, 1, 0, y, 1) .
It follows from (4.14) that
where y = t (1+t) 2 . This is equivalent to
Since cval(σ) = drop(σ) (resp. valley * (σ) = des(σ)) whenever cdfall(σ) = 0 (resp. dd(σ) = 0), the interpretations ofγ n,k (p, q) in (4.13) then follows from (4.16) and the definition of B n (p, q, t, u, v, w, y).
Remark 4.9. Foata's first fundamental transformation (cf. [42, Prop. 1.3.1]) establishes a one-to-one correspondence betweenΓ n,k andΓ n,k .
Descent polynomials of André permutations and Simsun permutations
In this section, we study the sign-balance of the classes of André and Simsun permutations with respect to the number of descents.
5.1. André permutations of the second kind. The André permutations were invented by Foata and Schüzenberger [16] to interpret the cd-index of the symmetry groups. There are two kinds of André permutations exist in the literature (cf. [22] ). Here we will only concern with the André permutations of the second kind. We will follow the recursive description of Hetyei [22, Proposition 3] .
Definition 5.1 (André permutations of the second kind). Let X be a set of n positive integers. A permutation π ∈ S X is called an André permutations of the second kind if
• either n = 1 or Let A n denote the set of André permutations of the second kind in S n . We have
It is well known that the cardinality of A n is E n , the nth Euler (Zigzag) number, which appears in the taylor expansion of the secant and tangent functions:
Let us introduce the q-André polynomials (of the second kind) D n (t, q) by
The first few polynomials of D n (t, q) are
where T (z) = n≥1 n n−1 z n n! is the tree function and µ = te
The Lambert W function W (z), which may be defined by W (z) exp(W (z)) = z, has many applications in pure and applied mathematics (cf. [9] ). The tree function T (z) is related to the Lambert W function by T (z) = −W (−z). Note that B n (t) is a t-extension of the double factorial of odd number (2n − 1)!! known as the nth second-order Eulerian polynomial [19] (see also [31, A008517] ), while C n (t) is a t-extension of the double factorial of even number (2n)!!. The first few values of B n (t) and C n (t) are:
2 , B 4 (t) = 1 + 22t + 58t 2 + 24t and C 0 (t) = 1, C 1 (t) = 1 + t, C 2 (t) = 1 + 5t + 2t 2 , C 3 (t) = 1 + 15t + 26t 2 + 6t 3 .
Simsun permutations.
As introduced by Simion and Sundaram [44] , a permutation π ∈ S n is called a Simsun permutation if for all 1 ≤ k ≤ n, the subword of π consisting of 1, 2, . . . , k (in the order they appear in π) does not have double descents. Let R n denote the set of Simsun permutations of [n]. Simion and Sundaram proved that |R n | = E n+1 . The first few R n are Define the nth q-Simsun polynomial S n (t, q) by
for n ≥ 1 and S 0 (t, q) = 1. Then
and
Simsun permutations are slight variants of the André permutations and as shown by Hetyei [22] , they have recursive decomposition analogous to that of André permutations. The following sign-balance of Simsun permutations regarding descents was proved by Eu, Fu and Pan [12] with the help of a bijection between Simsun permutations and increasing 1-2 trees, together with an involution on the latter object.
Theorem 5.4 (Eu, Fu and Pan). Let
Q n (t) = S 2n (t, −1) and R n (t) = S 2n+1 (t, −1).
is the tree function and µ = te
The first few values of Q n (t) and R n (t) are: and R 0 (t) = R 1 (t) = 1, R 2 (t) = 1 + 2t, R 3 (t) = 1 + 8t + 6t 2 , R 4 (t) = 1 + 22t + 58t 2 + 24t 3 .
Corollary 5.5. For any n ≥ 1, we have
where B n (t) is the nth second-order Eulerian polynomial.
Proof. Since R(t, x) − 1 =
It is well known that the tree function T (z) satisfies the functional equation (cf. [43, p. 43] 
.
It follows that
Therefore, we have
which is equivalent to Q n+1 (t) = (1 − t)R n (t) = (1 − t)B n (t) for n ≥ 0. This proves the second relationship.
Remark 5.6. The first equality was already known in [12] , while the second equality appears to be new. It was known [12] that both the polynomials B n (t) and C n (t) have only real roots, which implies their unimodality. 
It then follows from Lemma 2.1 that
Turning these two recursions into differential equations yields
where B = B(t, x) and C = C(t, x). Using (5.1), it is routine to check that
is the solution of the system (5.3) of differential equations.
An alternative approach to Theorem 5.4. It follows from Lemma 5.3 and interpretation (3.8) of the q-binomial coefficients that, for n ≥ 2,
By Lemma 2.1 we get
Turning the above two recursions into differential equations gives
where Q = Q(t, x) and R = R(t, x). Using (5.2), it is easy to verify that
is the solution of (5.4).
Remark 5.7. In view of (5.3) and (5.4), to guess the solutions of B, C, Q, R, one only needs to know the function B, which is the exponential generating function of the second-order Eulerian polynomials.
Excedance polynomials of 321-avoiding permutations
This section deals with the signed excedance polynomials of 321-avoiding permutations. A permutation π ∈ S n is said to be 321-avoiding (resp. 231-avoiding) if there does not exist indices i < j < k such that π i > π j > π k (resp. π j > π i > π k ). Let S n (321) (resp. S n (231)) be the set of 321-avoiding (resp. 231-avoiding) permutations in S n . A classical result attributed to MacMahon and Knuth is that |S n (321)| = C n = |S n (231)|, where
2n n is the nth Catalan number. Define the inversion polynomial on
This class of q-Narayana polynomials was introduced by the first author and Fu in [25] ; see also [6, 24] for a slight modification of it. Recently, Fu, Tang, Han and Zeng [18] studied the signed polynomials N n (−1, q) and found several interesting interpretations of N n (t, q) including:
t des(π) q ai(π) .
We will investigate in this section the signed polynomials N n (t, −1).
Recall that the Narayana polynomials of type A and type B are defined respectively by It turns out that the signed excedance polynomial N n (t, −1) involves both the Narayana polynomials of type A and type B. Proof. It follows from [25, Theorem 20] that the polynomials N n (t, q) satisfy the quadratic recursion N n+1 (t, q) = (1 + tq)N n (t, q) + t n−1 k=1 q k+1 N k (t, q)N n−k (t, q).
Equivalently Plugging the above expression into (6.2) yields the functional equation
Solving this functional equation gives (6.4) N(x) = 1 − x 2 (1 − t) 2 − (tx + x + 1)(tx − x + 1)(tx + x − 1)(tx − x − 1) 2tx(tx − x + 1) .
On the other hand, it is routine to show that the generating function
also equals the right-hand side of (6.4), which completes the proof. Theorem 6.1 is an extension of a result due to Simion and Schmidt [40] , which asserts that the difference between the number of even permutations in S n (321) and the number of odd permutations in S n (321) is the Catalan number C (n−1)/2 (resp. 0) when n is odd (resp. even). Our extension is different with the one found by Adin and Roichman [2] . The signed polynomials N n (−t, −1) appear as A088855 in [31] , a triangle that enumerates symmetric Dyck paths by semilength and valleys. It would be interesting to provide an involution proof of Theorem 6.1 in the spirit of [40, 45] . The first few values of N n (−t, −1) are The palindromicity and unimodality of N n (−t, −1) is obvious from its explicit expression.
Closing remarks
Many other sign-balance or major-balance identities have been found in the work of several authors [2, 13, 30, 34] . It would be interesting to investigate systematically whether our elementary approach could be applied to other known or new (yet to be found) signbalance identities.
Let R[q] be the ring of all polynomials in q with real coefficients. Define the partial order on R[q] by f (q) ≤ q g(q) ⇔ g(q) − f (q) has nonnegative coefficients.
A polynomial h(t) = n k=0 a k (q)t k ∈ R[q][t] is q-log-concave if a k (q) 2 ≥ q a k−1 (q)a k+1 (q) for 1 ≤ k ≤ n − 1. Based on empirical evidence, we propose the following two q-log-concavity conjectures.
Conjecture 7.1. The q-binomial Eulerian polynomialÃ n (t, q) is q-log-concave for n ≥ 1.
Conjecture 7.2. The signed binomial Eulerian polynomialÃ n (t, −1) is log-concave for n ≥ 1.
The truth of Conjecture 7.2 would imply Theorem 2.5.
