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Abstract
Let F, G, and H be simple graphs. We say F → (G,H) if for every 2-coloring of the edges of F there exists a monochromatic G or
H in F. The Ramsey number r(G,H) is deﬁned as min {|V (F)| : F → (G,H)}, while the restricted size Ramsey number r∗(G,H)
is deﬁned as min {|E (F)| : F → (G,H) , |V (F) | = r(G,H)}. In this paper, we give lower and upper bounds for the restricted size
Ramsey number for a path P3 versus cycles Cn.
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1. Introduction
The restricted size Ramsey number is a problem that connecting Ramsey number and size Ramsey number. Given
graphs G and H, the problem of Ramsey number for G and H is to ﬁnd the smallest possible r such that for any
2-coloring of edges of Kr, we have monochromatic G or H in Kr. For the same pair of graphs G and H, the problem in
size Ramsey number is how to ﬁnd a graph F with as small as possible number of edges such that for any 2-coloring
of edges of F, we have monochromatic G or H in F, while the problem in restricted size Ramsey number is the same
as in size Ramsey number but with restriction that the number of vertices in F must be the same with the Ramsey
number of G and H. In the other word, for the restricted size Ramsey number, if r is the Ramsey number of G and H
then F must be a spanning subgraph of Kr with the smallest size such that for any 2-coloring of edges of F we have
monochromatic G or H in F. Therefore, the size of Kr is the upper bound for the restricted size Ramsey number of
G and H and the restricted size Ramsey number must be greater or equal to the size Ramsey number for a given pair
of graphs. If both G and H are complete graphs then F = Kr, and the restricted size Ramsey number is the size of Kr
(Chvata´l) see [4]. The case of complete graph is one of a few cases for which that upper bound is reached. In general,
the more sparse both graphs G and H are, the problem of ﬁnding the restricted size Ramsey number for those pair
of graphs is harder. Only two results for the exact value of restricted size Ramsey number involving a class of graph
known so far, that are, for K1,k versus Kn [7] and G versus K1,k where G is K3, B3 = K4 − e, or C5 [3]. For other few
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classes of graphs, the problem is solved partially, namely for K1,k versus Kt + Kn [7] and K1,k versus Cm [8]. The other
results are for any pair of small connected graphs with number of vertices at most four [7,8] and for any pair of small
forest graphs with number of vertices at most ﬁve[10]. The rest results gave either the lower or the upper bound for
pair classes of graph[1] or random graphs[3,8]. In this paper we investigate the restricted size Ramsey number of P3
versus Cn.
A graph G has a vertex set V(G) and an edge set E(G). For further terminologies for graph, please see [2]. A graph
F is arrowing pair of graph G and H, denoted by F → (G,H), if every 2-coloring (say red and blue) of the edges of
F there exist a monochromatic (red or blue) G or H in F. The Ramsey number of G and H, r(G,H), is deﬁned as min
{|V(F)| : F → (G,H)}, the size Ramsey number of G and H, rˆ(G,H), is deﬁned as min {|E(F)| : F → (G,H)}, while
the restricted size Ramsey number of G and H, r∗(G,H), is deﬁned as min {|E(F)| : F → (G,H), |V(F)| = r(G,H)}.
The concept of the size Ramsey number was introduced by Erdo¨s et al. in [4]. They investigated various questions
about the asymptotic behavior of the size Ramsey number for general graphs. They also gave the exact values for the
size Ramsey number of complete graphs and stars. More results for size Ramsey number can be found in[6,8,10].
It had shown that rˆ(P3,C3) = r∗(P3,C3) = 8[7] and rˆ(P3,C4) = r∗(P3,C4) = 6[11]. According to[8], the other
results for restricted size Ramsey number involving cycle was given by P. Erdo¨s and R. J. Faudree. They show that for
n ≥ 2, 3 ≤ m ≤ n + 3, and m is odd, r∗(K1,n,Cm) =
(
2n + 1
2
)
−
(
n
2
)
. Further results for restricted size Ramsey number
can be found in[8]. In this paper, we give lower and upper bounds for the restricted size Ramsey number for path P3
versus cycles Cn.
2. Main Results
Faudree et al. [5] derived the Ramsey number for paths and cycles, as follows
r (Cm, Pn) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
2n − 1 for 3 ≤ m ≤ n, m odd
n − 1 + m2 for 4 ≤ m ≤ n, m even
max
{
m − 1,
⌊
n
2
⌋
, 2n − 1
}
for 2 ≤ n ≤ m, m odd
m − 1 +
⌊
n
2
⌋
for 2 ≤ n ≤ m, m even
From this result we have for n is even r (P3,Cn) = n. Therefore, to ﬁnd r∗(P3,Cn) for n is even, we must ﬁnd a graph
F with the smallest size and order n such that F → (P3,Cn).
Let F be a graph. To proof F → (P3,Cn), we show that any 2-coloring (red and blue) of the edges of F that avoid
red P3, will give a blue Cn in F. Since we want to avoid red P3, we cannot color 2 adjacent edges by red, hence the set
of red edges must form a matching in F. A matching in graph G is a set of independent edges in G. A set of edges M
in a graph G is a maximal matching if M is a matching but M+e is not a matching for any e ∈ E(G)\M. In Proposition
1 and Corollary 2 we give the properties of graph F → (P3,Cn) with |V(F)| = n related to maximal matching in F.
Proposition 1. Let F be a graph with |V(F)| = n and M is any maximal matching in F. If F → (P3,Cn) then there is
no independent edge cut set I with |I| ≤ |M| in F.
Proof. Suppose there is an independent edge cut set I with |I| ≤ |M| in F. Let χ be a 2-coloring of E(F) such that
all edges in I are red and all edges in E(F)\I are blue. The coloring χ split the blue part of F into two or more
components. Since |V(F)| = n, F can not contain a blue Cn. This is a contradiction with F → (P3,Cn).
Corollary 2. Let F be a graph and M is any maximal matching in F. If F → (P3,Cn) then Pn ⊆ F − M.
Erdo¨s and Faudree gave the general lower bound for restricted size Ramsey number for a pair of any graph G and
H, r∗(G,H) ≥ |E(G)| + |E(H)| − 1[3]. In Theorem 3 we give the lower bound for r∗(P3,Cn). Later we will see that his
bound is attainable for some small values of n.
Theorem 3. For n ≥ 6, n is even, r∗ (P3, Cn) ≥
{
9 i f n = 6,
3n
2 + 2 otherwise.
Proof. Let χ be any 2-coloring of edges of F such that there is no red P3 but there is a blue Cn in F. To do so, we
can color the edges of F as much as the set of red edges form a maximal matching M in F. Since |V(F)| = n then for
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n is even, the maxium value of |M| = n2 . In order to have a blue Cn in F, F should have at least (n) + n2 = 3n2 edges.
Consequently, E(F) = r∗(P3,Cn) ≥ 3n2 .
However, since F → (P3,Cn), by Corollary 2 we know that Cn ⊆ F − M. Suppose Cn = v1v2v3...vnv1 ⊆ F − M.
We can construct F by adding n2 more edges that form a matching to Cn. By doing this, we will have F with all
vertex have degree 3. It is easy to verify that for all 3-regular graph F with |V(F)| = n, n ≥ 8,we can always ﬁnd a
matching I with |I| ≤ |M| that cuts F into two cycles. By coloring edges in I with red will disconnect the blue part of
F into two disjoint cycles. To connect two disjoint cycles to be one cycle, we need to add at least two edges. Thus,
in order to have a blue Cn, we must add at least 2 more edges to F. As a consequence r∗ (P3, Cn) ≥ 9 for n = 6 and
r∗ (P3, Cn) ≥ 3n2 + 2 for n ≥ 8.
Theorem 3 is attainable for n = 6 as given in Theorem 4
Theorem 4. r∗ (P3, C6) = 9.
Proof. Let F be Mobius ladder with |V(F)| = 6 and |E(F)| = 9. It easy to verify that every 2-coloring of F that avoid
red P3 will imply a blue C6 in F. Thus, F → (P3,C6). Consequently, r∗(P3, P6) ≤ 9. From Theorem 3 we have
r∗(P3,C6) ≥ 9. Hence, we have r∗(P3,C6) = 9.
Theorem 5. For n ≥ 8, n is even, r∗ (P3, Cn) ≤ 2n − 1.
Proof. Let t = n2 − 1 and let F be a graph with V = {x, y} ∪ {ui, vi|i = 1, . . . , t} and E = {xu1, xv1, uty, vty, uiv1, utvt} ∪{uiui+1, vivi+1, viui+1, uivi+1|i = 1, . . . , t − 1} (Fig.1). To show that F → (P3,Cn), let χ be any 2-coloring of edges of F
such that there is no red P3 in F. and show that the coloring χ will imply a blue Cn in F. To do so, consider vertex x.
There are 3 edges incidence to this vertex, at most one of them can be colored by red. Up to the symmetry of F, we
can assume that at most one of {xy, xu1} is red. Therefore, there are 2 Cases, namely, xy or xu1 is red. If none is red,
we can consider it as Case 1.
Fig. 1: F → (P3,Cn)
Case 1. xy is red
Since xy is red, xu1, xv1, uty, and vty must be blue. Using xu1 and xv1 we have two blue path from x to u1 and x to
v1. Let us call these blue paths as Pa and Pb, respectively. We will show that these blue paths can be extended step by
step to ui and vi for 2 ≤ i ≤ t. So, we will have two independent blue paths that trace ui and vi for 1 ≤ i ≤ t starting
from x and by using uty and vty will end at y. These two paths will compose a blue Cn in F.
Now, we continue from u1 and v1. Consider u1. Since under the coloring χ there is no red P3, only one of edges
{u1u2, u1v2} can be red. If u1u2 is red, then {u1v2, v1u2} must be blue. Using these 2 blue edges, we can extend Pa and
Pb to u2 and v2, independently. If u1v2 is red, then {u1u2, v1v2} must be blue. Using these 2 blue edges, we also can
extend Pa and Pb to u2 and v2 independently. We can do the same process to extend the blue Pa and Pb until reaching
ut and vt.
Case 2. xu1 is red
Since xu1 is red, xy and xv1 must be blue. Therefore, we will show that under the coloring χ, F contain a blue path Pn
from x to y. By joining this blue path with xy we will have blue Cn in F. Now, let us devide graph F as 3 parts. The
ﬁrst part is induced subgraph {x, u1, u2, v1, v2}, the second part is induced subgraph {y, ut, ut−1, vt, vt−1}, and the third
part is induced subgraph involving the remaining vertices of F.
Firstly, we consider part 3. This part have the same (adjacency) pattern. To construct blue path in this part, we will
consider any possible conﬁguration of 2 consecutive red edges. Note that any red edge in F must imply some blue
edges in F. We will show that in any conﬁguration, we can construct a blue path that involving the end points of the
red edges. There are 10 conﬁgurations. In Fig. 2 we give the conﬁgurations, consist of red edges, the implied blue
edges, and the vertices involved. The red edges are in dotted lines. Below we describe the 10 conﬁgurations and call
them as Cf1 - Cf10.
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Fig. 2: Possible conﬁguration of 2 consecutive red egdes in part 3
Cf1. Since uivi+1 and ui+1vi are red, edges {u ju j+1, v jv j+1| j = i − 1, i, i + 1} ∪ {u jv j+1, u jv j+1| j = i ± 1} must be
blue. In this conﬁguration, we can construct a blue path starting from either ui−1 or vi−1 ending in either ui+2 or vi+2.
So, whatever the conﬁguration comes before and after this, we can extend the blue path involving all vertices in this
conﬁguration.
Cf2. Since uiui+1 and vivi+1 are red, edges {u ju j+1, v jv j+1| j = i ± 1} ∪ {u jv j+1, u jv j+1| j = i − 1, i, i + 1} must be blue.
As in the Cf1, we also can construct a blue path starting from either ui−1 or vi−1 ending in either ui+2 or vi+2 in this
conﬁguration.
Cf3. Since vi−1ui and viui+1 are red, edges {u ju j+1, v j−1v j| j = i − 1, i, i + 1} ∪ {u jv j+1| j = i − 2, . . . , i + 1} must be
blue. We can construct a blue path such as vi−1viui−1uivi+1 in this conﬁguration.
Cf4. Since ui−1vi and uivi+1 are red, edges {u ju j+1, v j+1v j+2| j = i − 2, i − 1, i} ∪ {u jv j+1| j = i − 2, . . . , i + 1} must be
blue. We can construct a blue path such as ui−1uivi−1vivi+1 in this conﬁguration.
Cf5. Since ui−1ui and vivi+1 are red, edges {ui−2ui−1, uiui+1, vi−1vi, vi+1vi+2}∪ {v ju j+1| j = i−2, . . . , i+1}∪ {ujv j+1| j =
i − 1, i} are blue. We can construct a blue path such as ui−1vivi−1uivi+1 in this conﬁguration.
Cf6. Since vi−1vi and uiui+1 are red, edges {ui−1ui, ui+1ui+2, vi−2vi−1, vivi+1} ∪ {v ju j+1| j = i − 1, i, i + 1} ∪ {ujv j+1| j =
i − 1, i, i + 1} are blue. We can construct a blue path such as ui−1vivi−1uivi+1 in this conﬁguration.
Cf7. Since vi−1ui and vivi+1 are red, edges {u ju j+1| j = i − 1, i} ∪ {v jv j+i| j = i − 2, i − 1, i + 1} ∪ {ujv j+1| j = i − 2, i =
1, i} ∪ {v ju j+1| j = i, i, i + 1} must be blue. We can construct a blue path such as vi−1viui−1uivi+1in this conﬁguration.
Cf8. Since ui−1ui and viui+1 are red, edges {u ju j+1| j = i − 1, i, i + 1} ∪ {v j−1v j| j = i − 1, i, i + 1} ∪ {u jv j+1| j =
i − 1, i, i + 1} ∪ {v ju j+1| j = i − 2, . . . , i + 1} must be blue. We can construct a blue path such as vi−1viui−1uivi+1in this
conﬁguration.
Cf9. Since vi−1vi and uivi+1 are red, edges {u ju j+1| j = i − 2, i − 1, i + 1} ∪ {v jv j+1| j = i − 1, i} ∪ {ujv j+1| j =
i, i + 1} ∪ {v ju j+1| j = i − 2, i − 1, i} are blue. We can construct a blue path such as vi−1uiui−1vivi+1 in this conﬁguration.
Cf10. Since vi−1vi and uivi+1 are red, edges {u ju j+1| j = i − 1, i} ∪ {v jv j+1| j = i − 2, i, i + 1} ∪ {u jv j+1| j = i − 2, i −
1, i} ∪ {v ju j+1| j = i − 1, i, i + 1} are blue. We can construct a blue path such as vi−1uiui−1vivi+1 in this conﬁguration.
For Cf3-Cf10, we can construct a diﬀerent blue path in each conﬁguration, depend on what conﬁgurations comes
before and after it. Therefore we must show that in any combination of two conﬁgurations Cf3-Cf10, we can extend the
blue path from the ﬁrst to the second conﬁguration. When combining 2 conﬁgurations, we adjust the names of vertices
involved by shifting the indexes of vertices from the second conﬁguration by 2 or 3 depend on the combination. It
means vi in the second conﬁguration will be renamed as vi+2 or vi+3.
In some combinations of two conﬁgurations, there is possibility of having an edge which is not implied blue edge.
For example, in combination of Cf3-Cf4, the color of vi+1vi+2 is not implied as blue. However, there is always a blue
path in the composition.
Note that some combinations of two conﬁgurations can be a subgraph of other combinations. For example, com-
bination of Cf3-Cf6 is a subgraph of the combination of Cf3-Cf5. So, when we have a blue path in Cf3-Cf5, we also
have a blue path in Cf3-Cf6. Therefore, we only consider the supergraph in this case. In Table 1 we give combinations
of Cf3-Cf10 which are subgraph of other combinations. For each combination we give the set of red edges, the blue
path, and the number of shifting the vertex-index from the second conﬁguration.
Since in all combination of any two conﬁgurations we can construct a blue path, as a consequence, the coloring χ
is implied a blue in part 3.
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Table 1: Combination of Cf3-Cf10 which are not part of other combinations
No. Composition Set of red edges Blue path vertex-index
shifting number
1 Cf3-Cf4 {vi−1ui, viui+1, ui+2vi+3, ui+3vi+4} ui−1vivi−1uivi+1ui+2ui+1vi+2ui+3ui+4vi+3vi+4 3
2 Cf3-Cf5 {vi−1ui, viui+1, ui+1ui+2, vi+2vi+3} vi−1viui−1uiui+1vi+2vi+1ui+2vi+3 2
3 Cf3-Cf7 {vi−1ui, viui+1, vi+1ui+2, vi+2vi+3} vi−1viui−1uivi+1vi+2ui+1ui+2vi+3 2
4 Cf3-Cf9 {vi−1ui, viui+1, ui+2ui+3, ui+3ui+4} vi−1viui−1uivi+1ui+2ui+1vi+2vi+3 2
5 Cf3-Cf10 {vi−1ui, viui+1, ui+2vi+3, ui+3ui+4} vi−1viui−1uivi+1ui+2ui+1vi+2ui+3vi+4vi+3ui+4 3
6 Cf4-Cf3 {ui−1vi, uivi+1, vi+2ui+3, vi+3ui+4} ui−1uivi−1viui+1vi+2vi+1ui+2vi+3vi+4ui+3ui+4 3
7 Cf4-Cf6 {ui−1vi, uivi+1, vi+2vi+3, ui+3ui+4} ui−1uivi−1viui+1vi+2vi+1ui+2ui+3vi+4vi+3ui+4 3
8 Cf4-Cf7 {ui−1vi, uivi+1, vi+2ui+3, vi+3vi+4} ui−1uivi−1viui+1vi+2vi+1ui+2vi+3vi+4ui+3ui+4 3
9 Cf4-Cf8 {ui−1vi, uivi+1, ui+1ui+2, vi+2ui+3} ui−1uivi−1viui+1vi+2vi+1ui+2ui+3 2
10 Cf5-Cf3 {ui−1ui, vivi+1, vi+2ui+3, vi+3ui+4} ui−1vivi−1uiui+1vi+2vi+1ui+2vi+3vi+4ui+3ui+4 3
11 Cf5-Cf7 {ui−1ui, vivi+1, vi+2ui+3, vi+3vi+4} ui−1vivi−1uiui+1vi+2vi+1ui+2vi+3ui+4ui+3vi+4 3
12 Cf5-Cf8 {ui−1ui, vivi+1, ui+1ui+2, vi+2ui+3} ui−1vivi−1uiui+1vi+2vi+1ui+2ui+3 2
13 Cf5-Cf9 {ui−1ui, vivi+1, vi+2vi+3, ui+3vi+4} ui−1vivi−1uiui+1vi+2vi+1ui+2ui+3ui+4vi+3vi+4 3
14 Cf6-Cf4 {vi−1vi, uiui+1, ui+2vi+3, ui+3ui+4} vi−1uiui−1vivi+1ui+2ui+1vi+2ui+3ui+4vi+3vi+4 3
15 Cf6-Cf5 {vi−1vi, uiui+1, ui+2ui+3, vi+3vi+4} vi−1uiui−1vivi+1ui+2ui+1vi+2vi+3ui+4ui+3vi+4 3
16 Cf6-Cf7 {vi−1vi, uiui+1, vi+1ui+2, vi+2vi+3} vi−1uiui−1vivi+1vi+2vi+1ui+2vi+3 2
17 Cf6-Cf10 {vi−1vi, uiui+1, ui+2vi+3, ui+3ui+4} vi−1uiui−1vivi+1ui+2ui+1vi+2ui+3vi+4vi+3ui+4 3
18 Cf7-Cf3 {vi−1ui, vivi+1, vi+2ui+3, vi+3ui+4} vi−1viui−1uiui+1vi+2vi+1ui+2vi+3vi+4ui+3ui+4 3
19 Cf7-Cf6 {vi−1ui, vivi+1, vi+2vi+3, ui+3ui+4} vi−1viui−1uiui+1vi+2vi+1ui+2ui+3vi+4vi+3ui+4 3
20 Cf7-Cf8 {vi−1ui, vivi+1, ui+1ui+2, vi+2ui+3} vi−1viui−1uiui+1vi+2vi+1ui+2ui+3 2
21 Cf7-Cf5 {vi−1ui, vivi+1, ui+2vi+3, vi+3vi+4} vi−1viui−1uivi+1vi+2vi+1ui+2ui+3ui+4vi3vi+4 3
22 Cf8-Cf3 {ui−1ui, viui+1, vi+1ui+2, vi+2ui+3} ui−1vivi−1uivi+1vi+2ui+1ui+2ui+3 2
23 Cf8-Cf4 {ui−1ui, viui+1, ui+2vi+3, ui+3vi+4} ui−1vivi−1uivi+1ui+2ui+1vi+2ui+3ui+4vi+3vi+4 3
24 Cf8-Cf5 {ui−1ui, viui+1, ui+2ui+3, vi+3vi+4} ui−1vivi−1uivi+1ui+2ui+1vi+2vi+3ui+4ui+3vi+4 3
25 Cf8-Cf10 {ui−1ui, viui+1, ui+2vi+3, ui+3ui+4} ui−1vivi−1uivi+1ui+2ui+1vi+2ui+3vi+4vi+3ui+4 3
26 Cf9-Cf3 {vi−1vi, uivi+1, vi+2ui+3, vi+3ui+4} vi−1uiui−1viui+1vi+2vi+1ui+2vi+3vi+4ui+3ui+4 3
27 Cf9-Cf5 {vi−1vi, uivi+1, ui+1ui+2, vi+2ui+3} vi−1uiui−1viui+1vi+2vi+1ui+2vi+3 2
28 Cf9-Cf6 {vi−1vi, uivi+1, vi+2vi+3, ui+3ui+4} vi−1uiui−1viui+1vi+2vi+1ui+2ui+3vi+4vi+3ui+4 3
29 Cf9-Cf7 {vi−1vi, uivi+1, vi+2ui+3, vi+3vi+4} vi−1uiui−1viui+1vi+2vi+1ui+2vi+3ui+4ui+3vi+4 3
30 Cf9-Cf8 {vi−1vi, uivi+1, vi+1ui+2, vi+2ui+3} vi−1uiui−1viui+1vi+2vi+1ui+2ui+3 2
31 Cf9-Cf10 {vi−1vi, uivi+1, ui+2vi+3, ui+3ui+4} vi−1uiui−1viui+1ui+2vi+1vi+2ui+3vi+4vi+3ui+4 3
32 Cf10-Cf4 {ui−1vi, viui+1, ui+2vi+3, ui+3vi+4} ui−1uivi−1vivi+1ui+2ui+1vi+2ui+3ui+4vi+3vi+4 3
33 Cf10-Cf5 {ui−1vi, viui+1, ui+2ui+3, ui+3vi+4} ui−1uivi−1vivi+1ui+2ui+1vi+2vi+3ui+4ui+3vi+4 3
34 Cf10-Cf8 {ui−1vi, viui+1, ui+2ui+3, vi+3ui+4} ui−1uivi−1vivi+1ui+2ui+1vi+2vi+3vi+4ui+3ui+4 3
Next, we will show that the blue path in part 3 can be extended to part 1 and part 2 of F. We consider part 1
ﬁrst. Since xu1 is red, there are only 2 possible other red edge in this part, namely v1v2 or v1u2. If v1v2 is red then
{xv1, v1u1, v1u2, u1u2, u1v2, v2v3, v2u3}must be blue (Cf11 in Fig.3). If v1u2 is red then {xv1, v1u2, v1v2, u1u2, u1v2, u2u3,
u2v3} must be blue (Cf12).
Fig. 3: Possible conﬁguration of part 1
In Table 2 we show that for any conﬁguration of part 3 comes after Cf11 and Cf12, we can extend the blue path
from part 1 to part 3. To adjust the name of vertices in the second conﬁguration, we substitute i by 3 or 4 depend on
the conﬁguration involved.
The last, we consider the second part of F. Up to the symmetry of F, this part is the same as part 1. With the same
reasoning as in part 1, we can extend the blue path prom part 3 to this part. As a consequence, for Case 2 we conclude
that if xv1 is red, the coloring χ is imply a blue Pn from x to y. By joining this path with xy will imply a blue Cn in F.
From Cases 1 and 2 we have F → (P3,Cn). Since E(F)| = 2n − 1, we have r∗ (P3, Cn) ≤ 2n − 1.
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Table 2: Combination of Part 1 and Part 3
No. Composition Set of red edges Blue path i =
1 Cf11-Cf3 {xv1, v1v2, v3u4, v4u5} xv1u1u2v3v2u3v4v5u4u5 4
2 Cf11-Cf4 {xv1, v1v2, u2v3, u3v4} xv1u2u1v2u3u4v3v4 3
3 Cf11-Cf5 {xv1, v1v2, u3u4, v3v4} xv1v2u1u2u3v4v3u4v5 4
4 Cf11-Cf6 {xv1, v1v2, v3v4, u4u5} xv1u1u2v3v2u3u4v5v4u5 4
5 Cf11-Cf7 {xv1, v1v2, v3u4, v4v5} xv1u1u2v3v2u3u4v5v4u5 4
6 Cf11-Cf8 {xv1, v1v2, u2u3, v3u4} xv1u1u2v3v2u3u4 3
7 Cf11-Cf9 {xv1, v1v2, v3v4, u4v5} xv1u2u1v2v3u4u3v4v5 4
8 Cf11-Cf10 {xv1, v1v2, u3v3, u4u5} xv1u2u1v2u3u4v3v4u5 4
9 Cf12-Cf3 {xu1, v1u2, v2u3, v3u4} xv1v2u1u2v3v4u3u4 3
10 Cf12-Cf4 {xv1, v1u2, u3v4, u4v5} xv1u1v2u3u2v3u4u5v4v5 4
11 Cf12-Cf5 {xv1, v1u2, u3u4, v3v4} xv1u1v2u1u2u3v4v3u4v5 4
12 Cf12-Cf6 {xv1, v1u2, v2v3, u3u4} xv1u1v2u1u2u3v4v3u4 3
13 Cf12-Cf7 {xv1, v1u2, v2u3, v3v4} xv1v2u1u2v3u4u3v4 3
14 Cf12-Cf8 {xv1, v1u2, u3u4, v4u5} xv1u1u2u3u2v3v4v5u4u5 4
15 Cf12-Cf9 {xv1, v1u2, v2v3, u3v4} xv1v2u1u2u3u4v3v4 3
16 Cf12-Cf10 {xv1, v1u2, u3v4, u4u5} xv1v2u1u2u3u4v3v4u5 4
Baskoro et al. [1] gave the upper bound for the size Ramsey number of P3 versus Pn. They proved that for all n ≥ 3,
rˆ (P3, Pn) ≤ 2n − 1. Gerencse´r and A. Gya´rfa´s gave r(P3, Pn) = n [9]. From the proof of Theorem 5 we see that if we
delete edge xy then for any 2-coloring of edges of F \ {xy} that avoid red P3, it must imply a blue Pn in F. It means
we get an upper bound of the restricted size Ramsey number (and a better upper bound of size Ramsey number) for
P3 versus Pn, n is even, as given in Corollary 6.
Corollary 6. For n > 8, n is even, r∗ (P3, Pn) ≤ 2n − 2.
3. Open Problems
Open Problem 7. For n ≥ 8 and n is even, ﬁnd a better lower and upper bound for the restricted size Ramsey number
r∗(P3,Cn). Find the restricted size Ramsey number r∗(P3,Cn) in general.
Open Problem 8. For n ≥ 8 and n is even, ﬁnd a better lower and upper bound for the restricted size Ramsey number
r∗(P3, Pn). Find the restricted size Ramsey number r∗(P3, Pn) in general.
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