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Abstract 
We show how the strategy used in the well-known DENDRAL system (Lindsay et al., 1980) 
fits into a general scheme and refine the strategy by applying the same principles again. We 
report on an implementation, MOLGEN (Grund et al., 1992) which has been tested on real life 
problems in industry. 
1. Introduction 
The construction of all connectivity isomers to a given brutto formula serves as an 
example for some general construction paradigms for discrete structures. Mathemat- 
ically, these paradigms can be described by homomorphisms, functors, and a gluing 
lemma using double cosets in groups. 
Firstly, we show how the strategy used in the well known DENDRAL system [ 131 
fits into a general scheme, and we refine the strategy by applying the same principles 
again. We report on an implementation, MOLGEN [4] , written in C, which has been 
tested on real life problems in industry. 
Mathematically, the reach of the DENDRAL approach is limited. The reason is that 
based on a catalogue of certain cyclic structures bigger graphs are constructed only in 
a bounded number of steps. We, therefore, next discuss a new strategy which recursively 
reduces the problem to the problem of constructing regular graphs and certain inci- 
dence structures. The number of reduction steps depends on the given brutto formula 
and has no fixed upper bound. Thus, the reach of the proposed strategy is much larger 
than that of the present system. The recursion may in fact also end with a call to the 
MOLGEN generator as soon as the size of the problem is reduced to the reach of the 
current generator. Again, the new strategy uses in the individual steps the same 
principles as MOLGEN. Therefore, an implementation can use the same algorithms. 
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2. The mathematical model 
A brutto formula of an isomer is a word over the alphabet of atom names. Usually 
the atom names commute and the multiplicity of an atom in a formula is written as 
a lower index in chemistry. An example is C, 1H240. A molecule consists of atoms and 
a set of bonds between atoms. In our mathematical model we consider the atoms as 
vertices of a graph. The name of the atom is a label of the vertex. A bond between two 
atoms is an edge of the graph. Since in chemistry multiple bonds between two atoms 
occur, we also allow multiple edges between two vertices. Usually a molecule consists 
of atoms which can be reached one from the other by a path of bonds. We therefore 
require that a mathematical molecule is a connected multigraph with labeled vertices. 
The degree of a vertex corresponds to the valence of the atom. For example 
a C atom has valence 4. The isomorphism types of mathematical molecules having the 
prescribed number of atom labels of each atom type form the connectivity isomers for 
the corresponding brutto formula. Therefore, a full set of representatives for these 
isomorphism types is a mathematical solution of the problem of finding the molecules 
with a prescribed brutto formula. 
We remark that we do not bother about further chemical properties which might 
exclude some mathematical molecule from existence in nature. Also in a ring our 
multiple bonds have fixed positions. Lastly, we do not consider 3D-placements of the 
molecules in this paper. Thus bond angles, dihedral angles, and distances between 
atoms are of no importance to us. In spite of this idealization the mathematical 
solutions of the construction problem have been of great interest o chemical structure 
analysis. 
3. General principles for construction algorithms 
A common approach in all natural sciences is to idealize a situation by leaving away 
unnecessary details. Then a relatively simple model is studied which still has, hope- 
fully, the most relevant features of the original situation. We just exemplified this 
approach in the preceding section. In algebraic structure analysis homomorphisms 
and functors play the role of such a simplification. Thus, a well developed formaliz- 
ation of this process is at hand. Most importantly, this usually purely theoretical tool 
can be directly applied to algorithm design. Of course in the light of the general 
purpose of simplification, this is not surprising. But a consequent rigid methodology 
of algorithm design on the basis of this concept is rarely found. 
For the construction of discrete structures with given properties a sequence of 
simplification steps may be used. Then in each step some construction method has to 
be applied to solve the local problem. As is well known one of the most important 
difficulties that has to be overcome is the isomorphism problem. Thus, we concentrate 
on showing how such problems become easier when homomorphisms are available. 
The approach has already been developed in [ 10, Section 2, p.341 and was applied to 
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the generation of finite soluble groups there. Further applications are group theoretic 
algorithms [12] and algorithms for group actions [.5,11,8] in general. We include 
a slightly more general version here. 
Lemma 3.1. Let a group G1 act on u set 0, and a group G2 act on a set Oz. Let 
C$ = (& c$J be a pair of compatible mappings such that c$~: R1 --+ Cl, and 4G: G1 + G2 
are epimorphisms and for each g E G, and each w E s1, 
&(wg) = $5*(U)~~W 
Thenfor each w E R, and each g E G2 the sets 4; ‘(CO) and c&‘(co~) intersect the same 
orbits of G, on R,. If wl, co2 E q5nP1(a)for some CO E !A2 and (tilg = co2 for some g E G, 
then g E f#k- ‘(NG2(~)). 
The proof of the Lemma is obvious. The following strategy for solving orbit 
problems follows easily from Lemma 3.1. The first version describes a splitting. The 
set Q, of objects to be classified under the group G1 is mapped into a set R2 where 
a classification with respect to a group G2 is easier to obtain. If the two group actions 
are compatible with the mapping of the object set then from a set of representatives 
o of G,-orbits and the corresponding stabilizers NGZ(m) a set of representatives of 
G,-orbits is obtained by solving the orbit problem for each c#&~(N~,(co)) acting on 
tin $4. 
The second version describes a fusion. Here a solution of the orbit problem is 
known already for the action of Gr on Q,. Then we have to choose one representative 
Q’ from the image of all orbits which are mapped onto the same orbit in RZ. The 
lemma tells us that the stabilizer of the chosen representative in G2 is obtained from 
the image of the known stabilizer in G1 of a preimage representative w by adding coset 
representatives &(g) for those g for which o and og are in the same orbit under 
Gr and &(wg) = w’. 
For both cases algorithms can be found in [ll]. 
In a typical application a set Qi of objects is given and a group G1 classifies the 
objects up to isomorphism, i.e. G1 acts on Q, such that two objects are isomorphic if 
and only if there exists an element g E G1 mapping one object onto the other. 
Simplifying the objects may consist in forgetting some fixed property or in applying 
some algebraic homomorphism. In the first case the image set !& of objects is in 
a different category and the mapping & is a functor. In the second case C#J~ reduces 
each object only to a smaller one of the same category. The important requirement is 
that ~$o has to be compatible with the group actions. 
If @o as in Lemma 3.1 is not surjective, then Gz, as a larger group than &(G,), will 
fuse some orbits of &(G,) , in general. Equivalently, orbits of G2 on R, will split into 
orbits of &(G,). This can be described by means of double cosets in GZ. 
Lemma 3.2. Let a group G act on a set R and let U < G. Let o E Q be a distinguished 
point. Then under the btjection 4: wg++ N,Jo) g between the points qf the orbit mG and 
118 R. Grund et al. / Discrete Applied Mathematics 67 (1996) 115-126 
the right cosets of the stabilizer NG(m) in G the orbit (co”) ’ of U corresponds to the 
double coset NG(co) gU in G. 
Double cosets also describe another situation which frequently occurs. 
Lemma 3.3 (The Gluing lemma). Let R be a class of objects for which isomorphisms are 
defined. Let co1 and co2 be in R and let A be a group of automorphisms of ol, B a group of 
automorphisms of w2. Then A x B acts on the set of isomorphisms Iso(oI, cv2) by 
f @,D) = a-If/?. Iff I ( E so ol, co2) is a fixed isomorphism then 
Zso(o,, 02) = foAut(oz), 
A\lso(o,, o,)/B =fif -’ Af \ Aut(w,)/B, 
where A\Zso(wI, co2)/B denotes the set of orbits of A x B on Iso(o,, ~0~). 
Some examples will show the way the Gluing Lemma is applied. If o1 and w2 are 
sets Aut(co2) is the symmetric group on w2. Then identifying o1 with o2 up to some 
groups acting on wi and o2 corresponds to determining double cosets in S,,. 
Especially if o1 is a set of places on some skeleton of a molecule and w2 is a set of 
ligands or only atom names which are to be placed on the skeleton then A is induced 
on o1 from the automorphism group of the skeleton and B consists of all permuta- 
tions which permute isomorphic ligands or atom names of the same kind among 
themselves. The Gluing Lemma then becomes the theorem of Ruth et al. [lS]. 
The case of necklaces is well known where the skeleton consists of a circle and beads 
have to be placed onto points which dissect the circle into parts of equal length. 
Given two necklaces with n beads of the same colour one can obtain regular graphs 
of degree three by mapping the beads of one necklace to those of the other necklace 
bijectively. For the construction of the graph besides the cyclic connections within 
the necklaces any two beads corresponding to each other in this bijection are 
connected by an edge. The Peterson graph is a well known example of this type. 
The description of isomorphism types by double cosets has been given in this case 
recently by [9]. 
In the case of groups w1 and o2 the Gluing Lemma was used by P. Hall [7, p. 1991 
already in 1939. 
Now the general scheme of a construction algorithm can be formulated. A strategy 
describes a sequence of simplification steps, which can be described by Lemmata 3.1 
and 3.2 mathematically. The strategy reduces the problem to primitiue situations, 
which must be known from elsewhere, and simple construction steps, which can be 
described by the Lemma 3.3, mathematically. 
A constrained generation of objects has to only construct objects which fulfill 
certain prescribed properties. The properties are defined as predicates on the set of 
final objects. For each kind of predicates mathematical theorems have to be derived 
describing how constraints defined for the results of a construction step imply 
appropriate constraints for the input operands of the constructors. In the DENDRAL 
project this process of deriving constraints for the objects in the intermediate steps is 
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called planning. We shall refer to this concept when we rewiew shortly the DENDRAL 
strategy in the next section. 
4. The DENDRAL strategy 
The DENDRAL generator of mathematical isomers starts with a given brutto 
formula as input and returns a set of representatives of all isomorphism types of 
isomers for that formula. We give a short description in our terms. The construction 
strategy is most easily described in the opposite direction. Starting from an isomer we 
explain a sequence of simplification steps applied to it. 
Step I: Omit all atom names from the vertices of the underlying graph. 
Step 2: Any bridge connecting two cyclic components is removed. In order to keep 
the degrees > 2 of the vertices unchanged for each bridge two vertices of degree 1 are 
introduced adjacent to the two vertices which had been connected by the bridge. 
Step 3: Iteratively remove all vertices of degree 1. 
Step 4: Iteratively replace each vertex of degree 2 by an egde connecting the two 
neighbors of the vertex until either no vertices of degree 2 remain or all remaining 
vertices of degree 2 form separate connected components. 
The simplification process ends with a set of connected cyclic components which 
either consist ofjust two vertices connected by a double bond or of vertices of minimal 
degree at least 3. The DENDRAL system uses a catalogue of such cyclic structures as 
the primitives on which the construction relies. 
We introduce a further step which considerably increases the reach of the approach. 
Step 5: Replace each multiple bond by a single bond. 
Each of the steps is a simplification which sends isomorphic objects onto isomor- 
phic objects. Lemma 3.1 applies to the simplification mappings in each case. The 
strategy now consists in the sequence of steps where the construction starts from step 
5. Each construction step now has to start with the solutions of the simplified versions 
of the construction problem. For any representative in the simplified version only the 
preimage of its automorphism group needs to be considered acting on the set of 
preimages of the representative. 
In Step 5 the simplified versions are connected simple graphs which form the 
primitives for this step. The preimages are obtained by assigning to each edge some 
multiplicity. Only the automorphism groups of the simple graphs have to be con- 
sidered in their action on the set of mappings from the set of edges to the set of 
multiplicities. In [S] we have refined this approach to increasing multiplicities step- 
wise by at most 1. As most simple graphs have a trivial automorphism group, in this 
step very often isomorphism problems just vanish. 
As in the DENDRAL system we have stored the results of Step 5 in a catalogue. 
Thus, this computation is done once for all. A data compression is applied to make 
this catalogue manageable. By Step 5 and a new algorithm for the determination of 
simple graphs we have enlarged the basic catalogue for the DENDRAL strategy to 
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25452418 multigraphs using little more than 100 MB of disk space. The catalogue 
consists of all isomorphism types of connected multigraphs without bridges and 
minimal degree 3 for n vertices and maximal degree k, where (n, k) belongs to the 
following list: (2, 1 l), (3, 1 l), (4,11X (5, lo), (6, g), (7,7), (g,5), (9,5), (1% 4), (11,4), (12,4), 
(14,3), (16, 3). The underlying determination of simple graphs of degree 11 is described 
in [3], degree 12 was done by the same approach. 
The insertion of vertices of degree 2 can be handled in the same way. Instead of 
multiplicities here a number of vertices of degree 2 has to be assigned to an edge. Also 
adjoining vertices of degree 1 is a mapping assigning to each vertex of the representa- 
tive a number of new neighbors of degree 1. 
Adding vertices of degree 1 iteratively and combining cyclic structures by inserting 
bridges requires two steps. Firstly, a tree generator generates trees where the bridge 
free cyclic components are regarded as macroatoms. But, since the vertices of degree 
1 of a macroatom which serve as free bonds are not arbitrarily permutable in general, 
a second step has to deal with the isomorphism problem resulting from the different 
possibilities of combining the free bonds with those of the neighbor macroatoms or 
some tree. 
In the last step the assignment of atom names to vertices is a mapping again. 
In each step we can apply the Gluing Lemma which transforms the isomorphism 
problem into a group theoretic problem. The last case was also described in this 
way by Brown et al. in [l]. This technique is also important for the more general 
situation where a prescribed subgraph is first treated as a macroatom and replaced 
by the subgraph only after the generation process. Here, after the expansion step 
the subgraph is still distinct within the whole graph. One may consider this sub- 
graph therefore as being coloured in a special colour. Omitting the colour in all results 
of the generator is again a simplification step. Since this time the results are already 
known in the preimage space, we now have the case of a fusion, as described after 
Lemma 3.1. 
The group theoretic solution of the double coset problem has been designed 
especially for the situation common to all the cases mentioned so far. Here one of the 
groups is a Young subgroup of the symmetric group, i.e. the subgroup of all permuta- 
tions leaving the blocks of a partition invariant, and the other group may be any 
subgroup of that symmetric group. We used some variant of orderly generation [2, 
141. Another approach is contained in a forthcoming paper on the generation of 
t-designs [ 161. 
The most important aspect of the DENDRAL approach is the transformation of 
constraints from the set of mathematical isomers to the different simplified versions. 
As we stated above a brutto formula is given as the constraint which guarantees that 
only finitely many solutions have to be generated. 
In the first simplification step the atom names are omitted. Since we assume the 
atom types to have a well defined valency, the transformed condition is a sequence 
a=(a,,CQ,..., a,), prescribing the exact number ai of vertices of degree i for each i. 
We call such a sequence a degree partition. The number n of vertices is then n = Ciai. 
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The further steps are more complicated. In Step 2 to a given degree partition for the 
whole graph, one has to find all sequences of degree partitions where each member of 
the sequence is either a degree partition corresponding to a bridge free cyclic 
component or the degree partition corresponding to the remaining cycle free graph. 
Since a tree with n vertices has n - 1 edges, there must be z = k - (n - 1) edges 
closing a cycle, where the total number k of edges is determined by k = 1/2~ii*ai. 
Thus, there may be at most z cyclic components. If any number 1 d z of bridge free 
connected cyclic components is chosen the set of vertices has to be partitioned into 
I + 1 sets such that one set of vertices spans a forest and each other set spans a cyclic 
bridge free connected subgraph. There are well known conditions for a degree 
sequence to be realizable by a graph [6]. Firstly, k must be a natural number, and, 
secondly, if a, # 0 then there must exist at least m edges incident with a vertex of 
degree m, i.e. k 3 2*m. Therefore one can decompose the degree partition into a sum 
of degree partitions where summation is defined componentwise. Each summand has 
to either correspond to a forest or to a bridge free connected cyclic graph. It has to be 
noticed that the degrees of all vertices are taken with respect to the entire graph. After 
removing bridges and vertices of degree one the degrees in the remaining cyclic 
structures may be smaller. 
There is a linear dependency between the number of cycle closing edges and the 
number of bridges connecting that cyclic bridge free component to either trees or 
other cyclic components in the global graph, for removing an edge and adding two 
incidences with a bridge to the vertices which had been connected by the removed 
edge does not change the degrees. The algorithm distributes to the cyclic components 
the number of cycle closing edges and then from the linear dependency determines the 
vertex degrees of the tree structure formed by the cyclic components as macro atoms 
and the forest formed by the cycle free remainder. 
We have seen that from the brutto formula there result restrictions for the possible 
edge degree sequences of the graphs occurring as intermediate results. If, on the other 
hand, these intermediate results are combined by constructors, reversing the simplifi- 
cation steps, the final mathematical isomers form a solution to the construction 
problem. 
Our implementation of the DENDRAL strategy is written in C and thus runs on 
any computer. In a systematic computation of isomers with a brutto formula of the 
form C,H, we obtained the figures of Table 1 on a HP 70.5 workstation. The row index 
i denotes the number of C-atoms, the column index,j denotes the number of H-atoms. 
Each table entry consists of the number of mathematical isomers and the cpu time 
used for the generation of them. The isomers were not stored after construction. 
5. The generation of multigraphs 
In this section all graphs are allowed to have multiple edges, i.e. to be multigraphs. 
Given a graph G with degree partition a we find two subgraphs T, spanned by all 
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vertices of maximal degree ~1, and H, spanned by the vertices of degree strictly smaller 
than II. The two graphs are interconnected by an incidence structure I describing for 
each two vertices of H and T respectively their connection in G. Thus we form 
a matrix 1 with rows labeled by the vertices of H and columns labeled by the vertices 
of T. If vertex i is connected to vertexj by an edge of multiplicity p then I(i, j) = p. We 
can apply Lemma 3.1 to the mapping which sends G onto the triple (H, T, I). This step 
can be repeated recursively until the subgraph T coincides with the full graph in that 
step. Thus the recursion stops at regular graphs. 
The construction can only follow this strategy if we can transform the selection 
constraints from the graphs to be constructed to constraints for the triples (T, H, I) in 
each step. As in the DENDRAL strategy we consider given degree partitions as 
constraints. We are thus interested in the possible degree partitions for T. H, and row 
and column sums of I. 
Theorem 5.1 (Split of degree partitions). Let a = (aI , , u,), a, # 0, CI,:ai # 0, he 
a degree partition. lf G is any graph corresponding to the degree partition a such that the 
vertices of degree n span a subgraph T and the remaining vertices span a subcgraph 
H then 
1. there exists a partition a, = c’i’_, bi such that h = (h,, . , b,) is the degree 
partition of T, 
2. ,for each r E (1 , . . . , n - l> there exists a partition 
- 
a, = ~ Cij 
i+j=r 
such that c; = Cicij, and c = (~0, . , c, 1) is the degree partition of H, and 
3. 
n-l n 
1 C.j*cij + f i*bi = n*a,. 
i=Oj=O i=O 
JL on the other hand, there exist degree partitions b of some graph T und c of some graph 
H such that the three conditions hold then there is a graph G with degree partition a such 
that the vertices of degree n span a subgruph isomorphic to T and the remaining vertices 
of G span a subgraph isomorphic to H. 
Proof. Let G be any graph with degree partition a. Then the two subgraphs T and 
H have some degree partitions h and c, respectively. By definition it is clear that 
LI,, = C:zobi. 
Since the degree of each vertex of T in G is n, there exist n*a, - ~~=o i* hi incidences 
of vertices of T with edges connecting them to vertices of H where each edge is 
counted according to its multiplicity. Of course we can determine this number 
analogously from H. Here a vertex of degree i in H and degree k in G has exactly 
,j = k - i incidences with edges connecting the vertex to a vertex in T. 
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Let Cij be the number of vertices of G having degree i in H and degree i + j in G. 
Then there are xi + j= I Cij vertices of degree r in G for r < n. Also H has exactly CzZiCij 
vertices of degree i. The sum Zj = CrZ,‘eij is the number of vertices having exactly 
j neighbours in T for each j. Thus, we obtain the three conditions. 
Now suppose we can partition each Ui as described in the conditions. Then the 
proof of the first part serves as a guideline for the construction of an appropriate 
G from T and H. First we consider the Ci vertices of degree i in H. This set can be 
partitioned into blocks Cij of lengths cii for j = 0, . . . , n - 1 by condition 2. Then each 
vertex of Cij needs j incidences with edges connecting the vertex to some vertex of T. 
From the partition b we know that T has bi vertices of degree i. Since each vertex of 
T must have degree n in G, such a vertex still needs n - i incidences with edges 
connecting the vertex to some vertex of H. To see that we can find such a system of 
edges between vertices of H and T we form a bipartite graph. The first set El of 
vertices contains j vertices for each element of the blocks Cij. The second set Ez of 
vertices contains n - i vertices for each element of degree i in T. Then the third 
condition says that both sets have equal size. Therefore we can take any bijectiont 
El + E2 to define the required connections. Iffmaps k vertices of E, coming from the 
same vertex v of H to k vertices of E2 coming from the same vertex w of T, then we 
connect v and w by an edge of multiplicity k. This produces a graph G with the 
required properties. 0 
It should be remarked that instead of multigraphs also simple graphs could be 
constructed recursively following the same strategy. In that case the Gale-Ryser 
theorem has to be applied to deduce additional conditions for the existence of an 
incidence matrix I with prescribed row and column sums. Thus, in that case the 
conditions for the degree sequences b and c are more restrictive. 
The construction process again reverses the simplification steps. The proof involves 
two parts for each split of a degree partition. Assume some degree sequence b and 
partitions cij have been found such that the conditions of the theorem are satisfied. 
Then there are in general several different ways to partition each set Ci of the vertices 
of degree i of the graph H into blocks Cij such that IC,) = c+ Given A = AU(H) we 
have to take representatives out of the orbits of A on the set of different partitionings. 
This orbit problem can be described by means of double cosets as we showed in 
Lemma 3.2. One can take G as the full symmetric group on the set of vertices of H and 
U is the present group A in that lemma. The set Q is the set of partitions that have to 
be classified up to A orbits. By the homomorphism principle Lemma 3.1 the stabilizer 
N,(P) of such a representative partition P needs to be considered for further isomor- 
phism checkings. 
As in the proof of Theorem 5.1 we form the two new sets of vertices El and EZ. In 
order to apply the Gluing Lemma we have to identify the two groups, say G1 and GZ, 
acting on E, and E2. These are subgroups of the symmetric groups on El and 
E2 respectively which permute the blocks of vertices belonging to the vertices of H and 
T as a whole. By Lemma 3.1 these induced permutation groups can be identified with 
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N,(P) and Aut( T), respectively. The groups G1 and G2 are wreath products generated 
by the symmetric groups on the blocks and permutations of the blocks according to 
the automorphisms in N,(P) and Aut(T). Thus, a program solving the double coset 
problem as in the case of the DENDRAL strategy will be needed. Compared to the 
latter situation here we cannot assume that one of the groups is a Young subgroup. 
This complication can be overcome by the approach of Schmalz [16] at least for 
smaller cases of practical importance. 
The proposed strategy can be refined to further constraints. Indeed, already the 
present version which relies on a refinement of the DENDRAL strategy produces so 
many isomers fitting to a given set of constraints that a user can hardly look at all of 
them. Thus it is most important to allow many constraints. The new strategy allows to 
assign atom names early in the construction process. For that purpose during the 
recursion for each vertex its global degree in the final graph G has to be kept. 
Fortunately this requirement is compatible with the simplification strategy above. 
Once atom names are known many substructure constraints can be used for a very 
restrictive selection. 
Note added in proof 
A catalogue free version of MOLGEN including also detection of aromaticity, 
3D-placement, and generation of stereoisomers is available now. It is much faster than 
the version described here and runs under Windows, OS/2, and some UNIX systems. 
There also exists a first implementation of the new proposal of this paper for simple 
graphs which is very far reaching. Demo versions are available via ftp from 
laue@btm2x2.mat.uni-bayreuth.de. 
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