Existence of solutions for nonlocal impulsive partial functional integrodifferential equations via fractional operators  by Yan, Zuomao
Journal of Computational and Applied Mathematics 235 (2011) 2252–2262
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Existence of solutions for nonlocal impulsive partial functional
integrodifferential equations via fractional operators
Zuomao Yan
Department of Mathematics, Hexi University, Zhangye, Gansu 734000, PR China
a r t i c l e i n f o
Article history:
Received 29 October 2009
MSC:
34A37
34G20
34K30
34A60
Keywords:
Impulsive partial functional
integrodifferential equations
Fixed point
Analytic semigroup
Nonlocal conditions
a b s t r a c t
In this paper, by using the Leray–Schauder alternative, we have investigated the existence
of mild solutions to first-order impulsive partial functional integrodifferential equations
with nonlocal conditions in an α-norm. We assume that the linear part generates an
analytic compact bounded semigroup, and that the nonlinear part is a Lipschitz continuous
function with respect to the fractional power norm of the linear part. An example is also
given to illustrate our main results.
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1. Introduction
The theory of impulsive differential equations has found wide applications in many branches of physics and technical
sciences; see the monographs of Lakshmikantham et al. [1], Bainov and Simeonov [2], Benchohra et al. [3], and the papers of
Rogovchenko [4] and the survey papers of Rogovchenko [5], Bainov [6] and the references therein. Recently, much attention
has been paid to existence results for the impulsive differential and integrodifferential equations in abstract spaces; for
example, see [7–13]. In this paper, we are concerned with the following impulsive partial functional integrodifferential
equations with nonlocal conditions
x′(t) = Ax(t)+ F

t, x(σ1(t)), . . . , x(σn(t)),
∫ t
0
h(t, s, x(σn+1(s)))ds

,
t ∈ J = [0, b], t ≠ tk, k = 1, . . . ,m, (1.1)
x(0)+ g(x) = x0, (1.2)
1x(tk) = Ik(x(tk)), k = 1, . . . ,m, (1.3)
where the unknown x(·) takes values in the Banach space X , and A is the infinitesimal generator of a compact, analytic
semigroup T (t), t > 0; 0 < t1 < · · · < tm < b, are prefixed points and the symbol 1x(tk) = x(t+k ) − x(t−k ), where x(t−k )
and x(t+k ) represent the right and left limits of x(t) at t = tk, respectively. F , h, g, Ik and σi, i = 1, . . . , n + 1, are given
functions to be specified later.
Nonlocal conditionswere initiated in [14,15]whenhe proved the existence and uniqueness ofmild and classical solutions
of nonlocal Cauchy problems. As remarked in [15,16], the nonlocal condition can be more useful than the standard initial
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condition to describe some physical phenomena. For other contributions on the nonlocal problems; see [17–23] and
the references therein. Very recently, there has been extensive study of impulsive differential equations with nonlocal
conditions, and concerning this matter we cite the pioneer works; Liang et al. [24], and Anguraj and Karthikeyan [25]
have studied the existence, uniqueness and continuous dependence of a mild solution of a nonlocal Cauchy problem for
an impulsive neutral functional differential evolution equation. The purpose of this paper is to continue the study of these
authors. We get the existence results for mild solutions of problem (1.1)–(1.3) with an α-norm as in [19], assuming that F is
defined on J × Xn+1α , the nonlocal item g only depends upon the continuous properties on C(J, Xα), where Xα = D(Aα), for
some 0 < α < 1, the domain of the fractional power of A. Our results are based on the analytic semigroup theory of linear
operators, the Banach contraction principle and the Leray–Schauder alternative.
The rest of this paper is organized as follows: In Section 2 we recall briefly some basic definitions and preliminary facts
which will be used throughout this paper. The existence theorems for problem (1.1)–(1.3) and their proofs are arranged in
Section 3. Finally, in Section 4 an example is presented to illustrate the applications of the obtained result.
2. Preliminaries
In this section, we shall introduce some notations, definitions and lemmas which are used throughout this paper.
Let (X, ‖ · ‖) be a Banach space. C(J, X) is the Banach space of continuous functions from J into X with the norm
‖x‖J = sup{‖x(t)‖ : t ∈ J}
and let L(X) denote the Banach space of bounded linear operators from X to X . A measurable function x : J → X is Bochner
integrable if and only if ‖x‖ is Lebesgue integrable (for properties of the Bochner integral; see [26]). L1(J, X) denotes the
Banach space of measurable functions x : J → X which are Bochner integrable normed by
‖x‖L1 =
∫ b
0
‖x(t)‖dt for all x ∈ L1(J, X).
The notation Br [x, X] stands for the closed ball with center at x and radius r > 0 in X .
Throughout this paper, A : D(A) → X is the infinitesimal generator of a compact analytic semigroup of uniformly
bounded linear operators T (t). Let 0 ∈ ρ(A). Then it is possible to define the fractional power Aα , for 0 < α ≤ 1, as a closed
linear operator on its domain D(Aα) (see [27]). Furthermore, the subspace D(Aα) is dense in X and the expression
‖x‖α = ‖Aαx‖, x ∈ D(Aα),
defines a norm on D(Aα). Let Xα be the Banach space D(Aα) endowed with the norm ‖x‖α , and in the following, we use ‖ · ‖α
to denote the operator norm in Xα . Then for each 0 < α ≤ 1, Xα is a Banach space, and Xα ↩→ Xβ for 0 < β < α ≤ 1 and the
imbedding is compact whenever the resolvent operator of A is compact. For semigroup {T (t)t≥0}, the following properties
will be used:
(a) there is anM ≥ 1 such that ‖T (t)‖ ≤ M, for all 0 ≤ t ≤ b;
(b) for any 0 ≤ α ≤ 1, there exists a constantMα > 0 such that
‖AαT (t)‖ ≤ Mα
tα
, 0 < t ≤ b.
In order to define the solution of (1.1)–(1.3), we introduce the space PC([0, b], Xα) = {x : J → Xα : x(t) is continuous at
t ≠ tk and left continuous at t = tk and the right limit x(t+k ) exists for k = 1, 2, ...,m}, which is a Banach space with the
norm
‖x‖PC := sup
t∈J
‖x(t)‖α.
Then PC(J, Xα) is a Banach space.
To simplify the notations, we put t0 = 0, tm+1 = b and for x ∈ PC([0, b], Xα) we denote by xˆk ∈ C([tk, tk+1]; Xα), k =
0, 1, . . . ,m, the function given by
xˆk(t) :=

x(t) for t ∈ (tk, tk+1],
x(t+k ) for t = tk.
Moreover, for B ⊆ PC([0, b], Xα)we denote by Bˆk, k = 0, 1, . . . ,m, the set Bˆk = {xˆk : x ∈ B}.
Definition 2.1. A function x(·) ∈ PC(J, Xα) is said to be a mild solution to problem (1.1)–(1.3) if it satisfies the following
integral equation
x(t) = T (t)[x0 − g(x)] +
−
0<tk<t
T (t − tk)Ik(x(tk))
+
∫ t
0
T (t − s)F

s, x(σ1(s)), . . . , x(σn(s)),
∫ s
0
h(s, τ , x(σn+1(τ )))dτ

ds, 0 ≤ t ≤ b. (2.1)
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Lemma 2.1. A set B ⊆ PC([0, b], Xα) is relatively compact in PC([0, b], Xα) if and only if, the set Bˆk is relatively compact in
C([tk, tk+1]; Xα), for every k = 0, 1, . . . ,m.
Lemma 2.2 (Leray–Schauder Nonlinear Alternative [28]). Let X be a Banach space with Z ⊂ X convex. Assume that U is a
relatively open subset of Z with 0 ∈ U and P : U → Z is a compact map. Then either
(i) P has a fixed point in U, or
(ii) there exists a point v ∈ ∂U such that v ∈ λP(v) for some λ ∈ (0, 1).
3. Main results
In this section, we state and prove the existence theorem for problem (1.1)–(1.3). Let us list the following hypothesis: for
some α ∈ (0, 1),
(H1) The function F : J × Xn+1α → X is continuous and there exist constants L > 0, L1 ≥ 0, such that for all
xi, yi ∈ Xα, i = 1, . . . , n+ 1, we have
‖F(t, x1, x2, . . . , xn+1)− F(t, y1, y2, . . . , yn+1)‖ ≤ L

n+1−
i=1
‖xi − yi‖α

,
and
L1 = max
t∈J
‖F(t, 0, . . . , 0)‖.
(H2) The function h : J × J × Xα → Xα is continuous and there exist constants N > 0,N1 ≥ 0, such that for all x, y ∈ X,
‖h(t, s, x)− h(t, s, y)‖α ≤ N‖x− y‖α,
and
N1 = max
0≤s≤t≤b
‖h(t, s, 0)‖α.
(H3) σi : J → J, i = 1, . . . , n+ 1, are continuous functions such that σi(t) ≤ t, i = 1, . . . , n+ 1.
(H4) Ik ∈ C(Xα, Xα), k = 1, . . . ,m are all compact operators, and there exist continuous nondecreasing functions
Ψk : [0,∞)→ (0,∞), k = 1, . . . ,m, such that
‖Ik(x)‖α ≤ Ψk(‖x‖α), for each x ∈ Xα.
(H5) (i) The function g(·) : PC(J, Xα) → Xα is continuous and there exists a δ ∈ (0, t1) such that g(φ) = g(ψ) for any
φ,ψ ∈ PC(J, Xα)with φ = ψ on [δ, b].
(ii) There is a continuous nondecreasing functionΛ : [0,∞)→ (0,∞) such that
‖g(φ)‖α ≤ Λ(‖φ‖PC ), φ ∈ PC(J, Xα).
(H6) There exists a constantM∗ > 0 such that
M∗[
M∗ +MΛ(M∗)+M
m∑
k=1
Ψk(M∗)
]
eη
> 1, (3.1)
where η = MαL(n+Nb)b1−α1−α , M∗ = M‖x0‖α + Mαb
1−α(bLN1+L1)
1−α .
Theorem 3.1. Let x0 ∈ Xα . If assumptions (H1)–(H6) are satisfied, then the impulsive nonlocal Cauchy problem (1.1)–(1.3) has
at least one mild solution on J.
Proof. Let L0 > 0 be a constant chosen such that
q := sup
t∈J

LMα(n+ Nb)
∫ t
0
e−L0(t−s)(t − s)−αds

< 1,
and we introduce in the space PC(J, Xα) the equivalent norm defined as
‖φ‖V := sup
t∈J
e−L0t‖φ(t)‖α.
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Then, it is easy to see that V := (PC(J, Xα), ‖ · ‖V ) is a Banach space. Fix v ∈ PC(J, Xα) and for t ∈ J, φ ∈ V , we now define
an operator
(Qvφ)(t) = T (t)[x0 − g(v)] +
−
0<tk<t
T (t − tk)Ik(v(tk))
+
∫ t
0
T (t − s)F

s, φ(σ1(s)), . . . , φ(σn(s)),
∫ s
0
h(s, τ , φ(σn+1(τ )))dτ

ds. (3.2)
Since T (·) (x0 − g(v)) ∈ PC(J, Xα), it follows from (H1)–(H3) that (Qvφ)(t) ∈ V for all φ ∈ V . Let φ,ψ ∈ V , we have
e−L0t‖(Qvφ)(t)− (Qvψ)(t)‖α ≤ e−L0t
∫ t
0
AαT (t − s) [F s, φ(σ1(s)), . . . , φ(σn(s)), ∫ s
0
h(s, τ , φ(σn+1(τ )))dτ

−F

s, ψ(σ1(s)), . . . , ψ(σn(s)),
∫ s
0
h(s, τ , ψ(σn+1(τ )))dτ
] ds
≤ LMα
∫ t
0
e−L0t(t − s)−α
[
‖φ(σ1(s))− ψ(σ1(s))‖α
+ · · · + ‖φ(σn(s))− ψ(σn(s))‖α +
∫ s
0
h(s, τ , φ(σn+1(τ )))dτ
−
∫ s
0
h(s, τ , ψ(σn+1(τ )))dτ

α
]
ds
≤ LMα
∫ t
0
e−L0t(t − s)−α
[
eL0σ1(s) sup
s∈J
e−L0s‖φ(s)− ψ(s)‖α
+ · · · + eL0σn(s) sup
s∈J
e−L0s‖φ(s)− ψ(s)‖α
+ N
∫ s
0
‖φ(σn+1(τ ))− ψ(σn+1(τ ))‖αdτ
]
ds
≤ LMα
∫ t
0
e−L0t(t − s)−α
[
neL0s sup
s∈J
e−L0s‖φ(s)− ψ(s)‖α
+NbeL0σn+1(s) sup
s∈J
e−L0s‖φ(s)− ψ(s)‖α
]
ds
≤ LMα
∫ t
0
e−L0(t−s)(t − s)−α
[
n sup
s∈J
e−L0s‖φ(s)− ψ(s)‖α
+Nb sup
s∈J
e−L0s‖φ(s)− ψ(s)‖α
]
ds
≤ LMα(n+ Nb)
∫ t
0
e−L0(t−s)(t − s)−αds‖φ − ψ‖V
≤ q‖φ − ψ‖V , t ∈ J,
which implies that
e−L0t‖(Qvφ)(t)− (Qvψ)(t)‖α ≤ q‖φ − ψ‖V , t ∈ J.
Thus
‖Qvφ − Qvψ‖V ≤ q‖φ − ψ‖V , φ, ψ ∈ V .
Therefore,Qv is a strict contraction. By the Banach contraction principlewe conclude thatQv has a unique fixed pointφv ∈ V
and Eq. (3.2) has a unique mild solution on [0, b]. Set
v˜(t) :=

v(t) if t ∈ (δ, b],
v(δ) if t ∈ [0, δ].
From (3.2), we have
φv˜(t) = T (t)[x0 − g(v˜)] +
−
0<tk<t
T (t − tk)Ik(v(tk))
+
∫ t
0
T (t − s)F

s, φv˜(σ1(s)), . . . , φv˜(σn(s)),
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

ds. (3.3)
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Consider the map Γ : PCδ = PC([δ, b], Xα)→ PCδ defined by
(Γ v)(t) = φv˜(t), t ∈ [δ, b]. (3.4)
We shall show that Γ satisfies all conditions of Lemma 2.2. The proof will be given in several steps.
Step 1. Γ maps bounded sets into bounded sets in PCδ.
Indeed, it is enough to show that there exists a positive constant L such that for each v ∈ Br(δ) := {φ ∈ PCδ;
supδ≤t≤b ‖φ(t)‖α ≤ r} one has ‖Γ v‖PC ≤ L.
Let v ∈ Br(δ), then for t ∈ (0, b], we have
‖φv˜(t)‖α ≤ ‖T (t)[x0 − g(v˜)]‖α +
 −
0<tk<t
T (t − tk)Ik(v(tk))

α
+
∫ t
0
T (t − s)F s, φv˜(σ1(s)), . . . , φv˜(σn(s)), ∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

α
ds
≤ M[‖x0 + g(v˜)‖α] +M
m−
k=1
‖Ik(v(tk))‖α +Mα
∫ t
0
(t − s)−α
[ F (s, φv˜(σ1(s)), . . . , φv˜(σn(s)),∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

− F(s, 0, . . . , 0)
+ ‖F(s, 0, . . . , 0)‖] ds
≤ M[‖x0‖α + ‖g(v˜)‖α] +M
m−
k=1
Ψk(‖v(tk)‖α)
+Mα
∫ t
0
(t − s)−α

L
[
sup
s∈(0,b]
‖φv˜(s)‖α + · · · + sup
s∈(0,b]
‖φv˜(s)‖α
+
∫ s
0
[‖h(s, τ , φv˜(σn+1(τ )))− h(s, τ , 0)‖α + ‖h(s, τ , 0)‖α]dτ
]
+ L1

ds
≤ M[‖x0‖α +Λ(‖v˜‖PC )] +M
m−
k=1
Ψk(‖v(tk)‖α)
+Mα
∫ t
0
(t − s)−α

L[n sup
s∈(0,b]
‖φv˜(s)‖α + b(N sup
s∈(0,b]
‖φv˜(s)‖α + N1)] + L1

ds
≤ M∗ +MΛ(r)+M
m−
k=1
Ψk(r)+MαL(n+ Nb)
∫ t
0
(t − s)−α sup
s∈(0,b]
‖φv˜(s)‖αds,
whereM∗ = M‖x0‖α + Mαb1−α(bLN1+L1)1−α . Using the Gronwall inequality we get
sup
t∈(0,b]
‖φv˜(t)‖α ≤
[
M∗ +MΛ(r)+
m∑
k=1
Ψk(r)
]
e
Mα L(n+Nb)b1−α
1−α .
Thus
‖Γ v‖PC ≤

M∗ +MΛ(r)+
m−
k=1
Ψk(r)

e
Mα L(n+Nb)b1−α
1−α := L.
Step 2. Γ is continuous on Br(δ).
From (3.2) and (H1)–(H5), we deduce that for v1, v2 ∈ Br(δ), t ∈ (0, b],
‖φv˜1(t)− φv˜2(t)‖α ≤ ‖T (t)[g(v˜1)− g(v˜2)]‖α +
 −
0<tk<t
T (t − tk)Ik(v1(tk))−
−
0<tk<t
T (t − tk)Ik(v2(tk))

α
+
∫ t
0
AαT (t − s) [F s, φv˜1(σ1(s)), . . . , φv˜1(σn(s)), ∫ s
0
h(s, τ , φv˜1(σn+1(τ )))dτ

− F

s, φv˜2(σ1(s)), . . . , φv˜2(σn(s)),
∫ s
0
h(s, τ , φv˜2(σn+1(τ )))dτ
] ds
≤ M‖g(v˜1)− g(v˜2)‖α +M
m−
k=1
‖Ik(v1(tk))− Ik(v2(tk))‖α
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+ LMα
∫ t
0
(t − s)−α
[
‖φv˜1(σ1(s))− φv˜2(σ1(s))‖α + · · · + ‖φv˜1(σn(s))− φv˜2(σn(s))‖α
+
∫ s
0
h(s, τ , φv˜1(σn+1(τ )))dτ −
∫ s
0
h(s, τ , φv˜2(σn+1(τ )))dτ

α
]
ds
≤ M‖g(v˜1)− g(v˜2)‖α +M
m−
k=1
‖Ik(v1(tk))− Ik(v2(tk))‖α
+ LMα
∫ t
0
(t − s)−α
[
sup
s∈[0,b]
‖φv˜1(s)− φv˜2(s)‖α
+ · · · + sup
s∈[0,b]
‖φv˜1(s)− φv˜2(s)‖α + N
∫ s
0
[‖φv˜1(σn+1(τ ))− φv˜2(σn+1(τ ))‖α]dτ
]
ds
≤ M‖g(v˜1)− g(v˜2)‖α +M
m−
k=1
‖Ik(v1(tk))− Ik(v2(tk))‖α
+ LMα
∫ t
0
(t − s)−α
[
n sup
s∈[0,b]
‖φv˜1(s)− φv˜2(s)‖α + Nb sup
s∈[0,b]
‖φv˜1(s)− φv˜2(s)‖α
]
ds
≤ M‖g(v˜1)− g(v˜2)‖α +M
m−
k=1
‖Ik(v1(tk))− Ik(v2(tk))‖α
+ LMα(n+ Nb)
∫ t
0
(t − s)−α sup
s∈[0,b]
‖φv˜1(s)− φv˜2(s)‖α ds.
Using again the Gronwall inequality, that for t, v1, v2 as above
sup
s∈[0,b]
‖φv˜1(t)− φv˜2(t)‖α ≤ Me
LMα(n+Nb)b1−α
1−α

‖g(v˜1)− g(v˜2)‖α +
m−
k=1
‖Ik(v1(tk))− Ik(v2(tk))‖α

,
for all t ∈ [0, b], which implies that
‖Γ v1 − Γ v2‖PC ≤ Me LMα(n+Nb)b
1−α
1−α

‖g(v˜1)− g(v˜2)‖α +
m−
k=1
‖Ik(v1(tk))− Ik(v2(tk))‖α

for all t ∈ [δ, b], v1, v2 ∈ Br(δ). Therefore, Γ is continuous.
Step 3. Γ is a compact operator.
To this end, we consider the decomposition Γ = Γ1 + Γ2, where Γ1,Γ2 are the operators on Br(δ) defined respectively
by
(Γ1v)(t) = T (t)[x0 − g(v˜)] +
∫ t
0
T (t − s)
× F

s, φv˜(σ1(s)), . . . , φv˜(σn(s)),
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

ds, t ∈ [δ, b],
(Γ2v)(t) =
−
0<tk<t
T (t − tk)Ik(v(tk)), t ∈ [δ, b].
We first show that Γ1 is a compact operator.
(i) Γ1(Br(δ)) is equicontinuous.
Let δ ≤ τ1 < τ2 ≤ b, and ε > 0 be small, note thatF s, φv˜(σ1(s)), . . . , φv˜(σn(s)), ∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

≤
F s, φv˜(σ1(s)), . . . , φv˜(σn(s)), ∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

− F(s, 0, . . . , 0)
+ ‖F(s, 0, . . . , 0)‖
≤ L
[
‖φv˜(σ1(s))‖α + · · · + ‖φv˜(σn(s))‖α +
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

α
]
+ L1
≤ L
[
sup
s∈[δ,b]
‖φv˜(s)‖α + · · · + sup
s∈[δ,b]
‖φv˜(s)‖α +
∫ s
0
[‖h(s, τ , φv˜(τ ))− h(s, τ , 0)‖α +‖h(s, τ , 0)‖α] dτ
]
+ L1
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≤ L
[
n sup
s∈[δ,b]
‖φv˜(s)‖α + b
[
N sup
s∈[δ,b]
‖φv˜(s)‖α + N1
]]
+ L1
≤ L
[
(n+ Nb) sup
s∈[δ,b]
‖φv˜(s)‖α + bN1
]
+ L1
≤ L[(n+ Nb)r + bN1] + L1 := M∗∗.
We have
‖Γ1v(τ2)− Γ1v(τ1)‖α ≤ ‖[T (τ2)− T (τ1)][x0 − g(v˜)]‖α
+
∫ τ2
0
T (τ2 − s)F

s, φv˜(σ1(s)), . . . , φv˜(σn(s)),
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

ds
−
∫ τ1
0
T (τ1 − s)F

s, φv˜(σ1(s)), . . . , φv˜(σn(s)),
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

ds

α
≤ ‖[T (τ2)− T (τ1)][x0 − g(v˜)]‖α +
∫ τ1−ε
0
‖[T (τ2 − s)− T (τ1 − s)]
× F

s, φv˜(σ1(s)), . . . , φv˜(σn(s)),
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

α
ds
+
∫ t1
t1−ε
‖[T (τ2 − s)− T (τ1 − s)] F

s, φv˜(σ1(s)), . . . , φv˜(σn(s)),
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

α
ds
+
∫ τ2
τ1
T (τ2 − s)F s, φv˜(σ1(s)), . . . , φv˜(σn(s)), ∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

α
ds
≤ ‖[T (τ2)− T (τ1)][x0 − g(v˜)]‖α + ‖T (τ2 − τ1 + ε)− T (ε)‖
∫ τ1−ε
0
‖AαT (τ1 − s− ε)‖M∗∗ds
+
∫ τ1
τ1−ε
‖Aα[T (τ2 − s)− T (τ1 − s)]‖M∗∗ds+
∫ τ2
τ1
‖AαT (τ2 − s)‖M∗∗ds
≤ ‖[T (τ2)− T (τ1)][x0 − g(v˜)]‖α + Mα1− αM
∗∗(τ1 − ε)1−α‖T (τ2 − τ1 + ε)− T (ε)‖
+ Mα
1− αM
∗∗[(τ2 − τ1)1−α − (τ2 − τ1 − ε)1−α + ε1−α] + Mα1− αM
∗∗(τ2 − τ1)1−α.
We see that ‖Γ1v(τ2) − Γ1v(τ1)‖ tends to zero independently of v ∈ Br(δ) as τ2 − τ1 → 0, since the compactness
of T (t) for t > 0, implies the continuity in the uniform operator topology. Thus Γ1 maps Br(δ) into an equicontinuous
family of functions.
(ii) The set Γ1(Br(δ))(t) is precompact in Xα.
Let δ < t ≤ s ≤ b be fixed and ε a real number satisfying 0 < ε < t . For v ∈ Br(δ), we define
(Γ1,εv)(t) = T (t)[x0 − g(v˜)] +
∫ t−ε
0
T (t − s)F

s, φv˜(σ1(s)), . . . , φv˜(σn(s)),
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

ds
= T (t)[x0 − g(v˜)] + T (ε)
∫ t−ε
0
T (t − s− ε)
× F

s, φv˜(σ1(s)), . . . , φv˜(σn(s)),
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

ds.
Using the compactness of T (t) for t > 0, we deduce that the set {(Γ1,εv)(t) : v ∈ Br(δ)} is precompact v ∈ Br(δ) for
every ε, 0 < ε < t.Moreover, for every v ∈ Br(δ)we have
‖(Γ1v)(t)− (Γ1,εv)(t)‖α ≤
∫ t
t−ε
AαT (t − s)F s, φv˜(σ1(s)), . . . , φv˜(σn(s)), ∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ
 ds
≤ Mα
∫ t
t−ε
(t − s)−αM∗∗ds
≤ MαM
∗∗
1− α ε
1−α.
Therefore, there are precompact sets arbitrarily close to the set {(Γ1v) : v ∈ Br(δ)}. Hence the set {(Γ1v) : v ∈ Br(δ)}
is a precompact in Xα . It is easy to see that Γ1(Br(δ)) is uniformly bounded. Since we have shown that Γ1(Br(δ)) is an
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equicontinuous collection, by the Arzela–Ascoli theorem it suffices to show that Γ1 maps Br(δ) into a precompact set in
Xα.
Next, it remains to verify that Γ2 is also a compact operator.
We begin by showing Γ2(Br(δ)) is equicontinuous, for any ε > 0 and 0 < t < b. Since the functions Ik, k = 1, 2, . . . ,m,
are compact in Xα , we find that the set W = {Ik(v(tk)) : v ∈ Br(δ)} is precompact in Xα . From the strong continuity of
(T (t))t≥0, for ε > 0, we can choose 0 < ξ < b− t such that
‖(T (t + h)− T (t))x‖α < εm , x ∈ W ,
when |h| < ξ . For each v ∈ Br(δ), t ∈ (0, b) be fixed, t ∈ [ti, ti+1], such that
‖[(Γ2v)]i(t + h)− [(Γ2v)]i(t)‖α ≤
m−
k=1
‖(T (t + h− tk)− T (t − tk))Ik(v(tk))‖α
< ε.
As h → 0, and ε is sufficiently small, the right-hand side of the above inequality tends to zero independently of v, so that
[ Γ2(Br(δ))]i, i = 1, 2, . . . ,m, are equicontinuous.
Now we prove that [ Γ2(Br(δ))]i, i = 1, 2, . . . ,m, is precompact for every t ∈ [δ, b].
From the following relations
[(Γ2v)]i(t) =
−
0<tk<t
T (t − tk)Ik(v(tk)) ∈
m−
k=1
T (t − tk)Ik(Br(δ)[0, Xα]).
We conclude that [ Γ2(Br(δ))]i, i = 1, 2, . . . ,m, is precompact for every t ∈ [ti, ti+1].
By Lemma 2.1, we infer that Γ2(Br(δ)) is precompact. Now an application of the Arzela–Ascoli theorem justifies the
precompactness of Γ2(Br(δ)). Therefore, Γ2 is a compact operator, and hence Γ is a compact operator.
Step 4. We now show there exists an open set U ⊆ PCδ with v ∉ λΓ v for λ ∈ (0, 1) and v ∈ ∂U . Let λ ∈ (0, 1) and v ∈ PCδ
be a possible solution of v = λΓ (v) for some 0 < λ < 1. Thus, for each t ∈ (0, b],
v(t) = λφv˜(t) = λT (t)[x0 − g(v˜)] + λ
−
0<tk<t
T (t − tk)Ik(v(tk))
+ λ
∫ t
0
T (t − s)F

s, φv˜(σ1(s)), . . . , φv˜(σn(s)),
∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

ds. (3.5)
This implies by (H1)–(H5) that for each t ∈ (0, b]we have ‖v(t)‖α ≤ ‖φv˜(t)‖α and
‖φv˜(t)‖α ≤ ‖T (t)[x0 − g(v˜)]‖α +
m−
k=1
‖T (t − tk)Ik(v(tk))‖α
+
∫ t
0
T (t − s)F s, φv˜(σ1(s)), . . . , φv˜(σn(s)), ∫ s
0
h(s, τ , φv˜(σn+1(τ )))dτ

α
ds
≤ M∗ +MΛ(‖v˜‖PC )+M
m−
k=1
Ψk(‖v(tk)‖α)+MαL(n+ Nb)
∫ t
0
(t − s)−α sup
s∈(0,b]
‖φv˜(s)‖αds.
Making use of the Gronwall inequality, such that
sup
t∈(0,b]
‖φv˜(t)‖α ≤

M∗ +MΛ(‖v˜‖PC )+M
m−
k=1
Ψk(‖v‖PC )

e
Mα L(n+Nb)b1−α
1−α ,
and the previous inequality holds. Consequently,
‖v‖PC ≤

M∗ +MΛ(‖v˜‖PC )+M
m−
k=1
Ψk(‖v‖PC )

eη,
and therefore
‖v‖PC[
M∗ +MΛ(‖v˜‖PC )+M
m∑
k=1
Ψk(‖v‖PC )
]
eη
≤ 1.
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Then, by (H6), there existsM∗ such that ‖v‖ ≠ M∗. Set
U =

v ∈ PC[δ, b] : sup
δ≤t≤b
‖v(t)‖α < M∗

.
As a consequence of Steps 1–3 in Theorem 3.1, it suffices to show that Γ : U → PCδ is a compact map.
From the choice of U , there is no x ∈ ∂U such that v ∈ λΓ v for λ ∈ (0, 1). As a consequence of Lemma 2.2, we deduce
that Γ has a fixed point v˜∗ ∈ U . Then, we have
x(t) = T (t)[x0 − g(v˜∗)] +
−
0<tk<t
T (t − tk)Ik(v(tk))
+
∫ t
0
T (t − s)F

s, x(σ1(s)), . . . , x(σn(s)),
∫ s
0
h(s, τ , x(σn+1(τ )))dτ

ds. (3.6)
Noting that x = φv˜∗ = (Γ v˜∗)(t) = v˜∗, t ∈ [δ, b]. By (H5)(i), we obtain
g(x) = g(v˜∗) and v∗(tk) = x(tk).
This implies, combined with (3.6), that x(t) is a mild solution of problem (1.1)–(1.3) and the proof of Theorem 3.1 is
complete. 
Remark 3.1. (H4) is satisfied if there exist constants ak > 0, bk > 0, αk ∈ [0, 1), k = 1, . . . ,m, such that
‖Ik(x)‖α ≤ ak + bk‖x‖αkα , k = 1, . . . ,m, x ∈ Xα,
and (H5) is satisfied if there exist constants d1 and d2, µ ∈ [0, 1) such that
‖g(φ)‖α ≤ d1 + d2‖φ‖µPC , φ ∈ PC(J, Xα),
or (H4) is satisfied if there exist constants a¯k > 0, b¯k > 0, k = 1, . . . ,m, such that
‖Ik(x)‖α ≤ a¯k + b¯k‖x‖α, k = 1, . . . ,m, x ∈ Xα,
and (H5) is satisfied if there exist constants d¯1 and d¯2 such that
‖g(φ)‖α ≤ d¯1 + d¯2‖φ‖PC , φ ∈ PC(J, Xα).
4. Application
In this section, we shall give an example to illustrate our results. Consider the following impulsive partial functional
integrodifferential equation of the form:
zt(t, x) = ∂
2
∂x2
a0(t, x)z(t, x)+ a1(t)z(sin t, x)+ sin z(t, x)+ 11+ t2
∫ t
0
a2(s)z(sin s, x)ds, (4.1)
1z(tk, x) =
∫ π
0
pk(x, y)z(tk, y)dy, k = 1, . . . ,m, (4.2)
z(t, 0) = z(t, π) = 0, (4.3)
z(0, x)+
∫ 1
δ
[z(s, x)+ log(1+ |z(s, x)|)]ds = z0(x), 0 ≤ t ≤ 1, 0 ≤ x ≤ π, (4.4)
where δ > 0, z0(x) ∈ X = L2([0, π]) and z0(0) = z0(π) = 0.
Let X = L2([0, π]) and the operators A : D(A) ⊂ X → X given by Au = u′′ with
D(A) := H20 ([0, π]) = {u ∈ X : u′′ ∈ X, u(0) = u(π) = 0}.
It is well known that A generates a strongly continuous semigroup T (·) which is compact, analytic and self-adjoint.
Furthermore, A has a discrete spectrum; the eigenvalues are−n2, n ∈ N, with the corresponding normalized eigenvectors
zn(x) =

2
π
sin(nx). Then the following properties hold:
(i) If u ∈ D(A), then
Au =
∞−
n=1
n2⟨u, zn⟩zn.
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(ii) For each u ∈ X,
A
1
2 u =
∞−
n=1
1
n
⟨u, zn⟩zn.
(iii) The operator A
1
2 is given by
A
1
2 u =
∞−
n=1
n⟨u, zn⟩zn
on the space D(A
1
2 ) = {u(·) ∈ X,∑∞n=1 n⟨u, zn⟩zn ∈ X} and ‖A− 12 ‖ = 1.
Lemma 4.1 ([29]). If m ∈ D(A 12 ), then m is absolutely continuous, m′ ∈ X and ‖m′‖ = ‖A 12m‖.
We assume that
(a) the functions ai(·), i = 1, 2, 3, is continuous on [0, 1], and li = sup0≤s≤1 |ai(s)| < 1, i = 1, 2, 3.
(b) the functions pk : [0, π] × [0, π] → R, k = 1, 2, . . . ,m, are continuously differentiable and
γk =
∫ π
0
∫ π
0

∂
∂x
pk(x, y)
2
dxdy
1/2
<∞
for every k = 1, 2, . . . ,m.
According to paper [29], we know that, if z ∈ X 1
2
, then z is absolutely continuous, z ′ ∈ X , and z(0) = z(π) = 0. Then, for
(t, z) ∈ [0, 1]×X 1
2
, and z ∈ C([0, 1], X 1
2
), we can define respectively F : [0, 1]×X 1
2
×X 1
2
→ X, h : [0, 1]×[0, 1]×X 1
2
→ X 1
2
and g : PC([0, 1], X 1
2
)→ X 1
2
by
F

t, z(σ (t)),
∫ t
0
h(t, s, z(σ (s)))ds

(x) = a1(t)z(sin t, x)+ a2(t) sin z(t, x)+
∫ t
0
a3(s)
1+ t2 z(sin s, x)ds,∫ t
0
h(t, s, σ (z(s)))(x)ds =
∫ t
0
a3(s)
1+ t2 z(sin s, x)ds,
Ik(z)(x) =
∫ π
0
pk(x, y)z(tk, y)dy, k = 1, 2, . . . ,m
and
g(z) (x) =
∫ 1
δ
[z(s, x)+ log(1+ |z(s, x)|)]ds, z ∈ PC([0, 1], X 1
2
).
Then Eqs. (4.1)–(4.4) takes the abstract form (1.1)–(1.3). Moreover, for zi, yi ∈ X 1
2
, i = 1, 2 and x ∈ [0, π],we have
‖F(t, z1, y1)− F(t, z2, y2)‖ ≤
∫ π
0
(a1(t) (z1(sin t, x)− z2(sin t, x)))2dx
 1
2
+
∫ π
0
(a2(t) (sin z1(t, x)− sin z2(t, x)))2dx
 1
2
+
∫ π
0
∫ t
0
a3(s)
1+ t2 (z1(sin s, x)− z2(sin s, x))ds
2
dx
 1
2
≤ (l1 + l2 + l3) ‖A− 12 ‖ ‖A 12 (z1 − z2)‖
= (l1 + l2 + l3) ‖z1 − z2‖ 1
2
,
‖Ik(z)‖ 1
2
= ‖A 12 Ik(z) (·) ‖ = ‖Ik(z)′(·)‖
≤ γk‖z‖ ≤ γk‖A− 12 ‖ ‖A 12 z‖ = γk‖z‖ 1
2
,
and
‖g(z)‖ 1
2
= ‖A 12 g(z)(·)‖ = ‖g(z)′(·)‖
≤ (1− δ)‖z‖ 1
2

1+√π + 1
1+ ‖z‖

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≤ (1− δ)‖z‖ 1
2

2+√π + 1
1+ ‖A− 12 ‖ ‖A 12 z‖

= (1− δ)‖z‖ 1
2

2+√π + 1
1+ ‖z‖ 1
2

.
It is easy to see that with these choices, assumptions (H1)–(H5) of Theorem 3.1 are satisfied. In particular, the constants are
L = l1 + l2 + l3,N = l3, L1 = N1 = 0 and ck = γk, c = 1− δ. If we assume that
M

(1− δ)(2+√π)+
m−
k=1
γk

eη1 <
1
2
,
where η1 = 2M 1
2
(l1 + l2 + l3) (1+ l3), and if we can choose the constantM∗ = max{8M‖z0‖ 1
2
eη1 , 1}, then
1 >
M
[
‖z0‖ 1
2
+M∗ 2+√π + 11+M∗  (1− δ)+M∗ m∑
k=1
γk
]
eη1
M∗
.
Now the condition (H6) in Section 3 holds and hence by Theorem 3.1, we deduce that nonlocal Cauchy problem (4.1)–(4.4)
has a mild solution on [0, 1].
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