The language model is an important module in many applications that produce natural language text, in particular speech recognition. Training of language models requires large amounts of textual data that matches with the target domain. Selection of target domain (or in-domain) data has been investigated in the past. For example [1] has proposed a criterion based on the difference of cross-entropy between models representing in-domain and non-domain-specific data. However evaluations were conducted using only two sources of data, one corresponding to the in-domain, and another one to generic data from which sentences are selected. In the scope of broadcast news and TV shows transcription systems, language models are built by interpolating several language models estimated from various data sources. This paper investigates the data selection process in this context of building interpolated language models for speech transcription. Results show that, in the selection process, the choice of the language models for representing in-domain and non-domain-specific data is critical. Moreover, it is better to apply the data selection only on some selected data sources. This way, the selection process leads to an improvement of 8.3 in terms of perplexity and 0.2% in terms of word-error rate on the French broadcast transcription task.
I. INTRODUCTION
A Statistical Language Model constitutes one of the key components in several applications that produce natural language texts, such as large vocabulary speech recognition [2] , [3] , entity disambiguation [4] , statistical machine translation [5] , information retrieval [6] , language text identification [7] , handwriting recognition [8] and so on [9] .
The goal of Automatic Speech Recognition (ASR) is to accurately and efficiently convert a speech signal into a text message corresponding to the transcription of the spoken words, independently of the device used to record the speech, the speaker, or the environment [10] . The decoder, which is used to identify the pronounced words and sentences, exploits three types of knowledge corresponding to acoustic models which represent the acoustic realisation of sounds, to the lexicon which specifies the possible pronunciations of each word and to the language model (LM) which specifies the possible word sequences.
Our study focuses on French automatic speech transcription systems recently developed around projects and evaluation campaigns of automatic transcription of radio broadcasting programs. The initial ESTER1 campaigns of 2003 and 2005 [11] targeted radio broadcast news, the 2009 edition ESTER2 [12] introduced accented speech and news shows with spontaneous speech. The ETAPE 2011 evaluation [13] focused on TV material with various level of spontaneous speech and multiple speakers speech. The EPAC project of the French National Research agency (ANR) contributed to build the EPAC corpus of conversational speech manually and automatically transcribed [14] .
The textual data that matches the best with this task are the textual data corresponding to the manual transcription of radio broadcast shows. This kind of textual data is costly to produce [15] . Hence, the amount of such training data is limited, and this impacts on the performance of a language model trained on this data only.
Besides the training data corresponding to the domain of interest, the development of language models can take benefit of data coming from other sources or other domains. When dealing with heterogeneous corpora, the conventional approach is first, to train an individual language model on each corpus (data source), and then, to combine them so as to maximize the fitting of the resulting (interpolated) language model with some development data representing the target task. Such an approach is used for our baseline LM, which is trained on a large text corpus of about two billion words. The text data comes from heterogeneous sources such as newspapers, news agency reports, web data, and a small quantity of manual transcriptions of radio broadcast programs.
Corpora may be noisy because of the variable quality of the sources. Noise data may lead to under-performing language models. To avoid such phenomenon, it might be useful to select a subset of relevant data for each source corpus. This paper investigates methods for selecting data from textual corpora in view of improving language modelling for automatic speech transcription of broadcast news and TV shows. The selection methods used rely on computing, for each sentence, a score which represents how close the sentence is to in-domain data compared to non-domain-specific data. Several variants of scoring are proposed and analysed using perplexity measures. Finally, evaluations are conducted with respect to the automatic speech transcription of radio and TV shows.
The paper is organised as follows. Section 2 exposes the related work on data selection for language modelling and some associated techniques. Section 3 presents the experimental setup, including the corpora used and the baseline LM. Textual data selection approaches and experiments are presented and discussed in Section 4. Section 5 presents conclusions and research directions for future work.
II. DATA SELECTION FOR LANGUAGE MODELLING
Classically, a high-performance language model is trained using a small corpus close to the target task (called in-domain data) and a huge data set not close to the task (called general domain data, or non-domain specific data). The in-domain data is carefully prepared by manual transcription. Unfortunately, this high-quality preparation leads to small data. Indeed, highperformance language models must deal with huge data in sake of coverage. To obtain huge data, one uses various sources easily available, often including web data. This leads to huge, but low-quality, general domain data.
This general domain data can contain relevant as well as irrelevant sentences with respect to in-domain data. The use of the irrelevant general domain data is probably more harmful than beneficial. In order to tackle this problem, various approaches were proposed and used in the literature to identify the most relevant portions of the general domain data prior to be used for training target LMs.
Klakow [16] uses a log-likelihood based criterion to select newspapers articles from a training corpus; and proposes two strategies for article removal. In the one-pass strategy, the criterion is computed for each article and then the top scoring articles are selected. The alternative is the iterative strategy, which, for each iteration, calculates the criterion for all articles and remove from the corpus a small fraction of worst scoring articles. This last strategy leads to a LM based on the selected corpus that provides a perplexity 25% lower than the perplexity of the model based on the whole general domain corpus. Shen and Xu [17] use a one-pass paragraph selection based on the perplexity criterion, this leads to improved speech recognition performance. Wang et al. [18] and Gao et al. [19] score each unit (variable number of consecutive sentences) in the general domain corpus by the perplexity according to an in-domain LM, then they retain the units with lowest perplexity. The method of [19] is also applied to sentence selection in the scope of machine translation [20] , [21] . Toral [22] uses linguistic information (lemmas and named entities) with a simple perplexity criterion for selecting training data. The resulting models yield lower perplexity than that of the baseline.
These previous works deal with two corpora only, the indomain data and the general domain (non-domain-specific) data. [16] and [17] select a subset of data from which they directly build a single LM; whereas [18] and [19] build automatically optimal sub-parts of general domain data and then interpolate the corresponding LMs. We face a completely different situation, where four corpora (corresponding to different sources of data) are used, each one having a different "indomain" degree. This leads to four LMs which are interpolated, and this contrasts with previous works which consider only tow corpora ("in-domain" data and "non-domain-specific" data). Our experimental conditions are therefore very different and more challenging.
Another efficient approach is proposed by Moore and Lewis [1] : two LMs are used for sentence scoring, one is trained on the whole in-domain data and the other one is trained on a random subset of the non-domain-specific data, with a size similar to the in-domain one. Each sentence s from the non-domain-specific data is ranked using the cross-entropy difference H (LM in) (s)−H (LM out) (s) and the sentences with the lowest scores are selected. This criterion leads to selecting sentences that are similar to the in-domain data and dissimilar to the non-domain-specific data. The method has been adapted to Machine Translation [5] , [23] , [24] . In Schwenk et al. [24] , the perplexity decreases by 20% (when considering LM individually) using about only 20% of available data. But, after LMs interpolation, the improvement vanishes, the perplexity is 86.6 instead of 87.0 when all the data from the general domain corpus are used.
These last works are closer to our experimental conditions because the unit for selection is the sentence, and several language models are interpolated [23] , [24] . From the literature, the cross-entropy difference approach [1] leads to the best performance in the scope of corpus selection. Therefore, our work is based on this approach. But we consider the case of several corpora (corresponding to different sources of data), which lead to an interpolation of the individual LMs.
III. EXPERIMENTAL SETUP
Experiments are conducted to investigate and analyse the selection of textual data to be used for developing language models dedicated to speech transcription of radio and TV shows. The transcription task considered is the one of the Etape French evaluation campaign. The language models are developed using various text corpora available at the Loria laboratory and corresponding to different sources: manual transcription of radio broadcast shows from 1998 to 2005 (noted T r); Newspapers data from 1987 to 2007 (noted N p); Web data collected from various web sites (TV, newspapers, magazines, etc.), mainly in 2010 and 2011 (noted W eb); and the corpus Gigaword second edition [25] (noted Gw).
In the following, the whole training data set is designed by T r + W eb + N p + Gw. The textual training data was normalized, lowercased and tokenized. Table I indicates the sizes of the training data sets (for each source and for the whole corpus). Each line in the table reports the number of sentences, as well as the number of words (resulting from the tokenization process; begin-of-sentence and end-of-sentence tokens are not included in the counts). The Etape training set corpus (ET AP E T rain), which contains about 300 K running words, is used as a validation corpus for optimising the weights of the linear combination of the individual models estimated separately on each source. This corpus is also called DevLM , when used for computing perplexity results. The Etape development set (ET AP E Dev), which contains about 90 K running words, is used for evaluation purposes. This data set was not used, neither for building the language models, nor for building the acoustic models used for speech transcription evaluations. When reporting perplexity results, this corpus is also called T estLM . In all the reported experiments, 3-gram language models are considered; the vocabulary used contains about 100 K words and it was selected as described in [26] . SRILM tools [27] , [28] are used for creating and evaluating the language models in the reported experiments. The reported perplexity values do not consider the begin-of-sentence and end-of-sentence tokens (this corresponds to the ppl1 1 values provided by the SRILM tools.). Also, thanks to the -unk option, all out-of-vocabulary words are mapped to the <unk> symbol, both for training the language model and for computing the sentences perplexities.
As the training corpora associated to the various sources have very different sizes, the conventional way of training a language model is a 3-step process. In the first step, a separate language model is trained on each source corpus (i.e. one model for T r, one model for W eb, and so on) using the modified Kneser-Ney smoothing method [29] . In the second step, the weights of the linear combination of the individual source models are estimated so as to maximize the likelihood of the LM development data (DevLM corpus). Finally, the individual models are interpolated according to the optimal weight values. Table II displays informations pertaining to the baseline model built using all the textual training data according to this 3-step procedure. The table shows large differences in the perplexity provided by the individual models (on the LM development data), which translates in very different weights in the interpolated LM. It is striking to observe that the weight associated to the Gigaword LM is very low, which means that the Gigaword data brings very little information in the final LM, although the Gigaword corpus is a very large text corpus.
Hence the goal of the paper is to investigate if a selection of textual data could provide better results. A few other language models were also developed using different collections of training data sources, as reported in Table III . Training a language model using only the T r corpus leads to a perplexity of 253.0 on the T estLM corpus. The 
IV. DATA SELECTION STRATEGY
The experiments reported in this section are conducted to validate the implementation of the selection procedure based on the difference of cross-entropy, as described in [1] . To do so, a context similar to the one used in that paper is defined: only two sources of data are considered. One represents the indomain data; here we choose the T r corpus, since the manual transcriptions of broadcast news are the most similar to the ETAPE data according to the perplexity values reported in Table II . The other one represents general domain data, or nondomain-specific data to keep with the terminology defined in [1] ; here we choose the Gigaword data for that.
To compare with [1] , two selection processes are evaluated. The first one is based on a random selection of the data. A set of LMs are thus trained on subsets corresponding to a random selection of 5%, 10%, etc. of the Gw data. The second one is the data selection method described in [1] , based on the difference between the sentence cross-entropy for in-domain LM and for a non-domain-specific LM. For each sentence s of the Gigaword corpus, the cross-entropy difference dXent(s) is computed using two LMs of similar size: one, LM T r, is estimated on the transcription data, and the other one, LM GwT iny, is developed with a randomly selected subset of the Gw corpus of approximately the same size as the T r corpus (i.e., about 114 M words):
For each threshold applied on the dXent criterion, a LM is trained on the sentences selected with the lowest scores. Figure 1 displays the perplexity on the T estLM corpus with respect to the percentage of data (percentage of words) selected for training the language models. This figure shows the results obtained with a random selection, and the ones obtained with the strategy presented in this section. Moreover, the perplexity (671.4) obtained by using the whole Gigaword corpus is indicated. Obviously, using smaller training subsets resulting from a random selection on the Gw data degrades the perplexity. On the opposite, using the difference of crossentropy dXent criterion for selecting data in the Gigaword corpus leads to an improvement of the perplexity (with the best value equal to 454.7). This is due to the fact that this selection criteria is able to select sentences that are close to the in-domain corpus T r and far from the non-domain-specific data represented here by the LM GwT iny language model. The behaviour of these results are very similar to the behaviour reported in [1] (Figure 1) ; best results are obtained with a small set of data selected because they match the best with the target data. This validates the implementation of the selection procedure.
V. APPLICATION TO MULTISOURCE-BASED LM
This section investigates the selection of textual data in the context of multisource-based language models. Using the selection criterion based on the difference of cross-entropy, several choices of models to represent in-domain (or target domain, here ETAPE), and non-domain-specific data are analysed.
Similarly to what was done in previous section, a random selection process is also evaluated. Subsets of respectively 5%, 10%, etc. of randomly selected data are extracted from each source corpus. The perplexity obtained with the interpolated models built from these randomly extracted subsets is reported in Figure 2 (blue curve); and as expected, the perplexity degrades as the amount of randomly selected data gets smaller.
This section is devoted to exploring various choices of language models for representing the in-domain and the nondomain-specific data; and whether the selection process should be applied on all the data sources or only on the Gigaword data.
A. Approach 1
As in Section IV, the in-domain data is represented by the language model LM T r trained on the manual transcriptions (T r), and the non-domain-specific data is represented by the language model LM GwT iny trained on a random subset of the Gigaword of similar size as the T r corpus. The dXent(s) criterion is computed for each sentence s of the T r, W eb, N p and Gw corpora (i.e., on each source data) using these two LMs:
For each threshold applied on dXent, an interpolated LM is trained using the subsets of selected sentences. The perplexity achieved on the T estLM corpus is reported in Figure 2 (red curve). Although the results are better than those achieved with the random selection, there is no improvement in the perplexity, compared to the baseline model. The selection is the same as the one described in Section IV. However when creating an interpolated model from several sources, the combination weights are optimized to fit the LM development data DevLM . This optimization step may mask the benefit of data selection on some of the subsets; or the models used to represent the in-domain and the non-domain-specific data might not be good enough. Percentage of (T r + W eb + N p + Gw) [%] Perplexity on T estLM random approach 1 approach 2 Fig. 2 . Perplexity on the T estLM corpus with respect to the percentage of data selected in (T r+W eb+N p+Gw) for the training process; the selection is applied on each source data based: a) on a random process (rand); b) on the dXent criterion computed with LM T r and LM GwT iny (approach 1); and c) on the dXent criterion computed with LM (T rW ebN pGw) and LM Gw (approach 2).
B. Approach 2
Here the in-domain data is now represented by the interpolated baseline model LM (T r+W eb+N p+Gw) which better represents the ETAPE data than the model LM T r trained on only the transcriptions (see for example Table II , where the perplexity on the development data DevLM for the individual model LM T r (215.6) is higher than that of the interpolated LM (185.7)). For representing the non-domain-specific data, the model LM Gw trained on the whole Gigaword corpus is used. Again the dXent(s) criterion is computed for each sentence s of the T r, W eb, N p and Gw corpora (i.e., each source data) between these two LMs:
As above, for each threshold applied on dXent, an interpolated LM is trained using the subsets of selected sentences. The perplexity achieved on the T estLM corpus is reported in Figure 2 (grey curve). Encouraging results are obtained with this approach using only 25% of (T r + W eb + N p + Gw) corpus (more precisely 88% of T r, 62% of W eb, 26% of N p and 0,2% of Gw). The corresponding model leads to a perplexity 216.6 on the T estLM corpus. Details of this LM are given in Table IV . It can be observed that the weight given to the Gigaword data (or more precisely to the 0.2% of data selected from Gw) is more important in this interpolated model than in the baseline model (0.096 instead of 0.007). Comparing results achieved with approaches 1 and 2, shows that the choice of the models for representing in-domain and non-domain-specific data plays an important role. 
C. Approach 3
Here the in-domain data is again represented by an interpolated model trained using several data sources (T r, W eb and N p), and the non-domain-specific data is represented by the model trained on the whole Gigaword corpus. However, here, the cross-entropy difference is evaluated only for each sentence s of the Gw corpus using these two models:
For each threshold applied on the dXent criterion, an interpolated LM is trained using the data selected from the Gigaword corpus, and the whole corpus corresponding to the other sources (T r, W eb and N p). The perplexity achieved on the T estLM corpus is reported in Figure 3 , where a logarithmic scale is used on the horizontal axis (percentage of Gigaword data selected). This strategy gives good results; the best LMs are obtained with a small amount of data selected from the Gigaword added to the three other data sources. In the best case, the perplexity decreases to 210.5. The details of the corresponding model are reported in Table V . Again, the weight given to the model estimated from the Gigaword selected data is higher than in the baseline model (0.054 instead of 0.007). 
VI. TRANSCRIPTION EXPERIMENTS
A selected set of language models resulting from the previous experiments are selected for speech transcription experiments. As indicated in Table VI , this includes the baseline models, as well as the models having the lowest perplexities after selection of data with the approaches 2 and 3. The performance of the speech transcription is evaluated on the ET AP E Dev data.
The best improvement in terms of perplexity for our LMs is about 8.3 (which corresponds to 3.8% relative), whereas the corresponding improvement in terms of WER is only about 0.2%. The interpolated LM created after data selection has a smaller size (reduction by a factor of 2/3).
VII. CONCLUSION
We presented and analysed multi-source data selection for the training of LMs dedicated to the transcription of broadcast news and TV shows.
The test set perplexity for the LM trained on the (T r + W eb + N p + Gw) corpora, which is our baseline, is 218.9. We noticed that the T r and W eb corpora are the closest to our task, unluckily the huge Gw corpus contains a lot of heterogeneous and irrelevant data. Keeping the three data sources (T r, W eb and N p) and selecting data from the Gw corpus with the crossentropy difference leads to better results than when selecting data randomly or with cross-entropy difference from the whole corpora (T r, W eb, N p, and Gw). An optimum perplexity of 210.5 is obtained with an LM built from 55.4% of the (T r + W eb + N p + Gw) corpora. The best improvement is about 8.3 in terms of perplexity, and results in a reduction of 0.2% absolute in terms of WER.
This work leads to several interesting conclusions. First, the choice of the models that represent in-domain and nondomain-specific data is important. The results are very different from approach 1, approach 2 and approach 3. The results indicate that selection should be applied only on the corpus which is the furthest from the in-domain, that the entire nondomain-specific data should be used to estimate the nondomain-specific LM, and that it is better to avoid overlapping between the non-domain-specific data and the in-domain data. Additional experiments will be conducted to confirm these indications.
The conclusion seems to be that the Gigaword corpus is not very useful for language modelling for our task. We guess this is not true because of the great coverage of this corpus. Therefore, we have now to explore other ways to select data from Gigaword in order to improve the performance. As the vocabulary is also a crucial module for transcription, one way is to take into account the time period of data sub-parts.
