In this paper we introduce generalized S-estimators for the multivariate regression model. This class of estimators combines high robustness and high efficiency. They are defined by minimizing the determinant of a robust estimator of the scatter matrix of differences of residuals. In the special case of a multivariate location model, the generalized S-estimator has the important independence property, and can be used for high breakdown estimation in independent component analysis.
Introduction
In this paper we introduce a new class of estimators for the multivariate regression model, called Generalized S-estimators (GS). Generalized S-estimators are defined by minimizing the determinant of a robust estimator of the scatter matrix of differences of residuals. Using differences instead of the residuals themselves has the advantage that at most models this will lead to an increase in statistical efficiency, while the robustness of the estimators, as measured by their breakdown point, remains the same. The breakdown point of an estimator is the highest possible percentage of outliers than an estimator can withstand. It turns out that it is possible to achieve the highest possible value for the breakdown point, 50%, even when working with differences of residuals.
GS-estimators estimate the slope and the scatter matrix of the error terms of the multivariate regression model without needing to estimate the intercept first. The intercept is treated as a nuisance parameter, and the resulting estimator is therefore considered to be "intercept free". The multivariate regression model encompasses both the multivariate locationscale model, as a multivariate regression model with only an intercept, and the univariate regression model. While GS-estimators were already considered for univariate regression ), they were not studied yet for the multivariate location-scale model. In the latter model, the "intercept free"
property of the GS estimator translates into "location free" estimation. Hence, GS-estimators allow for estimation of scatter while not needing to estimate the location. More important, since the GS-estimator is based on differences, it has the independence property, meaning that when the components of a random vector are independent, the scatter matrix estimate is diagonal (Tyler et al. 2007 ). This is not true for S-estimators of scatter in general. The independence property is highly important in independent component analysis (ICA).
Briefly, the ICA problem consists of finding an original random vector with independent components when only an unknown linear mixture is observed (Hyvärinen et al. 2001 ). Oja et al. (2006) proposed a method for ICA that is based on the use of two different scatter matrices that are required to have the independence property; see also Tyler et al (2007) . By using the GS-estimator, a high breakdown approach to robust ICA is obtained. Other scatter matrix estimators, based on differences of observations were proposed by Dümbgen Consider the multivariate linear regression model given by
where u is the p-variate predictor, y the q-variate response and ǫ the q-variate error term which has center zero and a positive definite scatter matrix Σ.
The unknown parameters θ = (α, B T ) T ∈ R (p+1)×q and Σ ∈ R q×q are to be estimated from the observations Z n = {z i := (x estimator, but it is well-known that this estimator can be highly influenced by outliers.
In the univariate regression case a lot of research has been done to construct more robust estimators. Classes of robust estimators in this setting include M-estimators (Hampel et al. 1986 ), least median of squares and least trimmed squares estimators (Rousseeuw 1984 Bai et al. (1990) and Chakraborty (1999 Chakraborty ( , 2003 . All these procedures, however, are not based on differences of residuals.
GS-estimators generalize S-estimators in the sense that they are identical to Sestimators, but computed from differences z i − z j , instead of using the original observations z i . This is the same idea as used in the definition of generalized L-, M-, and R-estimators (Serfling 1984 ) for the location model. It should be stressed that S-estimators are not included in the class of GS-estimators.
Another suitable name for GS-estimators may be "Symmetrized S-estimators".
The remainder of the paper is organized as follows. In Section 2 we introduce the multivariate regression GS-estimators and determine their breakdown point. Section 3 describes the algorithm for computing the GS-estimators. In Section 4 we define the functional form of the estimator. We show that the GS-functional is Fisher-consistent if the differences of the errors have an elliptical distribution. We also derive the influence function of the GS-functional.
Asymptotic variances and corresponding efficiencies are given in Section 5.
Section 6 discusses the fast and robust bootstrap method for GS-estimators.
Section 7 presents a real data example and Section 8 concludes. Proofs are omitted and can be found in the technical report Roelant et al. (2008) .
Definition and breakdown point
We now define Generalized S-estimators for the multivariate regression model given in (1) .
The GS-estimates of multivariate regression ( B n , Σ n ) minimizes among all (B, C) ∈ R p×q × P DS(q), with P DS(q) the set of positive definite symmetric q × q matrices, the determinant |C|, subject to the condition
where
Note that the objective function does not depend on the intercept α. The we impose the following properties on the loss function ρ:
• ρ is twice continuously differentiable and ρ(0) = 0
• ρ is strictly increasing on [0, c] and constant on [c, ∞) for some c < ∞.
Throughout this paper we use the well-known class of Tukey biweight ρ-functions given by:
, |t| ≥ c.
Similarly as in Lopuhaä (1989) , it can be shown that definition 1 implies that multivariate GS-estimators satisfy the following first-order conditions:
To study the global robustness of the multivariate GS-estimators, we derive their finite-sample breakdown point. For a given data set Z n , the finite-sample breakdown point ǫ * n of an estimator T n is the smallest fraction of observations of Z n that need to be replaced by arbitrary values to carry the estimate T n beyond all bounds (Donoho and Huber 1983) . Formally,
where the supremum is over all possible collections Z ′ n,m that differ from Z n in at most m data points and D is a metric on the parameter space. For the regression estimators one has the usual distance
For covariance estimators, the breakdown point is the smallest fraction of outliers that can make the largest eigenvalue tend to infinity or the smallest eigenvalue tend to zero. This motivates the choice of the metric
are the ordered eigenvalues of a matrix Σ. We derive the breakdown point for data sets that satisfy the following general position condition.
Condition 1
The differences of the observations (u
T with i < j belong to the same hyperplane in R p+q .
Note that if the differences of the (u The breakdown point of multivariate regression GS-estimators, given next, extends the results for the univariate regression case in .
. If Z n satisfies condition 1 and
then the breakdown point of the multivariate GS-estimator is given by
The maximal breakdown point is achieved for r = 1
Taking r = 0.75 yields an asymptotic breakdown point of ǫ * = 0.5. Hence, GS-estimators can attain the highest possible value for the breakdown point.
In practice, if the GS-estimator needs to achieve a specified breakdown point ǫ * , for example ǫ * = 0.5, and to have consistency at a model with error distribution F , typically the normal distribution, the constant c in Tukey's biweight function needs to be taken as the solution of
Algorithm
The algorithm we propose is analogous to the fast S-algorithm of SalibianBarrera and Yohai (2006) for univariate regression. For any sequence of values e 1 , . . . , eñ, the corresponding scale s is given by the solution of
The fast S-algorithm uses local improvement steps (I-steps) to update an initial estimate of the regression coefficients. In our algorithm, the I-steps are based on the scale of the norm of the pairwise differences of the residuals
The actual algorithm can be described as follows: a. Calculate an approximate solution of equation (2), as 
T with corresponding shape estimate Γ 
If condition (5) give satisfactory results in the multivariate regression setting. Note that there is no guarantee that the algorithm converges to a global minimum but in our experience it gives a good approximation to the GS-estimator.
Fisher-consistency and influence function
Let H denote the class of all distributions on R p+q . We define the GS-functional
the problem of minimizing |C| subject to
can be easily seen that the resulting GS-functional is affine equivariant. We assume that the following two conditions are satisfied for the distribution H
Condition 2 We assume that the differences of the errors ǫ i −ǫ j in model (1) have a distribution F Σ with density f Σ (x) = g(x T Σ −1 x)/ |Σ|, with Σ ∈ P DS(q) the scatter matrix. Furthermore, the function g is assumed to have a strictly negative derivative g ′ .
Condition 2 requires that the error terms have a unimodal elliptically symmetric distribution around the origin. Note that the distribution of the difference of two independent and elliptically symmetric error terms, remains elliptically symmetric (Hult and Lindskog 2002) . We need another regularity condition on the model distribution H.
Condition 3
For all β ∈ R p and γ ∈ R q not both equal to zero at the same time, it holds that P H (β
Theorem 2 The functionals B GS and Σ GS are Fisher-consistent estimators of the parameters B and Σ at any model distribution H satisfying conditions 2 and 3:
The influence function of a functional T at a distribution H measures the effect on T of an infinitesimal contamination at a single point (Hampel et al. 1986 ). If we denote a point mass distribution at z = (u T , y T ) T by ∆ z , and consider the contaminated distribution H ε,z = (1 − ε)H + ε∆ z , then the influence function is given by
Due to affine equivariance of the GS-functional, it suffices to look at model distributions H 0 that satisfy conditions 2 and 3 and for which B = 0, and Σ = I q . Denote F 0 = F Iq and let G be the distribution of u. Theorem 3 For model distributions H 0 satisfying the above conditions, the influence functions of the GS-estimators for multivariate regression at
whereψ
For the model with only a constant term, the expression of the influence function of Σ GS is equivalent to the influence function of the symmetrized M-estimators of multivariate scatter of Sirkiä et al. (2007) . If q = 1, then the influence function of B GS is identical to the influence function of the univariate GS-estimator (see ). Sinceψ is a bounded function, it can be seen that the influence function of B GS is bounded in y 0 but unbounded in u 0 . Hence good leverage points can have a high effect on the GS-estimator, but bad leverage points will have a bounded influence.
Efficiency
Under regularity conditions, the asymptotic variance-covariance matrix of the GS-estimator at the model distribution H 0 can be computed by means of the influence function, as
(see Hampel et al. 1986 ), where ⊗ stands for the Kronecker product. We do not give a proof of asymptotic normality in this paper, but we conjecture that the GS-estimator is asymptotic normal under the same conditions as in Lopuhaä (1989) and and that a formal proof will go along the same lines as in these papers. Denoting Σ u := Cov[u], it follows from (6) that
where K pq is the commutation matrix, a (pq × pq) matrix consisting of pq blocks of size (q × p). For 1 ≤ l ≤ p and 1 ≤ m ≤ q the (l, m)th block of K pq equals the (q × p) matrix ∆ ml which is 1 at entry (m, l) and 0 everywhere else.
From (6) and (8) we find that the asymptotic variance of (B GS ) jk is
while the asymptotic covariances, for j = j ′ , are given by
and all other asymptotic covariances (for k = k ′ ) equal 0.
Since we assumed, w.l.o.g. due to affine equivariance, that Σ u = I p at H 0 , we have that all asymptotic covariances are zero. Furthermore ASV ((B GS ) jk , H 0 )
2 does not depend on k and j. Hence, we can compute the asymptotic relative efficiency of the GS-estimator with respect to the leastsquares estimator as:
for all j = 1, . . . , p and k = 1, . . . , q. The asymptotic relative efficiency of a multivariate regression GS-estimator does not depend on the dimension p or the distribution of the carriers, but only on the dimension q and the distribution of the errors terms. Table 1 shows the relative asymptotic efficiencies for H 0 a multivariate normal distribution, and for a multivariate Student distributions T ν with ν = 3 and 8 degrees of freedom. Results are presented for both GS-and S-estimators (see Table 3 Table 1 are based on numerical integration of the analytic expression in (9) . From Table 1 we see that the efficiencies for the GS-estimator are high for the 25% as well as for the 50% breakdown point case. For the T 3 distribution, the GS-estimator is far more efficient than the least squares estimator. For the T 8 distribution the GS-estimator still outperforms the LS-estimator in higher dimensions. Comparing the GS-estimator with the S-estimator, we see that using the pairwise differences generally results in a higher efficiency, in particular for the 50% Table 1 Asymptotic relative efficiencies for S-and GS-estimators with respect to the LS estimator at normal and Student distributions. breakdown point estimates. Note that in some cases the S-estimator can be more efficient than the GS-estimator, in particular for larger values of q, even at the normal model. This is somehow surprising, and might be explained by the following heuristical reasoning. Working with differences of residuals may lead to a gain in efficiency because the number of differences is larger than the original sample size. On the other hand, the distribution of the differences has a larger spread, leading to less precise regression estimators. For a least squares approach, both effects perfectly counterbalance, and there is no gain in working with differences. When the value of q increases, S-and GS-estimators tend to resemble more and more the classical estimators if no outliers are present, as it witnessed by their efficiency getting closer to 100%.
Then it is not clear which of the two effects of working with differences will dominate.
We also performed a simulation study to investigate the finite-sample efficiency of the GS-estimator. We generated m = 1 000 random samples with predictors drawn from the multivariate standard normal distribution. The errors were generated from the multivariate normal distribution or from the mul- Table 2 Finite-sample relative efficiencies for B GS and B S (25% breakdown) with respect to the LS estimator at the normal and T 3 distribution n = 30 n = 50 n = 100 n = 200 n = ∞ Table 2 lists these finite-sample relative efficiencies for the 25% breakdown S-and GS-estimator for the normal and T 3 model. The finite-sample relative efficiencies are generally slightly lower than the asymptotic relative efficiencies of Table 1 . If we compare the GS-estimator with the S-estimator we see that the relative efficiencies are comparable at the normal distribution, but at the T 3 distribution the relative efficiencies of the GS-estimator are always higher.
6 Robust inference
Fast and robust bootstrap
We now consider the issue of statistical inference for the regression parameter B. We use the fast and robust bootstrap procedure introduced by SalibianBarrera and Zamar (2002) for univariate regression MM-estimators. The bootstrap principle is to generate a large number of samples from the original data set, and to recalculate the estimates for each of these resamples. Then, the distribution, of √ n( B n − B) can be approximated by the sample distribution of √ n( B * n − B n ) where B * n is the value of the resampled estimator. When there are outliers present in the data, this method can be expected to be more accurate than using the asymptotic variance. However, the standard bootstrap procedure is non-robust, as some bootstrap samples may contain a fraction of outliers that exceeds the breakdown point of the robust estimates, and computationally demanding, due to the high computation time of robust estimators. Suppose that an estimator of the parameter Θ can be represented by a smooth fixed-point equation g n ( Θ n ) = Θ n . We assume that Θ n is a root-n consistent estimator of Θ. Then, using the smoothness of g n , we can calculate a Taylor expansion about the limiting value of the estimate Θ n :
where R n is a remainder term and ∇g n (.) is the matrix of partial derivatives.
Supposing that the remainder term is small, this equation can be rewritten as
Taking bootstrap equivalents at both sides and estimating the matrix [I −
For each bootstrap sample, we can calculate the right-hand side of this equation instead of the left-hand side. Hence, we approximate the actual estimate in each sample by computing the function g * n in Θ n and then apply a linear correction given by [I − ∇g n ( Θ n )] −1 .
We now apply this procedure to the multivariate GS-estimator. We can rewrite the estimating equations (3) and (4) as
and for any matrices B and C, put
The expression for the matrix ∇g n (.) of partial derivatives can be found in the technical report Roelant et al. (2008) .
where A * n , B * n , V * n and w * n are the bootstrap versions of the quantities A n , B n , V n and w n , that is with (u
in order to get the values of √ n( Θ * n − Θ n ) for each bootstrap sample, we calculate g * n ( Θ n ), apply the linear correction given by the matrix of partial derivatives and use approximation (10) . We use casewise resampling to generate the bootstrap samples, which means that we draw with replacement from the observations {(u
We now focus on confidence intervals resulting from the FRB procedure. We investigate the robustness of the bootstrap confidence interval by deriving the breakdown point of bootstrap quantile estimates. For a statistic T n , and t ∈ [0, 1], let Q * t denote the tth quantile of the bootstrap sample distribution of T * n : Q * t = min{x :
n ≥ x; j = 1, . . . , R} ≤ t} where R is the number of bootstrap samples drawn. Singh (1998) defined the upper breakdown point of a statistic as the minimum proportion of asymmetric contamination that can carry the statistic over any bound. The expected upper breakdown point of the bootstrap quantile Q * t is defined as the minimum proportion of asymmetric contamination that is expected to be able to carry Q * t over any bound, where the expectation is taken over the distribution of drawing R samples with replacement. For the FRB, if we look at the pairwise differences of the observations in a bootstrap sample, then this sample of differences must contain at least p differences of two good observations. Hence, we need in the bootstrap sample at least c p good observations such that cp 2 ≥ p to obtain at least p differences of good observations among the differences of the bootstrap sample. An easy calculation yields c p = ⌈ Theorem 4 Let Z n ⊂ R p+q+1 and assume that the data satisfies condition 1.
Let ǫ * n be the breakdown point of a GS-estimate B n . Then the expected upper breakdown point of the t-th fast bootstrap quantile for any regression parameter and Q * 0.005 are considered, which can respectively be used to construct 90% and 99% percentile confidence intervals. We see that only for the smallest sample sizes the expected upper breakdown point for the FRB is lower than 50%, in all other cases the maximum breakdown point is reached.
We now show that the FRB converges to the same limiting distribution as the GS-estimator. We need the following assumptions on ρ:
(A.1) The following functions are bounded and almost everywhere continuous: Table 3 Expected upper breakdown values for FRB using maximal breakdown GS- given that assumption (A.2) is satisfied, the distributions of √ n( B * n − B n ) and √ n( Σ * n − Σ n ) converge weakly to the same limit distributions as those of √ n( B n −B) and √ n( Σ n −Σ) respectively, conditional on the first n observations and along almost all sample sequences.
Simulation results
We investigate the performance of confidence intervals for the regression coefficients based on FRB. Simulations were performed for sample sizes n = 30, 50, 100 and 200 for a multivariate regression model with p = 4 and q = 5.
The predictor variables were generated from a multivariate normal distribution N p (0, I p ). The true value of the parameter B was set to 1 p,q , the p × q matrix having 1 for each entry. We consider the following simulations schemes:
• normal errors: generated from N q (0, I q )
• long-tailed errors: generated from a multivariate Student distribution with 3 degrees of freedom (T 3 )
• vertical outliers: a proportion 1 − δ of the errors is generated from N q (0, I q ), and a proportion δ generated from N q (5 χ 2 q,.99 1 q,1 , 1.5I q ), for δ = 0.15 and δ = 0.25
• bad leverage points: a proportion 1 − δ of the errors is generated from N q (0, I q ), and a proportion δ of the responses generated from N q (−101 q,1 , 10I q ) with corresponding predictors replaced by predictors gen-erated from N p (101 p,1 , 10I p ), for δ = 0.15 and δ = 0.25.
We computed both the 25% and 50% GS-estimators for 1 000 data sets generated as described above and applied the FRB procedure with B = 1 000 recalculated values ( B * n , Σ * n ).
Bootstrap confidence intervals for the components B jk were constructed using the bias corrected and accelerated (BCA) method (see e.g. Davison and Hinkley 1997). The bootstrap intervals are compared with confidence intervals based on the asymptotic normality of the GS-estimator. The latter 100(1−α)% confidence intervals are of the form Table 4 gives 95% confidence intervals, computed with the fast and robust bootstrap discussed in Section 6, for the slope matrix based on S-and GS-estimates. The confidence limits using GS-estimates are in bold whenever this interval is shorter than the corresponding interval based on S-estimates. We see that for almost all parameters the GS-estimates yield more precise confidence intervals. This is without surprise, since GS is in general more efficient than S. The GS-estimator can also be used as a high-breakdown scatter estimator in a multivariate location-scale model, taking p = 0 in model (1) . Afterwards the location vector can be estimated using the robust and efficient M-estimator of Lopuhaä (1992) . We illustrate this on an example of the Forbes data set in the technical report Roelant et al. (2008) .
Conclusion
In this paper, we discussed generalized S-estimators, i.e. S-estimators applied to the pairwise differences of the observations, in the multivariate regression context. We showed that they maintain the same good properties as in the univariate case, such as a high breakdown point and a higher efficiency than the multivariate regression S-estimators. To compute the GS-estimator, we constructed an algorithm based on improvement steps similar as in the fast Table 4 95% confidence limits for the school data based on S-and GS-estimates S-algorithm for univariate regression. Furthermore we developed a fast and robust bootstrap method for the multivariate GS-estimators to obtain robust inference for the regression slopes. The example illustrated the robustness and efficiency of the GS-estimator and its corresponding bootstrap inference.
GS-estimators estimate the regression slopes and the residual covariance matrix without needing to estimate the intercept. In the special case of the multivariate location-scale model, this implies that we can estimate the scatter matrix without needing to estimate the location of the observations. As illustrated in the example, the intercept can easily be estimated afterwards by using the efficient and robust M-estimator of multivariate location of Lopuhaä (1992), using the residual covariance matrix of the GS-estimator as an initial estimator. In fact, similarly as for MM-estimators (Yohai 1987, Tatsuoka and Tyler 2000) one can also consider to re-estimate the regression slopes using a multivariate regression M-estimator based on an initial GS scatter matrix estimate. However, such an M-step is intended to increase the low efficiency of the initial estimator. Since GS-estimators already have a fairly high efficiency (Table 1) , we do not expect that the M-step yields much further improvement. 
