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Abstract
In this paper we exhibit a minimal set of generators form the anni-
hilator of even neat elements of the exterior algebra of a vector space,
when the base field is of positive characteristic and thus we prove the
conjecture we established in [3]. In order to do that we heavily use the
results obtained in [1] and [2]. This also allows us to exhibit a vector
space basis for the annihilators under consideration.
1 Introduction
Let V be a finite dimensional vector space over a field F , and let E(V ) be
the exterior algebra on V . An element ξ ∈ E(V ) is called a decomposable
m−vector if ξ = x1 ∧ x2 ∧ · · · ∧ xm for some x1, x2, · · · , xm ∈ V. A sum
µ = ξ1 + ξ2 + · · · + ξs of decomposable elements of E(V ) is said to be
neat if ξ1 ∧ ξ2 ∧ · · · ∧ ξs 6= 0. This amounts to say that if we let Mk =
{xk1, xk2, · · · , xknk} the set of factors of ξk = xk1 ∧ xk2 ∧ · · · ∧ xknk for each
k ∈ {1, 2, . . . , s}, then M =
s⋃
k=1
Mk is linearly independent.
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In [3], we proved that when F is a field of characteristic zero the annihi-
lator of even neat element µ, i.e, n1, n2, . . . , ns are all even,
(ξi1 − ξj1) · · · (ξir − ξjr)uk1···ukt
where ukl ∈ Mkl and {i1, . . . , ir; j1, . . . , jr; k1, . . . , kt} = {1, 2, . . . , s} with
2r + t = s. There we also conjectured that this result is true for any base
field of characteristic p > s+1
2
.
The aim of this paper is three-fold: For an even neat element µ
(i) to prove this conjecture,
(ii) to determine minimal generators of the annihilator of µ for all charac-
teristics,
(iii) to describe the vector space structure of both the principal ideal (µ)
and its annihilator Ann(µ) in E(V ) by using stack-sortable polynomials
introduced in [3] and the results of [2].
To begin with we give the notations that will be used throughout the
text.
Notations:
S = {1, . . . , s}
Γ : the ideal of the polynomial ring F [x1, . . . , xs] generated by x
2
1, . . . , x
2
s.
A = F [x1, . . . , xs]/Γ = F [ξ1, . . . , ξs] with ξi = xi + Γ.
Ak : the homogeneous component of A consisting of homogeneous ele
ments of degree k.
µ = ξ1 + · · ·+ ξs
Mt : the set of t-th degree monomials MK = ξk1 · · · ξkt where
K = {k1, . . . , kt} ⊂ {1, . . . , s}.
Gk : the set of elements of the form
γI,J = (ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk)
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where I = {i1, . . . , ik}and J = {j1, . . . , jk} are disjoint subsets of S.
GS : the set of all products of the form MKγI,J with I ∪ J ∪K = S and
|I|+ |J |+ |K| = |S|.
PS : the set of stack-sortable polynomials
(ζσ(1) − η1) · · · (ζσ(d) − ηd) with σ is a stack-sortable permutation,
where ηk = ξ2k, ζk = ξ2k−1 and ηd = 0 when s is odd, [2].
2 Frobenius Algebra Structure of Multilinear
Polynomials
Recall that a finite dimensional algebra is called a Frobenius algebra if there
is a nondegenerate bilinear form B satisfying the associativity condition
B(ab, c) = B(a, bc) for all elements of the algebra. Further if B is also
symmetric the algebra is called a symmetric algebra. The exterior algebra is
an important example of Frobenius algebras [3]. First of all we note that A
is a symmetric algebra.
Lemma 1 A = F [ξ1, . . . , ξs] is a symmetric algebra, i.e. it has a nondegen-
erate symmetric bilinear form
B : A× A→ F such that B(ab, c) = B(a, bc)
Proof. Let φ be the linear form on A sending each a ∈ A to its leading
coefficient i.e. the coefficient of the monomial ξ1 . . . ξs in the expression for
a. Then
B(a, b) = φ(ab)
provides a bilinear form whose matrix relative to the standard basis of mono-
mials is a permutation matrix since
B(ξi1 · · · ξik , ξj1 · · · ξjl) =
{
1 if {i1 · · · ik,j1 · · · jl} = S
0 otherwise
.
The last part follows at once from the associativity in A.
In the subsequent sections we will see that A can be regarded as a subal-
gebra of an exterior algebra E which inherits its Frobenius property and we
will determine generators of AnnE(µ) by using AnnA(µ).
3
3 Annihilators of Principal Ideals of the Ex-
terior Algebra
In this section we will describe generators of AnnA(µ) under the assumption
that Char(F ) > s
2
. Also, we note that for any even elements ξi and ξj , we
have ξiξj = ξjξi. First we give the following lemma that use in several proofs
in this paper.
Lemma 2 Let η ∈ GS. Then µη = 0.
Proof. Since η ∈ GS, we write η = ξk1 · · · ξkt(ξi1−ξj1)(ξi2−ξj2) · · · (ξik−ξjk)
where {i1, . . . , ik; j1, . . . , jk; k1, . . . , kt} = {1, . . . , s} = S.
µη = (ξ1 + · · ·+ ξs)ξk1 · · · ξkt(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk)
= ((ξi1 + ξj1) + · · ·+ (ξik + ξjk))(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk)
since ξkrξkr = 0 for all r = 1, 2, . . . t.
Also, for all r = 1, 2, . . . k, (ξir + ξjr)(ξir − ξjr) = ξirξjr − ξjrξir = 0. Then
we get µη = 0.
A straightforward calculation gives the following:
Lemma 3 Let ω ∈ Ak be such that ω = ω0+ω1ξs with ω0, ω1 ∈ F [ξ1, . . . , ξs−1]
and
ω0 = ω
′
0(ξ1 + · · ·+ ξs−1) and ω1 − ω
′
0 = ω
′
1(ξ1 + · · ·+ ξs−1)
then ω = ω′µ for some ω′ ∈ F [ξ1, . . . , ξs].
Lemma 4 If Char(F ) > k > s
2
, then Mk ⊂ Aµ.
Proof. Since s < 2k, it follows from s− k < k that
(ξj1 + · · ·+ ξjs−k)
k = 0
for any J = {j1, . . . , js−k} ⊂ S. Therefore for each I = {i1, . . . , ik} by con-
sidering its complement J = {j1, . . . , js−k} in S, we obtain
ξi1 · · · ξik =
1
k!
(ξi1 + · · ·+ ξik)
k
=
1
k!
(ξi1 + · · ·+ ξik)
k − (−1)k
1
k!
(ξj1 + · · ·+ ξjs−k)
k
=
1
k!
(ξi1 + · · ·+ ξik + ξj1 + · · ·+ ξjs−k)β
=
1
k!
(ξ1 + · · ·+ ξs)β
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where I ∪ J ∪K = S for some β ∈ A.
Proposition 5 If ω ∈ Ak annihilates all elements of the form
ξk1 · · · ξkt(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk)
then ω ∈ Ak−1µ.
Proof. We use induction on the pairs (s, k) with 2k ≤ s considered with
lexicographic ordering. The case (s, 1) is trivial. Suppose the assertion is
true for all (s′, k′) < (s, k). Let
ωξk1 · · · ξkt(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk) = 0 when I ∪ J ∪K = S.
There are two cases to consider.
Case 1: s > 2k. In this case by writing ω = ω0 + ω1ξs with ω0, ω1 ∈
F [ξ1, . . . , ξs−1] we obtain
ωξk1 · · · ξkt−1ξs(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk) = 0
(ω0 + ω1ξs)ξk1 · · · ξkt−1ξs(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk) = 0
ω0ξk1 · · · ξkt−1ξs(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk) = 0
ω0ξk1 · · · ξkt−1(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk) = 0
when I ∪ J ∪K = S − {s}. By the induction hypothesis applied for the pair
(s− 1, k), this implies
ω0 = α0(ξ1 + · · ·+ ξs−1) where α0 ∈ F [ξ1, . . . , ξs−1]
ω = α0(ξ1 + · · ·+ ξs−1) + ω1ξs
= α0(ξ1 + · · ·+ ξs) + (ω1 − α0)ξs
= α0µ+ (ω1 − α0)ξs.
Consequently, it follows from
ωξk1 · · · ξkt(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk) = 0
(α0µ+ (ω1 − α0)ξs)ξk1 · · · ξkt(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk) = 0
when I ∪ J ∪K = S that
(α0µ+(ω1−α0)ξs)ξk1 · · · ξkt(ξi1−ξj1)(ξi2−ξj2) · · · (ξik−1−ξjk−1)(ξik−ξs) = 0
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when I ∪ J ∪K = S. Hence, by Lemma 2 we get
(ω1 − α0)ξsξk1 · · · ξkt(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik−1 − ξjk−1)ξik = 0
(ω1 − α0)ξk1 · · · ξkt(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik−1 − ξjk−1)ξik = 0
when I ∪ J ∪K = S − {s}, and the induction hypothesis yields
ω1 − α0 = α1(ξ1 + · · ·+ ξs−1)
and hence ω = ω′µ for some ω′ ∈ F [ξ1, . . . , ξs] as asserted.
Case 2: s = 2k. Again we write ω = ω0 + ω1ξs with ω0 and ω1 in
F [ξ1, . . . , ξs−1] of degrees k and k − 1 respectively. Since s − 1 < 2k, by
Lemma 4, ω0 = α0(ξ1 + · · ·+ ξs−1) and therefore
ω = ω0 + ω1ξs
= α0µ+ (ω1 − α0)ξs.
with α0 and ω1 − α0 of degree k − 1 in F [ξ1, . . . , ξs−1] as above. Thus, we
have
(ω1 − α0)ξs(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik−1 − ξjk−1)ξikξk1 · · · ξkt = 0
(ω1 − α0)(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik−1 − ξjk−1)ξikξk1 · · · ξkt = 0
and it yields that
ω1 − α0 = β0(ξ1 + · · ·+ ξs−1)
by induction applied to the pair (s − 1, k − 1). By Lemma 3, ω = ω′µ and
the proof is completed.
Now we can establish the following theorem.
Theorem 6 The notation being as above we have Ann(GS) =Aµ and hence
AGS = Ann(Aµ) and dim(AGS) + dim(Aµ) = dim(A) = 2
s
Proof. The inclusion Aµ ⊂ Ann(GS) is obvious. It remains to prove
Ann(GS) ⊂Aµ. To this end take any ω ∈ Ann(GS) of degree k and show
that ω ∈ Aµ. If k > s
2
the assertion follows from Lemma 4. In the case
k ≤ s
2
, in turn, letting t = s− 2k we can write
ωξk1 · · · ξkt(ξi1 − ξj1)(ξi2 − ξj2) · · · (ξik − ξjk) = 0 when I ∪ J ∪K = S
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and the result follows from Proposition 5.
Finally, by [1] every element in GS is a linear combination of stack-sortable
polynomials. Therefore
Ann(Aµ) = APS.
In order to exhibit a basis for I = Ann(Aµ), we note first of all that by the
theorem we just proved this ideal is a graded ideal, say
I = Id ⊕ · · · ⊕ Is
where d is the integral part of
s+ 1
2
. give explicitly a basis for Im and that
dim(I) =
(
s
s− d
)
.
4 An F-Basis for Annihilators of Principal
Ideals
In order to simplify the presentation, in addition to the notations given in
the introduction we also introduce the following notations:
V = V1 ⊕ · · · ⊕ Vs : an F−space of dimension n with a direct sum
decomposition
Xk = {xk1, . . . , xknk} : a basis for Vk
X =
s⋃
k=1
Xk, a basis for V
E = E(V ) : the exterior algebra on V
ξk = xk1 . . . xknk and nt ’s are all even
µ = ξ1 + · · ·+ ξs
A = F [ξ1, . . . , ξs] as a subalgebra of E
pk : a product of elements of Xk different from 1 and ξk
PK = The set of products of the form pk1···pkt for K = {k1, . . . , kt} ⊂ S
G
′
K = GS−KPK
A := AG
′
K
Now we can state our main result.
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Theorem 7 The notation being as above, the annihilator of µ in E is the
ideal A generated by elements of the form
(ξi1 − ξj1) · · · (ξir − ξjr)uk1 · · ·ukt
where uk ∈ {xk1, . . . , xknk} and {i1, . . . , ir; j1, . . . , jr; k1, . . . , kt} = {1, . . . , s}
when Char(F ) > s
2
.
Further the elements (ξi1 − ξj1) · · · (ξir − ξjr)uk1 · · ·ukt for which
(ξi1 − ξj1) · · · (ξir − ξjr)ξk1 . . . ξkt ∈ {θ(p
τ (ξ; η)) | τ ∈ St(2m−s)m }
(see [2], Section 3) form a minimal generating set.
Proof. First we know that E is a Frobenius algebra (see [3]). By the Lemma
1 the same is true of A = F [ξ1, . . . , ξs]. Therefore
dim(E) = dim(Eµ) + dimAnnE(µ) and dim(A) = dim(Aµ) + dimAnnA(µ)
Secondly, A ⊂ AnnE(µ) is obvious. Hence it is sufficient to show that
dim(A) = dim(E)− dim(Eµ).
To this end we make use of the direct sum decomposition
E =
⊕
1≤l1<···<lk≤n
Apl1 · · · plk
where each pk is a product of the xkj , factors of ξk. Then on one hand we
have
Eµ =
⊕
1≤l1<···<lk≤s
Aµpl1 · · · plk
=
⊕
1≤l1<···<lk≤s
A(µ− ξl1 − ξl2 − · · · − ξlk)pl1 · · ·plk ,
on the other hand A is spanned by elements of the form
(ξi1 − ξj1) · · · (ξir − ξjr)ξk1 · · · ξktpl1 · · · plm
that is to say we have
A =
⊕
1≤l1<···<lk≤s

 ⊕
pl1 ···plk∈PL
AGS−Lpl1 · · · plk


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where we assume pl 6= 1 and ξl. Thus elements of A are linear combinations
of the products
(ξi1 − ξj1) · · · (ξim − ξjm)ξk1 · · · ξktpl1 · · · plq
where the set of indices is equal to S and pl 6= 1 and ξl. In turn, elements of
Eµ are linear combinations of
(ξi1 + · · · ξim)ξk1 · · · ξktpl1 · · ·plq
with the set of indices equal to S again.
Thus,
A =
⊕
1≤l1<···<lk≤s

 ⊕
pl1 ···plk∈PL
(AGL′ )pl1 · · ·plk


=
⊕
1≤l1<···<lk≤s

 ⊕
pl1 ···plk∈PL
(AL′GL′ )pl1 · · · plk


=
⊕
1≤l1<···<lk≤s

 ⊕
pl1 ···plk∈PL
AnnAL′ (AL′µL′)pl1 · · · plk

 by Theorem 6
=
⊕
L⊂S
AnnAL′ (AL′µL′)PL
and
Eµ =
⊕
1≤l1<···<lk≤n

 ⊕
pl1 ···plk∈PL
Aµpl1 · · · plk


=
⊕
1≤l1<···<lk≤n

 ⊕
pl1 ···plk∈PL
AL′µL′pl1 · · · plk


=
⊕
L⊂S
(AL′µL′ )PL.
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This yields
dimA =
∑
L⊂S
dim(AnnAL′ (AL′µL′))|PL| and
dimEµ =
∑
L⊂S
dim(AL′µL′)|PL|.
Now, on one hand we have by the previous section that
dimAnnAL′ (AL′µL′) + dim(AL′µL′) = dimAL′ = 2
|L′|.
On the other hand, we note that the polynomials
sk =
∑
L⊂S
|L|=k
zl1 · · · zlk
are elementary symmetric polynomials in z1, . . . , zs and therefore
s∑
k=0
skz
s−k = (z + z1) · · · (z + zs).
We conclude by letting zl := 2
nl − 2 that
dim(Eµ) + dimA =
∑
L⊂S
2|L
′|(2nl1 − 2) · · · (2nlk − 2)
=
s∑
k=0
∑
L⊂S
|L|=k
2|L
′|(2nl1 − 2) · · · (2nlk − 2)
=
s∑
k=0
2s−k
∑
L⊂S
|L|=k
zl1 · · · zlk
=
s∑
k=0
2s−ksk = (2 + z1) · · · (2 + zs)
= 2n1+···+ns = 2n
which means that A = AnnE(µ).
The last part of the theorem can be obtained by using techniques of
[2] and linearly independence of {θ(pτ (ξ; η)) | τ ∈ St
(2m−s)
m } proved in [2,
Theorem 3].
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