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Abstract
It is save to say that there is no such thing as the direction ﬁnding (DF) algorithm.
Rather, there are algorithms that are tuned to resolve hundreds of paths, algorithms that
are designed for uniform linear arrays or uniform circular arrays, and algorithms that
strive for eﬃciency. The doctoral thesis at hand deals with the latter type of algorithms.
However, the approach taken does not only incorporate the actual DF algorithm but
approaches the problem from diﬀerent perspectives.
The ﬁrst perspective concerns the description of the array manifold. Current interpola-
tion schemes have no notion of polarization. Hence, the array manifold interpolation is
performed separately for each state of polarization. In this thesis, we adopted the idea
of interpolation via a 2-D discrete Fourier transform. However, we transform the prob-
lem into the quaternionic domain. Here, a 2-D discrete quaternionic Fourier transform
is applied. Hence, both states of polarization can be viewed as a single quantity. The
resulting interpolation is applied to a signal model which is essentially compatible to
conventional complex model.
The second perspective in this thesis is to look at the fundamental DF capability of an
antenna array. For that, we use the deterministic Cramér-Rao Lower Bound (CRLB).
We point out the diﬀerences between not considering polarimetric parameters and tak-
ing them as desired parameters or nuisance parameters. Such diﬀerences lead to three
diﬀerent CRLBs. Moreover, insight is given how a CRLB can be used to optimize an
antenna array already during the design process to improve its DF performance.
The actual DF algorithm constitutes the third perspective that is considered in this
thesis. A MUSIC-based cost function is used to derive eﬃcient estimators. To this end,
a modiﬁed Levenberg search and Levenberg-Marquardt search are employed. Since the
original cost function is not eligible to be used in this framework, we replace it by four
diﬀerent functions that locally show the same behavior. These functions are based on a
linearization of Kronecker products of two polarimetric array steering vectors. It turns
out that at least one of these functions usually exhibits very fast convergence leading to
real-time capable algorithms.
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Kurzfassung
Sicherlich gibt es nicht den einen Algorithmus zur Schätzung der Einfallsrichtung elek-
tromagnetischer Wellen. Statt dessen existieren Algorithmen, die darauf optimiert sind
Hunderte Pfade zu ﬁnden, mit uniformen linearen oder kreisförmigen Antennen-Arrays
genutzt zu werden oder möglichst schnell zu sein. Die vorliegende Dissertation befasst
sich mit letzterer Art. Wir beschränken uns jedoch nicht auf den reinen Algorithmus zur
Richtungsschätzung (RS), sondern gehen das Problem in verschiedener Hinsicht an.
Die erste Herangehensweise befasst sich mit der Beschreibung der Array-Mannigfaltigkeit
(AM). Bisherige Interpolationsverfahren der AM berücksichtigen nicht inhärent Polari-
sation. Daher wird separat für jede Polarisation einzeln interpoliert. Wir übernehmen
den Ansatz, eine diskrete zweidimensionale Fouriertransformation (FT) zur Interpola-
tion zu nutzen. Jedoch verschieben wir das Problem in den Raum der Quaternionen.
Dort wenden wir eine zweidimensionale diskrete quaternionische FT an. Somit können
beide Polarisationszustände als eine einzige Größe betrachtet werden. Das sich ergebende
Signalmodell ist im Wesentlichen kompatibel mit dem herkömmlichen komplexwertigen
Modell.
Unsere zweite Herangehensweise zielt auf die fundamentale Eignung eines Antennen-
Arrays für die RS ab. Zu diesem Zweck nutzen wir die deterministische Cramér-Rao-
Schranke (Cramér-Rao Lower Bound, CRLB). Wir leiten drei verschiedene CRLBs ab,
die Polarisationszustände entweder gar nicht oder als gewünschte oder störende Parame-
ter betrachten. Darüber hinaus zeigen wir auf, wie Antennen-Arrays schon während der
Design-Phase auf RS optimiert werden können.
Der eigentliche Algorithmus zur RS stellt die letzte Herangehensweise dar. Mittels
einer MUSIC-basierte Kostenfunktion leiten wir eﬃziente Schätzer ab. Hierfür kommt
eine modiﬁzierte Levenberg- bzw. Levenberg-Marquardt-Suche zum Einsatz. Da die
eigentliche Kostenfunktion hier nicht angewendet werden kann, ersetzen wir diese durch
vier verschiedene Funktionen, die sich lokal ähnlich verhalten. Diese Funktionen beruhen
auf einer Linearisierung eines Kroneckerproduktes zweier polarimetrischer Array-Stee-
ring-Vektoren. Dabei stellt sich heraus, dass zumindest eine der Funktionen in der Regel
zu sehr schneller Konvergenz führt, sodass ein echtzeitfähiger Algorithmus entsteht.
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Chapter 1
Introduction
The doctoral thesis at hand deals with ﬁnding the direction of impinging electromagnetic
waves. This is accomplished by the use of smart antennas, i.e., antenna arrays. To
this end, we start this chapter by shortly introducing several possible applications in
Section 1.1. From this, we draw the basic aims of the thesis. Section 1.2 highlights
our scientiﬁc contributions. This is followed by Section 1.3 where a detailed description
of the notation used throughout the thesis is given. In Section 1.4 coordinate systems
are deﬁned that represent direction information. Moreover, Section 1.5 provides an
introduction to the set of quaternions and to quaternionic linear algebra. Additionally,
Section 1.6 presents the antenna array which is used in many calculations and simulations
within this thesis.
It is my strong wish that none of the results presented
in this thesis will be used to harm people anywhere in the world.
1.1 Aims and Scope
In order to motivate the aims and scope of the doctoral thesis at hand, we begin by
giving three exemplary scenarios.
After an earthquake a group of people has been buried under the ruins of their houses.
The rescue forces are able to localize them precisely based on the transmissions of the
victims’ mobile phones. Hence, the rescue forces have exact knowledge of where to search
for the victims in order to save their lives.
Sea turtles oviposite only at very speciﬁc bays around the earth. A team of marine
biologists on a ship is trying to follow a population of sea turtles during their annual
1
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migration to this place. To this end, some individuals of this population have been
marked by radio tags which constantly emit a signal. Using state-of-the-art technology,
the researchers are able to track each tagged turtle individually and to follow it to its
place of oviposition.
A driver is passing a crossroad. The crossroad is diﬃcult to observe. However, the driver
has been distracted due to stress in his job. As a result, he did not give way to another
car that is also approaching the crossroad. When the second car enters the crossroad,
the two vehicles are about to cause an accident. Fortunately, the cars autonomously
recognized each other and individually perform an emergency turn.
Each of the presented scenarios exploits speciﬁc information about the position of a hu-
man, animal, or car. In the ﬁrst scenario, the rescue forces are able to utilize signals that
are emitted by some mobile devices (e.g., via UMTS or LTE) owned by the victims. The
second scenario presumes the sea turtles have been equipped with a tracking transmitter.
And in case of the third scenario, we could think of vehicles communicating via some
Car-to-X standard (e.g., IEEE 802.11p).
One could think of several methods to infer the position of the respective transmitting
device. To this positioning task, in this thesis, we assume that antenna arrays are used
by the observing device. Antenna arrays (also called phased arrays) can exploit the
phase diﬀerence and magnitude of a signal arriving at colocated antenna elements in
order to estimate the signal’s direction of arrival (DoA). Consequently, we assume that
the sender and the receiver (i.e., the antenna array) are far enough apart such that the
receiver “sees” only planar wave fronts. Additionally, this work concentrates on wireless
transmission technologies which are narrow-band. That is to say, the bandwidths of the
signals under consideration are negligible compared to the signals’ carrier frequencies.
DoA estimation has become a well-established ﬁeld of research. However, often cer-
tain array structures like uniform linear arrays or uniform circular arrays are assumed.
Additionally, in many cases, the signal’s magnitude and phase depending on its state
of polarization is not taken into account. In contrast, our goal is to facilitate applica-
tion scenarios as presented above by using arbitrary array geometries and by exploiting
phase diﬀerences as well as polarimetric properties of impinging waves. Based on that,
the fundamental aim of this doctoral thesis is to render possible eﬃcient algorithms with
real-time capabilities and satisfactory DoA estimation accuracy and resolution.
We approach this goal from three diﬀerent perspectives according to Fig. 1.1. The ﬁrst
perspective shown in Fig. 1.1 concerns the description of the array manifold. Usually
antenna arrays are calibrated in an anechoic chamber. Using interpolation schemes
based on these measurements a continuous array manifold is obtained. The quality
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Figure 1.1: DoA estimation aspects considered in this thesis: the array manifold in-
terpolation, the low complexity DoA estimation algorithm, and the suit-
ability of the antenna array for performing DoA estimation
of this interpolation directly aﬀects the DoA estimation performance. There already
exist techniques that interpolate beam patterns of antenna elements. However, these
interpolation schemes do not account for the polarimetric behavior of antenna elements.
Hence, we propose a quaternion-based interpolation technique as well as a quaternionic
signal model.
The second perspective depicted in Fig. 1.1 tackles the direction ﬁnding problem in terms
of the antenna array design. We give a framework of Cramér-Rao Lower Bounds (CRLBs)
providing lower bounds on unbiased DoA estimators. These CRLBs are categorized
according to their way of incorporating the signals’ states of polarization. We ﬁnally
propose a generic ﬁgure of merit that describes the suitability of an antenna array to
some DoA estimation problem.
Whereas the ﬁrst two perspectives can be seen as some kind of “oﬄine optimization”, the
third perspective displayed in Fig. 1.1 deals with the actual direction ﬁnding algorithm.
Built upon the popular MUSIC estimator, we propose a number of DoA estimation
algorithms. These algorithms do not need to estimate the signals’ states of polarization
nor do they estimate the information that is transmitted. It turns out that one of these
algorithms has very good convergence properties and hence can be used in real-time
applications.
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1.2 Scientific Contributions
In each of the following chapters we study diﬀerent aspects of the direction ﬁnding prob-
lem. To this end, the current sections highlights the contributions within the scientiﬁc
ﬁeld of direction ﬁnding using antenna arrays.
1.2.1 Chapter 2: System Model
The world that we live in is real-valued. Nevertheless, engineers as well as physicists
introduced complex numbers in order to describe the world more conveniently. For
instance, analytical complex-valued signals are derived from real-valued signals via the
Hilbert transform. Albeit complex numbers have several desirable properties, they can
still be extended. This is done by deﬁning more imaginary units and providing them with
suitable meanings. Such extension of complex numbers are referred to as hypercomplex
numbers.
It is a basic ﬁnding of this thesis that one of those extensions of complex numbers can be
used to describe the reception of planar electromagnetic waves by some antenna element.
This is done by considering the set of quaternions which comprises three imaginary units.
We are able to show that polarimetric eﬀects can be modeled more naturally in the
quaternionic domain as compared to the complex domain. For instance, we propose
to replace the complex-valued Jones vector of length two describing a wave’s state of
polarization by a quaternionic scalar.
Taking the real part of an analytical signal retrieves the actual real-valued signal. Sim-
ilarly, we proposed to apply the µ¸-parallel operation to extract the complex-isomorphic
receive signal from the pure quaternionic reception model. This operation has been
deﬁned in the mathematical literature. However, to the best of our knowledge it has
not been applied in the signal processing community yet. Moreover, the term complex-
isomorphic suggests that the output of this operation can be used just as a complex
number. As a result, our quaternionic model integrates well into the signal processing
chain based on complex signals and systems.
1.2.2 Chapter 3: Polarimetric Antenna Array Interpolation
Precise direction ﬁnding is only possible if the array manifold is known exactly. Therefore,
the embedded beam pattern of each antenna element has to be measured in an anechoic
chamber or simulated in some electromagnetic simulation tool. A number of interpolation
schemes are available that give very good results in interpolating such sampled beam
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patterns. Nevertheless, none of these interpolation schemes have an inherent notion
of polarization. Hence, beam patterns are interpolated for each state of polarization
independently.
In Chapter 2, we developed a quaternionic description of the array manifold. In this
approach, we take the two complex polarimetric steering vectors and turned them into
a single quaternionic vector. The complex array steering vectors can be interpolated
via a discrete Fourier transform as proposed in the literature. Likewise, in Chapter 3,
we proposed to interpolate the quaternionic array steering vector using some discrete
quaternion Fourier transform (DQFT).
One beneﬁt of our approach lies in its natural description of the polarimetric array
manifold. Additionally, there are at least three diﬀerent DQFTs where each depends on
parameters that can be chosen freely. These parameters may be chosen such that the
resulting Fourier transform has most of its energy stored in its center and can therefore
be truncated eﬃciently. Finally, the DQFT description of the array manifold reveals
ways to develop improved direction ﬁnding algorithms. Though, these are beyond the
scope of this thesis.
1.2.3 Chapter 4: Intrinsic Direction Finding Capabilities of Antenna
Arrays
It is common practice in the ﬁeld of direction of arrival (DoA) estimation to compare
certain DoA estimators against the Cramér-Rao Lower Bound (CRLB). On the long run,
no unbiased estimator can achieve mean squared errors that fall below the CRLB. An
estimator that achieves this bound is said to be efficient.
Oftentimes, the states of polarization of the impinging planar waves are not considered.
In this thesis, we close this gap by incorporating such polarimetric properties into the
CRLB. Based on the general polarimetric reception model we propose a general frame-
work on how to construct and choose a suitable CRLB bound. Our results reassemble
some of the already known CRLBs and, therefore, provide an insight into its treatment
of polarimetric eﬀects.
In Chapter 4 we derive three CRLBs: The ﬁrst one reassembles an already known CRLB.
Even though it does not incorporate polarization, we show that it can be used under
either of the following circumstances: the polarimetric states are known a priori at the
receiver, or transversal polarization does not occur like in sonic waves.
The second CRLB includes the states of polarization as nuisance parameters, i.e., the
entries of the Jones vectors are not known but not of interest. Usually, this is the case
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in common direction ﬁnding scenarios where one only needs to know the DoAs. This
CRLB has been proposed in the literature before. Our contribution is to provide a deeper
insight into this kind of CRLB. Moreover, we propose a reduced version that signiﬁcantly
decreases the computational complexity.
The third CRLB is also aware of polarization eﬀects and treats the entries of the Jones
vector as desired parameters. To the best of our knowledge, this proposed CRLB as well
as its reduced version are novel contributions.
Finally, we propose ﬁgures of merit based on the derived CRLBs. These ﬁgures of merit
are meant to assess an antenna array in terms if its direction ﬁnding capability. We
further propose to apply such ﬁgures in the design process of antenna arrays.
1.2.4 Chapter 5: Eﬃcient Direction Finding
Likelihood functions, the Capon beamformer, and the MUSIC spectrum constitute well
known methods to estimate the directions of impinging electromagnetic waves. However,
strictly speaking, all of them are types of cost functions rather than fully ﬂedged algo-
rithms. It is part of ongoing research to ﬁnd global maxima within such cost functions
with respect to a multi-dimensional parameter space.
Our contribution is based on a MUSIC-type cost function. We have shown that this
cost function can be rewritten in the form of weighted inner products. The vectors that
constitute these inner products are composed of Kronecker products of polarimetric array
steering vectors. Given the derivative of these steering vectors is known, one may easily
write down the derivate of each Kronecker product.
Based on this structure of the cost function, we propose modiﬁed Levenberg and Leven-
berg-Marquardt search algorithms. Using these algorithms, directions of arrival may be
found much faster compared to a simple grid-reﬁnement search. By means of simulations,
we are able to demonstrate that on average one of the derived cost function structures
surpasses the others with respect to speed of convergence.
1.3 Notation and Conventions
Throughout this thesis we refer to quantities like matrices, vectors, and scalars. In order
to let the reader grasp as much information as possible from just looking at mathematical
expressions we use a consistent notation.
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Let us start by noting that usually mutable quantities (e.g., X, a, β) are written in
italic font-face. A non-italic font-face is used for functions (e.g., tr (·)), some named
operators (e.g., the expected value E {·} or transposition T), and subscript/superscript
labels. Especially the distinction between the latter two is important: A variable xy
denotes a variable x having some textual label “y”. In this case “y” is not some mutable
quantity by itself. In contrast, a variable xy is a variable x that has a (possibly abstract)
index y. That is, the value of xy depends on the value of y. Additionally, some operators
appear in a calligraphic style (e.g., E{·}).
This thesis deals with direction ﬁnding problems using antenna arrays. As a result, a
lot of array processing is applied. Most of the equations are written using matrix-vector
notation. Adopting a notation commonly used in the array processing community, we
denote matrices by uppercase boldface letters and vectors by lowercase boldface letters.
By convention, vectors are always deﬁned as column vectors. They can be turned into row
vectors using the transpose operator T or the Hermitian (conjugate) transpose operator
H.
Despite Chapter 3, we usually refer to quantities that are based on the ﬁeld of real
numbers R or complex numbers C. However, in Chapter 3, we extensively refer to the
skew-ﬁeld of the quaternions H. We emphasize this by putting a cedilla symbol ¸below
the respective variable name (e.g., x¸, a¸, S¸). Nevertheless, all notational conventions
described above remain valid.
1.4 Spherical Coordinate Systems
(a) Elevation ϑ and azimuth ϕ (b) Co-elevation −ϑ and azimuth ϕ
Figure 1.2: Illustration of spherical coordinate systems
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This thesis focuses on ﬁnding directions of waves impinging from certain directions. Such
directions can be given in terms of x-, y-, and z-coordinates, where x2 + y2 + z2 = 1,
or by using a spherical coordinate system. In the main part of this thesis, we make use
of a spherical coordinate system that includes elevation ϑ ∈ [−90◦, 90◦] and azimuth
ϕ ∈ [−180◦, 180◦). The elevation angle is measured from the equator ϑ = 0◦ upwards
(positive direction) to the north pole ϑ = 90◦ or downwards (negative direction) to the
south pole ϑ = −90◦. The azimuth angle denotes a rotation around the z-axis. Fig. 1.2(a)
illustrates elevation and azimuth. In Chapter 3 we deviate from this convention in that
we consider co-elevation −ϑ ∈ [0, 180◦] instead of elevation. The co-elevation angle starts
at the north pole −ϑ = 0◦ and ends at the south pole −ϑ = 180◦. Fig. 1.2(b) depicts this
situation.
ϑ = 90◦ − −ϑ ⇔ −ϑ = 90◦ − ϑ (1.1)
Using the elevation and azimuth, a point p =
[
px py pz
]T
on the unit sphere is given
as follows:
p(ϑ, ϕ) =

cos(ϑ) cos(ϕ)
cos(ϑ) sin(ϕ)
sin(ϑ)
 . (1.2)
The same point p can also be expressed in terms of co-elevation and azimuth.
p(−ϑ, ϕ) =

sin(−ϑ) cos(ϕ)
sin(−ϑ) sin(ϕ)
cos(−ϑ)
 (1.3)
In this thesis, we deal with transversal electromagnetic waves. Such waves can be charac-
terized by two orthogonal states of polarization. These states are deﬁned as projections
onto the basis vectors of the spherical coordinate system with unit radius. Here, a basis
vector of a coordinate system refers to a tangent vector of unit norm1.
1Therefore, some authors use the term normalized basis vector.
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From (1.2) we obtain a basis vector in elevation direction
eϑ(ϑ, ϕ) :=
∥∥∥∥∂p(ϑ, ϕ)∂ϑ
∥∥∥∥︸ ︷︷ ︸
=1
−1
· ∂p(ϑ, ϕ)
∂ϑ
=

− sin(ϑ) cos(ϕ)
− sin(ϑ) sin(ϕ)
cos(ϑ)
 , (1.4)
as well as a basis vector in azimuth direction
eϑ(ϑ, ϕ) :=
∥∥∥∥∂p(ϑ, ϕ)∂ϕ
∥∥∥∥︸ ︷︷ ︸
=|cos(ϑ)|
−1
· ∂p(ϑ, ϕ)
∂ϕ
= sign (cos(ϑ)) ·

− sin(ϕ)
cos(ϕ)
0
 , (1.5)
where sign (x) is −1, +1, or 0 if x is negative, positive, or zero, respectively. Moreover,
from (1.3) we obtain a basis vector in co-elevation direction
eϑ(−ϑ, ϕ) :=
∥∥∥∥∂p(−ϑ, ϕ)∂−ϑ
∥∥∥∥︸ ︷︷ ︸
=1
−1
· ∂p(−ϑ, ϕ)
∂−ϑ
=

cos(−ϑ) cos(ϕ)
cos(−ϑ) sin(ϕ)
− sin(−ϑ)
 (1.6)
and an alternative form of the basis vector in azimuth direction
eϑ(−ϑ, ϕ) :=
∥∥∥∥∂p(−ϑ, ϕ)∂ϕ
∥∥∥∥︸ ︷︷ ︸
=|sin(−ϑ)|
−1
· ∂p(−ϑ, ϕ)
∂ϕ
= sign (sin(−ϑ)) ·

− sin(ϕ)
cos(ϕ)
0
 . (1.7)
Please note the sign function in (1.5) and (1.7), respectively. It may look superﬂuous since
by deﬁnition ϑ ∈ [−90◦, 90◦] and −ϑ ∈ [0◦, 180◦]. However, in Chapter 3 these bounds are
intentionally exceeded and the sign function will therefore become important.
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1.5 Introduction to Quaternionic Linear Algebra
Complex numbers helped to describe the theory of signals and systems more conveniently.
Hence, it is no wonder that engineers are seeking for additional ways to describe practical
problems in a compact and eﬃcient fashion. One of these applications is presented in
Chapter 3. There, we propose an array manifold interpolation via a two-dimensional
quaternion discrete Fourier transform. To this end, the current section introduces the
set of quaternions as well as several operators.
1.5.1 Basic Review on Quaternions
The set of quaternions has been proposed by W.R. Hamilton in 1844 [9]. Since then, it
has attracted considerable attention in the mathematical community, in physics, and in
engineering. Quaternions are one of the many possible extensions of complex numbers.
They can be used to mathematically describe rotations (e.g., in computer simulations),
the theory of special relativity in space-time and others. The current section is meant
to introduce the quaternions. A reader who is already familiar with quaternions may
shortly skim this section to grasp our notation and deﬁnitions.
Complex Numbers
To introduce the quaternions, let us ﬁrst shortly summarize basic concepts on complex
numbers. A complex number a + bı ∈ C is deﬁned as a pair (a, b) ≡ a + bı of two real
numbers a and b as well as an imaginary unit ı, with ı2 = −1. The associated algebra
deﬁnes how to compute sums and products of complex numbers as well as the complex
conjugate.
(a1, b1) + (a2, b2) = (a1 + a2, b1 + b2) addition (1.8)
(a1, b1) · (a2, b2) = (a1a2 − b1b2, a1b2 + b1a2) multiplication (1.9)
(a, b)∗ = (a,−b) conjugation (1.10)
Additionally, a complex number z = a+bı ∈ C may be expressed in terms of its modulus
|z| ∈ R+ and angle α ∈ R(−π, π] using Euler’s formula.
z = |z| exp(ıα)
= |z| (cos(α) + ı sin(α)) (1.11)
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The angle α deﬁnes a rotation in the two-dimensional complex plain around the origin.
Similarly the modulus |z| := √z∗z = √a2 + b2 deﬁnes a stretching in that plane.
Quaternions from Complex Numbers
The set of quaternions H can be constructed from the set of complex numbers C. For
that, let z1 = a1 + b1ı and z2 = a2 + b2ı be two complex numbers. Additionally, we
introduce another imaginary unit  with 2 = −1 and ı = −ı. Then, a quaternion
h¸ ∈ H is deﬁned by a pair of complex numbers (z1, z2) ≡ z1 + z2. Hence, we have
h¸ = z1 + z2
= a1 + b1ı+ a2+ b2ı. (1.12)
By introducing a third imaginary unit k := ı = −ı we obtain the common form of a
quaternion.
h¸ = a1 + b1ı+ a1+ b2k (1.13)
Note that, since ı = −ı, we have
k2 = ıı = −ıı = ıı = −1. (1.14)
Hence, k is an ordinary imaginary unit that has the same properties as ı and . Therefore,
the following cyclic rules hold:
ı = −ı = k k = −k = ı kı = −ık =  (1.15)
Fig. 1.3 illustrates the rules of multiplication concerning the imaginary units. Choose an
imaginary unit from one corner of the triangle, say “” on the top. Then, choose another
imaginary unit which is to be multiplied from the right, say “ ·k”. The arrows denote the
respective second imaginary unit and point to the result of the multiplication. In this
case:  · k = ı.
From now on, we denote the set of quaternions as H.
H := {a0 + a1ı+ a2+ a3k : an ∈ R} (1.16)
The associated algebra is expressed in terms of pairs of complex numbers. To this
end, let x1, x2, z1, and z2 be two pairs of complex numbers that form two quaternions
(x1, x2) ≡ x1 + x2 and (z1, z2) ≡ z1 + z2. In this case, addition, multiplication, and
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Figure 1.3: Quaternionic multiplication rules
conjugation are deﬁned as follows.
(x1, x2) + (z1, z2) = (x1 + z1, x2 + z2) addition (1.17)
(x1, x2) · (z1, z2) = (x1z1 − x2z∗2 , x1z2 + x2z∗1) multiplication (1.18)
(x1, x2)
∗ = (x∗1,−x2) conjugation (1.19)
Note that the multiplication is noncommutative. That is, for two quaternions a ∈ H and
b ∈ H the product ab is, in general, not the same as ba.
Additionally, the modulus of a quaternion h¸ = x1 + x2, where xi ∈ C, is
|h¸| =
√
h¸∗h¸
=
√
|x1|2 + |x2|2. (1.20)
Quaternions from Symplectic Decompositions
Instead of using imaginary units ı, , and k, let us now consider the following set.
Hpu :=
{
a1ı+ a2+ a3k :
3∑
n=1
a2n = 1, an ∈ R
}
(1.21)
The elements of Hpu are called pure unit quaternions (PUQs). That is, they have van-
ishing real part (a0 = 0) and unit norm. Lemma 1.1 states the basic property of any
PUQ.
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Lemma 1.1. The square of any pure unit quaternion µ¸ ∈ Hpu is −1.
Proof: Let µ¸ = a1ı+ a2+ a3k be a pure unit quaternion, where an ∈ R, then:
µ¸µ¸ = a21ı
2 + a1a2ı+ a1a3ık + a1a2ı+ a
2
2
2 + a2a3k + a1a3kı+ a2a3k+ a
2
3k
2
= a21 ı
2︸︷︷︸
=−1
+a22 
2︸︷︷︸
=−1
+a23 k
2︸︷︷︸
=−1
+ a1a2ı+ a1a2 ı︸︷︷︸
=−ı
+a1a3ık + a1a3 kı︸︷︷︸
=−ık
+a2a3k + a2a3 k︸︷︷︸
=−k
= − (a21 + a22 + a23)︸ ︷︷ ︸
=1
+ a1a2ı− a1a2ı︸ ︷︷ ︸
=0
+ a1a3ık − a1a3ık︸ ︷︷ ︸
=0
+ a2a3k − a2a3k︸ ︷︷ ︸
=0
= −1 (1.22)

Each pure unit quaternion induces a set of numbers which we refer to as Cµ¸.
Cµ¸ := {a0 + a1µ¸ : an ∈ R} , µ¸ ∈ Hpu (1.23)
Each set Cµ¸ is deﬁned by a ﬁxed PUQ µ¸. Additionally, (1.23) appears to be similar to
(1.12). In fact, this observation is conﬁrmed by the Theorem 1.1.
Theorem 1.1. Let µ¸ ∈ Hpu be a fixed pure unit quaternion. Then, the set Cµ¸ is
isomorphic to the set of complex numbers.
Proof: See Appendix B.1.2
Theorem 1.1 basically states the following: Consider any two quaternions a¸ ∈ H and
b¸ ∈ H that belong to the same quaternionic set Cµ¸ (i.e., a¸ ∈ Cµ¸ and b¸ ∈ Cµ¸). Additionally,
consider any two complex numbers a ∈ C and b ∈ C. The rules of adding and multiplying
a¸ and b¸ are the same as adding and multiplying a and b. Such rules are referred to as
algebra. Hence, C deﬁnes the same algebra as Cµ¸. However, if a¸ ∈ Cµ¸ and b¸ ∈ Cµ′¸ belong
to diﬀerent isomorphic sets, they generally cannot be added and multiplied according to
the rules of complex numbers.
A special consequence of Theorem 1.1 is Lemma 1.2.
Lemma 1.2. Iff for two quaternions h¸ ∈ H and p¸ ∈ H there exists a PUQ µ¸ ∈ Hpu
such that h¸ ∈ Cµ¸ and p¸ ∈ Cµ¸, the product of both becomes commutative, i.e., h¸p¸ =
p¸h¸.
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Proof: This theorem follows from Theorem 1.1 since both, h¸ and p¸, lie in the same
complex-isomorphic set Cµ¸. 
Before continuing, let us ﬁrst deﬁne a notion of orthogonality of PUQs. Let µ¸ = a1ı +
a2+ a3k ∈ Hpu and µ¸⊥ = b1ı+ b2+ b3k ∈ Hpu be two pure unit quaternions. We shall
call µ¸ and µ¸⊥ orthogonal if a1b1 + a2b2 + a3b3 = 0.
For notational convenience, let us deﬁne that the letter µ¸ always refers to a PUQ. Ad-
ditionally, µ¸⊥ should always refer to some PUQ which is orthogonal to µ¸. The reader
is kindly referred to Appendix A.2.1 where we point out some properties of pure unit
quaternions.
Finally, we obtain the symplectic decomposition as presented in [10]. For that, given a
quaternion h¸ ∈ H choose two orthogonal PUQs µ¸ and µ¸⊥. Then, h¸ can be decomposed
into the following form:
h¸ = h0 + h1µ¸+ (h2 + h3µ¸)µ¸⊥, hn ∈ R
= h¸′0 + h¸
′
1µ¸⊥, h¸
′
n ∈ Cµ (1.24)
It turns out that (1.24) is as generalized version of (1.12). In Section 2.4, in this thesis,
we make use of a quaternion description of antenna beam patterns. The construction,
i.e., the symplectic decomposition, of such a beam pattern can be chosen diﬀerently. In
order to remain most general, all subsequent equations are given in terms of pure unit
quaternions rather than in terms of ı, , and k.
Finally, it is advantageous to know how to extract the components of a symplectic de-
composition from a quaternion. For that purpose let us deﬁne two operations (see also
[11, Section 1]).
h¸‖µ¸ := 12 (h¸− µ¸h¸µ¸) and (1.25)
h¸⊥µ¸ := 12 (h¸+ µ¸h¸µ¸) . (1.26)
We shall call h¸‖µ¸ the µ¸-parallel part and h¸⊥µ¸ the µ¸-perpendicular part. It can readily be
veriﬁed that each quaternion h¸ can be decomposed into
h¸ = h¸‖µ¸ + h⊥µ¸ (1.27)
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for any PUQ µ¸. Applying the µ¸-parallel and µ¸-perpendicular operation to (1.24) extracts
the part of h¸ that is parallel and perpendicular to µ¸, respectively.
h¸‖µ¸ = h¸′0 (1.28)
h¸⊥µ¸ = h¸′1µ¸⊥ (1.29)
Especially h¸‖µ¸ is of interest in the Section 2.4. It relates the polarimetric quaternion
model to the complex(-isomorphic) measurement data. To that end, we provide the
following Theorem 1.2.
Theorem 1.2. Given two orthogonal pure unit quaternions µ¸ and µ¸⊥ and two
quaternions h¸ ∈ H and p¸ ∈ H the µ¸-parallel part of h¸p¸ exhibits the following form.
(h¸p¸)‖µ¸ = h¸‖µ¸p¸‖µ¸ + h¸⊥µ¸p¸⊥µ¸ (1.30)
Proof: See Appendix B.1.1
Euler’s Formula
In the four-dimensional quaternionic space each pure unit quaternion can be seen as an
axis. In conjunction with the real axis, inﬁnitely many planes exist that contain complex-
isomorphic numbers. A rotation within one of such planes is similar to a rotation in the
ordinary complex plane. Hence, in the quaternion domain, Euler’s formula obtains the
form as provided by Theorem 1.3.
Theorem 1.3. Let h¸ ∈ H be some non-zero quaternion and let exp(·) denote the
exponential function. Then, up to a sign ambiguity there exists a unique axis µ¸ ∈ Hpu
and an angle α ∈ (−π, π] such that
h¸ = |h¸| exp(µ¸α) = |h¸| (cos(α) + µ¸ sin(α)) (1.31)
Proof: The theorem implies that h¸ ∈ Cµ¸ which is isomorphic to z = |z| exp(ıα) =
|z| (cos(α) + ı sin(α)). Due to the isomorphism the same form must be true in the
quaternion domain. 
In general, for two quaternions, h¸ and p¸, the term exp(h¸ + p¸) does not equal the
term exp(h¸) exp(p¸). However, if h¸ and p¸ commute, then it is true that exp(h¸ + p¸) =
exp(h¸) exp(p¸).
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1.5.2 The Left Matrix Product and The Right Matrix Product
The quaternion multiplication is not commutative. That is, in general a¸b¸ is not the same
as b¸a¸ for two quaternions a¸ ∈ H and b¸ ∈ H. A problem arises when computing the
product of two quaternionic matrices A¸ ∈ HM×K and B¸ ∈ HK×N .
[A¸B¸]m,n :=
K∑
k=1
[A¸]m,k [B¸]k,n (1.32)
The entries of A¸ are multiplied from the left. Likewise, the entries of B¸ are multiplied
from the right.
If the order needs to be swapped, the following expression gives the correct result.
[(
B¸TA¸T
)T]
m,n
:=
K∑
k=1
[B¸]k,n [A¸]m,k (1.33)
However, the left-hand side of (1.33) is somewhat less intuitive. Hence, in [1] we intro-
duced two new operators, ·L and ·R. We shall call them left matrix product and right
matrix product, respectively.
[A¸ ·L B¸]m,n :=
K∑
k=1
[A¸]m,k [B¸]k,n left matrix product (1.34)
[A¸ ·R B¸]m,n :=
K∑
k=1
[B¸]k,n [A¸]m,k right matrix product (1.35)
The left matrix product is identical to the conventional matrix product. More details on
these matrix products in terms of inverses, subspaces and applications are given in [2].
Example 1.1. Consider the matrices A¸ ∈ H2×2 and B¸ ∈ H2×2.
A¸ :=
[
ı+  ı
 ı− 
]
B¸ :=
[
k k − ı
k + ı k
]
The (conventional) left matrix product of A¸ and B¸ yields:
A¸ ·L B¸ =
[
(ı+ )k + ı(k + ı) (ı+ )(k − ı) + ık
k + (ı− )(k + ı) (k − ı) + (ı− )k
]
=
[
−1 + i− 2 1 + ı− 2+ k
−1− + k −+ k
]
. (1.36)
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In contrast, the right matrix product of A¸ and B¸ yields:
A¸ ·R B¸ =
[
k(ı+ ) + (k + ı)ı (k − ı)(ı+ ) + kı
k+ (k + ı)(ı− ) (k − ı)+ k(ı− )
]
=
[
−1− ı+ 2 1− ı+ 2− k
−1 + − k − k
]
(1.37)
We observe that A¸ ·L B¸ is not the same as A¸ ·R B¸.
The usage of the operators deﬁned above allows for a convenient description of how
the transpose, conjugation and Hermitian transpose (conjugate transposition) act on a
product of two quaternion matrices.
(A¸ ·L B¸)T = B¸T ·R A¸T (1.38)
(A¸ ·L B¸)∗ = A¸∗ ·R B¸∗ (1.39)
Note that the second relation follows from the fact that for two quaternion scalars a and
b we have (ab)∗ = b∗a∗. Combining (1.38) and (1.39) yields the following.
(A¸ ·L B¸)H = B¸H ·L A¸H (1.40)
(A¸ ·R B¸)H = B¸H ·R A¸H (1.41)
Hence, the Hermitian conjugate behaves the same as in the complex case since the type
of multiplication (left or right) is not altered.
Both matrix products introduced above turn out to be convenient especially in products
comprising more than two matrix factors. To that end, Appendix A.2.2 lists possible
products for the case of three matrices.
1.5.3 The Kronecker Product
In addition to the matrix multiplication, it is also desirable to examine Kronecker prod-
ucts of two quaternion matrices A¸ ∈ HMA×NA and B¸ ∈ HMB×NB .
In [2] we addressed this problem by deﬁning a left Kronecker product
A¸⊗L B¸ :=

[A¸]1,1 · B¸ . . . [A¸]1,NA · B¸
...
. . .
...
[A¸]MA,1 · B¸ . . . [A¸]MA,NA · B¸
 (1.42)
as well as a right Kronecker product
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A¸⊗R B¸ :=

B¸ · [A¸]1,1 . . . B¸ · [A¸]1,NA
...
. . .
...
B¸ · [A¸]MA,1 . . . B¸ · [A¸]MA,NA
 . (1.43)
In contrast to the matrix product, transposing the Kronecker product does not change
its type.
(A¸⊗L B¸)T = A¸T ⊗L B¸T (1.44)
(A¸⊗R B¸)T = A¸T ⊗R B¸T (1.45)
It is common practice in the complex domain to solve equations of the form AXB = C
for X by applying the vec (·) operation. Similar results for quaternion matrices are
presented in Appendix A.2.3.
1.5.4 The Khatri-Rao Product
The last pair of operators we introduce is the left Khatri-Rao product
C ⋄L D :=
[
c1 ⊗L d1 . . . cN ⊗L dN
]
(1.46)
as well as the right Kathri-Rao product
C ⋄R D :=
[
c1 ⊗R d1 . . . cN ⊗R dN
]
(1.47)
of two matrices C =
[
c1 . . . cN
]
and D =
[
d1 . . . dN
]
.
1.5.5 The Two-Dimensional Discrete Quaternion Fourier Transform
In Chapter 3 we derive interpolation schemes of beam patterns of antenna elements.
These schemes are based on two-dimensional Discrete Quaternion Fourier Transforms
(DQFTs) as proposed in [10] by Ell and Sangwine. To this end, we are now going to
review the basic concept of the quaternion discrete Fourier transform.
Let µ¸1 ∈ Hpu and µ¸2 ∈ Hpu be two PUQs. Moreover, let
f¸
(µ1)
1,m,u :=
1√
M1
exp
(
−µ¸12πu mM1
)
(1.48)
f¸
(µ2)
2,n,v :=
1√
M2
exp
(
−µ¸22πv nM2
)
(1.49)
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be two Fourier basis functions. These basis function produce three diﬀerent DQFTs. We
shall call these DQFTs the two-side DQFT, left DQFT and right DQFT of a matrix
A¸ ∈ HM1×M2 . Each DQFT arises by multiplying the basis functions from diﬀerent
directions with respect to the entries of A¸ (see also [12]).
[
F (1)µ¸1,µ¸2 {A¸}
]
u,v
=
M1−1∑
m=0
M2−1∑
n=0
f¸
(µ¸1)
1,m,u · [A¸]m+1,n+1 · f¸ (µ¸2)2,n,v two-side DQFT (1.50)
[
F (2)µ¸1,µ¸2 {A¸}
]
u,v
=
M1−1∑
m=0
M2−1∑
n=0
f¸
(µ¸1)
1,m,u · f¸ (µ¸2)2,n,v · [A¸]m+1,n+1 left DQFT (1.51)
[
F (3)µ¸1,µ¸2 {A¸}
]
u,v
=
M1−1∑
m=0
M2−1∑
n=0
[A¸]m+1,n+1 · f¸ (µ¸1)1,m,u · f¸ (µ¸2)2,n,v right DQFT (1.52)
Notice that for each DQFT it would be possible to swap the order of the Fourier basis
functions. Hence, we would end up having six diﬀerent DQFTs. However, we do not
consider the additional DQFTs in the following. Moreover, each type of QDFT depends
on the choice of two PUQs µ¸1 and µ¸2. These may be selected freely and may or may
not be equal. Due to this choice we get an inﬁnite number of possible DQFTs. Eﬃcient
implementations of such DQFTs are given in [12].
From Section 1.5.2 we know that using the left matrix product as well as the right matrix
product we may rewrite all three DQFTs in a more compact way. To this end, let
F¸ (µ¸)r :=
1√
Mr
exp
(−µ¸2πmrmTr M−1r ) (1.53)
denote a Fourier matrix for some index vector mr = [ 0 ... Mr−1 ]T and some PUQ µ¸ ∈
Hpu. In [2] we proposed the following equivalent form of the two-side DQFT, left DQFT,
and right DQFT:
F (1)µ¸1,µ¸2 {A¸} = F¸
(µ¸1)
1 ·L A¸ ·L F¸ (µ¸2)2 two-side DQFT (1.54)
F (2)µ¸1,µ¸2 {A¸} = F¸
(µ¸1)
1 ·L
(
A¸ ·R F¸ (µ¸2)2
)
left DQFT (1.55)
F (3)µ¸1,µ¸2 {A¸} =
(
F¸
(µ¸1)
1 ·R A¸
)
·L F¸ (µ¸2)2 right DQFT (1.56)
The Fourier matrices F¸
(µ¸)
r ∈ CMr×Mrµ¸ behave identical to their complex counterparts. In
fact, they are identical if we choose µ¸ = ı. Therefore, we know that F¸
(µ¸)
r are symmetric
unitary matrices.
F¸ (µ¸)r
T
= F¸ (µ¸)r (1.57)
F¸ (µ¸)r
H
F¸ (µ¸)r = F¸
(µ¸)
r F¸
(µ¸)
r
H
= IMr (1.58)
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Figure 1.4: Antenna array with three L-quad elements (each two ports) and a cali-
bration port in the center.
Hence, the inverse discrete quaternion Fourier transform (IDQFT) of a matrix A ∈
H
M1×M2 obtains the following form.
F˜ (1)µ¸1,µ¸2 {A¸} = F¸
(µ¸1)
1
H ·L A¸ ·L F¸ (µ¸2)2
H
inverse two-side DQFT (1.59)
F˜ (2)µ¸1,µ¸2 {A¸} =
(
F¸
(µ¸1)
1
H ·L A¸
)
·R F¸ (µ¸2)2
H
inverse left DQFT (1.60)
F˜ (3)µ¸1,µ¸2 {A¸} = F¸
(µ¸1)
1
H ·R
(
A¸ ·L F¸ (µ¸2)2
H
)
inverse right DQFT (1.61)
1.6 The L-quad Antenna Array
Throughout this thesis, we study practical issues of direction ﬁnding. These include beam
pattern interpolation, Cramér-Rao Lower Bound computations, and eﬃcient direction
ﬁnding algorithms. We exemplarily conﬁrm the practical signiﬁcance of each result using
calibration data of a real antenna array (Fig. 1.4).
The array at hand has been designed for a center frequency of 1.6 GHz, and comprises
four antenna elements. It has been speciﬁcally designed for direction of arrival estimation
applications. The three elements mounted on the copper ground are called L-quad ele-
ments. Each of these elements comprises two sub-elements. Each of these sub-elements
consists of two L-shaped radiators. Moreover, a single calibration antenna is located at
the center of the array. Thus, in total seven ports are provided by the array.
Chapter 2
System Model
In all subsequent chapters, we are dealing with the problem of direction ﬁnding. However,
this is a very broad topic. In this chapter, the precise assumptions which we presume (see
Section 2.1) are stated. A deﬁnition of a complex beam pattern and of a quaternionic
beam pattern is given in Section 2.2. Based on this, we derive the appropriate receive
model in the complex domain (see Section 2.3) and in the quaternionic domain (see
Section 2.4).
2.1 Basic Setup and Assumptions
Usually antenna arrays are composed of a number M ′ of antennas. These antennas are
connected via some circuit to M output ports. A special case appears if each antenna
array element is directly connected to a single and unique output port. In this case, we
have M = M ′. However, this assumption is not necessary since the M output ports
may be regarded as “eﬀective antenna array elements”. Hence, in the following we do not
distinct between these two cases and just speak of antenna array elements (or shorter:
array elements).
For the case of this thesis, we are only referring to antenna arrays in receive mode.
That is, we assume that there are a number of emitters in the far ﬁeld of the antenna
array. By far field we mean that the receiving antenna is not in the active range of the
transmitting antenna. Hence, the receive array does not change the electric ﬁeld such
that the transmitting device may notice. Each emitter is assumed to beam a narrow-band
signal.
Furthermore, we assume that the separation between receiver and transmitter is large
enough so that the impinging waves can be regarded as planar wave fronts. In detail, we
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assume transversal electromagnetic ﬁelds having no ﬁeld components into the direction
of propagation. However, the electric ﬁeld as well as the magnetic ﬁeld have components
perpendicular to the propagation direction. This induces the eﬀect of polarization. Please
note that in the following we are assuming antenna arrays that are built to receive electric
ﬁeld components. In general, one could also use the magnetic ﬁeld or even both ﬁeld
components as done in electromagnetic vector sensors.
2.2 Polarimetric Antenna Beam Pattern
In addition to the general assumptions mentioned in Section 2.1, the current section
explains the term beam pattern. Later, in Chapter 3, we develop a quaternionic inter-
polation scheme used with quaternionic beam patterns. To this end, the current section
also introduces the quaternionic beam pattern.
2.2.1 Antenna Beam Pattern in Complex Domain
Assume an electromagnetic wave that arrives at the receiving antenna array from a cer-
tain direction. While the wave is approaching, it oscillates around the direction of arrival
due to its polarization. We shall use the terms state of polarization or polarization state
to refer to an actual kind of such oscillation. Further details are given in Section 2.3.
For now, we just need to notice that the receive behavior of an antenna element is a
function of the direction of arrival (DoA) and of the wave’s state of polarization. A
usual convention is to look at horizontal polarization components and vertical polariza-
tion components. More precisely, this means that we take the projections onto the basis
vectors of the unit sphere eϑ(ϑ, ϕ) and eϕ(ϑ, ϕ) as deﬁned in (1.4) and (1.5), respec-
tively. For the actual direction ﬁnding problem, it is not important how the two states
of polarization are deﬁned exactly. They only need to be independent. Nevertheless,
throughout this thesis, we stick to horizontal and vertical polarization components.
According to this discussion, a complex polarized baseband signal γ =
[
γ1 γ2
]T ∈ C2×1
impinging at an antenna element from direction (ϑ, ϕ) yields, in the absence of noise, an
output signal
y = b1(ϑ, ϕ)γ1 + b2(ϑ, ϕ)γ2
=
[
b1(ϑ, ϕ) b2(ϑ, ϕ)
]
γ. (2.1)
Here, b1(ϑ, ϕ) ∈ C and b2(ϑ, ϕ) ∈ C describe the element’s damping factors applied to
the signal’s polarimetric components γ1 and γ2. We shall call b1(ϑ, ϕ) and b2(ϑ, ϕ) the
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polarimetric beam pattern of an antenna element. Note that these beam patterns are
always meant to be the embedded beam patterns. This means that these quantities have
been measured or simulated as part of the antenna array.
It is possible to decompose γ as γ = ks, where k ∈ C2×1 is called the Jones vector (see
[13]) and s ∈ C is the actual transmitted signal corrupted by the transmission channel.
y =
[
b1(ϑ, ϕ) b2(ϑ, ϕ)
]
ks (2.2)
The Jones vector k, with ‖k‖2 = 1, holds the information on the impinging signal’s state
of polarization. Hence, even though a signal may arrive at some antenna we may receive
nothing if
[
b1(ϑ, ϕ) b2(ϑ, ϕ)
]H
and k are orthogonal.
2.2.2 Antenna Beam Pattern in Quaternion Domain
The quaternion beam pattern b¸(ϑ, ϕ) ∈ H can easily be constructed from some arbitrary
symplectic decomposition using b1(ϑ, ϕ) and b2(ϑ, ϕ). For that, let µ¸ and µ¸⊥ be a pair
of orthogonal pure unit quaternions (PUQs). Constructing the quaternion beam pattern
b¸(ϑ, ϕ) works as follows.
b¸(ϑ, ϕ) := b
(µ¸)
1 (ϑ, ϕ) + b
(µ¸)
2 (ϑ, ϕ)µ¸⊥ (2.3)
b¸(µ)p (ϑ, ϕ) := ℜ{bp(ϑ, ϕ)}+ ℑ{bp(ϑ, ϕ)} µ¸ (2.4)
Example 2.1. Let us exemplarily choose µ¸ = ı and µ¸⊥ = . From (2.3) and (2.4)
we obtain
b¸(ϑ, ϕ) := b
(ı)
1 (ϑ, ϕ) + b
(ı)
2 (ϑ, ϕ) and (2.5)
b¸(ı)p (ϑ, ϕ) := ℜ{bp(ϑ, ϕ)}+ ℑ{bp(ϑ, ϕ)} ı. (2.6)
The quaternion beam pattern is obtained by plugging (2.6) into (2.5) and by recalling
that ı = k.
b¸(ϑ, ϕ) = ℜ{b1(ϑ, ϕ)}+ ℑ{b1(ϑ, ϕ)} ı
+ ℜ{b2(ϑ, ϕ)} + ℑ{b2(ϑ, ϕ)} k (2.7)
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Example 2.2. Consider an antenna that is sensitive to the ﬁrst polarization com-
ponent only, i.e., b¸
(µ)
2 (ϑ, ϕ) = 0. Hence, the quaternion beam pattern is
b¸(ϑ, ϕ) = b¸
(µ)
1 (ϑ, ϕ). (2.8)
Therefore, it holds that b¸(ϑ, ϕ) equals its µ¸-parallel part (see (1.28)).
b¸(ϑ, ϕ) = [b¸(ϑ, ϕ)]‖µ (2.9)
Likewise, consider an antenna that is only sensitive to the second kind of polariza-
tion, i.e., b¸
(µ)
1 (ϑ, ϕ) = 0. The resulting quaternion beam pattern is
b¸(ϑ, ϕ) = b¸
(µ)
2 µ⊥. (2.10)
In this case, b¸(ϑ, ϕ) equals its µ¸-perpendicular part (see (1.29)).
b¸(ϑ, ϕ) = [b¸(ϑ, ϕ)]⊥µ (2.11)
2.3 System Model in Complex Domain
The whole antenna array is described via a pair of complex array steering vectors ap.
Therefore, let bm,p be the beam pattern of the m-th element and p-th polarization of an
antenna array.
ap :=
[
b1,p(ϑ, ϕ) . . . bM,p(ϑ, ϕ)
]T
, p ∈ {1, 2} (2.12)
Additionally, we put both array steering vectors into an M -by-2 matrix
Ad :=
[
a1(ϑd, ϕd) a2(ϑd, ϕd)
]
(2.13)
Suppose the assumptions made in Section 2.1 hold true. Then, in a multi-source scenario,
the array observes D diﬀerent sources from elevation ϑd and azimuth ϕd, with d =
1, . . . , D. Additionally, we assume that N snapshots have been taken leading to the
following model.
Y =
D∑
d=1
Adkds
T
d +N (2.14)
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We have the receive matrix Y ∈ CM×N , the Jones vector kd ∈ C2×1 describing the waves’
state of polarization (see Section 2.2) and the vector of symbol snapshots sd ∈ CN×1.
The zero mean circular symmetric complex Gaussian noise is denoted by N ∈ CM×N .
By deﬁnition, each Jones vector kd has unit norm. Additionally, we consider three
common cases: elliptical, linear and circular polarization. Elliptical polarization is char-
acterized by an angle α and a phase shift φ.
kell(α, φ) =
[
cos(α) sin(α)eφ
]T
(2.15)
Linear and circular polarized waves appear as special cases of an elliptical polarized wave.
That is, for linear polarization the phase shift φ vanishes.
klin(α) = kell(α, 0)
=
[
cos(α) sin(α)
]T
(2.16)
In the case of circular polarization we have α = π4 and φd = b
π
2 , where b ∈ {+1,−1}.
kcirc(b) = kell
(π
4
, b
π
2
)
= 1√
2
[
1 b
]T
(2.17)
Throughout the thesis, we use kd,ell := kell(αd, φd), kd,lin := klin(αd), and kd,circ :=
kcirc(bd) as shorthand notations.
An equivalently form of (2.14) is obtained by introducing the polarimetric array steering
matrix A :=
[
A1 . . . AD
]
, the matrix of Jones vectors K = bdiag (k1, . . . ,kD) as
well as the symbol matrix S :=
[
s1 . . . sd
]T
.
Y = AKS +N (2.18)
2.4 System Model in Quaternion Domain
In Section 2.2, we deﬁned the polarimetric characteristics of a single antenna element
using a quaternionic description. Based on this, we now present the resulting quaternionic
reception model.
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2.4.1 The Quaternion Reception Model
Let us consider a pair of array steering vectors a¸
(µ¸)
1 ∈ CM×1µ¸ and a¸(µ¸)2 ∈ CM×1µ¸ , where M
is the number of sensors.
a¸(µ)p (ϑ, ϕ) :=
[
b¸
(µ¸)
1,p (ϑ, ϕ) . . . b¸
(µ¸)
M,p(ϑ, ϕ)
]T
, p ∈ {1, 2} (2.19)
In (2.19) b¸
(µ¸)
m,p(ϑ, ϕ) is the beam pattern of the m-th antenna element for the p-th state of
polarization. From this, we construct the full polarimetric array steering vector a¸(ϑ, ϕ) ∈
H
M×1.
a¸(ϑ, ϕ) := a¸
(µ¸)
1 (ϑ, ϕ) + a¸
(µ¸)
2 (ϑ, ϕ)µ¸⊥ (2.20)
Using the array steering vector of the d-th source a¸d := a¸(ϑd, ϕd) we have the full
quaternion receive matrix Y¸ .
Y¸ =
D∑
d=1
a¸dk¸ds¸
T
d + N¸ (2.21)
It can be observed that the complex Jones vectors kd are replaced by quaternion Jones
numbers k¸d. Additionally, the symbol samples s¸d ∈ CN×1µ¸ are quaternions. Nevertheless,
the symbols still entirely reside in a complex-isomorphic plane deﬁned by the pure unit
quaternion µ¸. That is, if we choose µ¸ = ı the symbols remain to be complex numbers,
i.e., s¸d = sd.
However, the matrix Y¸ given in (2.21) is not what is actually measured at the array
output. Only the part of Y¸ that is located in the same plane as s¸d, i.e., the µ¸-parallel
part of Y¸ , is available at the array output.
Y¸ ‖µ¸ =
(
D∑
d=1
a¸dk¸ds¸
T
d + N¸
)‖µ¸
=
D∑
d=1
(
a¸dk¸ds¸
T
d
)‖µ¸
+ N¸‖µ¸ (2.22)
Hence, it turns out that ‖µ¸ is the mathematical operation describing the superposition
of the two polarized wave components.
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Since s¸d is located in the complex isomorphic set C
N×1
µ¸ , it may be put outside the
‖µ¸-operation.1
Y¸ ‖µ¸ =
D∑
d=1
(a¸dk¸d)
‖µ¸ s¸Td + N¸
‖µ (2.23)
Similar to (2.18) this system model can be written as follows.
Y¸ ‖µ¸ = (A¸K¸)‖µ¸ S¸ + N¸‖µ¸ (2.24)
The terms used therein are the quaternion array steering matrix A¸ :=
[
a¸1 . . . a¸D
]
,
the diagonal matrix of quaternionic Jones numbers K¸ := diag (k¸1, . . . , k¸D) as well as the
symbol matrix S¸ :=
[
s¸1 . . . s¸d
]T
.
2.4.2 Jones Vector and Jones Number
One question remains: How is the quaternion polarization number k¸d related to its
complex counterpart kd? This can be seen by noting that according to Theorem 1.2 the
term (a¸dk¸d)
‖µ¸ in (2.23) can be split into the µ¸-parallel and µ¸-orthogonal components of
a¸d and k¸d.
(a¸dk¸d)
‖µ¸ = a¸‖µd k¸
‖µ¸
d + a¸
⊥µ¸
d k¸
⊥µ¸
d (2.25)
Assume that µ¸ = ı is the imaginary unit of the complex numbers C, so that C = Cı.
Furthermore, let µ¸⊥ be some pure unit quaternion (PUQ) such that µ¸⊥ ⊥ ı. According
to (2.20) a¸d can be decomposed into two complex vectors ad,1 ∈ CM×1 and ad,2 ∈ CM×1.
a¸d = ad,1 + ad,2µ¸⊥, (2.26)
Likewise, we may decompose the quaternion Jones number k¸d ∈ H into two complex
numbers k
(ı)
d,1 ∈ C and k(ı)d,2 ∈ C.
k¸d = k
(ı)
d,1 + k
(ı)
d,2µ¸⊥ (2.27)
1This is a special result of Theorem 1.2. It holds that (h¸z¸)‖µ¸ = h¸‖µ¸z¸‖µ¸ + h¸⊥µ¸z¸⊥µ¸. When z¸ ∈ Cµ¸, it
follows that z¸‖µ¸ = z¸ as wel as z¸⊥µ¸ = 0 and thus (h¸z¸)‖µ¸ = h¸‖µ¸z¸.
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Using Theorem 1.2 the ı-parallel part of the product of a¸d and k¸d can be written in
terms of complex quantities.
(a¸dk¸d)
‖ı = ad,1k
(ı)
d,1 + ad,2µ¸⊥k
(ı)
d,2µ¸⊥
= ad,1k
(ı)
d,1 − ad,2k(ı)d,2
∗
by (A.24) (2.28)
In order to be consistent with (2.14), the complex Jones vector has to exhibit the following
form.
kd =
[
k
(ı)
d,1 −k(ı)d,2
∗]T
(2.29)
2.4.3 Outlook: DoA Estimation Using Spectral MUSIC
The purpose of the system models deﬁned in this chapter is to perform direction of
arrival estimation. In the complex case, we have the well known MUSIC algorithm (see
[14] and [15]) as one possible DoA estimator. We apply this approach in Chapter 5 to
build eﬃcient DoA estimation algorithms.
Moreover, we have transformed the complex-valued system model into the quaternionic
domain. The question arises whether direction ﬁnding approaches such as the MUSIC
estimator may still be used. In case of the MUSIC algorithm, the answer is “yes”. As an
outlook to future research, let us investigate how to apply MUSIC to the signal model
(2.24).
The main observation in this analysis is that the proposed signal model provides complex-
isomorphic quantities at the array output, i.e., Y¸ ‖µ ∈ CM×Nµ¸ . That is, we may treat
them as usual complex numbers.
Y¸ ‖µ¸ = (A¸K¸)‖µ¸ S¸ + N¸‖µ¸ (2.30)
The entries of the symbol matrix S are drawn from Cµ¸ as well. Hence, S behaves like
a complex matrix too. The sample receive covariance matrix R¸ˆY Y =
1
N Y¸
‖µ¸Y¸ ‖µ¸
H
can
therefore be written using a conventional singular value decomposition.
R¸ˆY Y = U¸SΣ¸SU¸
H
S + U¸NΣ¸NU¸
H
N (2.31)
Here, U¸S ∈ CM×Dµ¸ denotes the signal subspace and U¸N ∈ CM×(M−D)µ¸ denotes the noise
subspace.
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According to the MUSIC algorithm the DoAs correspond to the D largest peaks of the
MUSIC spectrum SMU.
SMU =
∥∥∥(a¸k¸)‖µ¸∥∥∥2
2∥∥∥(U¸HNa¸k¸)‖µ¸∥∥∥2
2
(2.32)
The vector a¸ = a¸(ϑ, ϕ) is a quaternion steering vector of the direction (ϑ, ϕ) and k¸ is
a Jones number. To derive (2.32) we used the fact that the elements of U¸N are in Cµ¸.
Hence, it is true that U¸HN (a¸k¸)
‖µ¸ =
(
U¸HNa¸k¸
)‖µ¸
.
What we have shown above is the straightforward extension of the MUSIC scheme to the
proposed signal model. In Chapter 3 we present an array manifold interpolation scheme
that gives rise to more sophisticated direction of arrival estimation algorithms. However,
these are beyond the scope of this thesis.

Chapter 3
Polarimetric Antenna Array
Interpolation
The knowledge of the polarimetric array manifold is essential for real-world direction
of arrival (DoA) estimation. That is, for each output port a pair of beam patterns is
needed. Currently, such antenna characteristics are described by a pair of complex array
steering vectors. These are based on pairs of complex beam patterns for each antenna
element.
To this end, we propose an inherently polarimetric beam pattern description based on
quaternions in Section 2.4. Assuming M as the number of antennas, we have shown that
theM -by-2 matrix of polarimetric array steering vectors can be replaced by a quaternion
vector of lengthM . Additionally, the polarization described by the Jones vector of length
2 turns out to be a quaternion scalar named Jones number.
The Effective Aperture Distribution Function (EADF) has been proven to be a conve-
nient beam pattern interpolation technique (see [16, 17, 18, 19] and [3]). However, two
individual EADFs are needed to describe the complete polarimetric array characteristics.
Hence, we propose a quaternionic version of the EADF [4] that ﬁts the quaternion model
given in Section 2.4.
This chapter is organized as follows: Section 3.1 opens the chapter giving the state of
the art in terms of antenna description and array description. A prerequisite for the
(Quaternion) EADF, the periodiﬁcation of a beam pattern, is reviewed in Section 3.2.
The Quaternion EADF (QEADF) is then introduced in Section 3.3. Afterwards, further
insights are given into the truncated beam pattern (see Section 3.4) and the tapered
beam pattern (see Section 3.5). Moreover, Section 3.7 demonstrates how to interpolate
the array manifold using the QEADF. In Section 3.8 we present some simulations and
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computations that show the performance of the QEADF in terms of reconstruction errors
and truncation. Finally, Section 3.9 draws the conclusions and give some outlook on
further research tasks.
3.1 State of the Art
In Section 2.4 we have introduced a novel concept of considering polarimetry for elec-
tromagnetic plane waves arriving at an antenna element. In this chapter, a novel array
manifold interpolation scheme is introduced. It is based on the proposed quaternionic
system model.
Generally, it has been of concern for many researchers to eﬃciently describe signals and
systems. The fundamentals where laid by Gabor in 1946. He was the ﬁrst to promote the
“complexiﬁcation” of real signals, i.e. analytic signals, using Hilbert transform (see [20])
– although the basic theory was already known from the theory of quantum mechanics.
Since the advent of this theory of complex signals and systems, several attempts have
been done to account for multi-dimensional data. One common approach is to use
tensors [21]. Tensor-based parameter estimation has become a profound research area
since 2001 [22]. Nevertheless, much of the work on tensor-based direction of arrival
estimation presumes special array geometries and/or isotropic sensors.
In parallel, Bulow and Sommer advanced the work of Gabor by extending the Hilbert
transform to higher-dimensional algebras [23]. Their work established a hypercomplex
signal theory. But it was only after nearly a decade that researchers picked up the theory
[24]. Nevertheless, hypercomplex algebras in general became a convenient tool in digital
signal processing (see [25], [26], and [27]).
One special application of hypercomplex algebras are vector sensors. Vector sensors are
composed of three sub-sensors that measure the electric ﬁeld components Ex, Ey, and
Ez as well as three sub-sensors that measure the magnetic ﬁeld components Hx, Hy,
and Hz. These components are the ﬁeld components in x, y, and z orientation. Each
of the electric/magnetic sub-sensors is sensitive for exactly one these ﬁeld components.
It has been common practice to put all six components in a single long vector (see [28]
and [29]). Using hypercomplex algebras it is possible to treat each vector sensor as a
fundamental entity, i.e., a single hypercomplex number. To this end, quaternions (see
[30]) as well as biquaternions (see [31] and [32]) have been applied to obtain a more
natural representation of vector sensor arrays.
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By convention, each element of a vector sensor is sensitive for a single polarization com-
ponent only. However, the same is generally not true for arbitrary antennas. In practice,
even dipoles exhibit a slight sensitivity to polarization components perpendicular to its
orientation. Moreover, due to non-vanishing polarization discrimination and coupling
signals at the array output exhibit a certain degree of correlation. And ﬁnally, antenna
feeding circuits do highly inﬂuence the shape of the antenna characteristics.
Therefore, practical antenna arrays are calibrated in an anechoic chamber by illuminating
each antenna array at various angles and two orthogonal states of polarization. As
a result, one obtains two sampled array manifolds, one for each state of polarization.
However, intermediate points need to be appropriately approximated [33]. Spherical
harmonics [34] as well as the Eﬀective Aperture Distribution Function (EADF) [16]
show good interpolation performance. The basic idea behind the EADF was already
proposed in 1988 [35]. There, the author applied the idea as a part of the near-ﬁeld far-
ﬁeld transformation. Nevertheless, the mentioned interpolation schemes do not provide
an inherent notion of polarization since interpolation is done independently for each state
of polarization.
3.2 2D-Periodic Beam Patterns
In this thesis, we consider the case that the antenna array has been calibrated in an
anechoic chamber using vertically and horizontally polarized waves as described in Sec-
tion 2.2. Alternatively, the calibration data may be computed using an electromagnetic
simulation tool.
Assume each sensor has been sampled on a uniform angular grid of co-elevation −ϑ =
0 . . .∆−ϑ . . . 180◦ and azimuth ϕ = −180◦ . . .∆ϕ . . . (180◦ −∆ϕ), where ∆−ϑ and ∆ϕ are
the step size in co-elevation and azimuth direction, respectively. All measurements are
stored in the quaternion Nϑ-by-Nϕ matrix B¸, where the Nϑ =
180◦
∆−ϑ +1 rows refer to co-
elevation and the Nϕ =
360◦
∆ϕ columns to azimuth. Using the quaternionic beam pattern
b¸(−ϑ, ϕ) as described in Section 2.2.2 the entries of B¸ are deﬁned as follows1:
[B¸]m,n := b¸ ([m− 1]∆−ϑ, [n− 1]∆ϕ− 180◦) (3.1)
Recall that B¸ can be obtained via measurements or via simulations using some electro-
magnetic simulation tool. B¸ stores the sampled beam pattern of an antenna element for
discrete points (−ϑ, ϕ) = ([m− 1]∆−ϑ, [n− 1]∆ϕ− 180◦) on the unit sphere. The azimuth
1Throughout this chapter we use co-elevation −ϑ instead of elevation ϑ. Therefore, the beam pattern
is now written in terms of co-elevation and not in terms of elevation.
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angle ϕ is deﬁned from −180◦ to +180◦. It follows that B¸ is periodic in azimuth, i.e.,
along each row. In Section 3.3 we apply a two-dimensional discrete quaternion Fourier
transform (DQFT) to interpolate oﬀ-grid values of b¸. To this end, we transform the
rows and columns of B¸. Since the DQFT inherently assumes periodic data samples, the
periodicity of B¸ along rows ﬁts well here. However, B¸ is not periodic along its columns
(co-elevation direction). This is due to the co-elevation angle only being deﬁned from
0◦ to 180◦. As a result, we do not transform the raw beam pattern matrix B¸ into the
Fourier domain. Rather, we apply a periodification operation P : HM×N → H(2M−2)×N ,
where N˜ϑ := 2Nϑ − 2, such that P {B¸} is periodic along rows and columns.
In the following, we review how to construct the periodiﬁcation operation P as proposed
in [17]. To this end, recall that B¸ has been sampled on a co-elevation range of −ϑ =
0◦ . . .∆−ϑ . . . 180◦. The idea is to extend this range to −ϑ = 0 . . .∆−ϑ . . . (360◦ − ∆−ϑ).
Therefore, let B¸′ be a quaternionic matrix of size N ′ϑ-by-Nϕ, with N
′
ϑ
:= Nϑ − 2, which
comprises the additional beam pattern samples for a co-elevation range of −ϑ = (180◦ +
∆−ϑ) . . .∆−ϑ . . . (360◦ −∆−ϑ).
[
B¸′
]
m,n
:= b¸ (180◦ +m∆−ϑ, [n− 1]∆ϕ− 180◦) (3.2)
Now, the periodiﬁcation operation P is given by vertically stacking B¸ and B¸′.
P {B¸} :=
[
B¸
B¸′
]
(3.3)
As desired, P {B¸} is an augmented beam pattern matrix that is periodic along its rows
as well as along its columns. More details on this matrix may be found in [19].
Before we go on describing our interpolation scheme, we like to draw the reader’s atten-
tion to (3.2). There, we have used the artiﬁcially extended range of −ϑ. As a result, we
would need to sample the beam pattern on the unit sphere twice. However, notice that
any point deﬁned by a co-elevation/azimuth pair (180◦ +m ·∆−ϑ, ϕ) on the unit sphere
is equivalently described by the pair (180◦ −m ·∆−ϑ, 180◦ + ϕ).
p(180◦ +m ·∆−ϑ, ϕ) = p(180◦ −m ·∆−ϑ, 180◦ + ϕ) by (1.3)
m
(180◦ +m ·∆−ϑ, ϕ) ≡ (180◦ −m ·∆−ϑ, 180◦ + ϕ) (3.4)
Hence, it is virtually not necessary to extend the range of co-elevation.
Nevertheless, the basis vectors eϑ(ϑ, ϕ) and eϕ(ϑ, ϕ) deﬁned in (1.4) and (1.5) behave
somewhat diﬀerently since we are approaching the same point from diﬀerent directions.
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It turns out that the basis vectors get reversed.
e−ϑ(180
◦ +m∆−ϑ, ϕ) = −e−ϑ(180◦ −m∆−ϑ, 180◦ + ϕ) (3.5)
eϕ(180
◦ +m∆−ϑ, ϕ) = −eϕ(180◦ −m∆−ϑ, 180◦ + ϕ) (3.6)
Consequently, using (3.4) we may write (3.2) in terms of standard co-elevation/azimuth
pairs (see also [17]).
[
B¸′
]
m,n
= −b¸ (180◦ −m∆−ϑ, [n− 1]∆ϕ) (3.7)
Notice the ﬂipped sign due to the sign change of the basis vectors in (3.5) and (3.6).
3.3 The Quaternion EADF
As we have seen in Section 2.2, each antenna array element comprises two diﬀerent
complex antenna characteristics (beam patterns) B1 and B2. The standard Eﬀective
Aperture Distribution Function (EADF) as proposed in [17] applies a two-dimensional
Discrete Fourier Transform (DFT) to P {B1} and P {B2} to transform into an aperture
(frequency) domain. As a result, one obtains an easy way of interpolating a beam
pattern using the inverse DFT (IDFT). Furthermore, the IDFT also provides means
to approximate derivatives of beam patterns and to mitigate errors induces during the
calibration process.
Albeit these advantages, the standard EADF has no inherent notion of polarization as
each beam pattern is transformed separately. For that reason we propose a new version of
the EADF that works in the quaternion domain which we shall call Quaternion Eﬀective
Aperture Distribution Function (QEADF).
The QEADF may directly be obtained applying the discrete quaternion Fourier trans-
form (DQFT) presented in Section 1.5.5 to the 2D-periodic quaternion matrix P {B¸}.
However, it is advantageous to put the components corresponding to the zero-frequency
in the center of the Fourier matrices. Hence, the index vectors nϑ =
[
− N˜ϑ
2
...
N˜ϑ
2
−1
]T
and nϕ = [−Nϕ2 ... Nϕ2 −1 ]
T are deﬁned in a shifted manner assuming that Nϕ is even.
Moreover, we deﬁne the Fourier matrices (see [2]) in terms of angles by noting that
2πN˜−1ϑ = ∆−ϑ and 2πN
−1
ϕ = ∆ϕ. By choosing two transformation axes µ¸ϑ ∈ Hpu and
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µ¸ϑ ∈ Hpu the Fourier matrices for the QEADF obtain the following form.
F¸ ϑ :=
1√
N˜ϑ
exp
(−µ¸ϑnϑnTϑ∆−ϑ) (3.8)
F¸ϕ :=
1√
Nϕ
exp
(−µ¸ϕnϕnTϕ∆ϕ) (3.9)
Finally, these are the proposed Quaternion Eﬀective Aperture Distribution Functions
(QEADFs) of a beam pattern B¸ ∈ HNϑ×Nϕ :
E(1)µ¸ϑ,µ¸ϕ {B¸} = F¸ ϑ ·L P {B¸} ·L F¸ϕ (3.10)
E(2)µ¸ϑ,µ¸ϕ {B¸} = F¸ ϑ ·L (P {B¸} ·R F¸ϕ) (3.11)
E(3)µ¸ϑ,µ¸ϕ {B¸} = (F¸ ϑ ·R P {B¸}) ·L F¸ϕ (3.12)
We shall call E(1)µ¸ϑ,µ¸ϕ , E(2)µ¸ϑ,µ¸ϕ , and E(3)µ¸ϑ,µ¸ϕ the two-side QEADF, left QEADF and right
QEADF, respectively.
As a shorthand notation, let us write E¸(ℓ) to indicate the two-side, left-side, and right-
side QEADFs.
E¸(ℓ) := E(ℓ)µ¸ϑ,µ¸ϕ {B¸} (3.13)
For notational convenience we skipped writing the dependency of E¸(ℓ) on µ¸ϑ an µ¸ϕ.
3.4 Truncated QEADF
It is often desirable to truncate the QEADF to a reasonable support area. On the one
hand, the QEADF as well as the EADF is assumed to be corrupted by measurement
artifacts induces while calibrating the antenna. These spurious frequency components
may easily be removed by low-pass ﬁltering. On the other hand, most of the energy is
usually concentrated in low frequency components, whereas high frequency components
are close to zero in magnitude. As a result, if we reduce the size of the (Q)EADF, we
can signiﬁcantly decrease the computational load of direction ﬁnding algorithms. This
is a major advantage and should be exploited in future research.
In order to construct a truncated QEADF, suppose that E¸(ℓ) is some QEADF of size
N˜ϑ-by-Nϕ. A low-pass ﬁltered version E¸
′(ℓ) is obtained by deleting the ﬁrst and last Tϑ
rows as well as the ﬁrst and last Tϕ columns from the QEADF. The resulting matrix
we shall call the truncated QEADF. It is of size N˜ ′ϑ-by-N˜
′
ϕ, where N˜
′
ϑ
:= N˜ϑ − 2Tϑ and
N˜ ′ϕ := Nϕ−2Tϕ. Comparison of the truncated and non-truncated QEADF is done based
on the Frobenius norm.
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η(Tϑ, Tϕ) :=
∥∥∥E¸′(ℓ)(Tϑ, Tϕ)∥∥∥
F∥∥∥E¸(ℓ)∥∥∥
F
(3.14)
In the aperture domain it is desirable to keep most of the energy. Hence, Tϑ and Tϕ
should be chosen as large as possible so that η(Tϑ, Tϕ) is still larger or equal to a de-
sired target value ηd ≤ η(Tϑ, Tϕ). Finding a suitable ηd ≤ η(Tϑ, Tϕ) is not subject
to our investigations. Nevertheless, we illustrate the eﬀect of diﬀerent values for ηd in
Section 3.8.1.
3.5 Tapered QEADF
In Section 3.4 we discussed the truncation of the QEADF to a reasonable support area.
In order to make this support area as small as possible it is desirable to have most of the
energy in the aperture domain located around the zero-frequency.
Due to the beam pattern periodiﬁcation operation P in (3.3) the (Q)EADF tends to be
spread in the transformed co-elevation domain (for instance see Example 3.1). A way
of mitigating this eﬀect is to use window functions. It turns out that window functions
applied in the co-elevation domain help to taper the EADF to a smaller support area.
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Figure 3.1: The figures show the real parts and imaginary parts of a QEADF com-
puted from an omnidirectional element, i.e., b¸(−ϑ, ϕ) = 1. All three
QEADFs are equal since b¸(−ϑ, ϕ) is always real-valued. The transfor-
mation axes are µ¸ϑ = ı. The choice of µ¸ϕ is arbitrary (see (B.23) in
Appendix B.2.1).
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Example 3.1. Consider an omnidirectional antenna element that is only sensitive
for the ﬁrst kind of polarization. Its quaternion beam pattern is b¸(−ϑ, ϕ) = 1. Like-
wise, for the sampled beam pattern we have B¸ = 1Nϑ,Nϕ and for the additional
samples we have B¸′ = −1Nϑ−2,Nϕ . Therefore, the 2D-periodic beam pattern be-
comes:
P {B¸} =
[
1Nϑ,Nϕ
−1Nϑ−2,Nϕ
]
(3.15)
Note that all three QEADF types are equal in this case since the entries of B¸ are
real-valued. According to Section 3.3, the QEADF is composed of a DQFT along
the rows (azimuth) and columns (elevation) of P {B¸}. As for the rows, we are
transforming a constant value which results in a single non-zero value per row. The
transformation along each column leads to a blurred spectrum (see Fig. 3.1). In
Appendix B.2.1, we derive the exact formula for E(ℓ)µ¸ϑ,µ¸ϕ {B¸}.
To this end, let w(−ϑ) : R[0, π] → R be a window function2 in the co-elevation domain.
Using this, let w :=
[
w(0) w(∆−ϑ) . . . w(π)
]T
be the corresponding window vector
of length Nϑ. The tapered QEADF E(ℓ,w)µ¸ϑ,µ¸ϕ is the QEADF of the column-wise windowed
antenna characteristic B¸.
E(ℓ,w)µ¸ϑ,µ¸ϕ {B¸} := E(ℓ)µ¸ϑ,µ¸ϕ
{(
w1TNϕ
)⊙ B¸} (3.16)
Throughout the following sections we drop writing the explicit dependency of the tapered
QEADF on the window function w(−ϑ). That is, we simply write E¸(ℓ)µ¸ϑ,µ¸ϕ (see (3.13)).
Next, we present some window functions w(−ϑ) which we have chosen to test in conjunc-
tion with the QEADF. Special attention has to be given to the fact that some of the
windows have a zero at −ϑ = 0 and −ϑ = π so that interpolation at these points becomes
infeasible.
The ﬁrst and simplest choice is the αsin-th power of the ﬁrst half-wave of a sine function.
wsin(−ϑ) := sinαsin(−ϑ) (3.17)
2Please mind that the window functions used in this work are given in terms of co-elevation angles
rather than in terms of indices. Additionally, −ϑ is measured in radian instead of degree.
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The second window function is the Gaussian window ([36]). Here, the parameter σgauss ∈
(0, 0.5] controls the width of the curve. This function does not vanish in the interval [0, π].
wgauss(−ϑ) := exp
(
2
(σgaussπ)2
[
−ϑ − π
2
]2)
(3.18)
As a third example we chose the Kaiser-Bessel window function ([36]).
wkaiser(−ϑ) := I−10 (αkaiser) · I0
αkaiser ·
√
1−
(
2
Nϑ − 1
Nϑ
−ϑ
π
− 1
)2 (3.19)
I0 denotes the modiﬁed Bessel function of the ﬁrst kind and order zero. The width of
the window is set via the parameter αkaiser ∈ (0,∞). Examples are depicted in Fig. 3.2.
Figure 3.2: Kaiser-Bessel window for different parameters αkaiser
Finally, the last window function is the Hamming (see [36]) window with coeﬃcients
a1 = 0.53836, a2 = 0.46164.
whamming(−ϑ) := a1 − a2 cos(2−ϑ) (3.20)
In section Section 3.8.2, a comparison of the presented window functions is shown using
calibration data of a real antenna array. The comparison is performed in terms of QEADF
compactness and beam pattern interpolation error.
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3.6 Beam Pattern Interpolation
Another main purpose of using the (Q)EADF is to obtain a continuous description of
the antenna characteristics based on discrete measurement samples. This is especially
interesting in direction ﬁnding applications. Here, we need an approximation of the array
manifold, i.e., the vector of continuous beam patterns over all antennas.
The interpolation is done via an inverse Fourier transform using two inverse Fourier
vectors f¸ ϑ(−ϑ) and f¸ϕ(ϕ).
f¸ ϑ(−ϑ) :=
1√
N˜ϑ
exp (µ¸ϑnϑ(−ϑ − 180◦)) (3.21)
f¸ϕ(ϕ) :=
1√
Nϕ
exp (µ¸ϕnϕϕ) (3.22)
Let us skip writing the dependency of f¸ ϑ and f¸ϕ on −ϑ and ϕ, respectively. Approxima-
tions of the quaternion beam pattern b¸(−ϑ, ϕ) at co-elevation −ϑ and azimuth ϕ are given
as follows.
b¸(−ϑ, ϕ) ≈ 1w(−ϑ) · f¸Tϑ ·L E¸(1) ·L f¸ϕ (3.23)
b¸(−ϑ, ϕ) ≈ 1w(−ϑ) ·
(
f¸Tϑ ·L E¸(2)
)
·R f¸ϕ (3.24)
b¸(−ϑ, ϕ) ≈ 1w(−ϑ) · f¸Tϑ ·R
(
E¸(3) ·L f¸Tϕ
)
(3.25)
Equality holds if the sampling theorem has been satisﬁed.
Similar to the EADF the QEADF allows for easy derivative approximation for non-
windowed beam patterns. First, we take the derivatives of the Fourier vectors with
respect to angles.
f¸
(p)
ϑ
:=
∂pf¸ ϑ
∂−ϑp
= M¸pϑ ·L/R f¸ ϑ (3.26)
f¸
(p)
ϕ :=
∂pf¸ ϑ
∂ϕp
= M¸pϕ ·L/R f¸ϕ. (3.27)
The terms M¸pϑ and M¸
p
ϕ denote the p-th matrix power of the matrices M¸ϑ := µ¸ϑ diag (nϑ)
and M¸ϕ := µ¸ϕ diag (nϕ), respectively. The type of multiplication in (3.26) and (3.27)
may be freely selected since the factors commute.
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Next, given a non-tapered QEADF, the following expression approximations the beam
pattern derivatives.
∂p+q b¸(−ϑ, ϕ)
∂−ϑp ∂ϕq
≈ f¸ (p)ϑ
T ·L E¸(1) ·L f¸ (q)ϕ (3.28)
∂p+q b¸(−ϑ, ϕ)
∂−ϑp ∂ϕq
≈
(
f¸
(p)
ϑ
T ·L E¸(2)
)
·R f¸ (q)ϕ (3.29)
∂p+q b¸(−ϑ, ϕ)
∂−ϑp ∂ϕq
≈ f¸ (p)ϑ
T ·R
(
E¸(3) ·L f¸ (q)ϕ
)
(3.30)
In case of a truncated QEADF the terms nϑ, nϕ, and E¸
(ℓ) have to be replaced in each
equation above by n′ϑ :=
[
− N˜
′
ϑ
2
...
N˜′
ϑ
2
−1
]T
, n′ϕ :=
[
− N˜
′
ϕ
2
...
N˜′ϕ
2
−1
]T
, and E¸′(ℓ)(Tϑ, Tϕ),
respectively.
3.7 Array Manifold Interpolation
In (2.19) and (2.20) the quaternion array manifold is described using the array steering
vector a¸ ∈ HM×1 that contains the antenna characteristics of an antenna array with M
sensors. The two-side, left-side, and right-side QEADFs (see (3.23) – (3.25)) may be used
to interpolate a¸ for arbitrary values of azimuth and co-elevation. However, according to
the rules of the vec-operation (see Appendix A.2.3) the left-side and right-side QEADFs
allow for a convenient notation only.
Hence, by applying (1.38) and the properties mentioned above to (3.24) and (3.25) it is
possible to separate the QEADF and the angle-dependent expressions.
b¸(−ϑ, ϕ) ≈ vecT
(
E¸(2)
)
·R (f¸ϕ ⊗L f¸ ϑ) (3.31)
b¸(−ϑ, ϕ) ≈ vecT
(
E¸(3)
)
·L (f¸ϕ ⊗L f¸ ϑ) (3.32)
Suppose we have an antenna array of M elements. Each element is described via its
respective QEADF E¸
(ℓ)
m , with m = 1 . . .M . Furthermore, let G¸
(ℓ) ∈ HM×N˜ϑNϕ contain
the vectorized QEADFs of an antenna array.
G¸(ℓ) :=
[
vec
(
E¸
(ℓ)
1
)
. . . vec
(
E¸
(ℓ)
M
)]T
(3.33)
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Consequently, the array steering vector may be approximated as follows.
a¸ ≈ G¸(2) ·R (f¸ϕ ⊗L f¸ ϑ) (3.34)
a¸ ≈ G¸(3) ·L (f¸ϕ ⊗L f¸ ϑ) (3.35)
Observe that (3.34) and (3.35) provide similar interpolation methods. The expressions
only diﬀer in the type of matrix product between the QEADF G¸(ℓ) and the angular part
f¸ϕ⊗L f¸ ϑ. It is a task of future research to exploit these equivalent manifold descriptions.
Additionally, the quaternionic array steering matrix A¸ :=
[
a¸1 . . . a¸D
]
of D impinging
source signals can be interpolated using the Khatri-Rao product.
A¸ ≈ G¸(2) ·R (Ψ¸ϕ ⋄L Ψ¸ϑ) (3.36)
A¸ ≈ G¸(3) ·L (Ψ¸ϕ ⋄L Ψ¸ϑ) (3.37)
For each direction of arrival deﬁned by the angular pairs (−ϑd, ϕd), the matrices Ψ¸ϑ :=[
f¸ ϑ,1 . . . f¸ ϑ,D
]
and Ψ¸ϕ :=
[
f¸ϕ,1 . . . f¸ϕ,D
]
comprise the inverse Fourier vectors
f¸ ϑ,d := f¸ ϑ(−ϑd, ϕd) and f¸ϕ,d := f¸ϕ(−ϑd, ϕd), respectively.
3.8 Verification
The Quaternion Eﬀective Aperture Distribution Function (QEADF) is a suitable tool for
polarimetric beam pattern interpolation. Therefore, we now study the practical behavior
of the QEADF. To this end, we ﬁrst use simulated data of a circular array. We compare
the QEADF to a sectorized interpolation approach in terms of the mean normalized
weighted reconstruction error. Secondly, we consider antenna elements of a real antenna
array. These elements are analyzed in terms of maximum truncation properties and
weighted reconstruction error.
3.8.1 Simulation
Assuming the sampling theorem has not been violated the QEADF can be used for
interpolation without loss of information. Nevertheless, truncation is often desired to
reduce calibration artifacts or to decrease the computational load for direction ﬁnding
algorithms. Hence, we now analyze the interpolation performance of a simulated dual-
polarimetric uniform circular array (UCA) made of ten dipoles.
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Simulation Setup
Let us consider an ideal dual-polarimetric UCA. The array consists of ﬁve pairs of dipoles.
Half of the dipoles are vertically oriented and half of the dipoles are horizontally oriented.
The setup is depicted in Fig. 3.3. The radius of the antenna array is chosen such that the
spacing between adjacent antenna pairs is λ2 , where λ is the wave length of an impinging
narrow-band signal.
Figure 3.3: A simulated circular array with five vertically oriented dipoles (white)
and five horizontally orientated dipoles (gray) is shown. Each dipole
corresponds to an output port.
Each array sensor is a dipole that is only sensitive to a certain type of polarization. For
that, let b˜m,p(−ϑ, ϕ) ∈ C be the complex-valued response of the m-th sensor to the p-th
polarization component of a wave imping from direction (−ϑ, ϕ).
b˜m,1(−ϑ, ϕ) =
{
sin(−ϑ)eıδr
Tp˜m m is odd
0 m is even
(3.38)
b˜m,2(−ϑ, ϕ) =
{
0 m odd
cos(ϕ− 2πm−15 )eıδr
Tp˜m m even
(3.39)
Here, p˜m is the position vector of the m-th element and δ :=
2π
λ . Choosing µ¸ = ı and
µ¸⊥ = , the equivalent quaternion beam pattern b¸˜m(−ϑ, ϕ) is obtained (see (2.3)).
b¸˜m(−ϑ, ϕ) =
{
bm,1(−ϑ, ϕ) m odd
bm,2(−ϑ, ϕ) m even
(3.40)
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The expression b¸˜m(−ϑ, ϕ) describes a perfect dual-polarimetric UCA of sensors positioned
at p˜m, where m ∈ {1, . . . , 10}. Now consider an imperfect UCA with elements at posi-
tions pm.
pm := p˜m + npos (3.41)
Each sensor is randomly shifted by npos ∼ N
(
0, σ2posI3
)
, where σpos is the standard
deviation. Furthermore, let bm(−ϑ, ϕ) represent the characteristics of the m-th distorted
antenna.
Benchmark Interpolation Scheme
In order to show the performance of the QEADF we use a sectorized interpolation scheme
that is computed in the complex domain. Similar schemes have already been proposed in
the literature (for instance in [37], [38], and [39]). However, to the best of our knowledge
none of these incorporate the polarimetric behavior of an antenna array. Additonally, the
authors usually present a one-dimensional interpolation scheme. Hence, in the following,
we present a simple two-dimensional interpolation scheme that, based on an ideal antenna
array, employs a per-sector interpolation matrix.
For that, let Sϑ and Sϕ denote the number of sectors along co-elevation and azimuth,
respectively. S′ϑ and S
′
ϕ deﬁne the number of measurement points per co-elevation sector
and per azimuth sector, respectively. The complex-valued beam pattern of the m-th
shifted antenna and p-th state of polarization is denoted as Bm,p ∈ CNϑ×Nϕ . We have
Nϑ = SϑS
′
ϑ and Nϕ = SϕS
′
ϕ − 1. Moreover, let B′m,p,sϑ,sϕ ∈ CS
′
ϑ
×S′ϕ contain the
beam patterns of the sϑ-th co-elevation sector and sϕ-th azimuth sector. The equivalent
sectorized beam pattern of the perfect dual-polarized UCA is B˜
′
m,p,sϑ,sϕ
∈ CS′ϑ×S′ϕ .
The benchmark interpolation is based on the sectorized polarimetric array steering ma-
trices A′sϑ,sϕ ∈ C2M×S
′
ϑ
S′ϕ and A˜
′
sϑ,sϕ
∈ C2M×S′ϑS′ϕ .
A′sϑ,sϕ :=

vecT
(
B′1,1,sϑ,sϕ
)
...
vecT
(
B′M,1,sϑ,sϕ
)
vecT
(
B′1,2,sϑ,sϕ
)
...
vecT
(
B′M,2,sϑ,sϕ
)

, (3.42)
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A˜
′
sϑ,sϕ
:=

vecT
(
B˜
′
1,1,sϑ,sϕ
)
...
vecT
(
B˜
′
M,1,sϑ,sϕ
)
vecT
(
B˜
′
1,2,sϑ,sϕ
)
...
vecT
(
B˜
′
M,2,sϑ,sϕ
)

(3.43)
The goal is to ﬁnd interpolation matrices Hsϑ,sϕ ∈ C2M×2M such that the per-sector
weighted normalized reconstruction error e
(N)
sϑ,sϕ(−ϑ) is minimized.
e(N)sϑ,sϕ(−ϑ) :=
∥∥∥(A′sϑ,sϕ −Hsϑ,sϕA˜′sϑ,sϕ)W ′(−ϑsϑ)∥∥∥F∥∥A′sϑ,sϕW ′(−ϑsϑ)∥∥F (3.44)
The weighting matrix W ′(−ϑsϑ) := IS′ϕ ⊗ diag (sin (−ϑsϑ)) is chosen such that it compen-
sates for the inhomogeneous sampling of the array manifolds on the unit sphere. The
vector −ϑsϑ stores the co-elevation values for the sϑ-th co-elevation sector.
The optimal interpolation matrix Hsϑ,sϕ can be found via a least squares solution.
vec (Hsϑ,sϕ) =
((
A˜
′
sϑ,sϕ
W ′(−ϑsϑ)
)T ⊗ I2M)† vec (A′sϑ,sϕW ′(−ϑsϑ)) (3.45)
Equation (3.45) has a unique solution if S′ϑS
′
ϕ ≥ 4M . Additionally, in order to apply the
QEADF we need to enforce that Nϕ = SϕS
′
ϕ − 1 is an even number.
Note that the solution to Hsϑ,sϕ shown in (3.45) is optimal in terms of antenna array
interpolation. Nevertheless, according to [40] there may be choices of Hsϑ,sϕ , such as
reduced rank approaches, that may lead to better results in terms of direction ﬁnding.
Such interpolation schemes take into account possible correlations of the beam pattern
within a sector.
Simulation Results
Our simulations have been performed by applying the truncated left-side QEADF E(2)µ¸ϑ,µ¸ϕ ,
with µ¸ϑ = µ¸ϕ = ı, to the quaternion beam pattern matrix of the shifted array elements.
We varied the truncation ratio ηd ∈ {90.00%, 99.00%, 99.90%, 99.99%} (see (3.14)).
These results are benchmarked against the sector-based interpolation algorithm as de-
scribed above. Therefore, we used Sϑ = 12 and Sϕ = 23 as the number of co-elevation
Chapter 3. Polarimetric Antenna Array Interpolation 46
sectors and azimuth sectors, respectively. The number of co-elevation values per co-
elevation sector is S′ϑ = 5 and the number of azimuth values per azimuth sector is
S′ϕ = 5. This corresponds to a sampling of the array manifold at co-elevation steps of
∆−ϑ ≈ 3.2◦ and azimuth steps of ∆ϕ = 3.0◦
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Figure 3.4: Comparison of a sector-based interpolation scheme (dashed curve) and
interpolation schemes based on left-side QEADF (solid curves)
Fig. 3.4 is the result of Monte-Carlo simulations. It depicts the mean weighted normalized
reconstruction error for diﬀerent values of σpos. It can be observed that the sector-
based interpolation performs well under small positioning errors. However, performance
degradations are present for larger antenna shifts.
As for the left QEADF, it can be seen that the truncation ratio has a major impact
on the reconstruction capabilities. This is due to the low-pass ﬁltering in the aperture
domain. A truncation ratio of ηd = 90.00% shows the worst performance with constant
reconstruction error. Here, important frequency components are cut oﬀ. Nevertheless,
for larger positioning errors the performance degradation of each QEADF is not as large
as for the sector-based approach.
3.8.2 QEADFs of an L-quad Antenna Array
In addition to the simulations presented in Section 3.8.1, let us now present some more
analyses based on measurement data of a real antenna array. The QEADFs of some
Chapter 3. Polarimetric Antenna Array Interpolation 47
None
Sine Gauss
Kaiser
Hamming
8
9
10
11
QEADF: two-side, port: 2
ı, ı
ı, 
ı, k
, 
, k
k, k
(a)
None
Sine Gauss
Kaiser
Hamming
8
9
10
11
QEADF: left, port: 2
ı, ı
ı, 
ı, k
, 
, k
k, k
(b)
None
Sine Gauss
Kaiser
Hamming
8
9
10
11
QEADF: right, port: 2
ı, ı
ı, 
ı, k
, 
, k
k, k
(c)
None
Sine Gauss
Kaiser
Hamming
8
9
10
11
QEADF: two-side, port: 7
ı, ı
ı, 
ı, k
, 
, k
k, k
(d)
None
Sine Gauss
Kaiser
Hamming
8
9
10
11
QEADF: left, port: 7
ı, ı
ı, 
ı, k
, 
, k
k, k
(e)
None
Sine Gauss
Kaiser
Hamming
8
9
10
11
QEADF: right, port: 7
ı, ı
ı, 
ı, k
, 
, k
k, k
(f)
Figure 3.5: Truncation results for the second and last (seventh) port of the L-quad
antenna array depicted in Fig. 1.4. Results are presented as log2(·) of
the number of QEADF entries after truncation. Tapering has been done
along elevation using the window functions presented in Section 3.5 with
parameters αsin = 1.0, σgauss = 0.4, and αkaiser = 3.5. The rows denote
different values µ¸1 and µ¸2 for the Fourier axis. The white crosses indicate
the configurations for each antenna element that result in the smallest
QEADF.
elements are analyzed in terms of maximum possible truncation and in terms of weighted
reconstruction error.
We now investigate the eﬀect of the tapering using the antenna array presented in Sec-
tion 1.6. To this end, we used the window functions given in Section 3.5. Some of the
window functions have a parameter to choose. Due to space limitations we only give re-
sults for parameters that produce small QEADFs on average. Additionally, we only give
results for the second and seventh port of the antenna array. The vertical axis represents
diﬀerent tuples (µ¸1, µ¸2) of the Fourier axis. Moreover, tapering has been applied so that
the ratio given in (3.14) is not less than 99.9 %.
Results are shown in Fig. 3.5. White crosses indicate combinations of window functions
and Fourier axes that resulted in the lowest number of QEADF entries. The ﬁgure
suggests that simple sine window is often a good choice. Nevertheless, in general testing
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Figure 3.6: Weighted reconstruction error of the second and seventh port of the L-
quad antenna (Fig. 1.4). Window functions parameters (Section 3.5):
αsin = 1.0, σgauss = 0.4, and αkaiser = 3.5. The white crosses indicate the
lowest weighted reconstruction error per antenna element.
all combinations of QEADF types, Fourier axes, window functions, and parameters is
necessary to obtain the maximally truncated QEADF for a certain beam pattern.
Besides the number of entries in the QEADF it is also necessary to look at the recon-
struction error. That is, we assume that B¸m ∈ HNϑ×Nϕ is the measured beam pattern
of the m-th antenna element and B¸ˆ ∈ HNϑ×Nϕ denotes the reconstructed beam pattern
obtained by an inverse QEADF (see Section 3.6). Moreover the vector −ϑ of size Nϑ
comprises the co-elevation angles corresponding to the rows of B¸ and B¸ˆ. The samples
provided by B¸ and B¸ˆ are assigned to positions on the unit sphere. Hence, the sampling
is dense near the poles and sparse near the equator. Hence, the sampling is dense near
the poles and sparse near the equator. Similar to the weighting applied in Section 3.8.1
we compensate for this bias via a weighting matrix W (−ϑ) := diag (sin (−ϑ)). Therefore,
the weighted reconstruction error e(ϑ, Bˆ)
e(−ϑ, B¸ˆ) :=
∥∥∥W (−ϑ)⊙ (B¸ − B¸ˆ)∥∥∥
F
(3.46)
Fig. 3.6 shows the results given the same conﬁgurations as in Fig. 3.5. On average, the
sine window and Kaiser window show the best reconstruction performance.
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3.9 Outlook and Conclusions
In this chapter, we proposed an extension of the Eﬀective Aperture Distribution Func-
tion (EADF) which approximate the array manifold in the complex domain. Our pro-
posed extension, the quaternion EADF (QEADF), uses the quaternionic description of
the polarimetric antenna characteristics. Finally, interpolation is provided by the two
dimensional discrete quaternion Fourier transform (DQFT).
The 2D DQFT is computed using exponentials that behave just like complex-valued
rotating phasors. In the complex domain there is an inﬁnite number of such phasors
exp (µ¸ ω) deﬁned by a pure unit quaternion (PUQs) µ¸ and an angle ω. As it is known
from state-of-the-art literature, in the 2D DQFT we have two independent rotating
phasors which may have diﬀerent or equal PUQs. We called these PUQs transformation
axes.
Due to the fact that two quaternion numbers generally do not commute the ordering
of the two phasors and the variables to be transformed is important. That is, three
diﬀerent variations of the DQFT have to be distinguished. These three diﬀerent DQFT
types directly turn into three diﬀerent types of QEADFs.
Additionally, each QEADF’s transformation axes appeared as free parameters. In this
thesis, we have shown that the QEADF type as well as the transformation axes can be
chosen such that both, the QEADF support area as well as the weighted reconstruction
error, are decreased.
Finally, we emphasized on the fact that the left-side QEADF as well as the right-side
QEADF result in a similar array manifold interpolation scheme. Moreover due to the
free choice of the transformation axis one may generate a variety of QEADFs for a single
array element. It should be a task of future research to exploit such degrees of freedom
by incorporating these observations into direction ﬁnding algorithms.

Chapter 4
Intrinsic Direction Finding
Capabilities of Antenna Arrays
In the previous chapters we have discussed a way of describing the antenna array manifold
in a convenient and eﬃcient way. This is a prerequisite for applying eﬃcient algorithms
for direction of arrival (DoA) estimation. The array manifold itself is determined by the
antenna elements, by the array geometry, by all connected RF chains, and by manufac-
turing inaccuracies. As a result, the array manifold is hard to predict and may exhibit
an arbitrary shape. For instance, a uniform linear array may have unpredictable phase
relations among the array elements due to the connected circuitry.
However, it remains a basic task to quantify the applicability of an antenna array to DoA
estimation – irrespective of its manifold’s shape. To this end, we utilize the Cramér-Rao
Lower Bound (CRLB) to analyze the fundamental DoA estimation limits. Our main
focus is to include the polarimetric nature of electromagnetic waves. We highlight three
diﬀerent CRLBs. The ﬁrst one, although widely used in the DoA estimation community,
does not inherently account for polarization. In contrast, the second one incorporates
polarimetric eﬀects but treats the waves’ states of polarization as nuisance parameters.
Finally, the third CRLB regards the states of polarization as desired parameters and
shows their eﬀects on the DoA estimation performance. All of these CRLBs are based
on the theory of constrained CRLBs replacing the conventional matrix inverse by the
Moore-Penrose pseudoinverse.
The chapter is opened by reviewing the basics of the CRLB and its descendants in
Section 4.1. In Section 4.2, we present the state of the art concerning lower bounds
of estimators. This is followed by Section 4.3 in which we establish new and known
bounds from a common framework. Within Section 4.4, we provide insights into how to
incorporate the CRLB in the design process of antenna arrays yielding to more suitable
51
Chapter 4. Intrinsic Direction Finding Capabilities 52
array designs in terms of DoA estimation performance. An outlook and some conclusions
are given in Section 4.5.
4.1 Review on Cramér-Rao Lower Bounds
Given an unbiased estimator the Cramér-Rao Lower Bound provides a lower limit on the
variance of this estimator. Both, Harald Cramér [41] and Calyampudi Radhakrishna Rao
[42], independently laid the foundations for this theory. Moreover, the bound derived
this way is given by the inverse of the Fisher information discovered by Ronald Aylmer
Fisher [43].
The goal of this section is to thoroughly introduce the CRLB as well as its extensions
such as Bayesian Bounds and Constrained CRLBs. After this, we are prepared to apply
the CRLB to direction ﬁnding problems.
4.1.1 The Cramér-Rao Lower Bound
We now shortly describe the fundamentals of the (classical) Cramér-Rao Lower bound
(CRLB). Further details on the derivations may be found in [44, Chapter 2] and [45,
Chapter 8].
Let us consider a general estimation problem where a number of L′y quantities are mea-
sured. Depending on the scenario, such quantities may be anything that can be measured:
currents, voltages, lengths, weights, etc. All of these measured quantities are stored in
a realization vector y′[n] ∈ Υ. Each realization y[n] is taken from a sample space Υ′,
where Υ′ ⊆ CL′y×1.
An experiment may be conducted more than once. Therefore, assume that N realizations
of y′[n] are available, with n = 1, . . . , N . Let y ∈ Υ denote the measurement vector
that comprises all realizations. Moreover, let Υ ⊆ CLy×1 denote the set of all possible
measurement vectors y.
y :=
[
y′T[1] . . . y′T[N ]
]T
(4.1)
Furthermore, the measurements depend on a set of Lθ real-valued parameters denoted
by the vector θ ∈ Θ. We write Θ ⊆ RLθ×1 to denote the space of all possible parameters.
Usually, parameters are quantities that cannot be measured directly, such as temperature,
humidity, or velocity. The fundamental task is to estimate the parameters θ from the
measurements y. This estimation is done by an algorithm which we will refer to as the
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estimator. The estimator, denoted as θˆ, is a mapping from the sample space Υ into
R
Lθ×1. The result of the estimation process is θˆ(y) ∈ RLθ×1. We will refer to this as
the estimate of the true parameter vector θ.
The behavior of the vector y is modeled as a stationary random process. Its probability
density function is pY (y|θ). The value pY (y|θ) denotes the probability density that,
given a ﬁxed set of parameters θ, the vector y is measured.
The only assumption that is made concerning the estimation algorithm is that it has to
be unbiased. That is, the expected value of the estimates θˆ(y) has to be true parameter
vector θ.
Ey|θ
{
θˆ(y)
}
=
∫
Υ
θˆ(y) pY (y|θ) dy
= θ (4.2)
Moreover, let Rθˆθˆ be the covariance matrix of the estimated parameter vector θˆ.
Rθˆθˆ = Ey|θ
{(
θˆ(y)− θ
)(
θˆ(y)− θ
)T}
(4.3)
Example 4.1. Suppose we have a liquid thermometer that we want to calibrate.
That means, we want to draw a vertical axis onto the thermometer in order to map
the thermometer’s column height into temperatures.
For that let h be the height of the thermometer’s column at a temperature T .
We presume a linear dependency for the temperature range of interest, such that
h = mT + h0 + n, where m and h0 are real-valued constants and n is a noise term.
Let us assume that n ∼ N (0, σ2T) is i.i.d zero-mean Gaussian noise with variance
σ2T. In this scenario, calibration means to estimate m and h0 from a number of
measurements. Hence, the parameter vector is θ :=
[
m h0
]T
.
The calibration is performed by dipping the thermometer under test into some liq-
uids of known temperatures. To this end, let Tk be the perfectly known temperature
of the k-th liquid and let hk be the corresponding thermometer’s column height. The
measurement vector is the collection of all column heights y :=
[
h1 . . . hK
]T
.
Moreover, deﬁning
A :=
[
T1 . . . TK
1 . . . 1
]T
(4.4)
Chapter 4. Intrinsic Direction Finding Capabilities 54
the measurement process obtains the form
y = Aθ + n, (4.5)
where n ∼ N (0, σ2TIK) is the measurement noise vector. One possible estima-
tor θˆ(y) of (4.5) is given via the least-squares solution θˆ(y) := A†y. Here, A† =(
ATA
)−1
AT is the Moore-Penrose pseudoinverse assuming ATA is invertible. Ad-
ditionally, the unbiasedness of θˆ(y) becomes evident from the following computation.
Ey|θ
{
θˆ(y)
}
= Ey|θ
{(
ATA
)−1
AT (Aθ + n)
}
= θ + Ey|θ
{(
ATA
)−1
ATn
}
︸ ︷︷ ︸
=0
(4.6)
At this point, we take a step back by assuming that the we do not get the estimates θˆ(y)
from an estimator. We rather assume that we have some kind of “generalized estimator”
gˆ. This type of estimator can be any function that maps a measurement vector y into
a real-valued vector of some length Lg, i.e., gˆ : Υ→ RLg×1. The result is a vector gˆ(y).
The only condition is that the expected value of gˆ(θ), denoted as g, shall be a ﬁxed
function of the parameter vector θ, i.e., g : Θ→ RLg×1.
Ey|θ{gˆ(y)} =
∫
Υ
g(y) pY (y|θ) dy
= g(θ) (4.7)
The function g(θ) may return the parameter vector θ in which case it directly solves the
inverse problem. In general, g(θ) can be any function of θ. Therefore, g(θ) may return
any compound values based on the parameter vector θ. Please note that the length Lg
of the vectors g and gˆ may possibly diﬀer from the length Lθ of the vectors θ and θˆ.
Example 4.2. Consider the setup described in Example 4.1. However, this time
we do not want to estimate m and h0 directly. Suppose, for some reason, we are
interested in linear combinations g(θ) := Tθ, where T ∈ RLT×2 is some predeﬁned
matrix. Therefore, a suitable estimator would be gˆ := TA†y. For this estimator it
holds that Ey|θ{gˆ(y)} = g(θ).
The Cramér-Rao bound is based on the sensitivity of the output data y with respect to
the parameter vector θ. This is accounted for by the score function sY (y|θ) deﬁned as
the gradient of the log-likelihood function.
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s(y|θ) := ∂ln (pY (y|θ))
∂θ
=
∂pY (y|θ)
∂θ
· 1
pY (y|θ) (4.8)
It can be observed that the expected value of sY (y|θ) vanishes.
Ey|θ{s(y|θ)} =
∫
Υ
∂pY (y|θ)
∂θ
· 1
pY (y|θ) · pY (y|θ)dy
=
∂
∂θ
∫
Υ
pY (y|θ)dy
= 0Lθ,1 (4.9)
Let us continue by investigating the following three covariance matrices. For the sake of
a shorter notation we skip writing the dependency of gˆ on y and the dependency of s
on y and θ.
Rss := Ey|θ
{
(s− E {s}) (s− E {s})T
}
= Ey|θ
{
ss
T
}
by (4.9) (4.10)
Rgˆgˆ := Ey|θ
{
(gˆ − g(θ)) (gˆ − g(θ))T
}
= Ey|θ
{
gˆgˆT
}
− g(θ)gT(θ) (4.11)
Rgˆs := Ey|θ
{
(gˆ − g(θ)) (s− E {s})T
}
=
∂g(θ)
∂θT
(4.12)
The covariance matrix Rss is often called Fisher’s information matrix (see [45, Section
8.2.3]). Additionally, it turns out that Rgˆs is the Jacobi matrix of g(θ). The proof is
given in Appendix B.3.1.
The following Theorem 4.1 is an extension of the Cauchy-Schwarz inequality for the
matrix case originally presented in [46]. This theorem comes in handy to derive the
Cramér-Rao lower bound for the multivariate estimation problem.
Theorem 4.1. Let x ∈ CMx×1 and y ∈ CMy×1 be two random vectors. Further-
more, let Rxx := E
{
xxH
}
, Ryy := E
{
yyH
}
, and Rxy := E
{
xyH
}
be the associated
correlation and cross-correlation matrices, respectively. The Cauchy-Schwarz matrix
inequality states that the matrix Rxx −RxyR−1yyRyx is positive semidefinite.
Rxx −RxyR−1yyRyx  0 (4.13)
Proof: see Appendix B.3.2
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Theorem 4.1 provides a matrix bound on the covariance matrix Rgˆgˆ.
Rgˆgˆ  RgˆsR−1ss Rsgˆ (4.14)
At this point, let us discuss two special forms of (4.14).
The Multivariate Cramér-Rao Lower Bound
When setting gˆ(y) = θˆ(y) and g(θ) = θ in (4.7), we obtain the unbiased estimator as
shown in (4.2). In this case, Rgˆs is the identity matrix.
Rgˆs =
∂g(θ)
∂θT
=
∂θ
∂θT
= ILθ (4.15)
Moreover, under these assumptions Rgˆgˆ is the same as the covariance matrix Rθˆθˆ. If we
apply these facts to (4.14), we end up at what is commonly referred to as the Cramér-Rao
Lower Bound for the multivariate case.
Rθˆθˆ  R−1ss (4.16)
Instead of R−1
ss
we shall use the notation ΣCR in the subsequent sections to refer to the
CRLB.
Rθˆθˆ  ΣCR (4.17)
Example 4.3. The CRLB for the calibration problem described in Example 4.1
can be computed as follows: Consider the Gaussian-distributed measurement vector
y ∼ N (Aθ, σ2TIK) and its probability density function
pY (y|θ) =
(
2πσ2T
)−K · exp(0.5σ−2T · ‖y −Aθ‖22) . (4.18)
Hence, the score function becomes
s(y|θ) = ∂ln (pY (y|θ))
∂θ
= σ−2T ·
(
ATAθ −ATy) . (4.19)
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After some straightforward computations, the Fisher information matrix is obtained:
Rss = Ey|θ
{
ss
T
}
= σ−2T A
TA =
K
σ2T
·
[
T 2 T
T 1
]
, (4.20)
where T 2 := 1K
∑K
k=1 T
2
k and T :=
1
K
∑K
k=1 Tk. Given that A
TA is invertible, we
obtain the CRLB as ΣCR = R
−1
ss
. A more detailed investigation of this example is
presented in Appendix B.3.3.
The Single-Parameter Cramér-Rao Lower Bound
Another notable feature of the function g is that it can be used to extract a certain
parameter θℓ of θ, where ℓ ∈ [1, Lθ]. In this case, we get scalar functions gˆ(y) = θˆℓ and
g(θ) = θℓ with covariance vector rgˆs.
rgˆs =
∂g(θ)
∂θ
=
∂θℓ
∂θ
= eLθ,ℓ (4.21)
The pinning vector eLθ,ℓ refers to the ℓ-th column of the identity matrix ILθ . In addition,
the covariance matrix Rgˆgˆ reduces to a scalar quantity σ
2
θℓ
which is the mean squared
error (MSE) of the ℓ-th parameter.
Finally, applying (4.21) to (4.14) gives the following result.
σ2θℓ ≥ eTLθ,ℓR−1ss eLθ,ℓ (4.22)
Or equivalently:
σ2θℓ ≥ [ΣCR]ℓ,ℓ =
[
R−1
ss
]
ℓ,ℓ
. (4.23)
Equation (4.23) refers to the problem of estimating a single parameter θℓ while treating all
other parameters as nuisance parameters. Under these conditions, the MSE of θˆℓ cannot
be smaller than the ℓ-th element on the main diagonal of Fisher’s inverse information
matrix.
However, the same result is obtained for an estimator that outputs all parameters θ. This
can be seen by noting that (4.17) states that Rθˆθˆ −ΣCR must be positive semideﬁnite.
Hence, for all possible vectors v ∈ RLθ×1, it is a fact that vT (Rθˆθˆ −ΣCR)v ≥ 0. Now,
if we choose v = eLθ,ℓ, the same inequality as in (4.23) is obtained.
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As a consequence, the main diagonal entries of ΣCR directly provide a lower bound on
the minimal possible mean squared error of each parameter using an unbiased estimator.
Regularity Conditions
In the course of the following sections we will review extension of the classical CRLB
presented above. However, before that, we would like to point out that the CRLB
depends on a number of regularity conditions.
1. The score function s(y|θ) introduced in (4.8) implies that for all y ∈ Υ the prob-
ability density function pY (y|θ) > 0 does not vanish and that the derivative of
pY (y|θ) with respect to θ exists and is ﬁnite.
2. The proof for Rgˆs =
∂g(θ)
∂θT
(see Appendix B.3.1) requires that the integration and
diﬀerentiation in ∫
Υ
gˆ(y)
∂pY (y|θ)
∂θT
dy (4.24)
can be interchanged to
∂
∂θT
∫
Υ
gˆ(y) pY (y|θ) dy. (4.25)
3. There are cases, such as the CRLB for Gaussian random processes reviewed in
Section 4.1.4, where it is beneﬁcial to rewrite the Fisher information matrix using
second derivatives.
Rss = Ey|θ
{
ss
T
}
= −Ey|θ
{
∂
∂θ
(
∂ln (pY (y|θ))
∂θT
)}
by (A.46) (4.26)
However, this is only true if the integration and the second derivatives∫
Υ
gˆℓ(y)
∂
∂θ
(
∂pY (y|θ)
∂θT
)
dy (4.27)
can be interchanged to
∂
∂θ
(
∂
∂θT
∫
Υ
gˆℓ(y) pY (y|θ) dy
)
, (4.28)
where gˆℓ(y) is the ℓ-th entry of the estimator gˆ(y).
.
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4.1.2 Dealing with a Singular Fisher Information Matrix
According to (4.17) there only exists a ﬁnite CRLB if Fisher’s information matrix (FIM)
Rss is not singular. However, with increasing number of unknown parameters the FIM
is more likely to become singular. In such cases, no estimator with ﬁnite variance exists.
The Constrained CRLB
A way to circumvent the problem of a singular FIM is to pose a number of constraints
on the parameter vector θ. The resulting Constrained CRLB was ﬁrst published in its
general form by Stoica and Ng in [47]. In the following, this is reviewed brieﬂy.
Consider an estimation problem with gˆ(y) = θˆ, where θˆ is an unbiased estimate of
the true parameter vector θ. Furthermore, the estimated parameters θˆ are required to
meet the homogeneous constraints f(θˆ) = 0LC,1, where f : R
Lθ×1 → RLC×1 is a vector
function and LC ≤ Lθ. The constraints must be consistent, which means that set of
feasible true parameter vectors {θ|f(θ) = 0LC,1} must not be empty. Additionally, the
constraints are not allowed to be redundant. For that, we require the Jacobian F (θ) to
have full row rank.
F (θ) :=
∂f(θ)
∂θT
(4.29)
Now, let UN(θ) ∈ RLϑ×(Lθ−LC) denote a matrix whose column vectors span a basis
for the nullspace of F (θ). In other words: F (θ)UN(θ) = 0LC,Lθ−LC . For notational
convenience, we shall omit writing the dependency of UN on θ.
As shown in [47], the term
Σ
(c)
CR := UN
(
UTNRssUN
)−1
UTN (4.30)
serves as a lower bound for the constrained estimation problem.
Rθˆθˆ  Σ
(c)
CR (4.31)
We shall call (4.31) the Constrained CRLB. Apparently, this bound does only exist if
UTNRssUN is non-singular.
Using the Moore-Penrose Pseudoinverse
There are cases in which we need to calculate CRLBs even though the FIM is singular
or near-singular (see Section 4.4). In such cases, (4.31) provides a last resort. However,
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we are now asked to ﬁnd suitable constraints f(θ). In his PhD thesis [48], Moore Jr.
gives several examples such as constant modulus signals and semiblind signal estimation.
Nevertheless, all of these constraints require prior knowledge about the estimated param-
eters. In this thesis, we do not assume such information to be available. Therefore, we
resort to a solution presented by Li and Yeh in [49].
Consider the singular value decomposition of Rss.
Rss =
[
U
(s)
S U
(s)
N
] [
Σ
(s)
S
0
]U (s)S T
U
(s)
N
T
 (4.32)
Now, choose the constraint function as follows assuming C is some constant.
f(θ) = U
(s)
N
T
θ +C (4.33)
We know that UN in (4.30) has to provide a basis for the orthogonal complement of the
range space of ∂f(θ)
∂θT
. Therefore we have UN = U
(s)
S which is plugged into (4.30).
Σ
(c)
CR = U
(s)
S
(
U
(s)
S
T
RssU
(s)
S
)−1
U
(s)
S
T
= R†
ss
(4.34)
Li and Yeh showed that, given certain conditions, there is an equivalent constraint func-
tion that is implicitly fulﬁlled if we replace in (4.17) the inverse by the Moore-Penrose
pseudoinverse. Moreover, it is proved by the authors that the Moore-Penrose pseudoin-
verse corresponds to the minimum of all variances over all possible constraint functions.
Hence, in this thesis, we apply the Moore-Penrose pseudoinverse to obtain ﬁnite variances
even in case of singular FIM.
Example 4.4. Recall the FIM Rss provided by Example 4.3 in (4.20):
Rss =
K
σ2T
·
[
T 2 T
T 1
]
, (4.35)
with T 2 := 1K
∑K
k=1 T
2
k and T :=
1
K
∑K
k=1 Tk. Now, consider the case that we are
only able to calibrate the thermometer at one single temperature T , i.e., Tk = T for
all k. In this case, Rss has rank 1 since T 2 = T
2 and T = T . Hence, Rss can be
written as
Rss =
K
σ2T
·
[
T 2 T
T 1
]
=
K
σ2T
· ttT, (4.36)
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where t :=
[
T 1
]T
. From this, we obtain the singular value decomposition of Rss.
Rss =
[
u
(s)
S u
(s)
N
] Kσ2T ‖t‖22
0
u(s)S T
u
(s)
N
T
 (4.37)
The singular vectors are u
(s)
S = ‖t‖−12 · t and u(s)N = ‖t‖−12 ·
[
−1 T
]T
. Using (4.34)
the minimum variance Constrained CRLB is obtained.
Σ
(c)
CR = R
†
ss
=
σ2T
K
· 1
(T 2 + 1)2
·
[
T 2 T
T 1
]
(4.38)
The constraint f(θ) = 0 under which Σ
(c)
CR represents the Constrained CRLB is
f(θ) = 0 = u
(s)
N
T
θ + C by (4.33)
= ‖t‖−12 (−m+ h0T ) + C
= −m+ h0T + C ′, (4.39)
with C and C ′ being some constants.
4.1.3 Bayesian Bounds
In (4.10) we deﬁned Fisher’s information matrix as an expected value over all possible
measurement vectors y. Hence, it is independent of the measurement vector y. But
in general, it still depends on the real parameter vector θ. However, in Section 4.4, we
want to have a single ﬁgure of merit (a real-valued scalar number) for a certain estimation
problem.
In practice, not all parameter combinations θ are equally likely. Hence, let pΘ(θ) be the
probability density for a certain parameter vector to occur. Additionally, we write Θ to
denote the space of possible parameters θ.
The Mean Cramér-Rao Lower Bound
As a ﬁrst approach to account for the prior pΘ(θ), let us take the expectation of the
CRLB (4.14) with respect to the parameter vector θ.
Rgˆgˆ  RgˆsR−1ss Rsgˆ ⇒ Eθ{Rgˆgˆ}  Eθ
{
RgˆsR
−1
ss
Rsgˆ
}
(4.40)
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Accordingly, if we set gˆ(y) = θˆ(y) and g(θ) = θ as in the classical CRLB shown in
(4.17), we obtain:
Rθˆθˆ  ΣCR ⇒ Eθ
{
Rθˆθˆ
}  Eθ{ΣCR} (4.41)
In the following, let us denote Eθ{Rgˆgˆ} and Eθ
{
Rθˆθˆ
}
as Rgˆgˆ and Rθˆθˆ, respectively.
Additionally, we shall refer to ΣMCR as the Mean Cramér-Rao Lower Bound (Mean
CRLB).
ΣMCR := Eθ{ΣCR} (4.42)
Hence, we have the inequality for the Mean CRLB.
Rθˆθˆ  ΣMCR (4.43)
The Bayesian Cramér-Rao Lower Bound
The solution presented above may have the advantage to be easily implementable. In
particular, evaluating the expected value numerically, as we propose later in Section 4.4.2,
makes it straightforward to circumvent the integration. Nevertheless, there is another
solution to the problem which we will shortly review. The approach is called Bayesian
Cramér-Rao Lower Bound (Bayesian CRLB). This bound has been discussed in [45,
Section 8.2.3.2].
The Bayesian CRLB is obtained via a modiﬁcation to the score function (see (4.8)).
sB(y,θ) :=
∂ln (pY,Θ(y,θ))
∂θ
=
∂pY,Θ(y,θ)
∂θ
· 1
pY,Θ(y,θ)
(4.44)
In (4.44) sB(y,θ) is the Bayesian score function and pY,Θ(y,θ) is the joint probability
density function of the output vector y and the parameter vector θ. By the law of
conditional probability distributions, we know that pY,Θ(y,θ) can be decomposed into
the conditional probability density function pY (y|θ) and the marginal probability density
function pY,Θ(y,θ) = pY (y|θ) pΘ(θ).
The score function induced by the a priori knowledge on the distribution of θ is denoted
by sΘ(θ).
sΘ(θ) :=
∂ ln pΘ(θ)
∂θ
(4.45)
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Furthermore let us introduce some more covariance matrices, Rss and RsΘsΘ .
Rss := Eθ{Rss} = Ey,θ
{
s(y|θ)sT(y|θ)} (4.46)
RsΘsΘ := Eθ
{
sΘ(θ)s
T
Θ(θ)
}
(4.47)
Van Trees points out in [45, Section 8.2.3.2] that the Bayesian Fisher information matrix
can be decomposed into the mean Fisher information matrix Rss and into an information
matrix RsΘsΘ that accounts for the a priori knowledge of pΘ(θ). In Appendix B.3.4 we
give details of the proof for the multivariate case.
RsBsB =Rss +RsΘsΘ (4.48)
Additionally, in Appendix B.3.5 we verify that the covariance matrix of the estimator
gˆ(y) and the Bayesian score function sB(y,θ) reduces to the expected value of Rgˆs.
RgˆsB = Eθ{Rgˆs} = Eθ
{
∂g(θ)
∂θT
}
(4.49)
The general Bayesian bound is obtained by applying Theorem 4.1 to the covariance
matrices Rgˆgˆ, RsBsB , and RgˆsB .
Rgˆgˆ  RgˆsBR−1sBsBRsBgˆ (4.50)
Under the assumptions made to derive (4.17), namely gˆ(y) = θˆ(y) and g(θ) = θ, the
Bayesian Cramér Rao Lower Bound (Bayesian CRLB) as proposed in [44] and [45] is
obtained.
ΣBCR :=
(
Rss +RsΘsΘ
)−1
(4.51)
In conclusion, for the mean square error (MSE) of an unbiased estimator with known
distribution of parameters the following result is found.
Rθˆθˆ  ΣBCR (4.52)
Mean CRLB vs. Bayesian CRLB
The two non-conditional bounds presented above render valid bounds on the mean square
error of estimated quantities gˆ(y). Hence, we should ask how they are related to each
other. The answer is given under two diﬀerent conditions that both yield the same result.
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The ﬁrst condition constitutes that pΘ(θ) is a constant with respect to θ.
∂pΘ(θ)
∂θ
= 0Lθ,1 (4.53)
This implies that the score function sΘ(θ) vanishes due to the a priori knowledge.
As a second condition suppose that the number N of independent measurements is large.
In this case, let pY (y|θ) :=
∏N
n=1 pY ′(y
′[n]|θ) be the conditional probability density
function of y on each single measurement y′[n]. The Bayesian score function yields:
sB(y,θ) :=
∂ln (pY,Θ(y,θ))
∂θ
:=
∂
∂θ
N∑
n=1
ln
(
pY ′(y
′[n]|θ))+ ∂ln (pΘ(θ))
∂θ
(4.54)
If N becomes large we may neglect the second addend on the right-hand side.
sB(y,θ) ≈ ∂
∂θ
N∑
n=1
ln
(
pY ′(y
′[n]|θ)) (4.55)
That is, we assume sB(y,θ) ≈ s(y|θ), which implies RsBsB ≈ Rss.
Theorem 4.2. Let L, M , and N denote some positive integers. Furthermore, let
A : RL×1 → CM×N denote a matrix function that maps the real random vector
x ∈ RL×1 to a complex-valued matrix. If A(x) is real, symmetric, and positive
definite, the following statement is true.
Ex
{
A−1(x)
}  E−1x {A(x)} (4.56)
Proof: The proof is based on Jensen’s inequality [50]. Details may be found in [51].
Under either of the assumptions, (4.53) or (4.55), and by employing Theorem 4.2 the
following matrix relation holds (also to be found in [52, Section 1.1.2]):
Rθˆθˆ  ΣMCR  ΣBCR (4.57)
Notice that in general we cannot replace the inverse by the Moore-Penrose pseudoinverse
in Theorem 4.2. Hence, the conditional FIM Rss as well as the Bayesian FIM Rss must
not be singular. However, since Rss is the expected value of Rss, Rss is much more likely
to be non-singular than the conditional FIM Rss.
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Nevertheless, (4.57) justiﬁes the use of the Mean CRLB for problems that have a large
number of trials or where pΘ(θ) does not actually depend θ. That is, in these cases the
Mean CRLB leads to a tighter bound than the Bayesian CRLB.
4.1.4 The CRLB for Gaussian Random Processes
So far all derivations have been conducted without considering a special probability den-
sity function pY (y|θ). Now, we narrow things down by considering a Gaussian random
process.
General CRLB for Gaussian Random Processes
In order to derive a CRLB for Gaussian random processes let yd(θ) be the deterministic
part of y and let yr(θ) be the zero mean Gaussian random part of y.
y(θ) = yd(θ) + yr(θ) (4.58)
Hence, the measurement vector is Gaussian as well.
y(θ) ∼ CN (yd(θ),Ryy(θ)) (4.59)
The mean Ey|θ{y(θ)} = yd(θ) is a function of the parameter vector θ. Likewise, the
covariance matrix Ryy(θ) = Ryryr(θ) = E
{
yry
H
r
}
is a function of θ too.
Therefore, the random process y is completely described by θ and the Gaussian proba-
bility density function pY (y|yd,Ryy).
pY (y|yd,Ryy) =
[
(2π)L det (Ryy)
]−1/2
exp
(
−12 (y − yd)HR−1yy (y − yd)
)
(4.60)
For notational convenience we skip writing dependencies of θ at times. Dropping constant
terms the log-likelihood function LY (y|yd,Ryy) of (4.60) becomes:
LY (y|yd,Ryy) = − ln det (Ryy)− (y − yd)HR−1yy (y − yd) (4.61)
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Using (4.61), it is possible to derive Fisher’s information matrix Rss. To this end, we
point out the following fact:
Rss = Ey|θ
{
ss
T
}
= Ey|θ
{
∂ln (pY (y|θ))
∂θ
· ∂ln (pY (y|θ))
∂θT
}
= −Ey|θ
{
∂
∂θ
(
∂ln (pY (y|θ))
∂θT
)}
by (A.46) (4.62)
Finally, by using (4.62) and applying identity (A.45) it is possible to derive the general
form of the multivariate Cramér-Rao Lower Bound in case of Gaussian random processes.
[
Σ
−1
CRB
]
i,j
= tr
(
R−1yy
∂Ryy
∂θi
R−1yy
∂Ryy
∂θj
)
+ 2ℜ
(
∂yHd
∂θi
R−1yy
∂yd
∂θj
)
(4.63)
A full derivation of (4.63) is presented in [45, Section 8.2.3.1].
Determinstic and Stochastic CRLB
According to (4.58) the measurement vector may be decomposed into a deterministic
part yd(θ) as well as a random part yr(θ). In general one may distinguish two special
cases. In the ﬁrst case the output vector is considered to be completely random with
zero mean. That is, the derivative with respect to yd vanishes and (4.63) reduces to the
ﬁrst summand.
[
Σ
−1
CRB
]
i,j
= tr
(
R−1yy
∂Ryy
∂θi
R−1yy
∂Ryy
∂θj
)
(4.64)
This model is often referred to as the Stochastic CRLB or Unconditional CRLB under
Gaussian distribution (see [53]).
In contrast, it may also happen that the covariance matrix Ryy is not a function of the
parameter vector θ. Then, (4.63) boils down to the second summand.
ΣCRB = 0.5 ℜ−1
(
∂yHd
∂θ
R−1yy
∂yd
∂θT
)
(4.65)
Since (4.65) contains the deterministic part of the measurement vector, it is usually
called the Deterministic CRLB or Conditional CRLB. However, as pointed out in [53]
the Deterministic CRLB still refers to a random process y.
We concentrate on the Deterministic CRLB in this thesis. Nevertheless, the Stochas-
tic CRLB is suitable in many applications and sometimes allows for easier closed-form
expressions (see [54] and [55]).
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4.2 State of The Art
In this chapter, we are studying one speciﬁc class of lower bounds on unbiased estima-
tors, called Cramér-Rao Lower Bounds (CRLBs, see [41] and [42]). However, the CRLB
is only valid under certain conditions. Hence, there are cases in which the CRLB does
not properly reﬂect the behavior of unbiased estimators: In a low signal-to-noise ratio
(SNR) regime and in case of a small number of observations we encounter a severe in-
crease concerning the mean squared error (MSE) of estimators, e.g., maximum likelihood
estimator. Unfortunately in such situations, the CRLB does not reﬂect the estimators’
behavior anymore since the unbiasedness assumption is violated.
To this end, several other bounds have been investigated which also establish a lower
limit on the MSE of estimators. These bounds may be divided into deterministic bounds
as well as into Bayesian bounds.
Amongst the deterministic bounds we have prominent examples like the Bhattacharyya
bound (see [56], [57], and [58]). Versions of the Bhattacharyya bound exist that are free
of regularity assumptions (see [59]). Likewise, the Chapman-Robbins bound [60] comes
without regularity assumptions at a cost of being harder to derive. Moreover there is
a variety of other deterministic bounds such as the Barankin bound (see [61], [62], and
[63]) and the Abel bound (see [64]).
Concerning Bayesian bounds, there exists a zoo of diﬀerent bounds. Amongst these are
the modiﬁed Baysian CRLBs (see [65] and [66]). Moreover, the Ziv-Zakaï bound (see
[67]) and Weiss-Weinstein (see [68]) render well known examples of Bayesian bounds.
Additionally, we have the Bellini-Tartara bound (see [69]) which belongs to the family
of Ziv-Zakaï bounds. Likewise there is a type of bounds which belongs to the Weiss-
Weinstein family. One important example is the Bobrovsky-Zakaï bound [70]. In “A
Fresh Look at the Bayesian Bounds of the Weiss-Weinstein Family” [71] Renaux et al.
give a concise overview on the Weiss-Weinstein family. Besides this, the authors present
a set of functions that can be used to construct Bayesian bounds for which the Weiss-
Weinstein bound as well as the Bayesian CRLB are special cases.
4.3 CRLBs for Direction of Arrival Estimation
In this section, we analyze Deterministic Cramér-Rao Lower Bounds suitable for the
direction of arrival estimation problem. These bounds as well as their reduced forms
have been presented in [5]. We begin by presenting the general CRLB expression for
DoA estimation. This is followed by an analysis of a commonly used CRLB that does
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not fully account for the polarimetric nature of electromagnetic waves. After that, a
polarimetric CRLB is introduced which has already been used in the literature for an-
tenna array evaluation. Based on this, we derive a simpliﬁed model which renders the
computation of desired covariances more tractable. Finally, a CRLB is presented that
presumes elliptically polarized wave fronts. Results are presented in terms of several
sample CRLBs using diﬀerent coordinate systems.
4.3.1 Preliminaries
In Section 4.3.2, Section 4.3.3, and Section 4.3.4, we analyze Cramér-Rao Lower Bounds
(CRLBs) suitable for direction of arrival (DoA) estimation. To this end, we develop
diﬀerent reception models and introduce assumptions that apply to the respective models.
The current section provides mathematical expressions needed to derive the diﬀerent
RLBs.
The reception models presented in Section 4.3.2, in Section 4.3.3, and in Section 4.3.4
are based on the equivalent reception models (2.14) and (2.18). The entries of the noise
matrix N ∈ CM×N are assumed to be independently and identically distributed sam-
ples from a complex-valued Gaussian distribution with zero mean and known covariance
matrix Rnn = σ
2IM .
Y =
D∑
d=1
Adkds
T
d +N by (2.14)
= AKS +N by (2.18) (4.66)
The M -by-N receive matrix Y =
[
y′[1] . . . y′[N ]
]
comprises all vectors y′[t] received
at time instant t. The full receive vector is formed by stacking all the receive vectors
below each other (see also (4.1)).
y = vec (Y )
=
D∑
d=1
sd ⊗ (Adkd) + vec (N) (4.67)
Based on the respective models, three diﬀerent CRLBs are presented. Since we employ
a Gaussian model with constant noise covariance matrix, the resulting CRLBs is based
on the Deterministic Cramér-Rao Lower Bound reviewed in (4.65).
ΣCR = 0.5σ
2 ℜ−1(DHD) (4.68)
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Here, the matrix D, with
D :=
∂y
∂θT
, (4.69)
comprises the derivatives of y with respect to the parameter vector θ. Additionally, let
us decompose the parameter vector θ =
[
θTw θ
T
u
]T
into a vector of wanted parameters
θw as well as into a vector of unwanted parameters θu. Consequently we also partition
the matrix of derivatives as follows
D :=
[
Dw Du
]
(4.70)
Dw :=
∂y
∂θTw
(4.71)
Du :=
∂y
∂θTu
(4.72)
In each of the reception models used later on, the direction of arrival (ϑd, ϕd) of the
d-th source, with d = 1, . . . , D, will be part of the vector of wanted parameters θw.
To this end, let θϑ :=
[
ϑ1 . . . ϑD
]T
be the vector of elevation values and let θϕ :=[
ϕ1 . . . ϕD
]T
be the vector of azimuth values. Additionally, consider the following
derivatives of the polarimetric array steering vectors.
A
(ϑ)
d :=
[
∂a1(ϑ,ϕ)
∂ϑ
∣∣∣ϑ=ϑd,
ϕ=ϕd
∂a2(ϑ,ϕ)
∂ϑ
∣∣∣ϑ=ϑd,
ϕ=ϕd
]
by (2.12) (4.73)
A
(ϕ)
d :=
[
∂a1(ϑ,ϕ)
∂ϕ
∣∣∣ϑ=ϑd,
ϕ=ϕd
∂a2(ϑ,ϕ)
∂ϕ
∣∣∣ϑ=ϑd,
ϕ=ϕd
]
by (2.12) (4.74)
Let A(ϑ) and A(ϕ) store the derivatives of the polarimetric array steering matrix.
A(ϑ) =
[
A
(ϑ)
1 . . . A
(ϑ)
D
]
(4.75)
A(ϕ) =
[
A
(ϕ)
1 . . . A
(ϕ)
D
]
(4.76)
Now, let sd[t] = [S]d,t denote the t-th snapshot of the d-th wave front. It turns out
that the derivatives of y with respect to elevation and azimuth can each be written as a
Khatri-Rao product.
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∂y
∂θTϑ
=

A
(ϑ)
1 k1s1[1] . . . A
(ϑ)
D kDsD[1]
...
. . .
...
A
(ϑ)
1 k1s1[N ] . . . A
(ϑ)
D kDsD[N ]
 = ST ⋄ (A(ϑ)K) (4.77)
∂y
∂θTϕ
=

A
(ϕ)
1 k1s1[1] . . . A
(ϕ)
D kDsD[1]
...
. . .
...
A
(ϕ)
1 k1s1[N ] . . . A
(ϕ)
D kDsD[N ]
 = ST ⋄ (A(ϕ)K) (4.78)
One of the CRLBs presented below includes polarimetric parameters as wanted param-
eters. As the most general case, we exemplarily consider elliptically polarized waves as
described in (2.15).
kd,ell =
[
cos(αd) sin(αd)e
φd
]T
by (2.15) (4.79)
Likewise, we need the derivatives of each Jones vector.
k
(α)
d,ell :=
∂kell(α, φ)
∂α
∣∣∣∣ϑ=αd,
ϕ=φd
=
[
− sin(αd) cos(αd)eφd
]T
(4.80)
k
(φ)
d,ell :=
∂kell(α, φ)
∂φ
∣∣∣∣ϑ=αd,
ϕ=φd
=
[
0  sin(αd)e
φd
]T
(4.81)
Additionally, let us deﬁne the block-diagonal matrices Kell, K
(α)
ell , and K
(φ)
ell .
Kell := bdiag (k1,ell, . . . ,kD,ell) (4.82)
K
(α)
ell := bdiag
(
k
(α)
1,ell, . . . ,k
(α)
D,ell
)
(4.83)
K
(φ)
ell := bdiag
(
k
(φ)
1,ell, . . . ,k
(φ)
D,ell
)
(4.84)
The derivatives of y with respect to the polarimetric parameter θα :=
[
α1 . . . αD
]T
and θφ :=
[
φ1 . . . φD
]T
can be written as a Khatri-Rao product too.
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∂y
∂θTα
=

A1k
(α)
1,ells1[1] . . . ADk
(α)
D,ellsD[1]
...
. . .
...
A1k
(α)
1,ells1[N ] . . . ADk
(α)
D,ellsD[N ]
 = ST ⋄ (AK(α)) (4.85)
∂y
∂θTφ
=

A1k
(φ)
1,ells1[1] . . . ADk
(φ)
D,ellsD[1]
...
. . .
...
A1k
(φ)
1,ells1[N ] . . . ADk
(φ)
D,ellsD[N ]
 = ST ⋄ (AK(φ)) (4.86)
As deﬁned above, the parameters of the DoA estimation problem can be divided into
two disjoint sets, the set of desired parameters and the set of undesired parameters.
Throughout the subsequent sections, we depict how to construct reduced CRLBs that
provide information about desired parameters only. To this end, Theorem 4.3 plays an
important role.
Theorem 4.3. Let L ∈ CM×N , Xr ∈ CT×N , and Y ∈ CT×P be three complex-
valued matrices, where r = 1, . . . , R. Additionally, let Xˆ ∈ CMT×NR and Yˆ ∈
C
MT×2MP be two matrices such that Xˆ :=
[
L ⋄X1 . . . L ⋄XR
]
and Yˆ :=[
IM IM
]
⊗ Y . Furthermore, consider the block matrix shown below.
[
ZYY ZYX
ZXY ZXX
]
:= ℜ†
([
Yˆ HYˆ Yˆ HXˆ
XˆHYˆ XˆHXˆ
])
(4.87)
Let X ∈ CT×NR be defined as X :=
[
X1 . . . XR
]
. The NR-by-NR sub-matrix
ZXX, if it exists, can be written in the following form.
ZXX = ℜ†
([
XH
(
IT − Y Y †
)
X
]
⊙ [1R,R ⊗ (LHL)]) (4.88)
Proof: The proof is detailed in Appendix B.3.6.
Now we are ready to deﬁne the three diﬀerent reception models in conjunction with their
respective CRLBs.
4.3.2 Non-Polarimetric Cramér-Rao Lower Bound
The ﬁrst reception model to be examined does not inherently account for polarization.
However, it is still widely used in the DoA estimation community.
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Full Non-Polarimetric CRLB
The ﬁrst CRLB presented below is valid under any of the following conditions.
• The Jones vectors are known in advance.
• The polarimetric array steering vectors are equal, i.e., a1 = a2 in (2.12).
• The impinging wave features no transversal polarization (e.g., sonic wave).
Under these conditions, the components of the Jones vector are not present as model
parameters anymore. Therefore, a simpliﬁed reception model can be derived.
Y =
D∑
d=1
a˜ds
T
d +N
= A˜S +N (4.89)
Here, the Jones vectors kd are absorbed into individual array steering vectors a˜d :=
Adkd, where A˜ :=
[
a˜1 . . . a˜D
]
= AK is the new array steering matrix. In this
reception model, the vector of wanted parameters is given by the angles of all DoAs.
θw :=
[
θTϑ θ
T
ϕ
]T
(4.90)
Dw :=
[
ST ⋄
(
A(ϑ)K
)
ST ⋄
(
A(ϕ)K
)]
(4.91)
As a result of the current reception model, only the entries of the signal matrix S ∈ CD×N
remain as nuisance parameters. Hence, the real parts and imaginary parts of S constitute
the vector of unwanted parameters θu.
θu :=
[
ℜT(vec (S)) ℑT(vec (S))
]T
(4.92)
Du :=
[
IN IN
]
⊗ A˜ (4.93)
The full CRLB matrix ΣCR is then given by (4.68). We shall call this CRLB the non-
polarimetric Deterministic CRLB denoted as Σ
(np)
CR .
Reduced Non-Polarimetric CRLB
Using the CRLB as deﬁned in the last section becomes impractical when the number
of snapshots N is large. This might render the (pseudo-)inversion in (4.68) infeasible.
Additionally, we are not interested in the full CRLB matrix Σ
(np)
CR since this also provides
the variances and covariances of the received signal.
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The solution is to decompose Σ
(np)
CR into several blocks corresponding to the desired
parameters and nuisance parameters.
Σ
(np)
CR =
 Σ(np)CR,γ,γ Σ(np)CR,ϑ,ϕ,γ(
Σ
(np)
CR,ϑ,ϕ,γ
)T
Σ
(np)
CR,ϑ,ϕ
 (4.94)
= 0.5σ2 ℜ†
([
DHuDu D
H
uDw
DHwDu D
H
wDw
])
(4.95)
In this thesis, we are exclusively interested in the submatrix Σ
(np)
CR,ϑ,ϕ. That is, there is
no need for us to perform the entire pseudo-inversion of ℜ (DHD).
Concerning the usual matrix inverse, this problem has already been addressed in the
literature since quite some time [72]. For instance in [45] derivations for ΣCR,ϕ are found
for the one-dimensional estimation problem. In the following, these results were extended
to the two-dimensional case. In particular, the authors of [73] presented the following
expression.
Σ
(np)
CR,ϑ,ϕ =
σ2
2N
ℜ†
((
DHϑ,ϕΠA˜Dϑ,ϕ
)⊙ (12,2 ⊗ RˆTss)) (4.96)
Here, 12,2 is the 2-by-2 matrix of all ones, ΠA˜ is the projector onto the orthogonal
column space of the polarimetric array steering matrix A˜, and Rˆss is the estimated
signal covariance matrix.
Dϑ,ϕ :=
[
A(ϑ)K A(ϕ)K
]
(4.97)
Π
A˜
:= IM − A˜A˜† (4.98)
Rˆss :=
1
NSS
H (4.99)
If the number of snapshots N is suﬃciently large, we may replace Rˆss by the true signal
covariance matrix Rss.
Let us proof (4.96) via Theorem 4.3. Equation (4.91) and (4.93) exhibit the structure of
the matrices Xˆ and Yˆ deﬁned in Theorem 4.3, respectively. Hence, Theorem 4.3 proves
(4.96) by setting R = 2, L = ST, X1 = A
(ϑ)K, X2 = A
(ϕ)K, and Y = A˜.
Equation (4.96) has been used by us in [3] in order to characterize the behavior of MUSIC-
based estimators. However, (4.96) has not been derived with polarization in mind. In
practice, the received polarization is usually unknown, especially when the emitter moves
or when the receiver moves. Hence, the presented model is not applicable in general for
direction ﬁnding using antenna arrays.
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4.3.3 Polarimetric Cramér-Rao Lower Bound
The previous section presented a type of CRLB that does not inherently account for
the polarimetric nature of an electromagnetic wave. In contrast, the following CRLB
incorporates this property as nuisance parameters.
Full Polarimetric CRLB
In many direction ﬁnding scenarios the entries of the polarization vector kd are not of
interest1. Hence, let us now present a type of CRLB that accounts for the state of
polarization but regards it as nuisance parameters. Additionally, let us assume that we
do not impose any speciﬁc structure on kd. Moreover, we still presume that the entries
of the symbol matrix S are not of interest.
As a consequence, we construct compound signal vectors γd[t] := kdsd[t]. This results
in another simpliﬁed reception model of the t-th snapshot.
y′[t] =
D∑
d=1
Adγd[t] + n[t] (4.100)
Accordingly, the full receive matrix Y depends on the polarimetric array steering matrix
A as well as on the polarized receive signal matrix Γ :=KS (see (2.18)).
Y = AΓ +N (4.101)
As in the previous model, the vector of wanted parameters stores the angles of all DoAs.
θw :=
[
θTϑ θ
T
ϕ
]T
(4.102)
Dw :=
[
ST ⋄
(
A(ϑ)K
)
ST ⋄
(
A(ϕ)K
)]
equals (4.91) (4.103)
Moreover, the entries of Γ constitute the unwanted parameters θu yielding a handy
expression for Du similar to (4.93).
θu :=
[
ℜT(vec (Γ )) ℑT(vec (Γ ))
]T
(4.104)
Du :=
[
IN IN
]
⊗A (4.105)
Equation (4.68) in conjunction with the newly deﬁned matrices Dw and Du provides
a polarimetric Deterministic CRLB of D source signals and N snapshots. We shall
1Nevertheless there might be cases in which joint symbol, polarization, and DoA estimation might
be beneficial in terms of position estimation. However, we do not consider this case here.
Chapter 4. Intrinsic Direction Finding Capabilities 75
denote this as Σ
(p)
CR. The polarimetric Deterministic CRLB has already been applied to
single-snapshot antenna array analysis in [18, Section 6.1].
Reduced Polarimetric CRLB
Referring back to the signal model (4.101) we are interested in a CRLB that naturally
incorporates the polarimetric nature of electromagnetic waves and requires minimal com-
putational eﬀort as in (4.96). It turns out that the structure of such a CRLB, referred
to as Σ
(p)
CR,ϑ,ϕ, is similar to the one of the non-polarimetric case. Hence, we may again
utilize Theorem 4.3 to obtain a polarimetric version of Σ
(p)
CRLB,ϑ,ϕ.
Σ
(p)
CR,ϑ,ϕ =
σ2
2N
ℜ†
((
DHϑ,ϕΠADϑ,ϕ
)⊙ (12,2 ⊗ RˆTss)) (4.106)
In (4.106) the matrix ΠA is the projector onto the orthogonal column space of the
polarimetric array steering matrix A. The terms Dϑ,ϕ and Rˆss are the same as in (4.97)
and (4.99), respectively.
ΠA := IM −AA†
To the best of our knowledge, this result has not been mentioned in the literature so far
– even though the structure is very similar to the non-polarimetric case.
4.3.4 Elliptical Polarization Cramér-Rao Lower Bound
The polarimetric Cramér-Rao Lower Bound incorporates the polarimetric nature of elec-
tromagnetic waves. In this section we aim at a more precise description on how the states
of polarization (i.e., the Jones vectors) inﬂuence the CRLB.
Full Elliptical Polarization CRLB
In the previous CRLBs, the information about the waves’ states of polarization was
hidden either in a compound array steering matrix or in an polarized symbol matrix. In
contrast, let us now regard the parameters αd and φd of an elliptically polarized wave as
desired parameters.
θw :=
[
θTϑ θ
T
ϕ θ
T
α θ
T
φ
]T
(4.107)
Dw :=
[
ST ⋄
(
A(ϑ)K
)
ST ⋄
(
A(ϕ)K
)
ST ⋄
(
AK(θ)
)
ST ⋄
(
AK(φ)
)]
(4.108)
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Consequently the entries of the matrix S remain as undesired (nuisance) parameters.
θu :=
[
ℜT(vec (S)) ℑT(vec (S))
]T
(4.109)
Du :=
[
IN IN
]
⊗ A˜ equals (4.93) (4.110)
The elliptical polarization CRLB is obtained by inserting the just deﬁned matrices Dw
and Du into (4.68).
Reduced Elliptical Polarization CRLB
In order to obtain an expression for a reduced CRLB we partition Σ
(ell)
CR into nine blocks.
Σ
(ell)
CR =

Σ
(ell)
CR,s Σ
(ell)
CR,s,ϑ,ϕ Σ
(ell)
CR,s,α,φ(
Σ
(ell)
CR,s,ϑ,ϕ
)T
Σ
(ell)
CR,ϑ,ϕ Σ
(ell)
CR,ϑ,ϕ,α,φ(
Σ
(ell)
CR,s,α,φ
)T (
Σ
(ell)
CR,ϑ,ϕ,α,φ
)T
Σ
(ell)
CR,α,φ

= 0.5σ2 ℜ†
([
DHuDu D
H
wDu
DHuDw D
H
wDw
])
(4.111)
At this point, Theorem 4.3 turns out to be useful for the third time. This can be made
apparent by setting R = 4, X1 = A
(ϑ)K, X2 = A
(ϕ)K, X3 = AK
(α), X4 = AK
(φ),
and Y = A˜. However, this time we do not only get Σ
(ell)
CR,ϑ,ϕ but also Σ
(ell)
CR,ϑ,ϕ,α,φ and
Σ
(ell)
CR,α,φ. Σ(ell)CR,ϑ,ϕ Σ(ell)CR,ϑ,ϕ,α,φ(
Σ
(ell)
CR,ϑ,ϕ,α,φ
)T
Σ
(ell)
CR,α,φ
 = σ2
2N
ℜ†
((
DHϑ,ϕ,α,φΠA˜Dϑ,ϕ,α,φ
)⊙ (14,4 ⊗ RˆTss))
(4.112)
The matrix Dϑ,ϕ,α,φ contains the derivatives with respect to elevation, azimuth, polar-
ization angle, and polarization phase. All other terms remain as deﬁned above.
Dϑ,ϕ,α,φ :=
[
A(ϑ)K A(ϕ)K AK(α) AK(φ)
]
(4.113)
Having deﬁned the three diﬀerent Cramér-Rao Lower Bounds we now go on by suggesting
the use of diﬀerent types of coordinates and by showing some sample CRLBs.
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4.3.5 Coordinate Systems
Direction of arrival estimation, as considered in this thesis, aims at ﬁnding the pair of
angles elevation ϑ and azimuth ϕ for each impinging wave. However, errors in azimuth
estimation for objects near the equator (ϑ = 0) have a larger inﬂuence than near the
poles ϑ = ±π2 . Indeed, right at the poles the azimuth angle obtains no well-deﬁned value.
Hence, its CRLB may become arbitrary large.
To this end, we now have a short look at transformed representations which mitigate
such eﬀects. Therefore, let σ2ϑϑ and σ
2
ϕϕ denote the CRLBs of an impinging wave for
elevation and azimuth, respectively.
Azimuth Arc CRLB
As noted above, near the poles the inﬂuence of the azimuth error on the DoA estimation
performance diminishes. Therefore, instead of σϕϕ we might consider the length of
the arc spanned by σϕϕ. We shall denote this quantity as azimuth arc CRLB σ
2
ϕˆϕˆ.
Additionally, let ϑ denote the true elevation value.
σϕˆϕˆ := σϕϕ · |cos(ϑ)| (4.114)
Obviously, σϕˆϕˆ is zero at the poles which wipes out the ambiguity of the spherical
coordinate system at ϑ = ±π2 . Therefore, the pair (σ2ϑϑ, σ2ϕˆϕˆ) renders an easy and
convenient CRLB representation.
u/v Coordinate System
Another possibility is to switch to a diﬀerent coordinate system such as the following:
u(ϑ, ϕ) := cos(ϑ) cos(ϕ) (4.115)
v(ϑ, ϕ) := cos(ϑ) sin(ϕ) (4.116)
We shall refer to this as the u/v coordinate system. In array processing, these quantities
are sometimes also referred to as the two-dimensional spatial frequencies.
Throughout this thesis, we assume that derivatives of the array manifold with respect to
elevation and azimuth are available. These may be obtained by calibration in an anechoic
chamber and interpolation via the Eﬀective Aperture Distribution Function (see [16, 17]
and [18, 19]) or its Quaternion-based extension presented in Chapter 3 and [4].
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The conversion from spherical coordinates to u/v coordinates can be performed as follows
(see Appendix B.3.7).
∂ap(u, v)
∂u
= −cos(ϕ)
sin(ϑ)
· ∂ap(ϑ, ϕ)
∂ϑ
− sin(ϕ)
cos(ϑ)
· ∂ap(ϑ, ϕ)
∂ϕ
(4.117)
∂ap(u, v)
∂v
= −sin(ϕ)
sin(ϑ)
· ∂ap(ϑ, ϕ)
∂ϑ
+
cos(ϕ)
cos(ϑ)
· ∂ap(ϑ, ϕ)
∂ϕ
(4.118)
The u/v coordinate system is often used since it provides practical insights into DoA
estimation performance via the resulting CRLBs σ2uu and σ
2
vv. Such CRLBs are always
well deﬁned since the u/v coordinates are well deﬁned for any point on the unit half-
sphere. However, the transformation from spherical coordinates to u/v coordinates is
undeﬁned at ϑ = ±π2 and ϑ = 0.
4.3.6 Sample CRLBs
In the following sections, three scenarios for direction ﬁnding are presented exemplarily.
While the ﬁrst scenario considers a single impinging path the second and third scenario
comprise two impinging paths.
Preliminaries
All subsequent scenarios make use of calibration data obtained from the antenna array
introduced in Section 1.6. Recall that this antenna array has been designed for DoA
estimation using its upper hemisphere. Hence, the ﬁrst path in each scenario varies over
elevation angles of ϑ ∈ [0◦, 90◦] and azimuth angles of ϕ ∈ [−180◦, 180◦). Additionally,
the Eﬀective Aperture Distribution Function (see [17]) is used to interpolate the array
manifold as well as its derivatives. In general, any manifold interpolation scheme can be
used if it provides suﬃcient estimates of the manifold’s derivatives as well.
In order to achieve a fair comparison among the diﬀerent directions of arrival, a constant
average signal-to-noise ratio (SNR) is employed. Therefore, let y′[t] be the noiseless
output of the array at the t-th time slot.
y′[t] =
D∑
d=1
A′dkdsd[t]
= AKs[t] (4.119)
Here, s[t] :=
[
s1[t] . . . sD[t]
]T
is the vector of symbol realizations at the t-th time
slot. We assume that the symbols are statistically independent and have unit norm.
Chapter 4. Intrinsic Direction Finding Capabilities 79
That is, Rss := Et
{
s[t]sH[t]
}
= ID. Therefore, the average receive power PR becomes:
PR := Et
{∥∥y′[t]∥∥2
2
}
= tr
(
Et
{
s[t]sH[t]
}
KHAHAK
)
= ‖AK‖2F (4.120)
Hence, the noise variance σ2 has been calculated as
σ2 =
PR
ρ
=
‖AK‖2F
ρ
, (4.121)
where a constant SNR of ρ = 20 dB has been presumed throughout all scenarios. More-
over, the Cramér-Rao Lower Bound is computed using the reduced version of each an-
tenna array replacing the estimated signal covariance matrix Rˆss by the true signal
covariance matrix Rss.
Single-Path Scenario
The ﬁrst scenario under investigation concerns a single impinging wave being linearly
polarized, i.e., φ1 = 0, at an angle of α1 =
π
4 .
The non-polarimetric, polarimetric, and elliptical CRLBs for elevation and azimuth arc
length are depicted in Fig. 4.1. Likewise, Fig. 4.2 depicts the respective bounds for the
u/v coordinate system. Each of the sub-ﬁgures shows a possible direction of arrival2
(ϑ1, ϕ1) of the impinging wave at hand. The center of each plot refers to the north pole
while the outer circle corresponds to the equator.
It can be seen that the polarimetric as well as the elliptical CRLB produce the same
results in this single-path model.
2As mentioned above, the considered DoAs correspond to positions on the upper half of the unit
sphere.
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(a) Elevation: Non-pol. CRLB (b) Az. arc length: Non-pol. CRLB
(c) Elevation: Pol. CRLB (d) Az. arc length: Pol. CRLB
(e) Elevation: Elliptical CRLB (f) Az. arc length: Elliptical CRLB
Figure 4.1: Single-path scenario : Different CRLBs for elevation ϑ and azimuth arc
length ϕˆ
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(a) u coordinate: Non-pol. CRLB (b) v coordinate: Non-pol. CRLB
(c) u coordinate: Pol. CRLB (d) v coordinate: Pl. CRLB
(e) u coordinate: Elliptical CRLB (f) v coordinate: Elliptical CRLB
Figure 4.2: Single-path scenario : Different CRLBs for u coordinate and v coordinate
Two-Path Scenario with Equal Polarization
Having observed a simple single-path model, we now turn to investigate two scenarios
that include an additional impinging wave. Therefore, we assume that the direction
of arrival (ϑ1, ϕ1) of the ﬁrst path, referred to as the primary path, may vary over the
upper hemisphere. In contrast, the second path, called secondary path, always arrives
from direction (ϑ2, ϕ2) = (20
◦,−165◦).
As for the ﬁrst two-path scenario we assume that both impinging paths exhibit the same
polarization of α1 = α2 =
π
4 and ϕ1 = ϕ2 = 0.
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By looking at Fig. 4.3 (elevation/azimuth arc length) or Fig. 4.4 (u/v coordinate system)
it can be observed that the CRLBs of the primary path becomes heavily corrupted due
to the secondary path.
Let us direct our attention to the surrounding of the secondary path: Recall that in
case of using the unconstrained CRLB the Fisher information matrix would become
singular close to this area. However, the constrained CRLB provides us information
about minimal possible variances of unbiased estimators given suitable constraints on
the parameter vector θ. However, in order to preserve clarity, i.e., using a reasonable
color scaling, we omitted plotting CRLBs with very high values. Such areas are drawn
in white. An important beneﬁt of using the constrained CRLB is that we are able to
easily investigate how the CRLB evolves in the surrounding of the secondary path.
(a) Elevation: Non-pol. CRLB (b) Az. arc length: Non-pol. CRLB
(c) Elevation: Pol. CRLB (d) Az. arc length: Pol. CRLB
(e) Elevation: Elliptical CRLB (f) Az. arc length: Elliptical CRLB
Figure 4.3: Two-path scenario with equal polarization, primary path : Different
CRLBs for elevation ϑ and azimuth arc length ϕˆ
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(a) u coordinate: Non-pol. CRLB (b) v coordinate: Non-pol. CRLB
(c) u coordinate: Pol. CRLB (d) v coordinate: Pl. CRLB
(e) u coordinate: Elliptical CRLB (f) v coordinate: Elliptical CRLB
Figure 4.4: Two-path scenario with equal polarization, primary path : Different
CRLBs for u coordinate and v coordinate
It can clearly be seen from Fig. 4.3 that the CRLB corruption for elevation estimation
is spread in elevation direction and that the CRLB corruption for azimuth arc length
estimation is spread in azimuth direction. This leads to the conclusion that even in case
of small separation between primary and secondary path it might still be possible to
estimate either elevation or azimuth arc length with acceptable precision.
According to the type of CRLB used, it stands out that the polarimetric CRLB generally
produces more pessimistic results compared to the non-polarimetric or elliptical CRLB.
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Now we turn to have a look at the secondary path. Fig. 4.5 depicts the respective
CRLBs for elevation and azimuth arc length whereas Fig. 4.6 depicts the same using u/v
coordinate system. Please note that the diﬀerent points on these ﬁgures refer to diﬀerent
possible DoAs of the primary path. The secondary path is still ﬁxed to the direction
mentioned above.
Both, Fig. 4.5 as well as Fig. 4.6 show the same behavior in case of small separation
between the primary and secondary paths as already encountered for the primary path
CRLBs.
(a) Elevation: Non-pol. CRLB (b) Az. arc length: Non-pol. CRLB
(c) Elevation: Pol. CRLB (d) Az. arc length: Pol. CRLB
(e) Elevation: Elliptical CRLB (f) Az. arc length: Elliptical CRLB
Figure 4.5: Two-path scenario with equal polarization, secondary path : Different
CRLBs for elevation ϑ and azimuth arc length ϕˆ
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(a) u coordinate: Non-pol. CRLB (b) v coordinate: Non-pol. CRLB
(c) u coordinate: Pol. CRLB (d) v coordinate: Pl. CRLB
(e) u coordinate: Elliptical CRLB (f) v coordinate: Elliptical CRLB
Figure 4.6: Two-path scenario with equal polarization, secondary path : Different
CRLBs for u coordinate and v coordinate
Two-Path Scenario with Different Polarization
Now let us change the scenario slightly by keeping everything equal to the latter scenario
but changing the polarization angle of the secondary path to α = 0. Hence, the secondary
path has been rotated by −π4 in the polarization plane.
This rotation is immediately visible in by looking at the CRLBs of the primary paths
(Fig. 4.7 and Fig. 4.8) as well as of the secondary paths (Fig. 4.9 and Fig. 4.10).
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Especially the non-polarimetric and the elliptical CRLB show little interdependencies
between the two paths. Moreover, the non-polarimetric CRLB looks much similar to the
single path case. However, disproportionate peaks at various positions appear. That is,
relying on the non-polarimetric CRLB may lead to severe misjudgment concerning DoA
estimation performance.
In contrast, the polarimetric CRLB signiﬁcantly increases as the primary path approaches
the secondary path.
(a) Elevation: Non-pol. CRLB (b) Az. arc length: Non-pol. CRLB
(c) Elevation: Pol. CRLB (d) Az. arc length: Pol. CRLB
(e) Elevation: Elliptical CRLB (f) Az. arc length: Elliptical CRLB
Figure 4.7: Two-path scenario with different polarization, primary path : Different
CRLBs for elevation ϑ and azimuth arc length ϕˆ
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(a) u coordinate: Non-pol. CRLB (b) v coordinate: Non-pol. CRLB
(c) u coordinate: Pol. CRLB (d) v coordinate: Pl. CRLB
(e) u coordinate: Elliptical CRLB (f) v coordinate: Elliptical CRLB
Figure 4.8: Two-path scenario with different polarization, primary path : Different
CRLBs for u coordinate and v coordinate
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(a) Elevation: Non-pol. CRLB (b) Az. arc length: Non-pol. CRLB
(c) Elevation: Pol. CRLB (d) Az. arc length: Pol. CRLB
(e) Elevation: Elliptical CRLB (f) Az. arc length: Elliptical CRLB
Figure 4.9: Two-path scenario with different polarization, secondary path : Different
CRLBs for elevation ϑ and azimuth arc length ϕˆ
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(a) u coordinate: Non-pol. CRLB (b) v coordinate: Non-pol. CRLB
(c) u coordinate: Pol. CRLB (d) v coordinate: Pl. CRLB
(e) u coordinate: Elliptical CRLB (f) v coordinate: Elliptical CRLB
Figure 4.10: Two-path scenario with different polarization, secondary path : Differ-
ent CRLBs for u coordinate and v coordinate
4.4 CRLBs for Antenna Array Optimization
As we have seen so far, given an existing antenna array its intrinsic direction ﬁnding
performance may be quantiﬁed using the Cramér-Rao Lower Bound (CRLB). This holds
true as long as the following conditions are met: The antenna array’s side lobes have
to remain suﬃciently below the main lobe. And, the signal-to-noise ratio (SNR) has to
be suﬃciently large such that the unbiasedness assumption is not violated. Given these
conditions, the CRLB is a helpful tool to investigate existing antenna arrays.
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In this section, we outline the reverse process: Assuming the mentioned conditions are
met, how can we utilize the CRLB to optimize an antenna array for direction ﬁnding
before actually manufacturing it?
To this end, in [6] we proposed to simulate the far-ﬁeld beam pattern of the desired
antenna array using an electromagnetic simulation tool such as HFSS. These simulations
are repeated multiple times with slight changes to the array geometry. Such changes could
be the inter-element distance or the element orientation (rotation). As an example, in
[7] we changed the slot size of a U-slotted ground plate. Moreover, in [8] we proposed
an antenna array optimization based on CRLB as well as on eigenmodes. Later on, the
authors of [74] did investigate the behavior of the CRLB in conjunction with the side
lobe level.
4.4.1 Combined CRLBs for DoA Estimation
Until now we were concerned with deriving CRLBs for directions of arrival (DoAs) esti-
mation. We parametrized these directions using elevation and azimuth arc length as well
as using the u/v coordinate system. That is, assuming we have D impinging paths and
assuming were are not interested in the state of polarization, we would end up having
2D diﬀerent CRLBs.
However, we want to optimize an antenna array during design process. As for the opti-
mization process, it is beneﬁcial to reduce the number of objective functions. In this the-
sis, we propose objective functions that entirely depend on the computed (constrained)
CRLBs. Additionally, one may choose objective functions which, for instance, take into
account side lobe levels or mean squared errors of certain parameter estimation algo-
rithms. Nevertheless, such extensions are beyond our discussion.
In Section 4.3, we elaborated on diﬀerent kinds of CRLBs. These are given as symmetric
positive deﬁnite matrices Σ
(∗)
CR.
3 Additionally, the block of Σ
(∗)
CR which includes variances
and co-variances of the DoAs has been denoted as Σ
(∗)
CR,ϑ,ϕ. Furthermore, on its main
block diagonal Σ
(∗)
CR,ϑ,ϕ comprises matrices Σ
(∗)
CR,d that only include the DoA CRLBs of
the d-th path, with d = 1, . . . , D.
It is known from standard math literature that any symmetric matrix can be used to
describe a point on an ellipse. Using the CRLB of the d-th path the ellipse ς(∗)(t, κ) is
given as follows:
3Here, the asterisk ∗ is a wildcard which may be replaced by either np, p, or ell.
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ς(∗)(t) = Σ(∗)CR,d ·
[
cos(t)
sin(t)
]
, t ∈ [0, 2π] (4.122)
Hence, it would be possible to use the area on the unit sphere which is surrounded by
the ellipse ς(∗)(t). Unfortunately, there is no easy solution to analytically perform this
integration on the surface of the unit sphere. As a loophole, one could resort to numerical
integration.
In order to avoid numerical integration, we use a simpler approach initially proposed in
[6]. To this end, let σ
(∗)
ϑϑ,d(θ) and σ
(∗)
ϕϕ,d(θ) denote the scalar CRLBs of a certain kind and
of the d-th path for azimuth and elevation, respectively. These values are taken from the
main diagonal of the matrix Σ
(∗)
CR,d. The vector θ comprises the desired and undesired
parameters of the respective reception model. For notational convenience we will drop
writing the dependency of σ
(∗)
ϑϑ,d and σ
(∗)
ϕϕ,d on θ.
Now, consider the rectangle that is spanned by σ
(∗)
ϑϑ,d and σ
(∗)
ϕϕ,d in an rectangular coordi-
nate system with axes ϑ and ϕ. The area of that rectangle on the unit sphere, denoted
as σ
(∗)
area,d(θ), obtains the following form.
σ
(∗)
area,d(θ) :=
1
4π
∫ ϑd+σ(∗)ϑϑ,d
ϑd−σ(∗)ϑϑ,d
2 · cos(ϑ′) · σ(∗)ϕϕ,d dϑ′
= 1π cos(ϑd) · sin(σ
(∗)
ϑϑ,d) · σ(∗)ϕϕ,d (4.123)
Note that (4.123) is normalized to the area of the unit sphere. Hence, later on we will
give this quantity in percentage of the unit sphere. Additionally, it is implicitly assumed
that σ
(∗)
ϕϕ,d(θ) is given in radiants.
As a result of the above deﬁnition, we have combined the CRLBs for elevation and
azimuth into a single scalar measure per path. Additionally, it is straightforward to
compute (4.123). A possible drawback is that we neglect the information present in the
oﬀ-diagonal elements (co-variances) of Σ
(∗)
CR,d. In this sense, σ
(∗)
area,d(θ) can be regarded
as a pessimistic measure.
In a single-path scenario σ
(∗)
area,1(θ) would be the only quantity that we would have to
optimize over all angles of arrival. In case of a multi-path situation we obtain D diﬀerent
values. Even though it would be possible to treat each of them as independent (and
possibly contradicting) objective functions we still aim at providing a single ﬁgure of
merit. Our suggestion is to combine all σ
(∗)
area,d(θ) into a single vector from which we
compute the p-norm.
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σ(∗)area(θ) :=
∥∥∥[σ(∗)area,1(θ) . . . σ(∗)area,D(θ)]∥∥∥p (4.124)
This way, the choice of p is left to the antenna array designer. Some possible values are
p = 2, p = D, p→∞, or p→ −∞. The latter two refer to the maximum operator and
minimum operator, respectively.
4.4.2 Figure of Merit
The quantity σ
(∗)
area is a scalar measure suitable for paths coming from certain directions
(ϑ, ϕ). In a real-world scenario we would have to expect paths coming from a variety of
possible directions and with a variety of diﬀerent polarizations. We already addressed
this problem in Section 4.1.3 introducing Bayesian bounds. Hence, directly applying the
Mean CRLB would mean to introduce the following measure:
σ¯(∗)area(θ) :=
∥∥∥[σ¯(∗)area,1 . . . σ¯(∗)area,D]∥∥∥p . (4.125)
The quantity σ¯
(∗)
area,d denotes the area spanned by the mean CRLBs with respect to
azimuth and elevation.
σ¯
(∗)
area,d :=
1
π cos(ϑd) · sin(σ¯
(∗)
ϑϑ,d) · σ¯(∗)ϕϕ,d (4.126)
σ¯
(∗)
ϑϑ,d := Eθ
{
σ
(∗)
ϑϑ,d(θ)
}
(4.127)
σ¯
(∗)
ϕϕ,d := Eθ
{
σ
(∗)
ϕϕ,d(θ)
}
. (4.128)
However, we propose to deviate from the strict Mean CRLB by changing the deﬁnition
given above in the following way.
σ¯(∗)area := Eθ
{∥∥∥[σ(∗)area,1(θ) . . . σ(∗)area,D(θ)]∥∥∥p
}
(4.129)
Equation (4.129) ﬁrst computes the area spanned by the CRLB for elevation and azimuth.
After that, all paths are combined into a single measure from which the mean p-norm is
taken. By this deﬁnition, we aim at a more local description in terms of the area spanned
by σ
(∗)
ϑϑ,d and σ
(∗)
ϕϕ,d on the unit sphere.
4
4There is a third way an overall-measure could possibly be created: First, compute the area spanned
by the elevation/azimuth CRLBs for each path individually, then perform a per-path averaging. Finally,
put all of these values into a vector and compute the p-norm of it. No matter which of the three possible
definitions is used, each of them could be used as a figure of merit.
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Finally, the quantity σ¯
(∗)
area, which we shall refer to as the mean area CRLB, does not
depend on the parameter vector θ anymore. As such, it can be used as an objective
function which is ought to be minimized when designing antenna arrays for DoA estima-
tion. For that, a suitable distribution has to be assumed. Such distributions could, for
instance, be derived from real-world measurements or using ray tracing tools. In turn
that means that – depending on the antenna array at hand – using σ¯
(∗)
area as an objective
function in a design process may lead to an antenna array design that is limited to a
certain scenario only. Therefore, the target distribution (which depends on DoAs, states
of polarization, and signals) has to be chosen carefully.
4.4.3 Example: Comparison of Two Antenna Array Geometries
(a) (b)
Figure 4.11: Different possible geometries of L-quad antenna arrays with 5 L-quad
elements: a) cross structure, b) pentagon structure
The mean area CRLB may help to decide whether one antenna array conﬁguration
is better suited for direction ﬁnding than another conﬁguration. In order to give an
impression on applying the mean area CRLB let us now give a simple example.
To this end, two antenna arrays have been simulated using Ansoft HFSS.5 Both antenna
arrays use ﬁve L-Quad antenna elements and therefore provide ten output ports. How-
ever, the ﬁrst antenna array’s elements are arranged in a cross having one center element
and four equidistant surrounding elements. In contrast, the second antenna array has
all elements arranged on a circle resulting in a pentagon structure. Moreover, while the
ﬁrst antenna array’s elements are equally oriented, the second array’s elements exhibit a
radial symmetry. Fig. 4.11 depicts the two antenna array geometries.
5We like to thank Mariana Pralon for conducting the HFSS simulations to obtain beam patterns of
the antenna array.
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Fig. 4.12 depicts the three diﬀerent area CRLBs σ
(np)
area , σ
(p)
area, and σ
(ell)
area for the upper
hemisphere of each antenna array. Since a single-path scenario is considered, we have
σ
(ell)
area = σ
(ell)
area,1. Additionally, the state of polarization has been kept constant at an angle
of α1 = 45
◦ and a phase of φd = 0.
(a) Cross: Non-pol. area CRLB (b) Pentagon: Non-pol. area xxx CRLB
(c) Cross: Pol. area CRLB (d) Pentagon: Pol. area CRLB
(e) Cross: Elliptical area CRLB (f) Pentagon: Elliptical area CRLB
Figure 4.12: Area CRLBs σ
(∗)
area(θ) of a single-path scenario for different array geome-
tries
Once again, from Fig. 4.12 we observed that the polarimetric area CRLB and elliptical
polarization area CRLB are equal in case of a single impinging wave front. Moreover,
the shape of the non-polarimetric area CRLB is similar. However, this CRLB has a
tendency to lower values. Consequently, this tendency is as well visible in Fig. 4.13. In
this ﬁgure, we have plotted the mean area CRLBs σ¯
(∗)
area for each array geometry. To this
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end, we presumed a uniform distribution of all possible angles of arrival over the upper
hemisphere and constant states of polarization.
In order to compute σ¯
(∗)
area deﬁned in (4.129) we would need to integrate over the upper
hemisphere of the antenna array. This integration can be avoided by using an approxi-
mation. To this end, let Nϑ and Nϕ be the number of points on a uniform angular grid
in elevation and azimuth direction, respectively. Furthermore, let (ϑnϑ , ϕnϕ) denote the
direction of arrival at a certain grid point. Given a uniform distribution of all DoAs and
a constant Jones vector, the following expression provides a handy approximation of the
mean area CRLB.
σ¯(∗)area ≈
Nϕ∑
nϕ=1
Nϑ∑
nϑ=1
p(ϑnϑ)σ¯
(∗)
area(ϑnϑ , ϕnϕ) (4.130)
p(ϑ) :=
cos(ϑ)
Nϕ
∑Nϑ
nϑ=1
cos(ϑnϑ)
(4.131)
The results are depicted in Fig. 4.13. Again, the polarimetric CRLB as well as the
elliptical polarization CRLB produce the same result in this scenario. It can be observed
from Fig. 4.13 that irrespective of which type of CRLB is chosen a better direction ﬁnding
performance is always assigned to the pentagon structure. Hence, in this example we
would choose to build an antenna array using the pentagon geometry.
Figure 4.13: Mean area CRLBs σ¯
(∗)
area for different array geometries.
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4.4.4 Remarks on the Antenna Array Optimization Process
The example presented in Section 4.4.3 is intentionally oversimpliﬁed. A real-world
optimization process of antenna arrays is much more complex. An in-depth discussion
of a complete optimization procedure is beyond the scope of this thesis. Nevertheless, in
the following we like to highlight several questions which need to be answered in order
to design an antenna array.
Scenario Identification
A ﬁrst crucial point is to determine the actual scenario in which the direction ﬁnding
should be applied. Possible scenarios range from localization in a car-to-X situation
in urban areas to localization of buried persons after earthquakes, avalanches and the
like. The chosen setup inﬂuences the number of emitters, the number and position of
scatterers (including diﬀuse reﬂectors), Doppler-shifts as well as the signal attenuation
and signal coherence.
Moreover, it could be beneﬁcial to restrict oneself to certain types of emitters (UMTS
mobile phones, Wi-Fi transmitters etc.). On the one hand, this choice inﬂuences the
expected modulation scheme. On the other hand, it also deﬁnes the frequency band
assuming a narrow band model is applied. The latter fact is important since the antenna
array at hand has to be calibrated for each center frequency individually.
It should be noted that the scenario identiﬁcation may not be performed too restrictive.
If the use case deﬁned by the scenario is too narrow, the resulting optimized antenna
array may be of limited use.
Determination of the Parameter Probability Density Function
Having identiﬁed the scenario one needs to derive a probability density function pΘ(θ) of
the parameter vector θ over the space Θ of parameters (see Section 4.1.3). However, in
general an exact density function is unlikely to be available. As a result, an approximation
of pΘ(θ) has to be found. One solution is to carry out extensive measurement campaigns
in one or more surroundings which have similar properties as the deﬁned scenario. In
case such a measurement campaign is not possible one could resort to simulations. To
this end, a 3D model of a desired surrounding is fed into a software that simulates the
ﬁeld propagation at any desired point.
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Definition of the Objective Function
In this chapter, we used the mean area CRLB.
σ¯(∗)area := Eθ
{∥∥∥[σ(∗)area,1(θ) . . . σ(∗)area,D(θ)]∥∥∥p
}
(4.132)
However, diﬀerent objective functions may also be valid. That is, in (4.129) one may
replace the expected value operator by some other operator. For instance, applying
the standard deviation instead would lead to a more homogeneous area CRLB. This
would mitigate the eﬀect that some parameter combinations lead to very good results
while others suﬀer from a largely degraded DoA estimation performance. Moreover,
replacing the expected value in (4.129) by the maximum operator would lead to a min-
max optimization problem. Such optimization procedure is expected to minimize the
worst DoA estimation performance. Besides, the antenna array designer needs to identify
a suitable p-norm that matches the desired optimization goal.
Antenna Array Parameterization
The antenna array plays a central role. Its design determines accuracy and resolution
(spacing between adjacent paths) during the direction estimation. To this end, an an-
tenna array designer has to decide for several properties such as the size, type and number
of array elements, the materials (conductive and non-conductive), port feeding circuits
and others
Usually the antenna array geometry is narrowed down to a small number of diﬀerent
parameters. Such parameters could be the placing and orientation of array elements ac-
cording to certain constraint, e.g., aligned on a circle. Despite the actual array geometry,
the array designer may also include the feeding network into the design process. That is,
introducing a matching and/or decoupling network may inﬂuence the direction ﬁnding
capability as well.
Additional Considerations
Despite the aforementioned issues there are a number of additional problems that should
be considered. For instance, one has to consider that the ﬁnal working location of
the antenna array (e.g., on a roof of a car) has signiﬁcant inﬂuence on the behavior
of the antenna array. Likewise one should take into account the practically achievable
precision and resolution when manufacturing the desired antenna array. Finally, this list
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of considerations should not be regarded as being exhaustive. Our goal was to give a
coarse idea of the basic problems in antenna array optimization for DoA estimation.
4.5 Outlook and Conclusions
In the current chapter, we reviewed the multi-variate Cramér-Rao Lower Bound (CRLB)
which establishes a lower bound on any unbiased estimator given a certain estimation
problem. Additionally, we reviewed some of its descendants such as the Mean CRLB,
Bayesian CRLB, and Constrained CRLB.
Our goal has been to compute performance bounds for antenna arrays in terms of their
DoA estimation capability. To this end, we presented three diﬀerent data models appli-
cable for direction of arrival estimation. Each of the models establishes a lower bound on
the root mean square error for estimating elevation and azimuth for the class of unbiased
estimators.
The ﬁrst model presented is widely adopted in the array signal processing community.
It does not explicitly account for polarization. Therefore its applicability is limited
to scenarios where the states of polarization of the electromagnetic waves are already
known, where the polarimetric array steering vectors are equal, or where longitudinal
waves (e.g., sonic waves) are encountered. Moreover, the symbols transmitted are not of
interest which turns them into nuisance parameters. We referred to so-obtained CRLB
as the non-polarimetric Deterministic CRLB.
The second model that has been discussed incorporates the polarimetric states deﬁned
by the Jones vectors. However, in this model it has been assumed that neither the Jones
vectors nor the symbols are of interest. Therefore, each complex-valued, scalar symbol
has been merged with the appropriate complex-valued Jones vector into a combined
vector. The resulting vectors have been regarded as nuisance parameters. The resulting
CRLB has been named polarimetric Deterministic CRLB.
The last model proposed in this chapter is applicable if the state of polarization is indeed
of interest and must be estimated as well. In this case, the symbol matrix stores the
nuisance parameters (as in the ﬁrst model). We referred to this CRLB as the elliptical
polarization deterministic CRLB.
Since the constrained CRLB always allows for constraints that turn the inverse of the
FIM into the pseudo-inverse, we gave all of the proposed bounds in terms of the pseudo-
inverse. Moreover we provided reduced versions (some of them already known from
standard literature) which need less computational load to compute them.
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Finally, we had a short look into antenna array optimization for DoA estimation. In
order to present this, we derived a possible real-valued scalar quantity that serves as a
ﬁgure of merit (objective function) that is ought to be reduced.
In this chapter, we shed some light on how to use the CRLB in case of polarized signal
sources. However, the CRLB may only be applied if the signal-to-noise ratio (SNR) is suf-
ﬁciently large and if the number of snapshots if suﬃciently large. Otherwise the unbiased-
ness assumptions is violated. This can, for instance, be solved by applying a CRLB that
incorporates a bias. In this case one would modify (4.7) such that Ey|θ{gˆ(y)} = g(θ)+b,
where b is some bias.
Nevertheless, we propose to investigate the behavior of alternative bounds such as the
Weiss-Weinstein bound or its descendants. Such bounds reﬂect the behavior of estimators
in the low SNR regime more precisely. In addition, using the theory developed in [71]
special Bayesian bounds may be constructed which are speciﬁc to the respective DoA
estimation problem.

Chapter 5
Efficient Direction Finding
Up to now, he have discussed how to describe antenna array manifolds eﬃciently (see
Chapter 3) and how to optimize antenna arrays before actually manufacturing them (see
Chapter 4). All these possibilities could be regarded as types of “oﬄine optimization” as
these are more or less applied before the actual directing ﬁnding process.1
In contrast, we now look at the actual direction ﬁnding algorithm. To this end, we
employ the Multiple Signal Classification (MUSIC) approach proposed by Schmidt in
[14]. As a consequence, we shall derive a set of diﬀerent cost functions. From these cost
functions we need to ﬁnd the D minimum values, where D is the model order. i.e., the
number of impinging paths.
Therefore, we deﬁne a suitable abstract search algorithm based on the Levenberg search
algorithm and Levenberg-Marquardt search algorithm. In the following section we pro-
vide the set of possible cost functions. Finally we perform Monte-Carlo simulations to
investigate the eﬃciency (i.e., number of cost function evaluations) of each resulting
algorithm.
The chapter at hand is organized as follows: Section 5.1 provides an overview of state-of-
the-art techniques in direction ﬁnding. In Section 5.2, we review basics of the Levenberg
search as well as the Levenberg-Marquardt search. Moreover, we describe a modiﬁed
version which we utilize in Section 5.3. In Section 5.3, we derive our direction ﬁnding
algorithms. The performance of these algorithms is investigated via simulations in Sec-
tion 5.4. Finally, the chapter is concluded in Section 5.5 by drawing some conclusion
and giving outlook to future research questions.
1The array manifold interpolation may lead to new types of direction finding algorithms. Hence, it
may also be part of the “online optimization”. Nevertheless, this is not considered here.
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5.1 State of the Art
Since the second part of the 20th century direction ﬁnding using antenna arrays has
gained much attention in the array signal processing community. The goal of ﬁnding the
direction of arrival of a number of electromagnetic waves emitted by some transmitting
devices, possibly reﬂected or diﬀracted by some obstacles, and ﬁnally received at an
antenna array has led to a variety of algorithms.
Such algorithms may be classiﬁed with respect to properties like the considered band-
width (narrowband or wideband), the type of objective function to be minimized or
maximized and the assumptions made regarding the antenna array itself.
Regarding the bandwidth, we are only interested in narrowband signals. Hence, the state
of the art presented here is restricted to DoA estimators that can handle narrowband
signals.
Concerning the objective function used in the optimization process, there are at least
two main types of algorithms: methods that are based on maximum likelihood (ML)
estimation and methods that are based on subspace estimation. The basic idea of ML
DoA estimation is to ﬁnd DoA parameters that maximize the probability of occurrence
given some measurement data. Albeit this method is asymptotically eﬃcient with respect
to the CRLB it usually involves a time consuming multidimensional parameter search in
a parameter space that may produce local optima. That is, the main problem is to ﬁnd
heuristics that decrease the computational complexity drastically. A well-known example
[75] by Fleury et al. employs a Space Alternating Generalized Expectation Maximisation
(SAGE, see [76]) to eﬃciently perform the search procedure. The RIMAX algorithm as
proposed by Thomä et al. (see [77] and [78]) is divided into a global and a local search,
where the local search utilizes a SAGE optimization as well. Especially the RIMAX
algorithm is capable of resolving a large number of paths in terms of their inbound
directions (DoAs), outbound directions, delays etc.
However, in this thesis we are only interested in ﬁnding the DoAs of a relatively small
number of paths. We decided to concentrate on a subspace-based parameter estimation
since this helps us to exclude the polarization estimation. Our approach is based on
the generic MUSIC algorithm by Schmidt [14]. The MUSIC estimator does not presume
any array geometry and may also be used to resolve the polarization of signals. Similar
algorithms, such as the CAPON beamformer, the Adaptive Antenna Combiner, and
the Maximum Entropy estimator, can be found in [15]. A generalization of the MUSIC
approach is the subspace fitting which has better performance in case of correlated signals
(see [79]). Moreover, an additional perfomance gain is obtained in [80] by applying a
weighted subspace ﬁtting.
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The last possibility to classify DoA estimation algorithms concerns the polarization. In
Section 4.3.2, when we reviewed the non-polarimetric CRLB, we already discussed that
in the array processing community it is quite common to assume antenna arrays that
only consist of omnidirectional antennas. Moreover, such antenna elements are never
assumed to have diﬀerent sensitivity for each type of polarization. Theoretically, this
can be achieved if a device is well calibrated, if the amplitude is not used in the DoA
estimation and if the polarization of the impinging paths are known in advance.
A common example of such DoA estimator is the subspace-based ESPRIT algorithm (see
[81] and [82]) by Roy et al. which is a subspace-based technique that reduces the DoA
estimation task to an eigenvalue problem due to shift invariant structures. In the recent
years, it has been extended from a one-dimensional estimator to a multi-dimensional
tensor-based framework (see [83]). Additionally, we have Barabell who extended the
MUSIC estimator to root-MUSIC (see [84]) in case of uniform linear arrays. A more
advanced technique for two-dimensional polynomial rooting is present via the PRIME
algorithm proposed in [85]. Given several quasi-uniform linear arrays with unknown
distances Pesavento et al. proposed the RARE estimator (see [86]) which generalizes the
idea of root-MUSIC.
There is also a hybrid class of DoA estimators. This hybrid class tries to combine the
beneﬁts of approaches like manifold separation or virtual linear array construction with
the universality of MUSIC-like estimators. For instance, in [87] a DoA estimation scheme
is presented that eﬃciently computes polarimetric properties and DoAs. Moreover, in
[88] the Eﬀective Aperture Distribution Function (EADF) in conjunction with manifold
separation is used to derive an Element-Space root-MUSIC for a one-dimensional esti-
mation problem. The authors also consider calibration noise as well as EADF truncation
eﬀects. This approach has been extended to the two-dimensional case in [89]. It turns
out that the resulting problem can be solved by the PRIME estimator. However, since
this might become computationally expensive, the authors resort to a line search based
on the Fast Fourier Transform. Finally, in [90] the authors apply noise subspace fitting
as well as signal subspace fitting in conjunction with an EADF-based gradient search to
obtain high resolution parameter estimators.
Finally, we would like to direct the reader’s attention to a pair of overview publications:
In [91] basic concepts like array interpolation by virtual linear arrays are explained.
Moreover, the authors also demonstrate the idea of manifold separation and Fourier Do-
main MUSIC. The latter exploits a Fourier series expansion of the MUSIC null-spectrum.
Lastly, a compressed overview on search-free DoA estimators is given in [92].
Chapter 5. Efficient Direction Finding 104
5.2 Review: The Levenberg-(Marquardt) Search
The Levenberg algorithm as well as the Levenberg-Marquardt algorithm provide an easy
way to estimate parameters of non-linear functions based on (possibly noisy) reference
points. In this section, we derive modiﬁed versions of the search algorithms proposed by
K. Levenberg [93] and later extended by D. Marquardt [94]. These search algorithms are
used in the subsequent section to deﬁne eﬃcient direction ﬁnding algorithms based on
the MUSIC scheme.
5.2.1 The Conventional Estimation Problem
Let us ﬁrst state the usual estimation problem. After this, we highlight our modiﬁcation
of the presented concept.
To this end, consider a family (set) of target functions fθ : C
Lx×1 → C that map a number
of complex-valued input variables x ∈ CLx×1 to a complex-valued scalar fθ(x) ∈ C. Each
target function is uniquely identiﬁed via a number of real-valued parameters θ ∈ Θ, where
Θ ⊆ RLθ×1 is the parameter space (see Section 4.1.1 for further details).
In a conventional estimation problem, we know a ﬁnite number of values of the function
yn = fθ(xn) for certain known arguments xn, with n ∈ [1, N ]. Based on this, it is
the goal to ﬁnd the exact target function fθ. This means, one needs to estimate the
parameter vector θ. In practice, one usually possesses only a value yˆn = fθ(xn) + ηn
that is corrupted by some noise ηn.
Hence, we may look at the sum of the squared errors SSE(θ).
SSE(θ) =
N∑
n=1
|yˆn − fθ(xn)|2 (5.1)
Several iterative search methods are based on the gradient of fθ with respect to θ.
Additionally, it is assumed that in a small surrounding of θ the value fθ(x) behaves
approximately linear with respect to θ and that a rough estimate of the true parameter
vector is already known.
Equation (5.1) as well as the assumptions just mentioned render the starting points for
deriving search algorithms such as Gauß-Newton search, Levenberg search, Levenberg-
Marquardt search, and others. However, the model in (5.1) is not directly applicable to
the direction ﬁnding problem presented later in Section 5.3. Hence, in the following we
are going to derive a modiﬁed version of the Levenberg search and Levenberg-Marquardt
search.
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5.2.2 The Gauß-Newton Method
Let us start by deﬁning a set of diﬀerentiable score functions, gj,k : Θ → CLg , which
depend on a certain parameter vector θ ∈ Θ, where j ∈ {1, . . . , LJ} and k ∈ {1, 2}.
Please note that in contrast to Section 5.2.1, we do not consider the actual input variable
x anymore. In a slight abuse of notation, from now on we will treat θ as the input
variable.
Moreover, let E : Θ → R[0,∞) denote a cost function and let Aj ∈ CLg×Lg be some
matrices such that for all θ ∈ Θ the value E(θ) is non-negative.
E(θ) :=
LJ∑
j=1
gHj,1(θ)Ajgj,2(θ) (5.2)
Example 5.1. Consider the special case of (5.2) where gj(θ) = gj,1(θ) = gj,2(θ).
Additionally, suppose that Aj is positive semi-deﬁnite. Consequently, E(θ) consti-
tutes a quadratic form
E(θ) := g′H(θ)Ag′(θ), (5.3)
where g′(θ) :=
[
gT1 (θ) . . . g
T
LJ
(θ)
]T
and A := bdiag (A1, . . . ,ALJ). This be-
comes equivalent to (5.1) if we set [g′(θ)]n := yˆn − fθ(xn) and A := ILJLg .
It is our goal to minimize the cost function E(θ) with respect to θ. To this end, we
assume that a solution θ is given which is suﬃciently close to the optimal solution θopt.
In order to approach θopt we would like to have an update step δ ∈ RLθ×1 such that
E(θ + δ) < E(θ).
Assume gj,k(θ) behaves approximately linear in a small surrounding of θ. In this case,
we may replace gj,k(θ + δ) by its ﬁrst order Taylor expansion.
gj,k(θ + δ) = gj,k(θ) + J j,k(θ)δ (5.4)
Here, J j,k(θ) is the Jacobian of gj,k.
J j,k(θ) :=
∂gj,k(θ)
∂θT
(5.5)
Consequently, for the cost function we have:
E(θ + δ) =
LJ∑
j=1
(
gj,1(θ) + J j,1(θ)δ
)H
Aj
(
gj,2(θ) + J j,2(θ)δ
)
(5.6)
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The optimal update step δ that minimizes the above expression can be found by diﬀer-
entiation.
∂E(θ + δ)
∂δ
!
= 0 (5.7)
Solving this for δ leads to a Gauß-Newton-type update step.
δ(θ) = −H−1(θ)g(θ) (5.8)
The terms used therein are:
H(θ) :=
LJ∑
j=1
JHj,1(θ)AjJ j,2(θ) + J
T
j,2(θ)A
T
j J
∗
j,1(θ) (5.9)
g(θ) :=
LJ∑
j=1
JHj,1(θ)Ajgj,2(θ) + J
T
j,2(θ)A
T
j g
∗
j,1(θ) (5.10)
The update step in (5.8) results in a new solution θ+δ(θ) which is assumed to be closer
to the optimal solution.
5.2.3 Using Tikhonov Regularization
The solution (5.8) often exhibits fast convergence. However, its drawback is that it needs
to be initialized very close to the optimal solution θopt in order to converge. In practice,
this means that one has to sample the cost function on a comparatively dense grid.
This can be mitigated by introducing a regularized cost function E′(θ + δ), where the
matrix Q ∈ CLθ×LQ is some suitably chosen matrix.
E′(θ + δ) := E(θ + δ) + ‖Qδ‖22 (5.11)
The term ‖Qδ‖22 is known as Tikhonov regularization (see [95]). Again, we take the
derivative of E′(θ + δ) with respect to δ and set the result equal to the zero vector.
δ(θ,Q) = − (H(θ) +QHQ)−1 g(θ) (5.12)
Compared to the update step (5.8) the regularized update step (5.12) favors solutions
that minimize the norm of Qδ(θ,Q).
Before Tikhonov did his in-depth analysis of regularization, Levenberg proposed in [93]
to add a scaled identity matrix to the Gauß-Newton solution (5.8). That is to say,
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Levenberg used a regularization where Q =
√
λILθ .
δ(θ, λ) = − [H(θ) + λILθ ]−1 g(θ) (5.13)
In (5.13) λ ∈ R+ is a positive damping factor that controls the amount of regularization.
We shall refer to the resulting search algorithm as the Levenberg search.
Marquardt suggested in [94] to replace the identity matrix in (5.13) by the diagonal
elements of H(θ). That is, Marquardt’s regularization is given by
Q =
√
λ · diag
(√∣∣∣[H]1,1∣∣∣, . . . ,√∣∣∣[H]Lθ,Lθ∣∣∣
)
. (5.14)
The resulting Levenberg-Marquardt search can be seen as a Gauß-Newton search using a
trust region (see [96]).
δ(θ, λ) = − [H(θ) + λ (ILθ ⊙ |H(θ)|)]−1 g(θ) (5.15)
Irrespective of whether a Levenberg search or a Levenberg-Marquardt search is used the
following simple update rule is obtained.
θn = θn−1 + δ(θn−1, λn) (5.16)
Here θn and λn is the estimated parameter vector of the n-th iteration and λn denotes the
corresponding damping factor of the current iteration. Further discussions on the choice
of the damping factor and the regularization can be found in [97]. Since the Levenberg-
Marquardt search can locally be regarded as a Gauß-Newton method, its convergence is
locally quadratic (see [98]).
5.3 Polarimetric DoA Estimation without Polarization Es-
timation
For direction of arrival (DoA) estimation a variety of estimators is known. Neverthe-
less, these often involve computationally expensive operations or presume certain array
structures. Therefore, the current section derives a DoA estimation scheme based on the
MUSIC scheme.
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5.3.1 A MUSIC-based Cost Function for Polarimetric DoA Estimation
The MUSIC scheme is applicable to any array geometry under the following conditions:
Both polarimetric array steering vectors are known as a function of elevation and az-
imuth. The number of impinging paths have to be known in advance. Therefore a
suitable model order estimation scheme should be applied. The Exponential Fitting
Test (EFT) proposed in [99] renders an easy-to-use model order selection scheme. As for
a detailed comparison of model order selection schemes the reader is kindly referred to
[100]. Furthermore, the additive noise should be spatially white (see [101]). That is to
say, MUSIC-based estimators encounter a performance degradation in correlated noise
environments. Nevertheless, prewhitening techniques possess the ability to overcome this
problem. Further details and comparisons on prewhitening schemes not bound to any
array geometry can be found in [102]. Moreover, a recommendable overview of possible
model order selection methods as well as prewhitening techniques are available in [103]
and [104].
We begin by considering the polarimetric receive model of the t-th snapshot as introduced
in (2.18).
y[t] =
D∑
d=1
Adkdsd[t] + n[t]
= AKs[t] + n[t] (5.17)
For each snapshot, the terms y[t], s[t] =
[
s1[t] . . . sD[t]
]T
, and n[t] denote the an-
tenna array output, the symbol vector, and the additive noise vector, respectively.
Moreover, assuming s[t] and n[t] are statistically independent, the receive covariance
matrix Ryy ∈ CD×D can be decomposed into a sum of the noise covariance matrix
Rnn ∈ CM×M and a transformed signal covariance matrix Rss.
Ryy := Et
{
y[t]yH[t]
}
= AKRssK
HAH +Rnn (5.18)
Let us assume that Rss has full rank, i.e., rank (Rss) = D, and that Rnn = σ
2IM . In this
case, AKRssK
HAH is rank-deﬁcient. The smallest eigenvalue of Ryy is the noise power
σ2 with multiplicity M −D. Hence, in [14] Schmidt proposed to divide the eigenvalue
decomposition of the positive deﬁnite matrix Ryy into a signal subspace US ∈ CM×D
and a noise subspace UN ∈ CM×(M−D), where
[
US UN
]
is a Hermitian matrix.
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Ryy =
[
US UN
] [ΣS
ΣN
][
UHS
UHN
]
= USΣSU
H
S +UNΣNU
H
N (5.19)
The diagonal matrices ΣS and ΣN = σ
2IM−D comprise the eigenvalues due to the
impinging signals and due to the noise, respectively.
Since US and UN deﬁne orthogonal subspaces, it is true that also Adkd is orthogonal to
UN as well. Hence, let us deﬁne the projector PN onto the noise subspace.
PN := UNU
H
N = IM −USUHS (5.20)
It follows that the term kHdA
H
d PNAdkd must vanish. In turn, this implies that the 2-by-2
matrix AHd PNAd must have an eigenvalue which is zero, and hence det
(
AHd PNAd
)
= 0.
Therefore, let A(ϑ, ϕ) =
[
a1(ϑ, ϕ) a2(ϑ, ϕ)
]
∈ CM×2 denote a matrix comprising a
pair of polarimetric array steering vectors into direction (ϑ, ϕ) of an antenna array. In
favor of a simpler notation we will skip writing the dependency of A and ap of ϑ and ϕ.
Now, the direction ﬁnding problem consists in ﬁnding the D lowest minima of the cost
function S(det).
S(det)(ϑ, ϕ) =
det
(
AHPNA
)
‖AHA‖2F
(5.21)
Note that the normalization term
∥∥AHA∥∥2
F
is similar to the one usually applied to the
MUSIC spectrum. In the presence of noise the det
(
AHPNA
)
can obtain smaller values
for directions that do not correspond to any source if ‖A‖F is small. Moreover, since
AHPNA is a 2-by-2 matrix, its determinant can be written in closed form.
det
(
AHPNA
)
= aH1 PNa1 · aH2 PNa2 − aH1 PNa2 · aH2 PNa1 (5.22)
5.3.2 Linearization via Surrogate Cost Functions
Our goal is to derive a cost function that has the form of (5.2). To this end, consider the
following lemma.
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Lemma 5.1. Let x ∈ CL×1 and y ∈ CL×1 be some complex-valued vectors and let
A ∈ CL×L be some complex-valued Hermitian matrix. Then, the following state-
ments are true:
xHAx · yHAy = (x∗ ⊗ y)H (A∗ ⊗A) (x∗ ⊗ y) (5.23)
= (x∗ ⊗ x)H vec (A) vecH(A) (y∗ ⊗ y) (5.24)
xHAy · yHAx = (x∗ ⊗ x)H (A∗ ⊗A) (y∗ ⊗ y) (5.25)
= (x∗ ⊗ y)H vec (A) vecH(A) (x∗ ⊗ y) (5.26)
Proof: The proofs are obtained in a straightforward manner by repeatedly applying
(A.5) and (A.6).
Introducing the Kronecker product of two polarimetric steering vectors ai and aj
aˆij := a
∗
i ⊗ aj (5.27)
we are able to deﬁne four diﬀerent functions S
(det)
kℓ .
S
(det)
11 := aˆ
H
11vec (PN) vec
H(PN) aˆ22− aˆH11 (P ∗N ⊗ PN) aˆ22 by (5.24), (5.25)
S
(det)
12 := aˆ
H
11vec (PN) vec
H(PN) aˆ22− aˆH12vec (PN) vecH(PN) aˆ12 by (5.24), (5.26)
S
(det)
21 := aˆ
H
12 (P
∗
N ⊗ PN) aˆ12 − aˆH11 (P ∗N ⊗ PN) aˆ22 by (5.23), (5.25)
S
(det)
22 := aˆ
H
12 (P
∗
N ⊗ PN) aˆ12 − aˆH12vec (PN) vecH(PN) aˆ12 by (5.23), (5.26)
(5.28)
From Lemma 5.1 it follows that S
(det)
kℓ = det
(
AHPNA
)
for all k and ℓ.
We observe that each S
(det)
kℓ has the form required in (5.2). Additionally, we know that
the determinant is always positive or zero. Hence, the functions S
(det)
kℓ turn out to be
eligible to be used in our modiﬁed Levenberg-Marquardt search. All we need is the
Jacobian of aˆij which is rather easy to compute:
∂aˆij
∂ [ ϑ ϕ ]
=
∂a∗i
∂ [ ϑ ϕ ]
⊗ aj + a∗i ⊗
∂aj
∂ [ ϑ ϕ ]
(5.29)
However, none of the functions S
(det)
kℓ features the normalization term included in (5.21).
Hence, depending on the array manifold solely relying on these functions would result
in poor DoA estimation performance. Nevertheless, we may assume that each S
(det)
kℓ
does locally behave well. This is the case if the array manifold does not vary too much
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in the surrounding of the respective minimum that we want to estimate. Under these
circumstances, we may use these four functions as surrogate cost functions.2
As we have shown in Section 5.2, any Levenberg-Marquardt search involves a search for
a suitable damping factor λ. We decided for a strict reduction of the cost function. The
surrogate cost functions become less reliable with increasing step size (i.e., decreasing
damping factor). Therefore, it is better to use the true cost function S(det) to test if a
better DoA estimates have been obtained.
5.3.3 The Direction Finding Algorithm
Let us now describe the actual algorithm to be used for direction of arrival estimation.
Algorithm 5.1 depicts the general algorithm. In order to be used a coarse estimates of
the true parameters ϑd and ϕd, where d = 1, . . . , D, need to be available. Moreover, the
algorithm needs PN, the projector onto the noise subspace, as well as some parameters
than control the heuristic. These parameters are the maximum number of iterations per
path tmax, the rate at which the damping factor λ is increased (ζmul) or decreased (ζdiv),
the machine precision ǫ, as well as the required parameter precision ε. The latter denotes
an angle between DoA estimates of two consecutive iterations below which convergence
is assumed.
The algorithm shown in Algorithm 5.1 exhibits several mechanisms which prevent it from
deviating too far from the current minimum. One of the solutions, which has already
been mentioned, is to use the real cost function S(det) (θd) to test if a better solution
has been obtained. A mechanism that prevents the algorithm from possibly entering the
surrounding of a neighboring DoA is shown in line 10. There, the function normalizeStep
is used to restrict the algorithms steps as follows.
[normalizeStep (δ)]m :=

δm,max [δ]m > δm,max
−δm,max [δ]m < −δm,max
[δ]m otherwise
, ∀m ∈ [1, 2] (5.30)
The cropping parameters δm,max have to be chosen appropriately. These parameters
generally depend on the type of initialization used for Algorithm 5.1. One possibility
to initialize the algorithm is a two-dimensional grid search to ﬁnd the D largest peaks
of
(
S(det) (θd)
)−1
. Therefore, let Lϑ,grid and Lϕ,grid denote the number of grid points in
elevation and azimuth direction, respectively. Moreover, let ∆ϑ,grid and ∆ϕ,grid denote
2Please note that the surrogate functions used here are not the same as in the majorization-
minimization concept (e.g., see [105]). This is due to the fact that we cannot guarantee that
S
(det)
kℓ (ϑ, ϕ) ≥ S
(det)(ϑ, ϕ) for all ϑ and ϕ.
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Algorithm 5.1 Levenberg-Marquardt DoA search using a surrogate function
Input: PN # projector onto noise subspace[
ϑ
(0)
1 ϕ
(0)
1
]T
, . . . ,
[
ϑ
(0)
D ϕ
(0)
D
]T
# coarse initial DoA estimates
tmax # maximum number of iterations per path
ζdiv, ζmul # rate at which λ is decremented/incremented
ε # required parameter precision
ǫ # machine precision
1: for all d ∈ [1, D] do
2: θd ←
[
ϑ
(0)
d ϕ
(0)
d
]T
3: Emin ← S(det) (θd)
4: Compute H(θd) and g(θd) according to S
(det)
kℓ # see (5.9)
5: t← 0
6: λ← 1
7: repeat
8: t← t+ 1
9: δ ← [H(θd) + λ (I2 ⊙ |H(θd)|)]−1 g(θd) # new update step
10: δ ← normalizeStep (δ)
11: θ˜d ← θd − δ # parameter update
12: E ← S(det)
(
θ˜d
)
13: if E < Emin then
14: ξ ← ∠
(
θd, θ˜d
)
# scalar angle change on unit sphere
15: θd ← θ˜d
16: if |ξ| ≤ ε then
17: break # converged
18: end if
19: Emin ← E
20: Compute H(θd) and g(θd) according to S
(det)
kℓ # see (5.9)
21: λ← max (λ/ζdiv, 10−6)
22: else
23: λ← λ · ζmul
24: if λ > 100/ǫ then
25: break # λ too large ⇒ not converged
26: end if
27: end if
28: until t ≥ tmax
29: end for
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the distance between two grid points. Based on these quantities we propose to use the
following cropping parameters:
δ1,max :=
∆ϑ,grid
2(Lϑ,grid − 1) , (5.31)
δ2,max :=
∆ϕ,grid
2(Lϕ,grid − 1) (5.32)
Finally, line 21 of Algorithm 5.1 restricts λ to values not less than 10−6 which has been
empirically proven to be a good choice for the application presented in this chapter.
5.4 Simulations
Throughout the previous section we have presented how a modiﬁed Levenberg search or
Levenberg-Marquardt search can be applied to the direction ﬁnding problem. To this
end, four diﬀerent surrogate functions have been deﬁned. Hence, it is now our goal to
investigate the direction ﬁnding performance of each of these surrogate cost functions
using a Levenberg(-Marquardt) search algorithm. Our main focus is the eﬃciency of
each algorithm which basically refers to its speed of convergence.
5.4.1 Basic Setup
The simulations are based on the antenna array described in Section 1.6. We have
already used this antenna array for the analysis of array manifold interpolation schemes
in Chapter 3 and for Cramér-Rao Lower Bound computations in Chapter 4.
The Eﬀective Aperture Distribution Function (EADF) is used to obtain a continuous ar-
ray manifold from the sampled beam patterns. Moreover, since each of the proposed DoA
estimation algorithms needs a starting solution, we performed a coarse two-dimensional
peak search in
(
S(det)(ϑ, ϕ)
)−1
(see (5.21)) in order to ﬁnd rough estimates of the desired
parameter vectors ϑd and ϕd, with d = 1, . . . , D. To this end, the model order D was
assumed to be known. As for this initial search we restricted us to the upper hemisphere,
i.e., ϑ ∈ [0, 90◦] and ϕ ∈ [−180◦, 180◦].
The reception model used is the one presented in (2.14). We have modeled the signal
matrix S ∼ CN (0D,D, ID) as independently and identically distributed (i.i.d.) complex
random process following a Gaussian distribution with zero mean. Likewise, the noise
matrix N ∼ CN (0M,M , σ2IM) is as well modeled as a i.i.d. Gaussian-distributed com-
plex random process with zero mean. All of the simulations presented below assume
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a ﬁxed signal-to-noise ratio of 20 dB. The noise subspace is estimated from 50 signal
snapshots. Each simulation has been repeated 2000 times.
5.4.2 Single-Path Scenario
The ﬁrst scenario is a single-path scenario where we have ﬁxed the azimuth to ϕ1 = 60
◦
and let the elevation range over the upper hemisphere. The impinging wave exhibits a
linear polarization with parameters α1 =
π
4 and φ1 = 0. The search space of the initial
search has been divided into 20 grid points both in elevation and azimuth direction.
Based on the derivations of the preceding sections we have to investigate eight algorithms.
That is, we apply a Levenberg search as well as a Levenberg-Marquardt search to the
four diﬀerent surrogate cost functions. Additionally, we will also give the corresponding
deterministic CRLB. Since we are not interested in polarization, the polarimetric CRLB
is employed.
Fig. 5.1 depicts the root mean squared error (RMSE) of the estimated elevation ϑ1
as well as the estimated azimuth arc length ϕˆ1. Recall that the azimuth arc length
ϕˆd := ϕd ·|cos(ϑtrue)| has been introduced to compensate for the azimuth’s indeterminacy
at the poles. Hence, the azimuth arc length is always zero for ϑ = ±90◦.
It turns out that all algorithms provide a very similar DoA estimation performance.
However, the Levenberg-Marquardt search using the surrogate cost function S
(det)
12 shows
a degraded performance for certain DoAs.
Let us choose a single simulation point to further investigate the statistics of the DoA
estimation algorithms under consideration. Fig. 5.2 presents the empirical cumulative
distribution functions (CDFs) for ϑ1 = 72
◦ and ϕ1 = 60◦. The empirical CDFs denote
the probability (vertical axis) that the estimation error of the respective angle is equal
to or less than some value (horizontal axis). Hence, the faster the CDF of an estimator
rises the more preferable the estimator is. However, for this speciﬁc scenario there is
no signiﬁcant diﬀerence between the individual DoA estimation algorithms (estimators)
concerning the error distribution.
As we have observed from Fig. 5.1 allmost all eight algorithms show the same performance
with respect to the DoA estimation accuracy. Nevertheless, the goal of this thesis is to
make DoA estimation eﬃcient. That is, we should have a look at how fast each algorithm
convergences. For that, we measure the number of steps per path until Algorithm 5.1
leaves the inner repeat-until loop. Hence, we equivalently deﬁne a step for a given
path as the number of times the cost function S(det)(ϑ, ϕ) has been evaluated.
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Figure 5.1: DoA estimation errors for a single source impinging from azimuth ϕ = 60◦
and different elevations ϑ
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Figure 5.2: CDFs of DoA estimation errors for a single source impinging from eleva-
tion ϑ = 72◦ and azimuth ϕ = 60◦
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When we take a look at Fig. 5.3 the impression that the proposed algorithms basically
behave the same is proven wrong. Rather, we observe that especially in the surrounding
of the poles some algorithms suﬀer from a severe break down concerning their speed of
convergence. This behavior is especially pronounced in case of the surrogate cost function
S
(det)
11 using a Levenberg search. Using the same cost function but employing a Levenberg-
Marquardt search does mitigate this eﬀect to some extend. Additionally, a Levenberg-
Marquardt search applied to the surrogate cost function S
(det)
12 needs a comparably large
number of steps to converge between the poles and the equator compared to the other
algorithms.
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Figure 5.3: Number of steps (cost function evaluations) needed to find a single source
at an azimuth of ϕ = 60◦ and for different elevations
It turns out that the cost function S
(det)
22 used in a Levenberg-Marquardt search exhibits
the least number of steps needed to converge. This combination usually needs less then
100 steps to arrive at the ﬁnal solution. This does also hold true at the poles where other
algorithms need way beyond 1000 steps.
Again, let us turn to one special DoA where ϑ1 = 72
◦ and ϕ1 = 60◦. The empirical CDFs
of the number of steps to converge is depicted in Fig. 5.4. The faster a curve ascents to
one the more eﬃcient an algorithm is. From this plot it becomes clear that the surrogate
cost function S
(det)
22 (not regarding which search algorithm is used) has a high probability
for a small number of steps. Depending on the scenario it can be observed that such an
algorithm often needs less then 20 steps to converge.
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Figure 5.4: Number of steps (cost function evaluations) needed to find a single source
at an elevation ϑ = 72◦ and an azimuth of ϕ = 60◦
5.4.3 Two-Path Scenario
Now, we want to further investigate the performance of the proposed direction ﬁnding
algorithms by adding an additional path. To this end, we keep the setup as explained
in the previous section (ﬁrst path has been ﬁxed to ϑ1 = 72
◦ and ϕ1 = 60◦) and add an
additional path impinging from direction (ϑ2, ϕ2) = (72
◦, 52◦). The additional (second)
path is linearly polarized at an angle of α2 = 0. The initial grid is now divided into 40
grid points both in elevation and azimuth direction.
Fig. 5.5 and Fig. 5.6 depict the CDF of the DoA estimation errors for the ﬁrst and second
path, respectively. Clearly, the CDF of the azimuth arc error for the ﬁrst and second
path is now shifted towords larger errors. Concerning the elevation error, only a small
performance break down is observed.
According to the convergence speed, we observe from Fig. 5.7 and Fig. 5.8 again that
S
(det)
22 using a Levenberg-Marquardt search turns out to be a very good choice. How-
ever, in this special setup S
(det)
21 in conjunction with a Levenberg-Marquardt partially
outperforms S
(det)
22 .
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Figure 5.5: CDFs of DoA estimation errors of a two-path scenario, where the first
path comes from (ϑ, ϕ) = (72◦, 60◦) and the second path comes from
(ϑ, ϕ) = (72◦, 52◦) – depicted: first path
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Figure 5.6: CDFs of DoA estimation errors of a two-path scenario, where the first
path comes from (ϑ, ϕ) = (72◦, 60◦) and the second path comes from
(ϑ, ϕ) = (72◦, 52◦) – depicted: second path
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Figure 5.7: CDFs of the number of steps (cost function evaluations) needed to find
two impinging source signals, where the first path comes from (ϑ, ϕ) =
(72◦, 60◦) and the second path comes from (ϑ, ϕ) = (72◦, 52◦) – depicted:
first path.
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Figure 5.8: CDFs of the number of steps (cost function evaluations) needed to find
two impinging source signals, where the first path comes from (ϑ, ϕ) =
(72◦, 60◦) and the second path comes from (ϑ, ϕ) = (72◦, 52◦) – depicted:
second path
Chapter 5. Efficient Direction Finding 122
5.5 Outlook and Conclusions
Direction of arrival estimation can be tackled from diﬀerent perspectives. During the last
chapters we mainly dealt with “oﬄine issues”, i.e., things that can be optimized before
actually doing the direction ﬁnding.
In contrast, this chapter has provided easy-to-use algorithms for doing the actual direc-
tion ﬁnding for one or multiple impinging signals. Our approach is based on a polari-
metric version of the MUSIC algorithm. The MUSIC approach has been known since a
long time. Our contribution is to derive certain cost functions which nicely integrate into
the framework of a modiﬁed Levenberg(-Marquardt) search. However, the proposed cost
functions S
(det)
kℓ only relax our real cost function S
(det). Hence, we use S
(det)
kℓ as surrogate
cost functions. As it can be seen from Algorithm 5.1 these surrogates are never evaluated
directly. That is, there only purpose is to ﬁnd a suitable search direction.
Although, each S
(det)
kℓ has the potential to result in an acceptable DoA estimation ac-
curacy substantial diﬀerences can be seen in their speed of convergence. Since we are
aiming at an eﬃcient DoA estimation algorithm the speed of convergence is a signiﬁcant
measure. After several simulations we suggest to use the surrogate cost function S
(det)
22
which is able to cope with the degradation in convergence speed at the north pole.
We conjecture the eﬃciency advantage of S
(det)
22 lies in the fact that its score functions
solely consists of aˆ12 = a
∗
1 ⊗ a2. All other surrogate cost functions include at least one
aˆij where i = j. The error in linearizing aˆij for i = j is potentially larger as compared
to the case i 6= j. The latter case incorporates both polarimetric array steering vectors.
Hence, if one steering vector has unfavourable condition concerning the linearization, it
may be compensated by the second steering vector. This extends the ﬁndings obtained
in Chapter 4 for the Cramér-Rao Lower Bounds where we have seen that diﬀerent po-
larimetric steering vectors may help to improve the DoA accuracy and resolution in case
of multiple impinging paths. We have empirically observed that distinct steering vectors
may also have a direct impact on the execution time of some DoA estimation algorithm.
However, there are still open questions that could be task of future research: A fun-
damental one is to theoretically derive how the Kronecker product of aˆij behaves in a
Levenberg-based or Gauss-Newton-based search. It is known that the latter has quadratic
convergence speed. Hence, also a Levenberg-based search has a quadratic expected con-
vergence speed if initialized close enough to the real minimum. Since we now have
a special structure (Kronecker product), an analytical solution would be favourable.
Moreover, it would be beneﬁcial to know how the orthogonality of the two polarimetric
steering vectors directly inﬂuence the DoA estimation speed. As a result, one would be
able to estimate the suitability of a the proposed algorithms to a certain antenna array.
Chapter 6
Conclusions
As we have seen in the introductory chapter, there is a social and scientiﬁc need for
accurate and easy-to-use direction ﬁnding systems. However, direction ﬁnding can be
approached from various perspectives. Any sophisticated direction ﬁnding algorithm
provides insuﬃcient performance in terms of accuracy and resolution if the antenna
array at hand is itself insuﬃcient. Moreover, any optimized antenna array combined
with an elaborate DoA estimator suﬀers from poor performance if there is no accurate
enough description of the array’s manifold. And lastly, owning a suitable antenna array
while knowing its manifold exactly does not help much if one applies DoA estimators
that do not perform well in terms of accuracy, resolution, or computational complexity.
Due to this observation, this thesis is split into three parts, where each part tackles one
of the problems mentioned above. Before that, the thesis starts with an introductory
chapter (Chapter 1). There, we also gave some fundamentals on quaternions. The
basic polarimetric system model in the complex as well as in the quaternionic domain is
given in Chapter 2. There, we proposed the µ¸-parallel operation to represent the basic
polarimetric ﬁltering of an antenna element.
The quaternionic system model presented in the second chapter is used to derive a po-
larimetric array manifold interpolation scheme in Chapter 3. Our basic observation was,
that conventional interpolation techniques treat the pair of polarimetric beam patterns
per array element as independent quantities. However, at the array output one always
obtains a scalar quantity. Hence, we combined both beam patterns into a single beam
pattern by using quaternions. Quaternions constitute the most popular generalization
of complex numbers not having just a single but three imaginary units. Accordingly, the
proposed interpolation scheme can be seen as a generalization of the Eﬀective Aperture
Distribution Function (EADF). The EADF is basically a two-dimensional DFT of a sam-
pled beam pattern over the whole unit sphere. As for the quaternionic EADF (QEADF),
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we essentially do the same. But there are notable diﬀerences which we point out in this
chapter. There is not such thing as the discrete quaternion Fourier transform (DQFT).
However, we end up having a theoretically inﬁnite number of DQFTs. This is due to the
inﬁnite number of diﬀerent quaternions that do have the same properties as the complex
imaginary unit . That is, each of these deﬁnes ar valid transformation axis. Moreover,
the quaternion multiplication in general does not commute. Hence, The ordering of the
exponentials in a DQFT is important. Based on these observations, we propose three
QEADFs which have to be parametrized by two transformation axes. We call these the
two-side, the left-side, and the right-side QEADF. The latter two result in very similar
mathematical expressions concerning the manifold interpolation. It remains as a task for
future research to exploit such properties to obtain new direction ﬁnding algorithms. As
for this thesis, we investigated the interpolation performance based on truncation and
tapering. We as well compared the QEADF to a sector-based interpolation scheme.
Choosing a suitable interpolation scheme is not only important for the actual direction
ﬁnding. It does also help to quantify the direction ﬁnding capability of a whole antenna
array. Such quantiﬁcation is usually done using the Cramér-Rao Lower Bound (CRLB).
No unbiased DoA estimator can achieve a mean squared error that is lower than this
bound. However, in the signal processing community it is quite common to consider
idealized antenna arrays such as uniform linear arrays comprised of omnidirectional el-
ements. For real-world arrays this is often far from being realistic. And besides, the
polarization of the impinging waves are usually not considered at all. In Chapter 4 we
close this gap by giving three diﬀerent “looks” on the same physical reception model
resulting in three diﬀerent deterministic CRLBs. The ﬁrst CRLB is the one which is
commonly applied in the signal processing community. However, it has no notion of
polarization which limits its use to scenarios where the polarization is known in advance
or where we do not encounter transversal polarization (e.g., sonic waves). The second
CRLB does incorporate polarization, i.e., the Jones vectors. Though, often one is not
interested in these polarimetric parameters. That is, the second type of CRLB treats
these as nuisance parameters. This is opposed to the third type of CRLBs, where the
parameters of the Jones vectors are considered to be of interest. For all of these CRLBs
we give a reduced versions (some of them already known from literature) which are eas-
ier to compute. Such bounds enable us to investigate the behavior of a certain antenna
array concerning the estimation of some impinging waves with respect to the desired
parameters. In this thesis we propose to optimize an antenna array regarding its DoA
estimation performance. To this end, we propose a ﬁgure of merit, the mean area CRLB.
This ﬁgure of merit is derived from a type of constrained CRLBs and represents the area
on the unit sphere spanned by the CRLBs for elevation and azimuth. This quantity
can be used to derive an objective function for antenna array optimization. All of the
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CRLBs deﬁned in this chapter are visualized using L-Quad antenna arrays. Additionally,
for the array optimization we have exemplarily compared two L-Quad arrays of diﬀerent
geometries.
As soon as one knows that the antenna array at hand can produce acceptable results,
the actual direction ﬁnding can be performed. To this end, we were concerned about
efficient algorithms. That is, the direction ﬁnding task should be able to be accomplished
in real-time (i.e., within a reasonable time) and applicable to any antenna array. Clearly,
DoA estimators that are meant to resolve hundreds of directions of arrival, directions of
departure, polarimetric parameters, path delays etc. are not eligible for the job. Thus,
in Chapter 5 we propose estimators that are narrowed down to the pure DoA estimation
of signiﬁcantly dominant paths. The basis for the proposed DoA estimation technique is
a MUSIC-based estimator. This estimator has already excluded the task of ﬁnding the
impinging waves’ states of polarization. The proposed cost function is used for a coarse
search. After that, we derive four diﬀerent surrogate cost functions. These surrogates do
have a structure which can be applied to a modiﬁed Levenberg- search and Levenberg-
Marquardt search. This is accomplished by linearizing a Kronecker structure of two array
steering vectors. By means of simulation it turns out that having only Kronecker products
of diﬀerent polarimetric array steering vectors usually leads to algorithms that are very
fast in convergence (compared to other Kronecker variants or simple grid reﬁnement
searches). Nevertheless, all proposed algorithms tend to have a similar performance in
terms of DoA estimation accuracy. This is especially due to the fact that the surrogate
cost functions only provide search directions but are never evaluated directly. Chapter 5
provides the full pseudocode deﬁning the iterative DoA estimation ready for practical
use.
Finally, the reader is referred back to the introductory section in Chapter 1. There, we
aimed at saving lives of buried victims after earthquakes, at avoiding car accidents, and
enabling biologists to do eﬃcient research on species such as sea turtles. We believe,
an antenna array that is properly calibrated (→ Chapter 3) and properly designed (→
Chapter 4) in conjunction with a real-time capable algorithm (→ Chapter 5) should
render all of these applications possible.

Appendix A
Basic Identities and Definitions
The intention of this appendix is to keep basic identities and deﬁnitions ready for use
and reference in this thesis.
A.1 Identities of Complex-Valued Expressions
A.1.1 Basic Properties
Let, A, B, C, and D be some complex-valued matrices of matching sizes. Additionally,
let x and y be complex-valued vectors of matching sizes. The following expressions hold
true.
tr
(
AHB
)
= vecH(A) vec (B) (A.1)
adj (A) = det (A)A−1 iff A is invertible (A.2)
(A⊗B) (C ⊗D) = AC ⊗BD, (A.3)
(A⊗B)−1 = A−1 ⊗B−1 iff A and B are invertible (A.4)
vec (ABC) =
(
CT ⊗A) vec (B) (A.5)
vecT(A) (x⊗ y) = vecT(AT) (y ⊗ x) iff A is quadratic (A.6)
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A.1.2 Inverse of Partitioned Matrices
Consider a matrix A ∈ CM×M that has been partitioned into four sub-matrices A11,
A12, A21, and A22, where Amn ∈ CMm×Mn and M1 +M2 = M .
A =
[
A11 A12
A21 A22
]
(A.7)
Accordingly, let the inverse of A be partitioned into sub-matrices A˜11, A˜12, A˜21, and
A˜22, where A˜mn ∈ CMm×Mn .
A−1 =
[
A˜11 A˜12
A˜21 A˜22
]
(A.8)
Provided all arising inverses exist the inverse of A is given by
A˜11 =
(
A11 −A12A−122 A21
)−1
(A.9)
A˜22 =
(
A22 −A21A−111 A12
)−1
(A.10)
A˜12 = −A−111 A12A˜22 (A.11)
A˜21 = −A˜22A21A−111 (A.12)
A.1.3 Pseudoinverse of Partitioned Positve Semi-Deﬁnite Matrices
Consider a Hermitian matrix A ∈ CM×M . A is required to be positive semi-deﬁnite,
i.e., there exists a matrix L such that A = LLH. Let A be partitioned using three
sub-matrices A11, A12, and A22, where Amn ∈ CMm×Mn and M1 +M2 = M .
A =
[
A11 A12
AH21 A22
]
(A.13)
Accordingly, let the Moore-Penrose pseudoinverse of A be partitioned into sub-matrices
A˜11, A˜12, A˜21, and A˜22, where A˜mn ∈ CMm×Mn .
A† =
[
A˜11 A˜12
A˜12 A˜22
]
(A.14)
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Provided all arising inverses exist the inverse of A is given by (see [106] and [107]):
A˜11 = A
†
11 +A
†
11A12A˜22A
H
12A
† (A.15)
A˜22 =
(
A22 −AH12A†11A12
)†
(A.16)
A˜12 = −A†11A12A˜22 (A.17)
A˜21 = −A˜22AH12A†11 (A.18)
A.2 Identities of Quaternion-Valued Expressions
Section 1.5 serves as an introduction to the set of quaternions. Additionally, a number
of operators is introduced. For that reason, the following sections give some more details
concerning quaternionic operations.
A.2.1 Pure Unit Quaternions
Here we give a number of identities involving pure unit quaternions (PUQs). To this
end, let µ¸ ∈ Hpu and µ¸⊥ ∈ Hpu be two orthogonal pure unit quaternions. Furthermore,
let z¸ ∈ Cµ be some quaternion located in the complex-isomorphic set spanned by µ¸.
µ¸µ¸⊥, µ¸⊥µ¸ ∈ Hpu The product of PUQs is a PUQ. (A.19)
µ¸µ¸⊥, µ¸⊥µ¸ ⊥ µ¸ The product of PUQs is orthogonal to its factors. (A.20)
µ¸µ¸⊥, µ¸⊥µ¸ ⊥ µ¸⊥ The product of PUQs is orthogonal to its factors. (A.21)
µ¸µ¸⊥ = −µ¸⊥µ¸ The product of PUQs is anticommutative. (A.22)
z¸µ¸ = µ¸z¸ (A.23)
z¸µ¸⊥ = µ¸⊥z¸
∗ (A.24)
The proofs are straightforward by decomposing µ¸, µ¸⊥, and z¸ into their real parts and
vector parts.
A.2.2 Matrix Product of Three Matrices
The left matrix product and right matrix product introduced in Section 1.5.2 allows
for diﬀerent combinations of multiplications. That’s why there are six diﬀerent ways of
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writing a product of three matrices. For that, let A¸, B¸, and C¸ be three quaternion-valued
matrices of matching sizes. The following three products exist.
K∑
k=1
L∑
ℓ=1
am,k bk,ℓ cℓ,n = [A¸ ·L B¸ ·L C¸]m,n (A.25)
K∑
k=1
L∑
ℓ=1
cℓ,n bk,ℓ am,k = [A¸ ·R B¸ ·R C¸]m,n (A.26)
K∑
k=1
L∑
ℓ=1
am,k cℓ,n bk,ℓ = [A¸ ·L (B¸ ·R C¸)]m,n (A.27)
K∑
k=1
L∑
ℓ=1
cℓ,n am,k bk,ℓ = [(A¸ ·L B¸) ·R C¸]m,n (A.28)
K∑
k=1
L∑
ℓ=1
bk,ℓ am,k cℓ,n = [(A¸ ·R B¸) ·L C¸]m,n (A.29)
K∑
k=1
L∑
ℓ=1
bk,ℓ cℓ,n am,k = [A¸ ·R (B¸ ·L C¸)]m,n (A.30)
Note that the ﬁrst two identities do not contain inner brackets due to the following
associativity property.
(A¸ ·L B¸) ·L C¸ = A¸ ·L (B¸ ·L C¸) (A.31)
(A¸ ·R B¸) ·R C¸ = A¸ ·R (B¸ ·R C¸) (A.32)
Similarly, iﬀ [A¸]m,n ∈ Cµ and [B¸]u,v ∈ Cµ are in the same complex-isomorphic set Cµ,
then associativity does hold for the remaining equations as well.
(A¸ ·L B¸) ·R C¸ = A¸ ·L (B¸ ·R C¸) (A.33)
(A¸ ·R B¸) ·L C¸ = A¸ ·R (B¸ ·L C¸) (A.34)
A.2.3 Kronecker Product and Vectorization
It is possible to reformulate the vectorization of a product of three matrices A¸ ∈ HM×K ,
B¸ ∈ HK×L, and C¸ ∈ HL×N in the quaternion domain.
vec (A¸ ·L [B¸ ·R C¸]) =
(
C¸T ⊗R A¸
) ·L vec (B¸) (A.35)
vec (A¸ ·R [B¸ ·L C¸]) =
(
C¸T ⊗L A¸
) ·R vec (B¸) (A.36)
vec ([A¸ ·L B¸] ·R C¸) =
(
C¸T ⊗L A¸
) ·L vec (B¸) (A.37)
vec ([A¸ ·R B¸] ·L C¸) =
(
C¸T ⊗R A¸
) ·R vec (B¸) (A.38)
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However, there is no such expression for vec (A¸ ·L B¸ ·L C¸) and vec (A¸ ·R B¸ ·R C¸) using
the operators deﬁned in this thesis. The reason is that this would involve multiplying
the components of B¸ between A¸ and C¸. In [2] we give similar results for B¸ being a
diagonal matrix.
A.3 Derivatives
In the following, we explain the notation used in this thesis regarding derivatives. All
derivatives are taken with respect to real-valued quantities. Thus, the function of which
the derivative is taken may be complex-valued or even quaternionic. To indicate this, we
write A to indicate that both, C and H, are valid.
A.3.1 Notation
Let A ∈ RMA×NA , b ∈ RLb×1, and c ∈ R be a real-valued matrix (with entries amn), a
real-valued vector (with entries bℓ), and a real-valued scalar, respectively. Furthermore,
let F : R → AMF×NF , g : RLb×1 → ALg×1, and h : RMA×NA → A be a matrix function
(with entries fmn), a vector function (with entries gℓ), and a scalar function, respectively.
Thoughout this thesis, multivariate derivatives are deﬁned as follows.[
∂F
∂c
]
mn
=
∂fmn
∂c
m = 1, . . . ,MF, n = 1, . . . , NF (A.39)[
∂g
∂bT
]
mn
=
∂gm
∂bn
m = 1, . . . , Lg, n = 1, . . . , Lb (A.40)[
∂h
∂A
]
mn
=
∂h
∂amn
m = 1, . . . ,MA, n = 1, . . . , NA (A.41)
The transpose or Hermitian transpose operation may be interchanged with taking the
derivative.
∂gT
∂b
=
(
∂g
∂bT
)T
(A.42)
∂gH
∂b
=
(
∂g∗
∂bT
)T
=
(
∂g
∂bT
)H
(A.43)
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A.3.2 Special Derivatives
Let F , h, b, and c be deﬁned as in Section A.3.1. However, restrict F and h to be real
valued, i.e., A = R. In this case, the following identities hold.
∂
∂c
det (F ) = tr
(
adj (F )
∂F
∂c
)
see [108, Section 0.8.10]
= det (F ) tr
(
F−1
∂F
∂c
)
by (A.2) (A.44)
∂
∂c
ln det (F ) = tr
(
F−1
∂F
∂c
)
by (A.44) (A.45)
E
{
∂ lnh
∂b
· ∂ lnh
∂bT
}
= −E
{
∂
∂b
(
∂ lnh
∂bT
)}
(A.46)
A.3.3 Chain Rule
Consider the two mappings u : RLv×1 → RLu×1 and v : RLb×1 → RLv×1 as well as a
vector b ∈ RLb×1. The multivariate chain rule obtains the following form.
∂u (v(b))
∂bT
=
∂u (v(b))
∂ (v(b))T
· ∂v(b)
∂bT
(A.47)
That is, the Jacobian of u (v(·)) is the same as the Jacobian of u (·) times the Jacobian
of v(·).
A.4 Block Matrix Operators
In Appendix B.3.6 the operators block(·), hblock(·), and vblock(·) are applied in order
to obtain a concise notation. They are deﬁned as follows.
hblock
n=1...N
(An) :=
[
A1 . . . AN
]
(A.48)
vblock
m=1...M
(Am) := hblock
m=1...M
T
(
ATn
)
(A.49)
block
m=1...M
n=1...N
(Am,n) := vblock
m=1...M
(
hblock
n=1...N
(Am,n)
)
(A.50)
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A.5 Real-Valued Representation of Complex Matrices
In Section 1.5.1 we shortly reviewed the algebra of the complex numbers. Additionally,
there is another possible description of complex numbers and complex matrices. Such
description of a complex matrix A is given by forming the real valued matrices χ (A),
χL (A), and χR (A).
χ (A) :=
[
ℜ (A) −ℑ (A)
ℑ (A) ℜ (A)
]
(A.51)
χL (A) :=
[
ℜ (A) −ℑ (A)
]
(A.52)
χR (A) :=
[
ℜ (A)
ℑ (A)
]
(A.53)
Here, χ (A) is the direct real-valued matrix representation of the complex matrix A. I.e.,
for some compatible matrices the following identities hold:
χ (A) + χ (B) = χ (A+B) (A.54)
χ (A)χ (B) = χ (AB) (A.55)
That is, applying the operation χ (·) to the elements of the set of complex matrices CM×N
yields a subset of the real-valued matrices R2M×2N which is isomorphic to CM×N .
Furthermore, consider the following identities:
χ
(
AH
)
= χT(A) , (A.56)
χL (A)χR (B) = ℜ (AB) , (A.57)
χ (A)χR (B) = χR (AB) . (A.58)
Theorem A.1 highlights another important identity.
Theorem A.1. The real representation of the Moore-Penrose pseudoinverse of a
complex matrixX equals the Moore-Penrose pseudoinverse of the real representation
of that matrix.
χ†(X) = χ
(
X†
)
(A.59)
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Proof: A matrix Z is the Moore-Penrose pseudoinverse of another matrix Y iff all
of the following conditions hold:
Y ZY = Y (A.60)
ZY Z = Z (A.61)
(Y Z)H = Y Z (A.62)
(ZY )H = ZY (A.63)
Let X† be the Moore-Penrose pseudoinverse of X for which we know that
XX†X =X. (A.64)
Taking the real representation on both sides of this equation leads to
χ
(
XX†X
)
= χ (X) (A.65)
χ (X)χ
(
X†
)
χ (X) = χ (X) by (A.55) (A.66)
which has the form of (A.60). Additionally, the form of (A.61) can be established
by taking the identity
X†XX† =X† (A.67)
and applying the real representation on both sides
χ
(
X†XX†
)
= χ
(
X†
)
(A.68)
χ
(
X†
)
χ (X)χ
(
X†
)
= χ
(
X†
)
by (A.55). (A.69)
Furthermore, the identity (
XX†
)H
=XX† (A.70)
yields the form shown in (A.62):
χ
((
XX†
)H)
= χ
(
XX†
)
(A.71)(
χ (X)χ
(
X†
))T
= χ (X)χ
(
X†
)
by (A.56), (A.55). (A.72)
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Similarly, for (
X†X
)H
=X†X (A.73)
we obtain the form of (A.63):
χ
((
X†X
)H)
= χ
(
X†X
)
(A.74)(
χ
(
X†
)
χ (X)
)T
= χ
(
X†
)
χ (X) by (A.56), (A.55). (A.75)
Note that the Moore-Penrose pseudoinverse of a real-valued matrix will always be
a real-valued matrix. Hence, in conditions (A.62) and (A.63) we may replace the
Hermitian transpose operation by the transpose operation if Y is real-valued.
Finally, since we have shown that the forms of (A.60) to (A.63) can be established,
with Y ← χ (X) and Z ← χ (X†),
χ (X)χ
(
X†
)
χ (X) = χ (X) (A.76)
χ
(
X†
)
χ (X)χ
(
X†
)
= χ
(
X†
)
(A.77)(
χ (X)χ
(
X†
))T
= χ (X)χ
(
X†
)
(A.78)(
χ
(
X†
)
χ (X)
)T
= χ
(
X†
)
χ (X) , (A.79)
we haven proven that χ
(
X†
)
is the Moore-Penrose pseudoinverse of χ (X). 

Appendix B
Proofs
In this appendix we collect proofs given within the individual main chapters in order to
guarantee a convenient reading ﬂow.
B.1 Proofs for Chapter 1
B.1.1 Proof of Theorem 1.2
For two h¸ ∈ H and p¸ ∈ H Theorem 1.2 considers the decomposition of (h¸p¸)‖µ¸ into
h¸‖µ¸p¸‖µ¸ + h¸⊥µ¸p¸⊥µ¸.
To this end, let us deﬁne the symplectic decompositions h¸ = h¸1+h¸2µ¸⊥ and p¸ = p¸1+p¸2µ¸⊥,
where h¸n, p¸n ∈ Cµ¸. Next, we plug these expressions into (h¸p¸)‖µ¸.
(h¸p¸)‖µ¸ = ([h¸1 + h¸2µ¸⊥] [p¸1 + p¸2µ¸⊥])
‖µ¸
= (h¸1p¸1 − h¸2p¸∗2 + h¸2p¸∗1µ¸⊥ + h¸1p¸2µ¸⊥)‖µ¸ by (A.24): µ¸⊥p¸n = p¸∗nµ¸⊥
= (h¸1p¸1)
‖µ¸ − (h¸2p¸∗2)‖µ¸ + (h¸2p¸∗1µ¸⊥)‖µ¸ + (h¸1p¸2µ¸⊥)‖µ¸ (B.1)
The ﬁrst two terms, (h¸1p¸1)
‖µ¸ and (h¸2p¸∗2)
‖µ¸, do not comprise components orthogonal to
µ¸. Hence, we may omit the µ¸-parallel operation. Furthermore, the remaining terms,
(h¸2p¸
∗
1µ¸⊥)
‖µ¸ and (h¸1p¸2µ¸⊥)
‖µ¸, do not contain components parallel to µ¸. That is, these
terms vanish.
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(h¸p¸)‖µ¸ = h¸1p¸1 − h¸2p¸∗2
= h¸‖µ¸p¸‖µ¸ + h¸2µ¸⊥µ¸⊥p¸
∗
2 by (1.28)
= h¸‖µ¸p¸‖µ¸ + h¸2µ¸⊥p¸2µ¸⊥ by (A.24)
= h¸‖µ¸p¸‖µ¸ + h¸⊥µ¸p¸⊥µ¸ by (1.29) (B.2)
This proves Theorem 1.2. 
B.1.2 Proof of Theorem 1.1
Let a¸ ∈ Cµ¸ and b¸ ∈ Cµ¸ be two PUQs, such that a¸ = a1 + a2µ¸ and b¸ = b1 + b2µ¸, where
an ∈ R and bn ∈ R. Consider the sum and product of a¸ and b¸:
a¸+ b¸ = (a1 + a2µ¸) + (b1 + b2µ¸)
= (a1 + b1) + (a2 + b2)µ¸ (B.3)
a¸ · b¸ = (a1 + a2µ¸) · (b1 + b2µ¸)
= (a1b1 + a2µ¸b2µ¸) + (a1b2µ¸+ a2µ¸b1)
= (a1b1 + a2b2µ¸
2) + (a1b2 + a2b1)µ¸
= (a1b1 − a2b2) + (a1b2 + a2b1)µ¸ µ¸2 = −1 by Lemma 1.1 (B.4)
In can be seen from (B.3) and (B.4) that additional and multiplication follow the same
rule as in the complex case. Indeed, (B.3) and (B.4) constitute more general cases. For
instance, we could choose µ¸ = ı such that a¸ and b¸ are usual complex numbers. 
B.2 Proofs for Chapter 3
B.2.1 Proof and Details of Example 3.1
Our goal is to derive the QEADF of an antenna element with omnidirectional charac-
teristics, i.e., b¸(−ϑ, ϕ) = 1. This antenna is only sensitive to the ﬁrst kind of polarization.
Hence, the 2D-periodic beam pattern becomes:
P {B¸} =
[
1Nϑ,Nϕ
−1Nϑ−2,Nϕ
]
(B.5)
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Equation (B.5) can be rewritten as follows:
P {B¸} =
[
1Nϑ,1
−1Nϑ−2,1
]
11,Nϕ = P {1Nθ,1}11,Nϕ . (B.6)
In this example, the two-side, left, and right QEADF are the same since the beam pattern
is real. Hence, all three types of QEADF, E(ℓ)µ¸ϑ,µ¸ϕ {B¸}, have the following form1:
E(ℓ)µ¸ϑ,µ¸ϕ {B¸} = F¸ ϑ P {B¸} F¸ϕ. (B.7)
Here, F¸ ϑ and F¸ϕ denote the Fourier matrices deﬁned in (3.8) and (3.9). Additionally,
nϑ =
[
− N˜ϑ
2
...
N˜ϑ
2
−1
]T
and nϕ = [−Nϕ2 ... Nϕ2 −1 ]
T denote index vectors, where N˜ϑ =
2Nϑ − 2.
F¸ ϑ :=
1√
N˜ϑ
exp
(−µ¸ϑnϑnTϑ∆−ϑ) (B.8)
F¸ϕ :=
1√
Nϕ
exp
(−µ¸ϑnϕnTϕ∆ϕ) . (B.9)
Plugging (B.6) into (B.7) yields the following.
E(ℓ)µ¸ϑ,µ¸ϕ {B¸} = F¸ ϑ P {1Nϑ,1}11,Nϕ F¸ϕ (B.10)
Let us evaluate the transformation along rows and columns (B.10) separately. The
Fourier transform along rows (azimuth domain) obtains the following form:
[11,NϕF¸ϕ]n =

√
Nϕ [nϕ]n = 0
0 [nϕ]n 6= 0
. (B.11)
The Fourier transform along columns (co-elevation domain) yields:
F¸ ϑ P {1Nϑ,1} =F¸ ϑ
[
1Nϑ,1
−1Nϑ−2,1
]
=
0∑
n=−(Nϑ−1)
1√
N˜ϑ
exp (−µ¸ϑnϑn∆−ϑ)−
Nϑ−2∑
n=1
1√
N˜ϑ
exp (−µ¸ϑnϑn∆−ϑ)
=
Nϑ−1∑
n=0
1√
N˜ϑ
exp (µ¸ϑnϑn∆−ϑ)−
Nϑ−1∑
n=0
1√
N˜ϑ
exp (−µ¸ϑnϑn∆−ϑ)
+ 1√
N˜ϑ
exp (−µ¸ϑnϑ0∆−ϑ)︸ ︷︷ ︸
=1
+ 1√
N˜ϑ
exp (−µ¸ϑnϑ(Nϑ − 1)∆−ϑ) . (B.12)
1Recall that juxtaposition indicates a left matrix products ·L.
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Consider the ﬁrst two summands.
Nϑ−1∑
n=0
1√
N˜ϑ
exp (µ¸ϑnϑn∆−ϑ)−
Nϑ−1∑
n=0
1√
N˜ϑ
exp (−µ¸ϑnϑn∆−ϑ)
= 1√
N˜ϑ
Nϑ−1∑
n=0
exp (µ¸ϑnϑn∆−ϑ)− exp (−µ¸ϑnϑn∆−ϑ)
= 2√
N˜ϑ
Nϑ−1∑
n=0
µ¸ϑ sin (nϑn∆−ϑ) (B.13)
The last line follows directly from the isomorphism to the complex numbers. This be-
comes obvious if we set µ¸ϑ = ı. In this case, we would have:
exp (ınϑn∆−ϑ)− exp (−ınϑn∆−ϑ) = 2ı ℑ (exp (ınϑn∆−ϑ))
= 2ı sin (nϑn∆−ϑ) . (B.14)
Equation (B.13) is obtained by considering the general quaternionic case.
exp (µ¸ϑnϑn∆−ϑ)− exp (−µ¸ϑnϑn∆−ϑ) = 2 (exp (µ¸ϑnϑn∆−ϑ))⊥µ¸ϑ
= 2µ¸ϑ sin (nϑn∆−ϑ) (B.15)
Here, we used that (exp (µ¸x))⊥µ¸ = (cos (µx) + µ¸ sin (x))⊥µ¸ = µ¸ sin (µ¸x) for any PUQ
µ¸ ∈ Hpu (see also (1.29)).
Equation (B.13) exhibits a sum of sine functions. In order to simplify this sum, consider
the following standard result.
ŝinN (x) := 2
N−1∑
n=0
sin(nx) =
cos
(
x
2
)− cos ((N − 12)x)
sin
(
x
2
) (B.16)
In conjunction with (B.13) this leads to
Nϑ−1∑
n=0
1√
N˜ϑ
exp (µ¸ϑnϑn∆−ϑ)−
Nϑ−1∑
n=0
1√
N˜ϑ
exp (−µ¸ϑnϑn∆−ϑ) = 1√
N˜ϑ
µ¸ϑ ŝinNϑ (nϑ∆−ϑ) ,
(B.17)
where ŝinNϑ(·) is applied elementwise. Additionally, recall that
∆−ϑ = 2πN˜−1ϑ = π(Nϑ − 1)−1. (B.18)
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The roots of ŝinN (x) are x = 2πk(N − 1)−1 for any k ∈ N. Therefore, ŝinNϑ (n∆−ϑ)
vanishes for any even n ∈ N. Thus, we can rewrite (B.17) as follows.[
Nϑ−1∑
n=0
1√
N˜ϑ
exp (µ¸ϑnϑn∆−ϑ)−
Nϑ−1∑
n=0
1√
N˜ϑ
exp (−µ¸ϑnϑn∆−ϑ)
]
m
=
0 [nϑ]m evenµ¸ϑŝinNϑ ([nϑ]m∆−ϑ) otherwise (B.19)
Now, consider the third and fourth addend in (B.12).
1√
N˜ϑ
+ 1√
N˜ϑ
exp (−µ¸ϑnϑ(Nϑ − 1)∆−ϑ) = 1√
N˜ϑ
[1 + exp (µ¸ϑπnϑ)] (B.20)
The term 1 + exp (µ¸ϑπn), with n ∈ N, is two for any even n and zero otherwise.
[
1√
N˜ϑ
+ 1√
N˜ϑ
exp (−µ¸ϑnϑ(Nϑ − 1)∆−ϑ)
]
m
=

2√
N˜ϑ
[nϑ]m even
0 otherwise
(B.21)
Let us plug the results (B.19) and (B.21) into (B.12).
[F¸ ϑ P {1Nϑ,1}]m =
1√
N˜ϑ
·
2 [nϑ]m evenµ¸ϑ ŝinNϑ ([nϑ]m∆−ϑ) otherwise (B.22)
Finally, we plug (B.22) and (B.11) into (B.10) which yields the ﬁnal QEADF.
[
E(ℓ)µ¸ϑ,µ¸ϕ {B¸}
]
m,n
=
√
Nϕ
N˜ϑ
·

0 [nϕ]n 6= 0
2 [nϕ]n = 0 ∧ [nϑ]m even
µ¸ϑ ŝinNϑ ([nϑ]m∆−ϑ) [nϕ]n = 0 ∧ [nϑ]m odd
(B.23)
Notice that the entries of E(ℓ)µ¸ϑ,µ¸ϕ {B¸} in (B.23) are either real numbers or pure quater-
nions (i.e., quaternions with vanishing real part). Due to the term ŝinNϑ ([nϑ]m∆−ϑ) the
QEADF is spread in the co-elevational frequency domain (see Fig. 3.1). Additionally, we
always obtain the same result no matter which µ¸ϕ we choose. 
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B.3 Proofs for Chapter 4
B.3.1 Proof of Equation (4.12)
We want to prove that the cross-covariance matrix Rsθ ∈ RLΘ×Lθ is the Jacobi matrix
of g(θ).
Rgˆs = Ey|θ
{
(gˆ(y)− g(θ)) (s(y|θ)− Ey|θ{s(y|θ)})T} (B.24)
From (4.9) we know that the expected value Ey|θ{s(y|θ)} equals the zero vector.
Rgˆs = Ey|θ
{
(gˆ(y)− g(θ)) sT(y|θ)}
= Ey|θ
{
gˆ(y)sT(y|θ)}− g(θ)Ey|θ{sT(y|θ)}
= Ey|θ
{
gˆ(y)sT(y|θ)} by (4.9) (B.25)
Both, s(y|θ) and gˆ(y), depend on the measurement vector y. Hence, using (4.8) we
have for the expected value Ey|θ
{
gˆ(y)sT(y|θ)}:
Ey|θ
{
gˆ(y)sT(y|θ)} = ∫
Υ
gˆ(y)
∂pY (y|θ)
∂θT
1
pY (y|θ) pY (y|θ) dy
=
∫
Υ
gˆ(y)
∂pY (y|θ)
∂θT
dy
=
∂
∂θT
∫
Υ
gˆ(y) pY (y|θ) dy
=
∂g(θ)
∂θT
by (4.7) (B.26)

B.3.2 Proof of Theorem 4.1
The basic proof of Theorem 4.1 is given in [46]. However, this document has some
notational ﬂaws and does not consider the complex-valued case.
The proof starts by considering the mapping
e(a, b) = E
{|xHa+ yHb|2} (B.27)
for some random vectors x ∈ CMx×1 and y ∈ CMy×1 as well as for some arbitrary non-
random vectors a ∈ CMx×1 and b ∈ CMy×1. Additionally, we deﬁne Rxx := E
{
xxH
}
,
Ryy := E
{
yyH
}
, and Rxy := E
{
xyH
}
. Minimizing e(a, b) with respect to b using
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Wirtinger’s calculus yields:
bopt = −R−1yyRyxa (B.28)
This result is plugged into e(a, b).
e(a, bopt) =E
{|xHa+ yHbopt|2} by (B.28)
=E
{|xHa− yHR−1yyRyxa|2}
=aHRxxa− aHRxyR−1yyRyxa− aHRHyxR−Hyy Ryxa
+ aHRHyxR
−H
yy RyyR
−1
yyRyxa (B.29)
By noting that RHyx = Rxy and R
H
yy = Ryy the mapping e(a, bopt) reduces to the
following quadratic form.
e(a, bopt) = a
H
(
Rxx −RxyR−1yyRyx
)
a (B.30)
From (B.27) we know that e(a, bopt) ≥ 0 for all vectors a. It follows that the matrix
Rxx −RxyR−1yyRyx must be positive semideﬁnite. 
B.3.3 Proof and Details of Example 4.3
In Example 4.1, the problem of calibrating a liquid thermometer is considered. The
CRLB of this scenario is derived in Example 4.3. Let us now proof the Fisher information
matrix (FIM) given in (4.20). Additionally, we give some more details on the derived
CRLB.
The Calibration Setup
The following dependency between the thermometer’s column height h and the temper-
ature T is presumed.
h = mT + h0 + n (B.31)
Here, m and h0 are thermometer-speciﬁc constants and n ∼ N
(
0, σ2T
)
denotes the
measurement noise with known variance σ2T.
During the calibration process the thermometer is dipped into K diﬀerent liquids. Tk
and hk are the temperature and column height of the k-th liquid, respectively. The
temperatures are collected in the matrix A.
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A :=

T1 1
...
...
TK 1
 (B.32)
Moreover, the vector θ :=
[
m h0
]T
stores the parameters of interest. The measurement
process is described by equation (4.5):
y = Aθ + n (B.33)
Here, y :=
[
h1 . . . hK
]T
denotes the vector of all measured heights. The vector n ∼
N (0K,1, σ2TIK) denotes the i.i.d. Gaussian-distributed noise terms of all measurements.
Hence, the measurement vector is Gaussian-distributed as well, with y ∼ N (Aθ, σ2TIK)
and probability density function pY (y|θ).
pY (y|θ) =
(
2πσ2T
)−K · exp(0.5σ−2T · ‖y −Aθ‖22) . (B.34)
Proof of (4.20)
For the log-likelihood function we have:
ln (pY (y|θ)) = −K · ln
(
2πσ2T
)
+ 0.5σ−2T · ‖y −Aθ‖22 . (B.35)
Therefore, the score function becomes
s(y|θ) = ∂ln (pY (y|θ))
∂θ
=
∂
∂θ
(
−K · ln (2πσ2T)+ 0.5σ−2T · ‖y −Aθ‖22 .)
= 0.5σ−2T ·
∂
∂θ
‖y −Aθ‖22
= σ−2T ·
(
ATAθ −ATy) . (B.36)
Now, let us examine the following expected value:
Ey|θ
{
yyT
}
= Ey|θ
{
(Aθ + n) (Aθ + n)T
}
= Ey|θ
{
AθθTAT
}︸ ︷︷ ︸
=AθθTAT
+Ey|θ
{
AθnT
}︸ ︷︷ ︸
=0
+Ey|θ
{
nθTAT
}︸ ︷︷ ︸
=0
+Ey|θ
{
nnT
}︸ ︷︷ ︸
=σ2TIK
= AθθTAT + σ2TIK (B.37)
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The Fisher information matrix (FIM) Rss is the expected value of the covariance matrix
of the score function.
Rss = Ey|θ
{
ss
T
}
= σ−4T · Ey|θ
{(
ATAθ −ATy) (ATAθ −ATy)T}
= σ−4T ·
(
Ey|θ
{
ATAθθTATA
}− Ey|θ{ATAθyTA}
−Ey|θ
{
ATyθTATA
}
+ Ey|θ
{
ATyyTA
})
(B.38)
Using Ey|θ{y} = Aθ and (B.37) the FIM can be simpliﬁed as follows.
Rss = σ
−4
T ·
(
ATAθθTATA−ATAθEy|θ
{
yT
}
A
−ATEy|θ{y}θTATA+ATEy|θ
{
yyT
}
A
)
= σ−4T ·
(
ATAθθTATA−ATAθθTATA
−ATAθθTATA+AT (AθθTAT + σ2TIK)A)
= σ−2T A
TA (B.39)
This proofs (4.20). 
Some More Insights
The FIM Rss provided in (4.20) includes the term A
TA which can be written as follows.
ATA = K ·
[
T 2 T
T 1
]
(B.40)
The terms uses therein are
T 2 :=
1
K
K∑
k=1
T 2k and (B.41)
T :=
1
K
K∑
k=1
Tk. (B.42)
We can conclude that at least two measurements at diﬀerent temperatures are needed
to keep Rss from being singular.
In order to analyze the possible calibration accuracies more deeply, let us give names to
the entries of the CRLB ΣCR.
ΣCR =
[
σ2mm σ
2
mh0
σ2mh0 σ
2
h0h0
]
(B.43)
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In this matrix, σ2mm and σ
2
h0h0
denote the CRLBs of m and h0, respectively. The term
σmh0 represents the CRLB for the covariance of m and h0. Moreover, ΣCR is a 2-by-2
matrix, hence it can be written down analytically.
ΣCR = R
−1
ss
=
1
K
·
(
σT
vT
)2
·
[
1 −T
−T T 2
]
(B.44)
Here, v2T denotes the sample variance of the temperatures Tk.
v2T := T
2 − T 2 (B.45)
From (B.44) it turns out that the CRLB decreases as the number of test liquids increases.
The variance of m, σ2mm, only depends on the ratio of σ
2
T and v
2
T as well as on the
number of test liquids. Additionally, this CRLB has the special property that it does not
depend on the parameters m and h0. Hence, given a ﬁxed noise variance, the achievable
calibration accuracy using an unbiased estimator does not depend on the thermometer
at hand. It only depends on the calibration scenario, i.e., the chosen temperatures.
As a practical example, suppose we have a liquid thermometer that has a column height of
12 cm and a measurement range of −20 ◦C to 120 ◦C. Our goal is to draw a temperature
axis on the column, i.e., to calibrate the thermometer. To this end, we are using two
liquids, one with a temperature of T1 = 0
◦C and one with a temperature of T1 = 100 ◦C.
The variance of the Gaussian noise shall be σ2T = 0.01 cm
2. Using (B.44) the following
CRLBs are obtained: σ2mm = 2 ·10−6
(
cm
◦C
)2
, σ2h0h0 = 10
−2 cm2, and σ2mh0 = −10−4 cm
2
◦C .
B.3.4 Proof of Equation (4.48)
We prove (4.48) by ﬁrst examining the Bayesian score function. Similar to the classical
score function, the expected value of the Bayesian score function vanishes.
Ey,θ{sB(y,θ)} = Eθ
{
Ey|θ{s(y|θ)}
}
+ Eθ{sΘ(θ)}
= Eθ{sΘ(θ)} by (4.9)
=
∫
Θ
∂pΘ(θ)
∂θ
1
pΘ(θ)
pΘ(θ) dθ
= 0Lθ,1 (B.46)
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From this, we observe that the cross-correlation matrix of s(y|θ) and sΘ(θ) vanishes as
well.
Ey,θ
{
s(y|θ)sTΘ(θ)
}
= Eθ
{
Ey|θ{s(y|θ)} sTΘ(θ)
}
= 0Lθ,Lθ by (B.46) (B.47)
Next, it turns out that the Bayesian score function can be split into the classical score
function s(y|θ) and the score function sΘ(θ) due to prior knowledge on the distribution
of θ.
sB(y,θ) =
∂
∂θ
ln (pY (y|θ) pΘ(θ))
=
∂ ln pY (y|θ)
∂θ
+
∂ ln pΘ(θ)
∂θ
= s(y|θ) + sΘ(θ) (B.48)
Hence, the Bayesian Fisher information matrix RsBsB obtains the following form.
RsBsB =Ey,θ
{
(sB − Ey,θ{sB}) (sB − Ey,θ{sB})T
}
=Eθ
{
Ey|θ
{
sBs
T
B
}}
=Ey,θ
{
s(y|θ)sT(y|θ)}+ Eθ{Ey|θ{sΘ(θ)sTΘ(θ)}}
+ Ey,θ
{
s(y|θ)sTΘ(θ)
}︸ ︷︷ ︸
0Lθ,Lθ
+Ey,θ
{
sΘ(θ)s
T(y|θ)}︸ ︷︷ ︸
0Lθ,Lθ
=Rss +RsΘsΘ (B.49)

B.3.5 Proof of Equation (4.49)
The covariance matrix RgˆsB is the expected value of the Jacobi matrix
∂g(θ)
∂θT
with respect
to the parameter vector θ. In order to prove this, let us ﬁrst work out two expected values
with respect to the measurement vector y given a ﬁxed set of parameters θ.
The ﬁrst expected value concerns the Bayesian score function sB(y,θ). It turns out to
be the score function sΘ(θ) due to the prior knowledge.
Ey|θ{sB(y,θ)} = Ey|θ{s(y|θ)}+ Ey|θ{sΘ(θ|θ)} by (B.48)
= Ey|θ{sΘ(θ)} by (4.9)
= sΘ(θ) (B.50)
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The second expected value is basically the biased correlation matrix between the es-
timator gˆ(y) and the Bayesian score function sB(y,θ). This matrix proves to be the
covariance matrix between the estimator and the classical score function s(y|θ) plus an
additive term due to the a priori knowledge about θ.
Ey|θ
{
gˆ(y)sTB(y,θ)
}
= Ey|θ
{
gˆ(y)sT(y|θ)}+ Ey|θ{gˆ(y)sTΘ(θ)} by (B.48)
=
∂g(θ)
∂θT
+ Ey|θ{gˆ(y)} sTΘ(θ|θ) by (B.26)
=
∂g(θ)
∂θT
+ g(θ)sTΘ(θ) by (4.7) (B.51)
Finally, we apply these results to the desired covariance matrix RgˆsB .
RgˆsB = Eθ,y
{
[gˆ(y)− g(θ)] [sB(y,θ)− Eθ,y{sB(y,θ)}]T
}
= Eθ,y
{
[gˆ(y)− g(θ)] sTB(y,θ)
}
by (B.46)
= Eθ
{
Ey|θ
{
gˆ(y)sTB(y,θ)
}− g(θ)Ey|θ{sTB(y,θ)}}
= Eθ
{
∂g(θ)
∂θT
+ g(θ)sTΘ(θ)− g(θ)sΘ(θ)
}
by (B.51), (B.50)
= Eθ
{
∂g(θ)
∂θT
}
by (4.12) (B.52)
As it can be seen,RgˆsB does not contain information about the distribution of θ anymore.
What remains is the mean Jacobi matrix of g(θ) with respect to θ. 
B.3.6 Proof of Theorem 4.3
In order to prove Theorem 4.3 we need to look at several block matrices. To this end,
we utilize the block matrix operators deﬁned in Appendix A.4. Therefore, let us rewrite
the matrices Xˆ and Yˆ .
Xˆ = hblock
r=1...R
(
block
m=1...M
n=1...N
(
ℓm,nx
(r)
n
))
Yˆ =
[
1 
]
⊗ block
m1=1...M
m2=1...M
(δm1,m2Y ) (B.53)
The terms used therein are the (m,n)-th entry of L denoted as ℓm,n := [L]m,n and the
Kronecker delta δu,v.
δu,v =
{
1, u = v
0, otherwise
(B.54)
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During the derivation we will encounter real-valued representations of complex-valued
matrices. We use the operators χ (·), χR (·), and χL (·) to indicate such representations.
The reader is kindly referred to Appendix A.5 where we give the deﬁnition and several
properties of these operators.
The proof is based on the matrix pseudo-inversion lemma provided in Appendix A.1.2.
Hence, it also applies for the usual matrix inverse in case of a non-singular partitioned
matrix.
ZXX =
(
ℜ
(
XˆHXˆ
)
−ℜ
(
XˆHYˆ
)
ℜ†
(
Yˆ HYˆ
)
ℜ
(
Yˆ HXˆ
))†
(B.55)
We start by evaluating the term ℜ
(
XˆHXˆ
)
. The expression XˆHXˆ can be brought into
a compact form.
XˆHXˆ = vblock
r=1...R
(
block
n=1...N
m=1...M
(
ℓ∗m,nx
(r)
n
H
))
· hblock
r=1...R
(
block
m=1...M
n=1...N
(
ℓm,nx
(r)
n
))
= block
r1=1...R
r2=1...R
(
block
n=1...N
m=1...M
(
ℓ∗m,nx
(r1)
n
H
)
· block
m=1...M
n=1...N
(
ℓm,nx
(r2)
n
))
= block
r1=1...R
r2=1...R
 block
n1=1...N
n2=1...N
(
M∑
m=1
ℓ∗m,n1ℓm,n2 · x(r1)n1
H
x(r2)n2
) (B.56)
From (B.56) it becomes clear that XˆHXˆ can be written in terms of a Hadamard product.
XˆHXˆ = block
r1=1...R
r2=1...R
([
XHr1Xr2
]⊙ [LHL])
=
(
XHX
)⊙ (1R,R ⊗ [LHL]) (B.57)
Next, we examine the term ℜ
(
XˆHYˆ
)
. For the moment we skip extracting the real part
and just have a look at XˆHYˆ .
XˆHYˆ = vblock
r=1...R
(
block
n=1...N
m=1...M
(
ℓ∗m,nx
(r)
n
H
))
·
[1 ]⊗ block
m1=1...M
m2=1...M
(δm1,m2Y )

=
[
1 
]
⊗
vblock
r=1...R
(
block
n=1...N
m=1...M
(
ℓ∗m,nx
(r)
n
H
))
· block
m1=1...M
m2=1...M
(δm1,m2Y )

=
[
1 
]
⊗ vblock
r=1...R
 block
n=1...N
m=1...M
(
ℓ∗m,nx
(r)
n
H
)
· block
m1=1...M
m2=1...M
(δm1,m2Y )
 (B.58)
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=
[
1 
]
⊗ vblock
r=1...R
 block
n=1...N
m2=1...M
(
M∑
m1=1
δm1,m2ℓ
∗
m1,n · x(r)n
H
Y
)
=
[
1 
]
⊗ vblock
r=1...R
(
block
n=1...N
m=1...M
(
ℓ∗m,nx
(r)
n
H
Y
))
by (B.54)
= vblock
r=1...R
([
block
n=1...N
m=1...M
(
ℓ∗m,nx
(r)
n
H
Y
)
 · block
n=1...N
m=1...M
(
ℓ∗m,nx
(r)
n
H
Y
)])
(B.59)
Taking the real part on both sides leads to the following result.
ℜ
(
XˆHYˆ
)
= vblock
r=1...R
(
χL
(
block
n=1...N
m=1...M
(
ℓ∗m,nx
(r)
n
H
Y
)))
by (A.52) (B.60)
Here, we used the fact that for some complex number z it holds that ℜ (z) = −ℑ (z).
An expression for ℜ
(
Yˆ HXˆ
)
can be obtained in an analog way.
ℜ
(
Yˆ HXˆ
)
= hblock
r=1...R
(
χR
(
block
m=1...M
n=1...N
(
ℓm,nY
Hx(r)n
)))
by (A.53) (B.61)
We proceed by considering the expression ℜ†
(
Yˆ HYˆ
)
. From (B.53) and by applying
(A.51) the following identity can easily be veriﬁed.
ℜ
(
Yˆ HYˆ
)
= χ
(
IM ⊗ Y HY
)
(B.62)
Here, we encounter the real representation of the complex matrix IM⊗Y HY . According
to Theorem A.1 the real representation of the Moore-Penrose pseudoinverse of a complex
matrix is the Moore-Penrose pseudoinverse ot the real representation of that matrix.
Hence, inverting both sides of (B.62) is straightforward.
ℜ†
(
Yˆ HYˆ
)
= χ (IM ⊗W ) (B.63)
In (B.63), we used the abbreviation W :=
(
Y HY
)†
in favor of a shorter notation. Let
us rewrite (B.63) in terms of a block operator.
ℜ†
(
Yˆ HYˆ
)
= χ
 block
m1=1...M
m2=1...M
(δm1,m2W )
 (B.64)
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At this point, we are able to put together the results (B.60), (B.61), and (B.64) in order
to assemble a solution to the expression
ℜ
(
XˆHYˆ
)
ℜ†
(
Yˆ HYˆ
)
ℜ
(
Yˆ HXˆ
)
(B.65)
present in (B.55). The product of ℜ†
(
Yˆ HYˆ
)
and ℜ
(
Yˆ HXˆ
)
becomes:
ℜ†
(
Yˆ HYˆ
)
ℜ
(
Yˆ HXˆ
)
= χ
 block
m1=1...M
m2=1...M
(δm1,m2W )
 · hblock
r=1...R
(
χR
(
block
m=1...M
n=1...N
(
ℓm,nY
Hx(r)n
)))
= hblock
r=1...R
χ
 block
m1=1...M
m2=1...M
(δm1,m2W )
 · χR
(
block
m=1...M
n=1...N
(
ℓm,nY
Hx(r)n
))
= hblock
r=1...R
χR
 block
m1=1...M
m2=1...M
(δm1,m2W ) · block
m=1...M
n=1...N
(
ℓm,nY
Hx(r)n
) by (A.58)
(B.66)
Furthermore, applying the deﬁnition of the Kronecker delta (see (B.54)) yields:
ℜ†
(
Yˆ HYˆ
)
ℜ
(
Yˆ HXˆ
)
= hblock
r=1...R
χR
 block
m1=1...M
n=1...N
(
M∑
m2=1
δm1,m2ℓm2,n ·WY Hx(r)n
)
= hblock
r=1...R
(
χR
(
block
m=1...M
n=1...N
(
ℓm,n ·WY Hx(r)n
)))
. (B.67)
This result as well as (B.60) is now plugged into (B.65).
ℜ
(
XˆHYˆ
)
ℜ†
(
Yˆ HYˆ
)
ℜ
(
Yˆ HXˆ
)
= vblock
r=1...R
(
χL
(
block
n=1...N
m=1...M
(
ℓ∗m,nx
(r)
n
H
Y
)))
· hblock
r=1...R
(
χR
(
block
m=1...M
n=1...N
(
ℓm,n ·WY Hx(r)n
)))
= block
r1=1...R
r2=1...R
(
χL
(
block
n=1...N
m=1...M
(
ℓ∗m,nx
(r1)
n
H
Y
))
· χR
(
block
m=1...M
n=1...N
(
ℓm,n ·WY Hx(r2)n
)))
= block
r1=1...R
r2=1...R
ℜ
 block
n1=1...R
n2=1...R
(
M∑
m=1
ℓ∗m,n1ℓm,n2 · x(r1)n1
H
YWY Hx(r2)n2
) (B.68)
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The last line is obtained by applying (A.57). It turns out that the product at hand
exhibits a similar structure as the expression in (B.57).
ℜ
(
XˆHYˆ
)
ℜ†
(
Yˆ HYˆ
)
ℜ
(
Yˆ HXˆ
)
= block
r1=1...R
r2=1...R
(ℜ ([XHr1YWY HXr2]⊙ [LHL]))
= ℜ
([
XHY
(
Y HY
)†
Y HX
]
⊙ [1R,R ⊗LHL]) (B.69)
Let us now insert expressions (B.57) and (B.69) into (B.55).
ZXX =
(
ℜ
(
XˆHXˆ
)
−ℜ
(
XˆHYˆ
)
ℜ†
(
Yˆ HYˆ
)
ℜ
(
Yˆ HXˆ
))†
=
(ℜ ([XHX]⊙ [1R,R ⊗ [LHL]])
−ℜ
([
XHY
(
Y HY
)†
Y HX
]
⊙ [1R,R ⊗LHL]))† (B.70)
Finally, we replace
(
Y HY
)†
Y H by Y † which concludes the proof of Theorem 4.3.
ZXX =
(
ℜ
([
XH
(
IT − Y Y †
)
X
]
⊙ [1R,R ⊗ (LHL)]))† (B.71)

B.3.7 Proof of Equation (4.117) and Equation (4.118)
Computing the pair of CRLBs (σ2uu, σ
2
vv) from derivatives with respect to elevation and
azimuth is performed by applying the chain rule (see (A.47)):
∂ap(ϑ, ϕ)
∂ [ ϑ ϕ ]
=
∂ap(u, v)
∂ [ u v ]
· Juv(ϑ, ϕ) (B.72)
The Jacobi matrix
Juv(ϑ, ϕ) :=
∂ [ u(ϑ,ϕ) v(ϑ,ϕ) ]T
∂ [ ϑ ϕ ]
=
[
− sin(ϑ) cos(ϕ) − cos(ϑ) sin(ϕ)
− sin(ϑ) sin(ϕ) cos(ϑ) cos(ϕ)
]
(B.73)
can be decomposed as Juv(ϑ, ϕ) = J
(ϕ)
uv (ϕ)J
(ϑ)
uv (ϑ), where
J (ϕ)uv (ϕ) = J
(ϕ)
uv
−1
(ϕ)
=
[
− cos(ϕ) − sin(ϕ)
− sin(ϕ) cos(ϕ)
]
(B.74)
J (ϑ)xy (ϑ) = diag (sin(ϑ), cos(ϑ)) (B.75)
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and hence
J−1uv (ϑ, ϕ) =
[
− sin(ϑ) cos(ϕ) − cos(ϑ) sin(ϕ)
− sin(ϑ) sin(ϕ) cos(ϑ) cos(ϕ)
]
(B.76)
The expression
∂ap(u,v)
∂[u v ] is found by inverting Juv(ϑ, ϕ).
∂ap(u, v)
∂ [ u v ]
=
∂ap(ϑ, ϕ)
∂ [ ϑ ϕ ]
· J−1uv (ϑ, ϕ) (B.77)


Appendix C
QEADFs of L-quad Antenna Array
Elements
Fig. C.1 and Fig. C.1 show sample truncated QEADFs. The values denote the absolute
value of the frequency components in decibel. No tapering has been applied. For each of
the three QEADF types three diﬀerent Fourier axis tuples, (ı, ı), (, ), and (, k), were
used.
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Figure C.1: Absolute values of sample QEADFs (truncated, non-tapered) using the
second port of the array shown in Fig. 1.4. The tuples (µ¸1, µ¸2) below the
figures denote the Fourier axes. The values are given in dB. Black pixels
denote values below -60 dB.
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Figure C.2: Absolute values of sample QEADFs (truncated, non-tapered) using the
last (seventh) port of the array shown in Fig. 1.4. The tuples (µ¸1, µ¸2)
below the figures denote the Fourier axes. The values are given in dB.
Black pixels denote values below -60 dB.
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