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ABSTRACT
Context. Deuterated interstellar molecules frequently have abundances relative to their main isotopologues much higher than the over-
all elemental D-to-H ratio in the cold dense interstellar medium. H+3 and its isotopologues play a key role in the deuterium fractionation;
however, the abundances of these isotopologues have not been measured empirically with respect to H+3 to date.
Aims. Our aim was to constrain the relative abundances of H2D+ and D+3 in the cold outer envelope of the hot core CRL 2136 IRS 1.
Methods. We carried out three observations targeting H+3 and its isotopologues using the spectrographs CRIRES at the VLT, iSHELL
at IRTF, and EXES on board SOFIA. In addition, the CO overtone band at 2.3 µm was observed by iSHELL to characterize the gas on
the line of sight.
Results. The H+3 ion was detected toward CRL 2136 IRS 1 as in previous observations. Spectroscopy of lines of H2D
+ and D+3 resulted
in non-detections. The 3σ upper limits of N(H2D+)/N(H+3 ) and N(D
+
3 )/N(H
+
3 ) are 0.24 and 0.13, respectively. The population diagram
for CO is reproduced by two components of warm gas with the temperatures 58 and 530 K, assuming a local thermodynamic equilib-
rium (LTE) distribution of the rotational levels. Cold gas (<20 K) makes only a minor contribution to the CO molecular column toward
CRL 2136 IRS 1.
Conclusions. The critical conditions for deuterium fractionation in a dense cloud are low temperature and CO depletion. Given the
revised cloud properties, it is no surprise that H+3 isotopologues are not detected toward CRL 2136 IRS 1. The result is consistent with
our current understanding of how deuterium fractionation proceeds.
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1. Introduction
Most neutral-neutral chemical reactions, familiar in the labo-
ratory, do not occur in cold interstellar clouds because of the
high reaction barriers they have relative to the kinetic energies
of molecules and atoms in the cloud. Instead, ion-neutral reac-
tions drive interstellar gas-phase chemistry, since they proceed
with temperature-independent high Langevin rates. The molec-
ular ion H+3 forms as a consequence of cosmic ray ionization of
H2, which is the most abundant molecule in the Universe, and
initiates much of this ion-neutral chemistry (for a review, see
Oka 2013).
? Based on data collected in CRIRES DDT program [289.C-5042] at
the VLT on Cerro Paranal (Chile), which is operated by the European
Southern Observatory (ESO).
?? Based on data collected by iSHELL at the Infrared Telescope
Facility, which is operated by the University of Hawaii under contract
NNH14CK55B with the National Aeronautics and Space Administra-
tion.
??? Based on observations made with the NASA/DLR Stratospheric
Observatory for Infrared Astronomy (SOFIA). SOFIA is jointly oper-
ated by the Universities Space Research Association, Inc. (USRA),
under NASA contract NNA17BF53C, and the Deutsches SOFIA Institut
(DSI) under DLR contract 50 OK 0901 to the University of Stuttgart.
Deuterium (2H), an isotope of hydrogen, formed in the first
20 min after the Big Bang (for a review, see Steigman 2007). Its
overall abundance has been decreasing gradually, due to nuclear
burning inside of stars. The abundance of deuterium relative to
1H in the local interstellar medium has declined from its initial
value of 3 × 10−5 to the present value of 1.5 × 10−5 (Linsky
et al. 2006). Initially it was a big surprise when DCN, an iso-
topologue of HCN, was found by Jefferts et al. (1973) in the
Orion Nebula, with an abundance relative to HCN close to that
of HC15N (1/300), implying 200 times more D in the DCN than
expected based only on the elemental abundance of D/H. The
high abundance of DCN was soon explained by Watson (1973)
as a result of the reaction of H+3 with HD,
H+3 + HD→ H2D+ + H2, (1)
which is exothermic by 232 K (Amano & Watson 1984) when
the reactants and the products are all in their ground states. In
a cold interstellar cloud, the thermodynamical equilibrium fac-
tor, exp (−232K/10K) ∼ 10−10, more than compensates for the
low D/H ratio (Roueff et al. 2007). H2D+ works in the same
way as H+3 in the chemical network of the cold dense interstellar
medium, distributing its D among more massive and more com-
plex molecules. The subsequent reactions of the first and second
isotopologues, H2D+ and D2H+, with HD are both exothermic as
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well. In the case that the most favored conditions align, D+3 can
be the most abundant H+3 isotopologue in the interstellar medium
(Roberts et al. 2003; Sipilä et al. 2010).
The isotopologues H2D+ and D2H+ have been detected in
cold dark clouds via their pure rotational transitions (Caselli
et al. 2003, 2008; Vastel et al. 2004; Harju et al. 2017). Their
high abundances are consistent with reaction (1). For the
enrichment of D2H+, a similar exothermic reaction with (1),
H2D+ + HD→ D2H+ + H2 is responsible. For a few sightlines
where H2D+ and D2H+ are both observed, [D2H+]/[H2D+] even
exceeds unity (e.g., L 1688; Parise et al. 2011). Submillimeter
spectroscopy of H2D+ and D2H+ is now a critical tool for
the chemical dating of clouds, and is used to calibrate their
dynamical evolution (e.g., Brünken et al. 2014; Harju et al. 2017).
In contrast, H+3 and D
+
3 do not have permanent electric dipole
moment; therefore, their rotational transitions are forbidden.
In order to measure their column densities, it is necessary to
employ infrared spectroscopy (Flower et al. 2004) to observe
the ro-vibrational transitions in absorption, which requires bright
infrared background sources (Geballe & Oka 2010; Geballe et al.
2019). As bright infrared sources are often in clouds that are
warmer than the cold clouds in which H2D+ and D2H+ have
been found, to date there has been no overlap of the observa-
tions where both H+3 and its deuterated isotopologues have been
detected.
This paper reports on a search for isotopologues of H+3 toward
CRL 2136 IRS 1, one of the two sightlines where H+3 was initially
discovered in the interstellar medium (Geballe & Oka 1996).
CRL 2136 IRS 1 is a young high-mass star with a warm envelope
(250–580 K; Mitchell et al. 1990; Goto et al. 2013; Indriolo et al.
2013). Mitchell et al. (1990) also concluded that the line of sight
passes through a cloud of temperature 17 K. This cold foreground
component is the primary target of the present investigation.
In addition to the search for H+3 isotopologues, we used spec-
troscopy of the CO vibrational first overtone band at 2.3 µm to
re-characterize the temperature distribution of the molecular gas
on the line of sight, last done three decades ago with the fun-
damental band (Mitchell et al. 1990). The use of lines in the
overtone band has a number of advantages over lines in other
CO bands. Many of its lines are packed in a narrow wavelength
interval, 2.3–2.4 µm (40 lines in the present case), and can often
be recorded simultaneously. This allows more quantitative diag-
nostics of the clouds compared to what would be possible with
a few submillimeter transitions. The overtone lines are much
less optically thick than the rotational emission lines, and also
less thick than the fundamental vibration-rotation transitions at
4.7 µm. Since CO v = 2–0 lines are observed in absorption, the
cloud in question is strictly in the foreground, which makes the
interpretation of the line kinematics straightforward.
2. Observations
2.1. H+3 v = 1−0 by CRIRES
The observation targeted the fortuitous doublet of the
vibrational-rotation lines originating in the two lowest rotational
levels, R(1,1)u [para-H+3 ] and R(1,0) [ortho-H
+
3 ] at 3.668 µm, and
two transitions from the excited levels, R(3,3)l and R(2,2)l at
3.5336 and 3.6205 µm, respectively. The R(3,3)l and R(2,2)l lines
have been detected to date only in the warm diffuse and dense
interstellar gas in the few hundred parsec-sized central molec-
ular zone (CMZ) around the Galactic center (Oka et al. 2019;
Goto et al. 2002, 2011, 2014). The observation was carried out
on 2012 September 16 UT using the CRyogenic InfraRed Echelle
Spectrograph (CRIRES; Kaeufl et al. 2004) at the Very Large
Telescope (VLT) in Paranal, Chile. The slit width was 0.′′4, pro-
viding a spectral resolving power of R = 50 000. The position
angle of the slit was set to 45◦ in order to avoid possible con-
tamination by extended infrared emission near CRL 2136 IRS 1
(Murakawa et al. 2008). The integration times were 180 s for
each grating setting. An early-type star HR 6879 (B9.5 III) was
observed after the science observations.
The data were reduced on the esorex platform using
CRIRES pipeline recipes up to the extraction of the one-
dimensional spectra. A custom IDL code was then used to
remove the absorption of the telluric lines by dividing the object
spectra by those of the spectroscopic standard star. Wavelength
calibration was performed at the same time, referring to the
synthetic atmospheric transmission curve computed by ATRAN
(Lord 1992), and converted to the velocity with respect to the
local standard of rest (LSR). The results are shown in Fig. 1.
2.2. H2D+ v = 1−0, H+3 v = 1−0, and CO v = 2−0 by iSHELL
The primary target of the observation of CRL 2136 IRS 1 by
iSHELL (Rayner et al. 2016) at the NASA Infrared Telescope
Facility (IRTF) was the vibration-rotation transition of para-
H2D+ (J, Ka, Kc) = (0, 0, 0) → (1, 1, 1) at 4.1618 µm. The
iSHELL spectrograph has six cross-dispersion gratings that
match each atmospheric window in the near infrared. The order
sorting filter of the cross-dispersion grating Lp3 lets the incom-
ing light through at 2.70–4.20 µm, which safely covers this
absorption line of para-H2D+. A more complete description of
the spectrograph is found on the IRTF website1.
The spectra were obtained on 2017 June 14 and 16 UT.
The instrument was remotely operated from Munich, Germany.
The full coverage of the optical setting Lp3 is 3.83–4.18 µm,
which includes two ν3 transitions of ortho-H2D+, (1, 1, 1) →
(2, 0, 2) [4.1361 µm] and (1, 1, 1) → (2, 2, 0) [3.9848 µm],
and two H+3 ν2 transitions from the ground para and ortho lev-
els, Q(1, 1) [3.9286 µm] and Q(1, 0) [3.9530 µm]. The slit used
was 0.′′375 in width to deliver R = 75 000, a velocity resolu-
tion of 4 km s−1. The slit was oriented at position angle of 45◦.
The telescope was nodded every other exposure along the slit
(15′′ in length) to remove the sky emission. Flat field and arc
lamp spectra were obtained after the science observations with-
out changing the telescope pointing to avoid shaking the optics
that might change the mapping of wavelengths on the detec-
tor. The para-H2D+ line falls on the diffraction order 124 that
is only partially on the detector. For future observations of this
line we suggest that the angle of the cross-dispersion grating be
adjusted, instead of using the standard Lp3 setting, so that the
entire order is on the detector, which makes the data extraction
easier.
The raw data were reduced using xspextool adapted to
iSHELL (Cushing et al. 2004). The extraction process includes
detector linearity correction, flat fielding, coadding of spectral
images, pair subtraction, rectification, aperture extraction, and
wavelength mapping. As xspextool does not extract order 124,
we used the IRAF aperture extraction package after xspextool
performed all the preliminary steps. Wavelength calibration of
the order of 124 was carried out by column-wise extrapolation
of the higher order wavelength mapping (short wavelengths)
to the order 124. Early-type standard stars HR 7001 (A0 V)
and HR 7557 (A7 V) were observed using the same instrumen-
tal configuration, before or after the science observations. The
1 http://irtfweb.ifa.hawaii.edu/~ishell/
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Fig. 1. Spectra at the wavelengths of several H+3 lines observed.
From top to bottom: Q(1,0) and Q(1,1) by iSHELL at IRTF; R(1,1)u,
R(1,0), R(3,3)l, and R(2,2)l by CRIRES at the VLT. There is no
detection of R(3,3)l and R(2,2)l. The velocity interval containing pre-
viously observed systemic velocities of CRL 2136 IRS 1 (15–35 km s−1)
is shown by dotted vertical lines.
removal of the telluric lines was carried out using the previously
mentioned IDL program. The results are shown in Figs. 1 and 2.
The CO v = 2–0 lines at 2.3 µm ere observed on the same
nights in June 2017. The grating setting used was K2 [2.09–
2.38 µm], which covers the entire R-branch lines of CO v = 2–0
and P(1)–P(13). The slit width was 0.′′375 in order to attain
R = 75 000. The position angle of the slit was 45◦. The length of
the slit was too short (5′′) to nod the telescope while keeping the
source in the slit. Since the sky emission in this wavelength inter-
val is negligible at this spectral resolution, the data were recorded
with the source at the middle of the slit and without nodding to
adjacent sky. Dark current images were obtained during the day-
time, and subtracted from the science data. The one-dimensional
spectra were extracted using xspextool. Early-type standard stars
HR 7001 and HR 7557 were observed with the same instrument
Fig. 2. Infrared spectra at the wavelengths of the vibrational transi-
tions from the rotational ground levels of H+3 isotopologues. None of
the lines are positively detected. H2D+ transitions were observed by
iSHELL at the IRTF, and D+3 was observed by EXES on SOFIA. The
velocity interval containing previously observed systemic velocities of
CRL 2136 IRS 1 (15–35 km s−1) is indicated by dotted vertical lines.
settings before or after the science observations. The removal of
the telluric lines was carried out using the same IDL program
discussed above. The results are shown in Fig. 3.
2.3. D+3 v = 1−0 by EXES
The ground-state vibration-rotation transition of D+3 of the sym-
metry species A′1, (ν1ν2, J,G,U) = (00, 0, 0, 0) → (01, 1, 0, 1)
occurs at 5.2964 µm (Ramanlal & Tennyson 2004). The tran-
sition is located near the edge of the M window, adjacent to
strong telluric line of H2O, and is not accessible from the ground
except in the driest conditions and for favorable Doppler shifts.
The Echelon-cross-Echelle Spectrograph (EXES; Richter et al.
2010) is a high-resolution mid-infrared spectrograph used on
the Stratospheric Observatory for Infrared Astronomy (SOFIA).
SOFIA carries a 2.5 m diameter telescope, and flies 11–14 km
above sea level, above 99% of the Earth’s water vapor. EXES
is operative in the wavelength interval 4.5–28 µm at resolving
powers up to R = 100 000. As no infrared satellites for astron-
omy have carried a spectrograph with resolving powers higher
than 5000, EXES presents a unique opportunity to observe D+3 .
The observation was carried out on 2017 May 26 by the
EXES instrument on board SOFIA while the aircraft was fly-
ing over the southwest United States. The optical setting used
was HIGH_MED with the telescope nodding along the slit. The slit
width was 1.′′24 to deliver R = 100 000, or 3 km s−1. The angle of
the echelle grating was set so that 5.296 µm was on the middle of
the detector. The wavelength coverage of the spectrograph with
this setting was 5.281–5.312 µm.
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Fig. 3. Spectrum of CO v = 2–0 observed by iSHELL at IRTF. The lines covered are all positively detected. The transitions are identified with
labels and dotted lines.
The data were reduced by Curtis DeWitt of the EXES instru-
ment team. The fully calibrated one-dimensional spectrum was
delivered to the SOFIA Data Cycle System. The archived spec-
trum shows sinusoidal patterns on the continuum. They were
removed by subtracting a few Fourier components. The spec-
trum was divided by a model atmospheric transmission curve
computed by ATRAN. The transmission of the atmosphere from
SOFIA is smooth in this wavelength interval, without strong sky
absorption lines. Wavelength calibration was performed with the
reference to the telluric lines. The result is shown in Fig. 2.
3. Results and analysis
3.1. CO v = 2−0 lines
CO v = 2–0 lines of R(26) to P(13), in wavelength order, were
detected by iSHELL. Their equivalent widths were measured
by trapezoidal summation of the line profile. The uncertainties
in the equivalent widths were calculated as the standard devi-
ation of the nearby continuum multiplied by ∆λ · √Nλ, where
Nλ is the sampling of the line profile, and ∆λ is the span of
the wavelength of one data point. The equivalent widths and the
uncertainties were converted to level column densities using the
spontaneous emission coefficients of Goorvitch (1994) available
from the HITRAN database (Rothman et al. 2009)2. The results
are shown in Table 1.
The level populations divided by the statistical weights
gJ = 2J + 1 are plotted in Fig. 4 in blue as a function of
the energy of the lower level. The curve is downward con-
vex, as is seen in many similar observations (Goto et al. 2003,
2015). Such a population diagram can be caused by optically
thick lines (Goldsmith & Langer 1999; Neufeld 2012) and does
not necessarily require the presence of multiple temperature
components.
2 http://hitran.iao.ru/survey
In the present case, however, the velocity profiles of the lines
argue for at least two temperature components. The profiles of
the transitions from low J [R(1) and P(3)] and high J [R(21) and
R(23)] are compared in Fig. 5. The low-J lines that presumably
arise mainly in cold gas are centered at vLSR = +23 km s−1, while
the high-J lines are centered at +27 km s−1. The radial velocity of
the low-J lines are close to the systemic velocity of the central
source, +22.1 km s−1 (Maud et al. 2018). The low-J lines also
show a wing at high positive velocities that matches the profiles
of high-J lines.
The line center velocities and the full widths at half max-
imum (FWHMs) of the lines are plotted in Fig. 6. The high-J
lines are broader (FWHM > 15 km s−1) and more redshifted,
while the low-J lines are narrower (FWHM < 10 km s−1) and less
redshifted. As the lines are all observed in absorption, they thus
arise exclusively in the foreground. We interpret the line kine-
matics as follows: the cold cloud located in the foreground is at
the cloud systemic velocity, while the warm gas near the central
source is falling toward IRS 1, having detached from the cold
cloud. As the shift of the central velocity cannot be accounted
for by the optically thick lines, we conclude that there are at
least two absorbing components on the line of sight that differ
in temperature and kinematics.
The presence of two components does not necessarily mean
that the absorption lines are not saturated. The low-velocity
absorptions (vLSR = +23 km s−1) that dominate the low-J lines
are deep (Fig. 5), and therefore are saturated to some degree. The
line profiles are fitted by Gaussian functions, but with the cen-
troid velocity fixed to +23 km s−1 and the Gaussian σ line width
to 2.5 km s−1 (Fig. 5 in gray) in order to separate the low-velocity
component from the broader absorption centered at +27 km s−1.
The line depth is the only free parameter at the fitting. The equiv-
alent widths are calculated as the products of the peak depths and
the line widths scaled by
√
2pi. Figure 7 shows the population
diagram of the low-velocity component isolated by the line pro-
file fitting. We note that the level column densities of P-branch
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Table 1. Level column densities of CO.
CO λJJ′ Wλ N
(a)
J N
(b)
J
v = 2−0 [µm] [10−6 µm] [1017 cm−2] [1017 cm−2]
P(13) 2.3783 32.7 ± 0.9 17.2 ± 0.5 16.5 +0.9−0.9
P(12) 2.3757 25.4 ± 1.2 13.3 ± 0.6 14.7 +1.2−1.1
P(11) 2.3731 32.9 ± 1.4 17.2 ± 0.7 18.8 +1.4−1.3
P(10) 2.3705 35.5 ± 1.0 18.6 ± 0.5 20.4 +1.1−1.0
P(9) 2.3680 32.6 ± 0.8 17.2 ± 0.4 19.7 +0.9−0.9
P(8) 2.3655 38.0 ± 1.1 20.0 ± 0.6 23.6 +1.3−1.2
P(7) 2.3631 40.2 ± 2.7 21.3 ± 1.5 26.2 +3.9−3.4
P(6) 2.3607 39.5 ± 0.8 21.1 ± 0.4 28.6 +1.3−1.3
P(5) 2.3584 41.2 ± 0.7 22.2 ± 0.4 31.9 +1.2−1.2
P(4) 2.3561 47.1 ± 1.4 25.9 ± 0.8 38.2 +3.1−2.8
P(3) 2.3539 36.0 ± 1.6 20.5 ± 0.9 33.9 +3.8−3.4
P(2) 2.3517 37.1 ± 1.5 22.5 ± 0.9 39.6 +3.7−3.7
P(1) 2.3495 22.5 ± 0.9 16.3 ± 0.7 25.5 +2.0−1.9
R(0) 2.3453 28.1 ± 0.8 6.7 ± 0.2 10.2 +0.6−0.6
R(1) 2.3433 39.8 ± 0.9 14.3 ± 0.3 28.8 +2.0−1.8
R(2) 2.3413 45.9 ± 1.2 18.1 ± 0.5 36.9 +3.2−3.1
R(3) 2.3393 46.1 ± 0.8 19.1 ± 0.3 34.9 +2.0−1.8
R(4) 2.3374 45.6 ± 0.7 19.3 ± 0.3 32.7 +1.5−1.4
R(5) 2.3355 46.1 ± 1.1 19.8 ± 0.5 29.1 +2.0−1.8
R(6) 2.3337 41.9 ± 0.8 19.5 ± 0.4 27.3 +1.3−1.2
R(7) 2.3319 45.7 ± 0.9 19.9 ± 0.4 25.3 +1.1−1.0
R(8) 2.3302 42.7 ± 0.9 18.6 ± 0.4 22.6 +1.0−0.9
R(9) 2.3285 43.2 ± 0.8 18.9 ± 0.3 22.5 +0.9−0.8
R(10) 2.3268 40.0 ± 0.6 17.5 ± 0.3 19.9 +0.6−0.6
R(11) 2.3252 36.7 ± 1.0 16.0 ± 0.4 17.9 +0.9−0.8
R(12) 2.3236 34.1 ± 0.8 14.9 ± 0.4 16.2 +0.7−0.7
R(13) 2.3221 33.6 ± 0.9 14.6 ± 0.4 15.6 +0.7−0.7
R(14) 2.3206 31.7 ± 0.9 13.7 ± 0.4 15.0 +0.7−0.7
R(15) 2.3191 23.2 ± 0.9 10.0 ± 0.4 10.6 +0.7−0.7
R(16) 2.3177 24.5 ± 0.9 10.6 ± 0.4 11.1 +0.7−0.6
R(17) 2.3163 22.5 ± 0.8 9.7 ± 0.3 10.1 +0.6−0.5
R(18) 2.3150 18.2 ± 0.9 7.8 ± 0.4 8.2 +0.6−0.6
R(19) 2.3137 16.7 ± 0.9 7.1 ± 0.4 7.3 +0.6−0.6
R(20) 2.3125 14.6 ± 1.0 6.2 ± 0.4 6.3 +0.7−0.6
R(21) 2.3112 10.4 ± 0.9 4.4 ± 0.4 4.2 +0.6−0.5
R(22) 2.3101 11.9 ± 0.9 5.0 ± 0.4 5.1 +0.6−0.6
R(23) 2.3089 7.2 ± 0.9 3.0 ± 0.4 2.6 +0.6−0.6
R(24) 2.3078 8.9 ± 1.1 3.7 ± 0.5 3.6 +0.7−0.7
R(25) 2.3068 6.9 ± 0.8 2.9 ± 0.3 2.9 +0.5−0.5
R(26) 2.3058 7.4 ± 1.4 3.1 ± 0.6 2.9 +0.9−0.9
Notes. Uncertainties given are for 1σ. λJJ′ : laboratory wavelengths
from Goorvitch (1994). Wλ: equivalent widths. NJ : level column den-
sities. (a)Calculated assuming the absorption lines are optically thin.
(b)Calculated after correcting the low-velocity component by curve of
growth analysis.
lines (open circles in blue) are systematically higher than those
of R-branch lines (filled squares in blue).
This is a sign of a moderate saturation, where R-branch tran-
sitions are slightly more optically thick compared to P-branch
transitions that start from the same rotational levels J (Lacy
et al. 1994; Goto et al. 2015). We applied a curve of growth
analysis to this low-velocity component to compensate the sat-
urations. The optimal Doppler parameter b (=
√
2σ= FWHM/
1.6651) = 1.6 km s−1 is calculated so that the systematic differ-
ence between the level column densities of P- and R-branches is
at a minimum (shown in red in Fig. 7).
After the curve of growth analysis is applied to the low-
velocity component, the corrected equivalent widths are added
back to the original absorption profile. In summary, the low-
velocity absorption component (prominent in R(1) and P(3) in
Fig. 5) is fitted by a Gaussian function, subtracted from the
total line profile to calculate the residual absorption, and the
saturation-corrected equivalent widths of the low-velocity com-
ponent are added back to the residual absorption to restore the
total equivalent widths. This treatment was necessary because
there are at least two velocity components, and we wanted to
apply the curve of growth analysis only to the low-velocity one
since the warm and broad component is likely optically thin.
The partially corrected equivalent widths were converted to
level column densities in the same way as before, and are shown
in Table 1. The revised population diagram after the partial cor-
rection of the saturation (Fig. 4 in orange) was fitted assuming
LTE distribution of populations with four parameters simulta-
neously [N(CO) and Tex for cold and warm components], and
plotted over in Fig. 4.
The excitation temperature and the column density of the
cold component are 58 ± 8K and (1.6 ± 0.2) × 1019 cm−2. For
the warm cloud the values are 530 ± 80K and (2.8 ± 0.4) ×
1019 cm−2. Thus, the column density of the warm cloud is
about 1.7 times higher than that of the cold cloud. Its high
temperature indicates that it is situated within a hundred
AU of CRL 2136 IRS 1. The total column density of 12CO is
(4.4 ± 0.5) × 1019 cm−2. A summary is given in Table 2.
The rotational excitation temperature of the warm cloud
agrees well with the value derived by Mitchell et al. (1990)
(580+60−50 K), who used
13CO fundamental lines at 4.8 µm; how-
ever, the temperature of the cold component they reported
(17+5−3 K) is much lower than our value. The reason for the dif-
ference could be that the 13CO v = 1–0 lines are more optically
thick than 12CO v = 2–0 lines. Mitchell et al. (1990) claimed
that the 13CO lines are optically thin. However, the present spec-
tra show that the low-J lines of the v = 2–0 band have optical
depths near unity (Fig. 5). The absorption strengths of lines in
this band are ∼250 times weaker than those in the fundamen-
tal band of 12CO v = 1–0 starting from the same level (Zou &
Varanasi 2002). For 12CO/13CO = 60–100 the low-J lines of the
v = 1–0 band of 13CO have optical depths >2.5. At the excitation
temperature of 58 K, the most optically thick lines are R(3) for
13CO v = 1–0 transitions, and R(1)–R(6) are more optically thick
than R(0). The effect on the population diagram of underesti-
mating the column densities of 13CO in these levels is to steepen
the slope of the diagram at low J, resulting in a cooler derived
excitation temperature.
3.2. Column densities of H+3
As shown in Fig. 1, the close pair of H+3 lines, R(1,1)
u and R(1,0),
are detected, as they were by Geballe & Oka (1996). The detec-
tions of the Q(1,0) and Q(1,1) lines are new. The transitions from
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Fig. 4. Rotational population diagram of CO based on Table 1. Shown are the level column densities calculated assuming the absorption lines are
not saturated (in blue; open circles and filled squares, respectively) and after the low-velocity component is isolated by fitting Gaussian profiles and
corrected by the curve of growth analysis (in orange). An expanded view of the low-J portion is shown in the left panel. The gray line is the best
fit LTE population distribution of the two-temperature components of the observation. A summary of the model is given in Table 2.
Fig. 5. Comparison of the absorption line profiles of CO v = 2–0 for
the lines starting from low J [R(1) and P(3)] and high J [R(21) and
R(23)]. The velocity range of the gas toward CRL 2136 IRS 1 is marked
by dotted vertical lines. Two velocity components centered at 23 km s−1
and 27 km s−1 are apparent. The low-velocity component at 23 km s−1
is fitted by a Gaussian function, and is separated to apply the curve
of growth analysis. The residual absorption is shown as the light blue
shaded area.
Table 2. Summary of CO v = 2–0 diagnostics.
Tex N(CO)
[K] [1018 cm−2]
Cold 58 ± 8 16.3 ± 2.4
Warm 534 ± 80 28.1 ± 4.2
Total 44.3 ± 4.9
Notes. Uncertainties are for 1σ.
Fig. 6. Line center velocity and FWHM of CO v = 2–0 absorption lines
as a function of the lower level energy. Two components are clearly
seen with the warm (high-J) lines more redshifted from the observer,
indicating that the warm component is falling toward the central source.
Fig. 7. Rotational population diagram of CO for low-velocity compo-
nents (Fig. 5) before (in blue) and after (in red) the curve of growth
analysis. The level column densities of P-branch lines (blue open cir-
cles) calculated assuming an optically thin limit are systematically
higher than those of R-branch lines (blue filled squares). The level col-
umn densities of P- and R-branch lines match reasonably well after
correcting the optical depth by the curve of growth analysis.
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Table 3. Column densities and upper limits for H+3 and its isotopologues.
Transition λ A Wλ Nlevel Ntotal Ntotal/NH+3
[µm] [s−1] [10−6 µm] [1013 cm−2] [1013 cm−2] [1013 cm−2]
H+3 Q(1,1) 3.9286 66.28 3.4 ± 1.1 16.2 ± 5.1
Q(1,0) 3.9530 128.7 4.4 ± 1.5 10.6 ± 3.7
R(1,1)u 3.6681 60.19 4.1 ± 0.3 17.2 ± 1.4
R(1,0) 3.6685 98.63 4.9 ± 0.3 12.5 ± 0.7
R(2,2)l 3.6205 83.82 <0.6 <2.4
R(3,3)l 3.6802 106.2 <0.4 <1.6 29.5 ± 1.5
H2D+ (0,0,0)→(1,1,1) 4.1620 20.3 <4.4 <6.0
(1,1,1)→(2,0,1) 4.1363 3.31 <4.8 <24.9
(1,1,1)→(2,2,0) 3.9850 5.39 <2.5 <9.2 <6.0 <0.24
D+3 (0,0,0)→(1,0,1) 5.2964 25.3 <2.6 <3.2 <3.2 <0.13
Notes. Uncertainties are for 1σ. Upper limits are for 3σ. λ: computed wavelengths are from Neale et al. (1996) for H+3 , and Sochi & Tennyson
(2010) for H2D+; D+3 wavelengths were measured in the laboratory by Amano et al. (1994). Wλ: equivalent widths. Nlevel: level column densities.
Ntotal: total column densities. N(1,0) and N(1,1) are added for H+3 ; for H2D
+ and D+3 N(0,0,0) are taken as total column.
the excited states (2,2) and (3,3) are not detected. The equiva-
lent widths were measured by trapezoidal summation of the line
profiles, and have been converted to column densities using the
Einstein A coefficients published by Neale et al. (1996)3. The
results are summarized in Table 3.
The level column densities of (J,K) = (1,1) [para-H+3 ], mea-
sured using the Q(1,1) and R(1,1)u lines, are consistent within
the uncertainties. The weighted average of the two is N(1, 1) =
(1.7 ± 0.1) × 1014 cm−2. The same applies to (J,K) = (1,0)
[ortho-H+3 ], measured by Q(1,0) and R(1,0); the weighted aver-
age of the two is N(1, 0) = (1.2 ± 0.1) × 1014 cm−2. This gives
N(1, 0)/N(1, 1) = 0.71 ± 0.10.
At low temperatures, where only the lowest rotational levels
are populated, the ratio N(1,0)/N(1,1) is approximately equal to
the ortho/para ratio of H+3 , and we can write the spin temperature
Tspin as
N(1, 0)
N(1, 1)
=
g(1, 0)
g(1, 1)
exp
(
−32.9K
Tspin
)
, (2)
where 32.9 K is the difference in energy between the two levels.
The ratio of the statistical weights g(1,0)/g(1,1) is 2. In thermo-
dynamic equilibrium, the spin temperature is equal to the kinetic
temperature of the gas. The observed N(1,0)/N(1,1) ratio trans-
lates to Tspin = 32 ± 1K, and is comparable to neither of the gas
kinetic temperatures derived from CO spectrum.
The non-thermal distribution of the lowest rotational lev-
els of H+3 is commonly seen in the interstellar medium, most
prominently in the diffuse molecular clouds in the Galactic
center. In the Galactic center, the gas kinetic temperature has
been estimated using the N(3,3)/N(1,1) population ratio. The
(J,K) = (3,3) level is a metastable rotational state of ortho-
H+3 and (1,1) is the lowest rotational state of para-H
+
3 . The
N(3,3)/N(1,1) ratio is sensitive to the gas kinetic temperature and
therefore serves as an excellent thermometer (Oka & Epp 2004;
Le Petit et al. 2016). Oka et al. (2019) derive a gas kinetic tem-
perature of 200 K in the CMZ in the Galactic center, while the
spin temperature indicated by the N(1,0)/N(1,1) ratio is 30–50 K.
Oka & Epp (2004) used the principle of detailed balancing
to calculate steady-state rotational level populations of H+3 in the
3 Retrieved from the ExoMol (Tennyson et al. 2016) web site at
http://exomol.com
reactive collision system H+3 + H2, while neglecting the nuclear
spin conservation. They discuss that the non-thermal populations
of the (1,1) and (1,0) states stem from the unique placement of
the rotational energy levels of H+3 in the vibrational ground state.
The rotational levels with even J and K = 0 [e.g., (0,0) and (2,0)]
are forbidden. The molecules in the lowest ortho state (1,0) are
then more easily reactively excited to the low-lying para states
(2,2) and (2,1) than to the second lowest ortho state (3,3). The
excited (2,2) and (2,1) decay radiatively to the lowest para state
(1,1). This results in a subthermal spin ratio for H+3 . The spin
temperature should therefore be taken as the lower limit of the
gas kinetic temperature.
The critical density to collisionally populate CO rotational
level J = 26 is n(H2) ≥ 108 cm−3 (Kramer et al. 2004). This is
dense enough to thermalize the N(1,0)/N(1,1) ratio, and thus
implies that the H+3 ortho/para ratio there should be ∼1.9, if
the gas kinetic temperature is 530 K and Eq. (2) applies. This
contradicts the observed ortho/para ratio 0.71. We therefore con-
clude that the vast majority of the H+3 toward CRL 2136 IRS 1
is not located in the cloud containing the warm CO, and its
absorption lines arise predominantly in the outer, less dense
cloud.
This is not surprising; unlike CO, the column density of H+3 is
approximately independent of the total column density of clouds
(Geballe & Oka 1996), but is proportional to the path length
of the clouds. The path length of the warm n∼ 108 cm−3 gas,
located close to CRL 2136 IRS 1, must be very short compared
to that of the cold gas. The radial velocity of H+3 matches with
those of the intermediate-J lines [R(8) and P(8)] of CO v = 2–0
(Fig. 8) except for the lack of the red shoulder in CO, which is
due to warm, dense gas near CRL 2136 IRS 1. These absorption
lines starting from EJ/k < 200 K are the main component of the
cold gas of the temperature 58 K, as can be seen in the population
diagram in Fig. 4.
Additional support for the lack of H+3 in the warm, dense
gas comes from the non-detections of the R(2,2)l and R(3,3)l
lines. In the warm dense gas the populations of lower levels of
these transitions would be in thermal equilibrium at the temper-
ature of the warm gas, and those lines would be detected if the
detected R(1,1)u and R(1,0) lines arose in that gas. The upper
limit of N(3,3) indicates that the kinetic temperature is less than
∼100 K.
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Fig. 8. Comparison of the absorption line profiles of CO v = 2–0 of the
lines starting from the intermediate-J [R(8) and P(8)] and R(1,1)u line
of H+3 .
3.3. Non-detections of H2D+ and D+3
None of the absorption lines of H2D+ or D+3 were detected. The
3σ upper limits on the equivalent widths of the sought after
lines are (2–5) × 10−6 µm. The upper limit to the level col-
umn density of D+3 in the (J,G,U) = (0,0,0) state was computed
using the spontaneous emission coefficient A = 25.3 s−1 taken
from Amano et al. (1994). We note that A coefficients of D+3 in
Ramanlal & Tennyson (2004) are multiplied by the nuclear spin
degeneracy gI , and should not be used as they are. For H2D+, the
A coefficients published in Ramanlal & Tennyson (2004) and
Sochi & Tennyson (2010), and made available at the ExoMol
website, were used as they are.
As the R(3,3)l and R(2,2)l lines of H+3 are not detected,
we can safely assume that only the (1,0) and (1,1) levels of
H+3 are significantly populated. The total column density of
H+3 is therefore N(H
+
3 ) = N(1, 0) + N(1, 1) = 3.0 × 1014 cm−2.
For H2D+ and D+3 , we take the population of the lowest lev-
els as the total population, without taking into account the
ortho/para ratios, because we have no knowledge of the rotation-
ally excited states of the molecular ions. The 3σ upper limits
are N(H2D+) < 6.0 × 1013 cm−2 and N(D+3 ) < 3.2 × 1013 cm−2.
The relative abundances to H+3 are N(H2D
+)/N(H+3 ) < 0.24 and
N(D+3 )/N(H
+
3 ) < 0.13. We would like to emphasize that these
upper limits are for the populations on the lowest rotational levels
with respect to H+3 .
4. Discussion and conclusions
The non-detection of D+3 toward CRL 2136 IRS 1 is consistent
with the current understanding of how deuterium fractiona-
tion proceeds in the interstellar medium. Fractionation can be
enhanced in a number of ways (Caselli et al. 2003, 2008;
Walmsley et al. 2004; Flower et al. 2004). When CO is frozen
onto the grain surfaces, and largely removed from the gas phase,
the fractional abundance of H+3 increases because the main
destruction mechanism of H+3 in dense clouds is the reaction
with CO: H+3 + CO→ HCO+ + H2. The increased abundance of
H+3 leads to the faster cooling of H2 nuclear-spin via reactive
collisions with H+3 . Ortho-H2 at J = 1 has 170 K additional
energy than para-H2 at J = 0, and enables the backward version
of reaction (1) even at very low cloud temperatures. The cooling
of H2 nuclear-spin suppresses this H2D+ destruction path, and
therefore works in favor of the deuterium fractionation. The frac-
tionation is particularly efficient when CO abundance in the gas
phase becomes lower than that of HD because HD then becomes
the primary reaction partner of H+3 through reaction (1).
This paper presents updated gas kinetic temperatures toward
CRL 2136 IRS 1. Approximately one-third of the gas seen in CO
is at 58 K and two-thirds is at 530 K. The cold component at
17 K deduced by Mitchell et al. (1990) from observations of the
13CO fundamental band can at most be only a minor contribu-
tor to the total column density. The CO sublimation temperature
is ∼25 K and little CO depletion is expected, even in the cooler
component we found above. The column density of CO ice on
CRL 2136 IRS 1 measured by Gibb et al. (2004) based on the
ISO-SWS spectroscopy at 4.67 µm is 2.68 × 107 cm−2. This may
be taken as an upper limit since the contribution of gas-phase
CO absorption to this feature is not properly isolated. The CO
depletion factor amounts to 2.68/(163 + 2.68) = 1.6% at most,
if the solid-phase CO is regarded as entirely in the cold com-
ponent. At the temperature of 58 K, or even at 32 K, the lower
limit implied by the H+3 spin temperature, the Boltzmann factor
of reaction (1) in the thermodynamical equilibrium, is not high
enough to compensate the abundance of HD over H2, ∼10−5. The
non-detections of H2D+ and D+3 toward CRL 2136 IRS 1, with
upper limits 0.24 and 0.13 are therefore consistent with current
understanding of fractionation.
SOFIA-EXES has opened easy access to D+3 vibrational
transition at 5.296 µm for the first time. The spectrograph and
the telescope have given excellent performance in a wave-
length interval that is often opaque for ground-based observers.
However, reaching high enough signal-to-noise ratios to detect
deuterated species with SOFIA requires observing toward some
of the brightest infrared sources in the sky, which tends to
exclude the most favorable cloud environments for deuterium
fractionation. We are looking forward to further performance
gains in the instrumentation of high-resolution thermal infrared
spectroscopy.
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