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The resolution of partial differential formulations through the *HQHUDOL]HG,QWHJUDO7UDQVIRUP7HFKQLTXH *,77, requires that they exhibit homogeneity at the boundaries. This requirement
arises because the functions used for the expansion reproducing the potential, come from a
Sturm-Liouville’s auxiliary KRPRJHQHRXV problem, which generates orthogonal functions.
Therefore, any deviation from this problem means delay in the convergence.
Yet, real problems usually are non-homogeneous due the presence of a source somewhere in
the spatial domain. The use of a non-homogeneous Sturm-Liouville’s auxiliary problem matching
with the real one, wouldn’t generate orthogonal functions, a property which is however essential
to determine the coefficients of the expansion, after the *,77.
Techniques to overcome this vicious circle includes LQWHJUDOEDODQFH and ILOWHULQJ techniques
(Cotta and Mikhailov, 1997. Filtering have been employed (Cotta, Mikhailov and Özisik, 1987),
(Kakaç, Li and Cotta, 1990), (Santos and Cotta,1993).  (Gondim 1997) but mainly applied to heat
and fluid flow problems. Further contributions to this theme are given by Cotta and Mikhailov
(1997).
Quite recently, (Almeida, Pimentel and Cotta, 2003) employed a filter  to a 2-D transient
advection-diffusion problem in the atmosphere, prior to solve it through the GITT. Under some
conditions, unique oscillations affecting the potential have been detected, but a deeper analysis
has been postponed, avoiding thus deviations from the main scope of that work.
It’s worthwhile to mention that Wengle H., Van den Bosch, B. and Seinfeld J. H. (1978) )
searching for a solution of atmospheric diffusion problems by pseudo-spectral and orthogonal
collocation methods, encountered oscillatory spatial errors in the downstream concentration field,
and  faced up to them by defining the concentration to be zero. Although not dealing with the
GITT nor filtering techniques, they used a transformation method, which seems to be vulnerable
to this kind of phenomenon.
The present work, analyzes some spurious oscillations encountered in the solution of a 2D
transient advection-diffusion equation solved by the *,77 after a previous filtering with aFRQVWDQWILOWHU and with a VWHDG\VWDWHGLIIXVLYHILOWHUfrom here on referred in this paper as &) and6') respectively. These oscillations disturb the longitudinal concentration profile at [  and the
vertical one at the emission height. Neither of them could be eliminated by increasing the
truncation order within feasible limits, and hence, as far as the present work can envisage, they
are intrinsically unavoidable.
When damped, these oscillations don’t preclude the convergence, but delay it. Yet, the
solution is so overwhelmed by them, that an approach had to be devised to reach it. This was
done in this work by assuming that the average point of an oscillating potential is its naturalGHVWLQDWLRQi.e., the final solution. A method has then been developed, to forecast the NQRWV of the
oscillations - the milestones the undisturbed solution would follow towards its ultimate value –
prior to solve the partial differential equation.
An abridged mathematical formulation applied to solve the transient advection-diffusion
equation via the *,77, using the )& and the 6') to homogenize the boundary condition at [ 
is presented on section II. In sections III and IV an analysis is done concerning the oscillations
affecting the longitudinal and vertical concentration profiles respectively, including the proposal
of a method to overcome them. The conclusions are presented on section V.
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An inert effluent starts suddenly to be continuously and regularly released without any
appreciable momentum or buoyancy, from an elevated source in a neutral atmosphere. The
effluent concentration is expressed by the dimensionless partial differential system ,
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These variables and parameters have been expressed in the above dimensionless form
through the relationships,
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where:
&;=τ  pollutant concentration; τ  elapsed time; +   height of the surface boundary
layer;;P  upper limit in the X-direction; 8+ wind speed at the top of the surface boundary
layer;.]]+   vertical eddy diffusivity at the top of the surface boundary layer; .[[+  
longitudinal eddy diffusivity at the top of the surface boundary layer; 4  source strength; ;= coordinates.
The system (1-6) is solved via *,77, assuming that the solution can be expressed by an
expansion of eigenfunctions, determined through a Sturm-Liouville’s auxiliary problem for each
direction. The coefficients for the expansion come from an integral double transformation of the
original equation, using an operator incorporating those eigenfunctions, which produces an
infinite system of coupled time-dependent ODE  for the coefficients. This system is truncated at
an adequate order, and solved numerically. Once the eigenfunctions, eigenvalues and coefficients
are known, the potential can be recovered through the postulated expansion.
The non-homogeneity at [  requires a proper treatment, such as a filtering procedure, which
homogenizes the boundary condition, creating although a residue. Since a small residue means a
fast convergence, the choice of an adequate filter is of paramount importance in the process.
'HWHUPLQDWLRQRIWKHHLJHQIXQFWLRQVDQGHLJHQYDOXHV
The orthogonal functions are determined through Sturm-Liouville’s auxiliary problems for
each spatial direction, as follows.
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which solved and normalized with the square root of the norm yields,
 )cos(2 ]LL µ=Ψ , piµ 2
)12( −
=
L
L , )sen(2 [PP λ=Φ , piλ 2
)12( −
=
P
P (22-25)
,,6ROXWLRQZLWKD&RQVWDQW)LOWHU
It’s assumed that the potential can be represented through the expansions,
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Operating the system (1-6) with,                   ∫ Ψ1
0
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and applying the orthogonal properties of the function LΨ , one obtains the transformed system,
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The system is filtered  with a function ),( W[)L to homogenize the boundary condition at [ , by
assuming that,
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Applying the operator ∫Φ1
0
)( G[[P to the system (35-38),
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Applying the eigenfunctions, performing the required integrations, truncating the system to a
given order M, and solving it numerically, one obtains the aimed coefficients )(* WFLP , which
replaced in (26-27) and (33-34), furnishes,
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The differential equation of a VWHDG\VWDWHGLIIXVLYHILOWHUwith constant diffusivities N]Ie N[I is
chosen by  taking the diffusive terms of the equation (1) and its boundary conditions,
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which is readily solved using the GITT yielding,
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Filtering eq. (1) with eqs.(53-54) and applying the same transformation technique used for the
constant filter,
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where the matrices D, H, P and E, were already defined on the section  II.1.
Applying the eigenfunctions, performing the integrals, solving the system (55-56) to obtain
)(* WFLP , inverting the transformed potentials and reposing the filter, an expression is obtained for
the final potential,
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The steady-state longitudinal concentration profile for some truncation orders obtained with
the FRQVWDQW ILOWHU exhibits as shown in Fig.1, an anomalous oscillation at F]UHI which
propagates up to about [≈. For [ , the concentration should be zero for any height other
than ze, otherwise an infinite value would have to be assigned to the vertical diffusivity, except
for the extreme limit of QR ZLQG.
At first sight, it’s not possible to recognize any pattern coupling this behavior to the
truncation order 0
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Fig.1 - (a) Anomalous oscillation at F]UHI with no apparent correlation to the truncation order.
(b) For the affected curves, the oscillation isn’t limited to [  LQYDGLQJ the neighborhood
domain until about [ .
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The expression for the potential,
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must vanish.
As shown on Fig.2, it only vanishes - LI it vanishes at all - for certain truncation orders, from
here on referred as NQRWV. The period of 6P commanding the gap between them, seems to grow
with ]UHI. A systematic study however, demonstrated that as matter of fact, it grows with
UHIH ]] − , as illustrated by the two examples given on Fig.3.
This behavior reminded the well known EHDW phenomenon generated by wave interference,
where the intermediate frequency resulting from the mixing of two others is defined by the
absolute difference between them. Indeed, as in the physical world, although the timbre changes
for different frequencies, the final one remains the same.
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heights ]UHI , showing that it only vanishes for certain truncation orders. The profile for ]UHI 
matches with the result shown on Fig.1a.
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To cross-check the soundness of the above statements, steady-state longitudinal profiles for
solutions using a VWHDG\VWDWHGLIIXVLYHILOWHU, have been acquired. These profiles are generated by
the expression,
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which for [  is reduced to the very same expression (47) for the FRQVWDQW ILOWHU, and should
therefore generate  the vary same results, as ratified by the results shown on Fig.4. 
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Fig.4 - (a) Steady-state longitudinal profiles from a solution using the VWHDG\VWDWHGLIIXVLYHILOWHU
under several truncation orders. (b) Behavior of F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.
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Vertical profiles generated by solutions using the FRQVWDQW ILOWHU exhibits a spurious
oscillation at F[ ]UHI as shown on Fig.5a. Additional profiles have shown that this oscillation
don’t show any sign of damping as the truncation order grows. Hence, if a convergence takes
place somewhere at all, it would be reached very far away. Something  that oscillates around a
position, like a pendulum for instance, is trying to reach its point of equilibrium. It’s therefore
reasonable to assume that the medium point of the oscillating process here observed, is the point
it would converge if it were damped. But, how to establish this point without having to solve the
partial differential equation the many times required to gather enough data to infer it?
Turning back to expression for the FRQVWDQWILOWHU,
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and re-writing it as,
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one can express the second member at the right side of  the above equation as,
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where Kµ and )(WFK would be eigenvalues and transformed potentials of order K respectively,
capable to reproduce the potential as eq.(69) does. In spite of the unknown character of these
parameters, the related summation could be replaced by a function :0]W which would beXQNQRZQ as well, yielding,
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Making ] ]H, W WUHI, one achieves an one-dimensional projection of the multi-dimensional
function :0]W. Calling this projection :UHI0,
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The first member at the right side of the above equation, can as well be replaced by a function<]H0 which grows with M exhibiting some ripple, but it GR QRWRVFLOODWH, as shown on Fig.5b.
Calling the sin-summation as 70, the potential at ]H is then now represented as,
 
)().()(),,( 070:0<W][F UHI]HUHIH += (72)
Hence, one can states that the summation at the above equation is one of the responsible for the
oscillation at ]H , although nothing can be said regarding the contribution of :UHI 0 to that
process.
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Fig.5 – (a) Vertical profile from a  solution  using  the  FRQVWDQW ILOWHU, showing  an  abnormal
oscillation  at  ]H.
(b) Behavior of Yze(M) for ze=0.25, exhibiting a ripple, but no oscillation, demonstrating that the
anomalous oscillation at ]H cannot be attributed to this function at all..
In order to assess the impact of 70 in the final solution, it has been obtained under several
truncation orders, and plotted together with 70 as shown on Fig.6. In spite of their shifted
phases, the curves share the same frequency, a somewhat surprising result considering that the
behavior of :UHI 0 remains until now, XQNQRZQ. An important feature is that the curves are
shifted by a half-period, and thus they share the same NQRWV.
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Fig.6 - Correlation between actual solutions and function 70. Since thy share the same
frequency and are out of phase by a favorable half-period, the interception at the middle point
with a horizontal line furnishes NQRWV at the same points, making thus possible to IRUHFDVW the best
truncation orders.
This outcome makes possible to IRUHFDVW the truncation orders which produce potentials
lying in the middle point of the oscillation, i.e., the region they apparently are trying to reach. The
possibility to determine the best truncation orders SULRU to solve the differential system would
avoid to waste processing time in attempts which wouldn’t improve the final result at all. Or even
worst, could spoil them.
A family  of curves for 70 is presented on Fig.7.  In agreement with the usual experience,
as one approaches the source, the first NQRW runs away toward large truncation orders hardening or
even precluding the convergence. Indeed for [ , the first knot would lie in the infinite.
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Fig.7 - Family of 70 curves for several downwind distances, used to IRUHFDVW the best
truncation orders, through interception of each curve by an horizontal line at its amplitude.
Shorter downwind distances, require as expected larger values for M, since near the source
convergence becomes cumbersome. 
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Besides the same IUHTXHQF\ and a favorable SKDVH, 70 exhibits a constant DPSOLWXGH, like
the actual solution itself. In spite of the growth of <]H0 with 0, the oscillating potential keeps
its PRGXODWLRQ constant. This implies that :UHI0 is somehow compensating that increasing
background to produce a flat distribution of NQRWV, a result which allows to determine an
expression for it,
 )(
)()()( 0IF
0F0<0: ]HUHI −= (73)
where F0is the recovered potential truncated at order 0 for a given [UHI ]UHI and WUHI while I is
the absolute ratio  between the amplitudes 70DQG F0. This factor reaches about 7  in the
example treated here.
Vertical profiles produced by a solution a using the VWHDG\VWDWHGLIIXVLYHILOWHUare shown on
Fig.8a. Its related problem incorporates wind speed and eddy diffusivity profiles, expressed in
their non-dimensional form as follows,
 
γ]]X =)( , ]]N]] =)( , 1=[[N (74-76)
Further data can be found on Fig.8b. The vertical profiles seems to belong to two different
kinds; those generated by the truncation orders 5, 15, 25, 35 , presenting an well-behaved shape,
and the remaining ones, exhibiting an oscillation  worst than that observed with the FRQVWDQWILOWHU. Anyhow, both kind of profiles show a trend to a convergence, but the first kind, does it in a
much faster fashion and furthermore exhibit oscillation-free features.
The present paper assumes therefore that the average value of the oscillation LV WKH ILQDOVROXWLRQ, on the grounds that any potential which oscillates around a middle point is WU\LQJ to
reach it. In spite of its somewhat intuitive and empirical character, this statement, is enhanced by
value given by the analytical solution (Huang,1979). Yet, if one disregard the fact that the
solution on its WULStoward the convergence is oscillating around the middle point - which is itself
converging too - and doesn’t accept it as the ILQDO VROXWLRQ, no conceptual mistake would be
committed at all, but a high price would be paid for that.
Indeed, it’s easy to see from its trend that the oscillation only would reach a negligible
amplitude at a very high truncation order, possibly beyond 200. Based on the experience gathered
running the program  to solve this problem in a 1.8GHz single processor machine, a truncation
order of that magnitude would demand a 20GHz machine to handle the problem within one day.
Therefore, the orthodox solution (i.e., disregarding the middle point as the solution) using an
ordinary  PC, should wait until processors get faster.
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Fig.8 - (a) Vertical profile from a solution using the VWHDG\VWDWH GLIIXVLYH ILOWHU exhibiting a
spurious oscillation at the emission height. (b) The oscillation seems to be slightly damped but its
average value appears to converge in a much faster way towards the value prescribed by
analytical solution..
In spite of its damped character, the NQRWVof this oscillation could still be forecasted by the
function 70 as shows the examples on Fig.9, for t two different downwind distances.
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Fig.9 - Actual results gathered from the solution of the partial differential equation, and the
function 70) to forecast the best truncation orders.
The damping of the oscillation is an welcome property, but it raises a question. Why is it
damped,  when the solution  using the &) doesn’t exhibit any damping at all?
Confronting the growth of the &) with the truncation order, as shown on Fig.5b, against the
equivalent one for the 6'), shown on Fig.10, one suspects that this filter is causing the damping
through its exponential-decay term.
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Indeed, while the steady growth of the &) seems to compensate the descending behavior of
the function :UHI0, it looks like as if the 6') weren’t capable to perform this task due to its
bending.
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Fig.10 - Convergence of the 6') for ]UHI ]H. The bending of the curves towards a definite level
seems to be the cause for the damping of the oscillation at F[]H, for they no longer can contain
the descent of :UHI0, as does the FC.
9 &RQFOXVLRQV
Anomalous oscillations have been observed in the solution through the *,77 of a 2D
advection-diffusion partial differential equation, using a FRQVWDQWILOWHU or a VWHDG\VWDWHGLIIXVLYH
one, to homogenize the boundary condition at [  They affect the vertical concentration profile
at the emission height, even for relatively large downwind distances from the source. The
longitudinal profile is as well spoiled at the [  and in the surrounding domain. All these
abnormalities have been observed in solutions using any of the mentioned filters. An analysis has
shown that for the longitudinal profile this oscillation isn’t damped for any of the filters used,
when the truncation order grows. The oscillation affecting the vertical profile is slightly damped
for the VWHDG\VWDWHGLIIXVLYHILOWHU and not-damped at all for the FRQVWDQW one.
On the grounds that any potential which oscillates around a middle point is WU\LQJto reach it,
it was assumed in the present work that the average point of the oscillation, LV WKHILQDOVROXWLRQ.
Such an assumption, - enhanced by an analytical result - despite its favorable impact, overcoming
an obstacle to achieve the solution, doesn’t rule out the cumbersome and time-consuming
procedure of solving the differential equation many times in order to gather sufficient data and
plot them to determine the truncation orders where those middle points or NQRWV occur.
A method has been then developed to IRUHFDVWthe position of those NQRWV prior to solve the
partial differential equation. Attempts to achieve convergence on the usual way, using the
currently available PC-processors, would lead to a waste of processing time and poorer results.
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