A conceptual model for microscopic-macroscopic slow-fast stochastic systems is considered. A dynamical reduction procedure is presented in order to extract effective dynamics for this kind of systems. Under appropriate assumptions, the effective system is shown to approximate the original system, in the sense of a probabilistic convergence.
More specifically, and for simplicity, we assume that there are only two particles whose positions are at ξ(t) and η(t), and assume also that there are two substances with densities u(x, t) and v(x, t), respectively. Here both ξ and η satisfy a system of SDEs, and u and v are described by a system of SPDEs. The SDEs and SPDEs are coupled, due to the impact of particles on density evolution. Furthermore, we suppose that ξ and u evolve slowly, but η and v progress much faster. We are interested in deriving an effective model for this coupled stochastic system, hopefully involve only slow variables ξ and u.
First, in §2, we consider a simpler coupled microscopic-macroscopic system when the fast density v is absent and no external noise acting directly on u: where t ∈ [0, T ], x ∈ [0, 1], ε is a small positive parameter, and W t is a standard scalar Brownian motion. The coefficients f, b, B, σ 3 , σ 4 all satisfy Lipschitz and boundedness assumptions. In this part, ξ is slow component and η fast component. We derive an effective model involves u and ξ only. This result is summarized in Theorem 2.1.
Then in §3, we consider a more complex coupled microscopic-macroscopic stochastic system
where t ∈ [0, T ], x ∈ [0, 1], ε is a small positive parameter, and {W i t } t≥0 , i = 1, 2, 3 are independent scalar Brownian motions. The coefficients f, g, b, B, σ ′ i s satisfy some assumptions. In this setting, ξ and u are slow components while η and v fast components. The first two equations are macroscopic components coupled with the latter two equations for the microscopic components. We derive an effective model involving only u and ξ, and the result is stated in Theorem 3.1.
A stochastic microscopic-macroscopic model
First we consider the following coupled SPDE-SDE system
, where ε is a small positive parameter, W is a standard scalar Brownian motion, the coupling term f :R × R → R satisfies the condition: Globally Lipschitz in u and ξ with Lipschitz constant K f , and b(ξ, η), B(ξ, η), σ 3 (ξ), σ 4 (ξ, η) are all globally Lipschitz and bounded.
As in [6] , p.268, the slow-fast SDEs for (ξ, η) above have the following averaged effective dynamical description.
We introduce a random process η ξ (t), defined by the stochastic differential equation for fixed ξ ∈ R,
For any t ≥ 0 and any ξ ∈ R, we assume that there exists a functionb(ξ), such that
where the non-negative upper bound function χ(T ) → 0 as T → ∞. Then there is an averaged effective modelξ
3)
It follows from [6] that sup 0≤t≤T E|ξ −ξ| 2 → 0 and lim
Now we consider the following effective system for the original microscopic-macroscopic system (2.1):
We have already known above that ξ converges toξ in probability, uniformly on bounded time intervals. Our goal in this section is to show that u converges toū in some probabilistic sense.
Theorem 2.1. (Effective dynamical reduction I)
Under the above assumptions on the coefficients, the system (2.4) is an effective description of the original system (2.1). That is, for any T > 0 and δ > 0,
This says that u converges toū in probability, uniformly on any finite time intervals.
Proof. Recall the Gronwall's inequality in differential form:
Denoting U = u −ū, then
Multiply each side of the equation above by 2U and taking integral, by Young's inequality and the global Lipschitz condition on f , we get
Taking expectation and by the Gronwall's inequality, we obtain
Thus,
By the result lim
, we finally have P sup
This completes the proof.
A more complex stochastic microscopic-macroscopic model
In this section we consider teh following more complicated slow-fast microscopic-macroscopic stochastic system
, where ε is a small positive parameter, and {W i t } t≥0 , i = 1, 2, 3 are independent scalar Brownian motions. For the coefficients we have the following assumptions: H1: The drift coefficients f (u, v, ξ) :R × R × R → R, diffusion coefficients σ 1 (u) :R → R are Lipschitz continuous with respect to all three variables and hence also linear growth, i.e. there exist constant K f , K σ 1 such that for any u 1 , u, v 1 , v ∈ H and ξ 1 , ξ ∈ R,
In addition, f is bounded, i.e. exists C f , such that
Moreover, there exist constants α > 0 and C σ 2 , such that
Furthermore, there exists a constant β > 0, such that
H4: There exist K B , C B , K σ 4 , C σ 4 such that for any ξ, ξ 1 , η, η 1 , H . Define the operator A = ∆ with zero Dirichlet boundary condition. Let {e k (x)} k≥1 be the complete orthogonal system of eigenfunctions in H such that, for k = 1, 2 · · · ,
It is well known that the semigroup {G t } t≥0 generated by ∆ can be defined by,
a contraction semigroup. Let V be the Sobolev space H 1 0 of order 1 with Dirichlet boundary conditions, which is densely and continuously injected in the Hilbert space H. V , H and V ⋆ satisfies a Gelfand triple
With the Poincare inequality, we have
where ·, · denotes the dual pairs of (V ⋆ , V ). Under the assumptions, the macroscopic fast equation has a unique stationary solution, with distribution µ u independent of ε, and the average is
Then we deal with the following macroscopic effective system
Moreover, an averaged microscopic effective model for ξ is defined as in the last section.
Now we consider the following effective system for the original microscopic-macroscopic system (3.1):
(3.13)
The well-posedness for both systems (3.1) and (3.13) is verified as in [5] . 
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where {G ǫ t } t≥0 denote the semigroup generated by differential operator 
hold for any t ∈ [0, T ] a.s..
Under the assumptions we listed, for any fixed u 0 ∈ H and any v 0 ∈ H, the first two equations of the Eq. (3.1) has a unique strong solution (also a mild solution). Moreover, the following energy identities hold ( [8] or [2] ):
(3.17)
Similar to the case in section 2, for fixed u 0 ∈ H, ξ ∈ R we introduce a fast motion with frozen slow component
Under the assumptions, for any fixed u 0 ∈ H and any v 0 ∈ H, the Eq. (3.18) has a unique strong solution (also a mild solution), which will be denoted by v u 0 ,v 0 (t). By energy equality similar to (3.17), one can get
By the Gronwall's inequality again we have
Let v u 0 ,v ′ 0 (t) be the solution of Eq. (3.18) with initial value v(0) = v ′ 0 . With the aid of energy equality similar to (3.17), we get that
where
For any u ∈ H denote by P u t the Markov semigroup associated to Eq. (3.1) defined by
for any f ∈ B b (H) the space of bounded functions on H. We also recall a probability µ u on H is called that a invariant measure for (P u t ) t≥0 if
The following arguments follow [7] . First we have some mean square uniform estimates on u, v, and ξ.
Lemma 3.1. There exists a constant C T > 0 such that
Proof. For the slow equation ξ of the microscopic system, multiplying each side with 2ξ, we get
After integrating and taking expectation on both sides, we get
Thanks to the Gronwall's inequality, we finally have
Lemma 3.2. There exists a constant C > 0 such that
Proof. Due to energy identity (3.17), coercivity (3.10), the assumption H2 and the Gronwall's inequality, we obtain the desired result.
Lemma 3.3. There exists a constant C T > 0 such that
Proof. Applying energy identity (3.16), with the aid of (3.10) and the above two lemmas , we get
The Gronwall's inequality yields the desired estimation.
Lemma 3.4. For any h ∈ (0, 1) and γ ∈ (0, 1 2 ), there exists a constant C γ > 0 such that
Proof. In the mild sense
By the property of semigroup G t (see [9] ), we have the estimate of I 1 ,
By the Hölder inequality and the bounded property of f , we deduce that
Using the Itô isometry and Hölder inequality, it yields
and
are obtained in the same way as those in [7] , where f (u, v, ξ) and f (u, v) are both bounded. As a result of (3.26)-(3.30), we obtain inequality (3.25).
Next, we introduce an auxiliary process (û(t),v(t)) ∈ H ×H. Fix a positive number δ and do a partition of time interval [0, T ] of size δ. We construct a processv(t) by means of the equationŝ
for t ∈ kδ, min (k + 1)δ, T . Also define the processû(t) by linear equation with additive noisê
Similar to the mean square uniform estimates on v, we have Lemma 3.5. There exists a constant C > 0 such that
We now are ready to establish mean-square convergence of the auxiliary processesv(t) andû(t) to the fast solution process v(t) and slow u(t), respectively. In the following we prove the averaging principle that the slow component process u(t) converges in mean-square sense to an effective dynamics equation as follows dū(t) = ∆ū(t)dt +f (ū(t),ξ)dt + σ 1 (ū(t))dW 1 t , u(x, 0) = u 0 (x).
(3.33)
The following lemma formulates mean-square convergence of the auxiliary processû(t) to the averaged solution processū(t). Proof. In the mild sense, we havê u(t) −ū(t) = 
