An efficient and fast simulation technique is presented to calculate characteristic features of confocal imaging through scattering media. The simulation can predict the time-resolved confocal response to pulsed illumination which allows optimizing imaging contrast when time-gating techniques are applied. Modest computational effort is sufficient to obtain contrast predictions for arbitrary numerical aperture, focus depth, pinhole size and scattering density, while the simulation accuracy is independent of scattering density and pinhole size. In the case of isotropic scattering, our results indicate that reflection-mode confocal imaging through scattering media is limited to µd ≈ 3.5 optical thicknesses for constant-wave (cw) illumination. If time-gating is applied, imaging through scattering densities of µd ≈ 8 is theoretically possible.
Introduction
Confocal microscopy is an established imaging technique in biology and medicine. Its inherent depth discrimination characteristics permit non-invasive examination of objects buried under scattering layers. With increasing penetration depth, however, the image contrast degrades due to light scattered outside the focal region. Time-gating techniques can efficiently reject those stray light components that exhibit total optical path lengths different from the light scattered inside the focal region. Such techniques include linear heterodyning, as in optical coherence tomography (OCT) 1 , recently reviewed in 2 , as well as nonlinear techniques involving ultrashort pulses [3] [4] [5] .
In order to optimize the optical parameters of confocal imaging systems for microscopy through scattering layers with and without time gates, it is necessary to develop theoretical models. While the limiting cases of single scattering 6 and diffusion 7 can be analytically modeled, no closed-form expression has yet been found to describe multiple scattering in combination with imaging optics. Monte Carlo (MC)-based computer algorithms have been developed to simulate light propagation through random scattering media 8, 9 . By tracing photon trajectories inside the scattering material and through the optical system, these algorithms allow examining the influence of multiple scattering on confocal imaging properties in scanning microscopes. Unfortunately, time-consuming simulations are necessary to obtain statistically reliable results when applying MC methods directly to confocal microscopy 10 .
Only a small fraction of photons passes through the pinhole and contributes to the confocal image signal. To improve statistics and shorten simulation time, the MC simulation can be biased to assign more weight to photons that reach the detector 11 . While biased MC simulation has been shown to predict confocal imaging characteristics with acceptable computational effort, its accuracy degrades if the pinhole size approaches the confocal limit. A recent attempt using MC methods to simulate confocal microscopy with time gating 12 does not apply to truly confocal microscopy.
The aim of this paper is to introduce an efficient simulation technique for confocal imaging through scattering materials based only partly on MC simulation and, for the first time, to model contrast when time gates are applied. In this study we limit ourselves to isotropic scattering as it would originate from particles much smaller than the wavelength of the light used. The simulation method allows determining the time-resolved response of reflection mode confocal microscopy through turbid media subject to scattering density, pinhole size, numerical aperture, focusing depth and duration of the time gate. The simulation accuracy is independent of the pinhole diameter and scatter density, yielding reliable predictions for dense scatterers and true confocal imaging. The simulation time is also shorter than previously reported algorithms; 7 * 10 8 photon paths are considered in less than 1 hour on a conventional PC (Pentium II, 300 MHz). While we concentrate on confocal microscopy in this paper, the technique can also be applied to simulate the response of multi-photon microscopy through turbid media.
Simulation Model
To examine confocal microscopy through scattering media, the response of the optical system and the propagation of light through the scatterer must be modeled correctly. The scattering medium itself is considered as a slab of infinite thickness with isotropic scattering properties where the anisotropy parameter g = 0.
Our simulation is based on the schematic diagram depicted in Fig. 1 . The optical system is treated in the approximation of geometrical optics which has been shown to realistically describe depth discrimination properties and contrast behavior of confocal microscopy 10,11 .
Stray light is optimally rejected only if the microscope is operated in the true confocal mode.
Expressed in optical units
confocal microscopy attains maximal depth resolution if the pinhole diameter v PH is smaller than ≈ 2.5 optical units 13 . α = arcsin(NA) is the half angle of the focusing cone using an objective of numerical aperture NA, λ denotes the illumination wavelength, and z and r are the coordinates in propagation and radial direction, respectively. In our simulation, the illuminating light is assumed to have a Gaussian beam profile with the beam waist matched to the objective's aperture.
Let us define a function P (r, z) that describes the probability of a photon scattered at a depth z and radial location r to pass through the pinhole and to contribute to the detected signal. The function P (r, z) describes depth discrimination, resolution, and straylight rejection properties of confocal imaging. It is nonzero only within a confined volume, defined by a radius R(z). Light scattered outside this active volume does not contribute to the detected signal unless an additional scattering event takes place. P (r, z) peaks in the focal plane, z = d, and decreases with increasing distance from the focus.
The active volume consists of two conical regions symmetrical to the focal plane. From geometrical optics, the boundaries of this active volume are described by
where d is the distance between material surface and the focal plane, r 0 is the radius of the image of the pinhole in the focal plane, and n is the refractive index of the scattering medium.
We subdivide the active volume into volume elements (voxels). All voxels have to be small enough such that P (r, z) is approximately constant within each volume element. Small voxels are required around the focal region, while the voxel size can be gradually increased towards the surface. The axial symmetry suggests voxels that have the shape of partial annulli, cf. In order to describe the influence of stray light that is scattered three and more times, a refined Monte Carlo simulation technique 9 is applied in conjunction with the above-described discretized active-volume approach. Before simulating N MC random photon paths through the scatterer, each photon is assigned an initial weight w MC = 1/N MC . With α = arcsin NA n , the location of the first scattering event z (1) , r (1) is obtained by
where 0 ≤ q z , q r < 1 are random numbers, r 0 is the radius of the image of the pinhole in the focal plane, and µ is the scattering density.
Because of the cylindrical symmetry, only radial and axial coordinates need to be con-sidered for the first scattering location.
At a depth z (1) , the probability of a photon to be scattered towards the medium's surface and exiting without being scattered again is given by
where E 1 is the exponential integral function
for x < 1.618
and γ ≈ 0.5772 is the Euler constant. The photon weight w MC is multiplied with [1 − p esc (z (1) )], yielding the weight of the photon that remains in the material and undergoes further scattering.
The location of the second scatter is determined by simulating the direction (θ, φ) and propagation length ℓ relative to the first scattering event. The azimuthal angle θ is simulated by cos θ = 1 − 2q, while the horizontal angle φ = 2πq is uniformly distributed. Because the escape probability has already been subtracted, Eq.(6), the photon must not leave the scattering medium. The distance ℓ to the next scattering event is therefore dependent on the scattering direction:
The factor K varies with scattering direction θ relative to the surface normalẑ such that the photon's traveling length ℓ is always shorter than the distance to the surface in travel directionl.
From the new scattering location, the probability to reach the pinhole via another scattering event in any active-volume voxel is calculated, and all photon-path probabilities are added. The photon weight w MC is multiplied with the so obtained total path probability to obtain the photon's stray-light contribution.
Before the next scattering event is simulated, the escape probability p esc (z (2) ), [cf.
Eq. (6)], is calculated for the second scattering location and the photon weight w MC is multi-plied with [1 − p esc (z (2) )]. The photon undergoes multiple scattering events until the remaining photon weight w MC falls below a preset threshold, or a maximum number of scattering events is reached. The simulation stops after N MC random photon paths have been traced.
In previous MC-based simulations, photons had to reach the pinhole by chance. Thus, the number of necessary photon trajectories had to increase with decreasing pinhole diameter to obtain statistically reliable predictions [10] [11] [12] . In contrast, in our simulation all considered photon paths end in the pinhole and are weighted according to their individual probability. By summing over path probabilities from each scattering site to the pinhole, reliable predictions are made regardless of optical parameter values. The prediction accuracy of our simulation technique is thus independent of pinhole size and scattering density. Tabulating P (r, z) for all voxels increases the speed of the algorithm. The scheme can easily be extended to include anisotropic scattering (g = 0) by including tables with direction-dependent scattering probabilities.
Our simulation also allows one to describe the propagation and scattering of light pulses.
By referring the photon paths to a common reference, path lengths can be converted to arrival time differences at the pinhole.
To validate our simulation with experimental data, we measure the confocal signal through a scatterer in reflection mode. The sample consists of a 3 mm thick suspension of polystyrene spheres (D = 143 nm, g = 0.15 at λ = 630 nm) in front of a mirror onto which the light is focused. To compare the measurements with our simulation results, the scattering coefficient µ is corrected by µ(1 − g). The confocal response is measured for an objective with NA=0.14 15 . Fig. 2 depicts the measured confocal response and the predicted confocal signal from our simulation. The simulated response taking into account the mirror in the focus compares well with our measurements given the fact that the scattering is not completely isotropic.
Results
Our simulations concentrate on the discussion of the ability of reflection-mode confocal microscopy to resolve differences in scattering density. While the scattering density is set constant throughout the scattering medium, we regard as useful signal the amount of light being scattered once within the confocal region, Σ signal . Light passing through the pinhole that is scattered more than once or that is scattered outside the confocal region contributes to the noise signal Σ noise . The contrast is defined as
While the presented simulation method can be extended to g = 0, previous work indicates that isotropic scattering represents a lower limit with regard to contrast as defined above 12 .
For a rough estimation of the effect of anisotropy on C, we replace the scattering coefficient µ by µ(1 − g), where g ∈ (0, 1) is the anisotropy parameter. Let us further consider only singly scattered light and simplify the confocal response by accepting only light from depths
.For the parameter range of interest C increases with increasing g. As shown previously, however, another imaging characteristic, the resolution deteriorates with increasing anisotropy 16 .
In all simulations, a pinhole diameter of v ph = 2 optical units is used for true confocal imaging characteristics. The focal length of the objective is f = 5 mm, and the lens is to pass through the pinhole, diminishing contrast at relatively low scattering densities. At high numerical apertures, on the other hand, the amount of light scattered near the surface overwhelms the singly scattered light from the focal region at high scattering densities. This is illustrated in Fig. 4 where the signal is depicted as a function of the depth of the last scattering event before passing through the pinhole. The smoothness of the curves in Fig. 4 also illustrates the prediction accuracy obtained by our simulation method. Even though the signal from the sample surface dominates at large scattering densities, a distinct peak from the focal region can be observed.
To discriminate the photons that were scattered near the focus, time-gating techniques have been applied in conjunction with confocal microscopy 17, 18 . Our model allows examining the temporal dependence of the detected signal because the photon path lengths and radial input and output locations of the photon trajectories are known. Assuming a chromatically corrected objective, a sphere of radius d around the focus and inside the scatterer is chosen as a path length reference from which travel time differences to the detector are deduced.
The small achromatic component due to the radius-dependent residual thickness between this sphere and the sample surface can safely be neglected. In this way, a relative travel time and dispersive path is assigned to each photon that passes through the pinhole.
Time-gating techniques cannot directly differentiate between photons from different depths but rather select photons whose arrival times fall within a certain window depending on the width and temporal position of the gate. Fig. 5 shows the time-resolved response of reflection-mode confocal microscopy for different optical thicknesses and NA=0.4. The detected signal is plotted as a function of the time at which the gate is opened. The peak corresponding to the signal from the focal region disappears between µd = 7 and µd = 8, indicating that even with time-gating techniques confocal imaging is possible only up to about µd = 8. These values are lower than what was measured earlier and estimated from a single-scatter theory 19 . The reason for the discrepancy is that a reflecting object was used, enhancing the contrast by several orders of magnitude. Fig. 6 shows the response for timegate positions close to the moment when the signal from the focus is expected. At about µd = 7, the background and the focus signal (singly scattered) are of similar magnitude, while for higher optical thicknesses, the confocal signal drops below the multiply scattered light that has traveled the same total pathlength, 2d, but has never reached the focal region.
Note that Fig. 4 can easily be misinterpreted: even though a peak of light scattered from the focal region is obvious, it cannot be discriminated by time-gating means for µd > 8, cf. Material dispersion was taken into account in the simulations, yet for 10 fs pulses and 1 mm overall path length in water, pulse broadening is negligible. We estimated the dispersive effect of scattering in the case of the strongly wavelength dependent Rayleigh scattering, where the scattering coefficient is proportional to ω 4 . For scattering densities 2µd ≤ 16 the ballistic component of a 10 fs pulse is broadened by less than 20%. Dispersion of short light pulses by absorption, which could have a stronger effect, was not considered in our simulation, since scattering was assumed to be the primary loss mechanism.
The influence of the numerical aperture on time-gated confocal microscopy is shown in Due to the assumption of isotropic scattering (g = 0) and our contrast definition that assumes that only singly scattered light from the confocal region represents useful signal (i.e., no scatter enhancement from the object is assumed), our results describe the lower limits of confocal imaging through scattering media with and without time gates.
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