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Biomagnetiç ŸieId.Measurements .And Their [nterprêtâtion 
Using The Dipole 1n_A Sphere Model
Abstract.
Although biomagnetism has advanced considerably in the 
last twenty years in terms of instrumentation and 
application, the fundamental crs<guirement of relating the 
detected field to the underlying sources still has to rely 
on simple models. Most often the current dipole in a 
conducting sphere model is used. The exact geometry of the 
system under study is often ignored and clinically crucial 
decisions may be taken without understanding the 
limitations of this model.
The work described in this thesis assesses those 
limitations, first by analysis of physical model generated 
data using the dipole in a sphere model. Dipole location, 
orientation, strength and sphere centre location were 
parameters used to fit calculated data to real data 
iteratively. These calculations were fully corrected for 
detector coil size and geometry. The systems investigated 
included whole and partial spheres and gel filled skulls. 
Dipoles placed in close proximity to boundaries were more 
difficult to fit to the dipole in a sphere model than 
those further away. As the boundary itself became more 
distinctly non- spherical, this difficulty increased. A 
goodness of fit parameter (R) was defined indicating
iii
accuracy of signal fitting. Surprisingly, in some 
examples, a low K value could be obtained for a poor set 
of predicted dipole parameters. However, if the fitting 
procedure incorporates the model sphere centre position as 
additional fitting parameters and a search is made through 
model sphere centre parameter space the effect of these 
(fortuitously) low K values could be avoided.
The second half of the work applies the lessons of the 
first half to real biological systems. Magnetic fields 
emanating from a developing chick egg change during 
development. The egg provides a convenient system to 
investigate ionic fluxes involved with development and to 
test the appropriateness of the single dipole in a 
conducting sphere model in determining the source 
generators.
Finally the human visual evoked response was used to 
Investigate the retinotopic representation of the cortex. 
The source locations suggested by this work using magnetic 
fields support earlier work which used electrical 
potential measurements, though a significant temporal 
difference of peak power between the two sets of sources 
is predicted by analysis of the data available from the 
two techniques.
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Biomagnetic Field Measurements And Their Interpretation 
Using The Dipole In A Sphere Model
INTRODUCTION
JBi pmagjiêtJ-sm
Ionie currents and magnetic materials within an organism 
produce weak but measurable magnetic fields outside the 
organism. Considerable interest has been shown in 
developing techniques of measuring such fields for, among 
other reasons, they are non invasive in nature and are 
independent of frequency from dc to radio-frequencies. 
Biomagnetism is the study of magnetic fields arising from 
biological organisms. This thesis is concerned generally, 
with the development of biomagnetic methods in terms of 
techniques, fields of study and, most importantly, methods 
of modelling.
A crucial step in biomagnetic investigations is the 
identification of the underlying sources from the detected 
magnetic fields. This requires the assumption of a 
physical model for the organism. One of the most promising 
models is one in which the biological system is considered 
to be a uniformly conducting sphere. The source is assumed 
to be a current dipole (i.e a current source and sink 
linked by an infinitesimal current element). This 
idealized model has been applied by many authors to data 
from real systems where the conducting volume is not 
spherical and the source not necessarily a single dipole. 
Although useful to a first approximation, full 
justification for using this model has not been
established.
Within this context, a major theme of the present study 
was to investigate this model, tn particular, we sought to 
establish the accuracy with which the dipole parameters 
could be predicted, and the means of identifying when 
accurate predictions were being made. Both ideal and non 
ideal (e.g non spherical) systems were investigated. These 
studies were carried out on artificial physical model 
systems. With the better understanding we gained of the 
interaction of the model and the analysis, real systems 
could be studied.
One such system we have considered is the visual cortex. 
Data obtained from pattern reversal checkerboard 
stimulated subjects were analysed using the dipole in a 
sphere model in an investigation of the effects of 
stimulating different region^ of the retina on the 
response recorded over the primary visual cortex and hence 
on the activity of the cortex.
In another study, we exploited the dc capability of SQUID 
(Superconducting QUantum Interference Device) 
magnetometers in measurements of the dc magnetic fields 
outside developing chick eggs. The sources were unknown 
but analysis of the data was used to postulate possible 
sources. The work was extended by mechanically and 
chemically perturbing the developing system and by
correlating the observations with morphological 
development.
These two biological studies were of interest in their own 
right but they also served to demonstrate what is 
achievable with a dipole in a sphere model as the basis 
for analysis. Some contextual knowledge is required before 
the studies reported below can be evaluated. Ideas of 
basic biology are needed to give a context to how charge 
movements may arise; simple instrumental issues must be 
raised; and the link between currents and electromagnetic 
fields needs to be reviewed. These are dealt with in the 
following three sub-sections in the introduction to the 
thesis.
1...2...Baalc BXology
Many of the processes of life involve the movement of 
charged particles, e.g. ions or proteins. Any net movement 
of charge constitutes an electric current, tn this 
discussion of 'basic biology', I will outline where such 
currents occur.
The currents are most faimiliar in the context of action 
potentials in which information is transmitted in the form 
of short lived electrical pulses along the excitable 
membranes of nerves and muscles.
Although electrical potential differences exist across the 
membranes of essentially all cells, excitable membranes 
are, in the present context, those that exhibit a 
profoundly non-linear electrical response to an 
appropriate stimulus e.g a voltage pulse. If the stimulus 
intensity is below a threshold level, currents flow but 
the stimulus produces no significant change in membrane 
properties. However, if the stimulus intensity exceeds the 
threshold, dramatic changes in membrane properties take 
place, large ion fluxes occur and the trans-membrane 
potential alters markedly. This 'excitation' is self- 
propagating in that, once stimulated, the region of 
excited membrane stimulates neighbouring regions and the 
'action-potential' pulse moves spontaneously outwards from 
the first point of excitation, tn this way an excitation 
may be passed along the entire length of a cell, for
example a nerve axon, without decrement. Such an 
excitation pulse can pass to adjacent cells through 
chemical mediation at junctions or ‘synapses'. The 
chemical transmitter substances are released by the first 
excited cell and passed to the second cell causing its 
membrane to be excited.
Depolarisation of cells is, generally, associated with 
rapid fluxes of sodium and potassium ions. Ion fluxes 
associated with both depolarisation and repolarisation can 
be considered as sources of many of the detectable 
magnetic fields outside the body.
Changes in the transmembrane potentials of groups of cells 
are responsible for the electric potentials and magnetic 
fields associated with activity of the brain. Both 
transient and longer lived phenomena can be detected. 
Neurons respond to excitations reaching them via synaptic 
connections in one of three ways, all of which give rise 
to measurable extra cellular potentials.
1 A relatively slow decrease (depolarisation) in 
the magnitude of the transmembrane resting 
potential.
2 A relatively slow increase (hyperpolarisation) 
of the resting potential.
63 The triggering of a n  action potential which 
propagates automatically once the threshold 
depolarisation is surpassed.
The first two types of responses are called 'graded 
potentials'. Neurons communicate with each other, at 
least over short distances, by all three types of 
potentials. Some early features of evoked responses 
occurring soon after stimulation but prior to cortical 
involvement may primarily be summated action potentials. 
However, many features of the electroencephalogram (KKG 
electrical activity recorded from ionic flow within the 
brain) and the magnetoencephalogram (MHIG -magnetic 
activity recorded as a result of ionic flow within the 
brain) are thought to arise from summated graded 
potentials. The limitations of KBG methods are described
later.
For evoked responses the magnitude of the response is much 
smaller than the magnitude of the naturally occurring 
background activity of the brain during rest, and minute 
compared with muscular and cardiac activity also present. 
This is discussed further in a later section dealing with 
evoked responses.
In addition to the currents associated with excitable 
membranes, there are are other large quasi-static ionic 
currents present in biological organisms. Primarily we
are interested in those currents that are Jinked to 
development and regeneration. Current densities typically 
LMcm~2 are known to pass through many developing 
organisms, for example fucoid eggs, jcecrop.ia follicles, 
lily pollen grains and chick embryos (Jaffe and Nuccitelll 
1971). The locations, strengths and timing of these 
currents correlate with the positions and timings of 
significant developmental activity. These developmental 
currents may act as a form of feedback by which an 
inhomogeneous distribution of charged cellular 
constituents is created. Developmental biologists are 
interested in currents because they may help to answer 
questions such as why an asymmetrical organism grows from 
a symmetrical, non-polar ovum. In addition to 
developmental occurrence there are also currents that can 
be detected during regeneration of, for exaunple, amphibian 
limbs. (A large sodium current ( = 10-100 fihcm~^ ) leaves the 
stumps of amputated newt limbs for about a week after 
amputation. Blocking of this current inhibits 
regeneration while augmenting it, stimulates regeneration, 
-Jaffe and Stern 1982)
The role of ionic currents in the regeneration and 
development of biological systems is not completely 
understood and is highly controversial. Only electrical 
potential measurements have been carried out to date and 
the main investigative tool thus far has been the 
vibrating probe, which is capable of measuring local
current densities as small as 0.1 M c m ’  ^with a spatial 
resolution of approximately 30 #m. Unfortunately, this 
technique is limited to electrolyte inhabiting organisms, 
only detects external current flow, and cannot therefore 
deal with the complete organism.
Attempts have been made to use other electrode techniques 
on complete organisms, bub it is intrinsically difficult 
to monitor slow developmental activity using electrodes. 
Attachment of an electrode requires direct electrolytic 
contact, and therefore, a measurement within an organism 
always involves both mechanical damage and electrolytic 
contamination. In any study of regeneration injury 
currents, the validity of such an invasive measurement 
must be suspect. As well as this fundamental limitation 
there is the technical problem in quasi dc measurements of 
overcoming drift.
Problems of contact potentials, drift, membrane formation 
over the electrode, puncturing and generally invasive 
measurements can, in principle, be avoided by using a 
SQUID magnetometer and looking at the magnetic fields 
outside the organism. The magnetic field created depends 
on the current density and the area of active membrane 
involved. In some cases, large current densities can be 
shown to be present (for example in ProS-QpMla eggs) but 
the magnetic fields are too small to be detected as the 
ionic.fluxes cover a very small area. However, a current
density oC 1 /xAcm"^  flowing in a Icm^ region would give 
rise to a magnetic field oE = 2.5 pT at a distance of 2cm 
from the source. This is easily detectable. (The 
relationship between current and field is developed 
later.)
Finally in this brief introduction of ionic current 
sources of biomagnetic signals, we note that, in general, 
the magnetic signals are very small, ranging from 100 pT 
from the heart to 100 fT from the brain. Table 1 shows 
typical amplitudes of some biomagnetic signal sources, tt 
is clear that very sensitive magnetometers are required. 
SQCJIO magnetometer operation will be discussed later.
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Approximate amplitudes of some biomagnetic signals 
(recorded at an appropriate point outside the body)
Activity Amplitude(pT)
Evoked Magnetoencephalogram (MEG) 0.1
Spontaneous MEG ^
Foetal Magnetocardiogram (FMCG) 1
Chick egg ^
Human leg ^0
Magnetocardiogram (MCO) SO
Diamagnetic * 10000
*Diamagnetic response of body tissue to a field of 10
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The very small magnitude of biomagnetic signals dictates 
that the most sensitive instruments be employed for field 
detection. The SQUID magnetometer is a device for 
converting a small magnetic flux change (A#in) through a 
detection coil into a voltage output change AVq uL such 
that
*Vout ' A*in
As the SQUID responds only to changes in flux, it has no 
quantifiable base line and, of itself, does not measure 
absolute field values. Ways around this problem are 
indicated later.
Physically a SQUID consists of a superconducting ring with 
one or more weak links (thin insulating regions separating 
the superconducting regions). Superconducting rings have 
the property of quantizing the magnetic flux through them, 
one flux quantum being h/2e, where h is Planck's constant 
and e is the electronic charge,i.e
O’rlng li
Flux conservation laws apply so that, if the flux imposed 
on a superconducting ring is changed, then a screening 
current Ig will flow in the ring so as to maintain the 
flux quantization condition.
12
LIg ~ *imposed^*rlng 
where L is the inductance of the ring.
Electron pairs can tunnel across the weak link from one 
superconducting side to another enabling a zero voltage 
current to pass. However, at a critical or maximum current 
(Ic), the weak link ceases to be superconducting and 
energy is dissipated.
Our SQUID system is an rf SQUID in which there is just one 
weak link (Figure 1). The operation of the device is 
complicated but may be briefly described as follows. The 
SQUID is inductively coupled to an rf tank circuit (fed 
from a constant current rf oscillator and attenuator 
system), which modulates the Imposed flux and causes an rf 
screening current to flow. The amplitude of this screening 
current is greater than Ig. The energy dissipated when the 
screening current reaches Iq , is recovered from the rf 
tank circuit. When an appropriate rf current has been 
established, the instantaneous rf signal amplitude 
appearing across the tuned circuit is modulated by any 
additional magnetic flux <t>niod coupled into the SQUID 
sensor. (This additional flux determines the rf current 
level at which is reached). The response is perfectly 
periodic with a period equal to the flux quantum, h/2e 
(where h is Planck's constant and e is the electronic
LrF
SQUID
RING
Figure 1 Schematic of rf SQUID resonant circuit
Vrf
2 0mod
0o
Figure 2 Periodic transfer function showing the variation 
in rf voltage with increasing modulation flux at a fixed 
rf bias current
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charge)* This periodic transfer function is shown in 
Figure 2. The effect of any further external flux coupled 
in to the SQUID is to produce a corresponding shift of the 
transfer function along the flux axis.The small signal 
transfer function is then just the slope of the triangle 
side.However, in practise, a negative feedback circuit 
locks the total flux at one of the extrema of the transfer 
function,the external flux change being proportional to 
the feedback current (monitored as a voltage across the 
feedback resistor).
SQUIDS can be used to sense a magnetic field directly 
(Zimmerman 1983), but for most biomagnetic studies, this 
is not the most practical arrangement. The principle 
reason is simply the need to minimize, in most systems, 
the sensitivity of the SQUID to ambient noise. Instead, a 
flux transformer is used to couple the SQUID to the field 
to be sensed. This transformer is a closed superconducting 
circuit usually fabricated from niobium wire. It has a 
primary detection coil or coil set (of inductance Ljj) and 
a secondary input coil (of inductance Lj^ ) as shown in 
Figure 3. There is an additional inductance (Lg) 
associated with the leads.
When a magnetic flux *app applied to the detection coil 
a current 1  ^ circulates around the transformer to maintain 
the total flux through the transformer circuit constant. 
The current is given by the flux conservation equation
R/F AMPLIFICR 
AND CONTROL 
CLLCTRON1C5
5QU\DINPUT
COIL TANK
CIRCUITLi
PICK-UP
COIL
LIQUID He REGION
Figure 3 The input circuit of an rf SQUID consisting of a 
pick up coil connected in a superconducting circuit to an 
input coil inductively coupled to the SQUID
14
h  " iLg + > r:^ )
Thus the flux <t>g (- Mi I i where Mi is the mutual 
inductance between the input coil and the SQUID) which the 
flu% transformer secpndary applies to the SQUID is 
proportional to <î>app* The useful sensitivity of any SQUID 
is limited by the efficiency with which the signal *app 
can be coupled to it. For maximum sensitivity, a large 
mutual inductance between the secondary and the SQUID is 
required.
At the other end of the flux transformer, another 
important parameter, when considering sensitivity, is the 
size of the pick up coll. A large diameter coil will have 
a large amount of flux threading it and will be more 
sensitive to field changes but it will have a poor spatial 
resolution. In addition it will have a large self 
inductance. In practice the optimum compromise is reached 
when the inductances of the pick-up coil and the input 
coil to the SQUID (the secondary) are matched (i.e Li -= 
Id)*
When the sensitivity problem has been overcome, the second 
problem, of overcoming interference from the background 
fields, is solved by a variety of means. Reducing the 
background field (by « 10^) within the experimental region
15
by using Helmholtz coils eliminates signals from local 
para and diamagnetic material. Uniform noise fields are 
discriminated against by employing a gradiometer 
arrangement for the input circuit. The second order axial 
gradiometer used for the work described, consists of a set 
of three coils with the saune diameter, the lowest of which 
is the pick up coil. The lowest and upper-most coils are 
wound in one direction while the middle coil, with twice 
as many turns, is wound in the counter direction. A 
uniform field or field gradient threading all three coils 
will have zero total flux linkage. It is intrinsically 
difficult to construct mechanically perfect gradiometers.
A balance of 1 part in 10  ^ is achievable with good 
construction but this can be improved to about 1 part in 
10^ by utilizing appropriately positioned pieces of 
superconductor in close proximity to the coils.
An alternative method of reducing external noise is to use 
a magnetically shielded chamber. This solution is costly 
and can be claustrophobic for the subject.
Thus far, only the possible causes of signals from 
biological sources and the detection of fields by SQUID 
magnetometers have been discussed. In the next section the 
relationship between source current densities and their 
associated'magnetic fields will be explored.
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In this section, the calculation of the field produced by 
a current distribution will be discussed. The analysis 
presented is based on the work of several authors 
(Geselowitz 1970, Cuff in and Cohen 1977 and Sarvas 1987). 
Only the main steps ii> the argument are presented.
Starting with the general expression for the magnetic 
field produced by a region of arbitrary current density, 
expressions are developed for fields produced by current 
dipoles within simple bound geometries.
A region of space in which there is current density J(r') 
will give rise to a magnetic field. The magnetic 
induction B(r) outside the region is given by
^0 r B.
" 4* J * I 4v' (5)
V  *
where x' is the vector from the origin of the coordinate 
system to the source poipt and R is as defined in Figure 
4. The integral is over all volume elements.
The total current density can be divided into an impressed 
and a volume current density, where the impressed current 
is that produced by some energy source (active tissue in a
biological context), and the volume current is the term
given to the currents set up by the electric fields.
J(r') . Ji(x') f JV(r') (6)
The volume term is related to the conductivity a and the 
electric field E so that
Figure 4 A region oC space with current density J(r') 
where r* Is the vector from the origin of the coordinate 
system to the source point. R Is defined as r - r*
1/
(V)
where B(r') * ~W(r' ), V being the electric potential.
Now equation b can be rewritten as
B(r) f.O4tj X - a(t’)vv(r') X KR"
dv' (8)
Cor an arbitrary conducting volume.
To find B for an arbitrary distribution J(r') It Is 
convenient to consider the volume to be made oC N sub 
volumes- The conductivity of each subvolume Is assumed to 
be homogeneous and the contribution from each can be 
summed to obtain the total field.
B(r)  ^ J  jt(r') X dv' -Ü  J  a^vv(r') x -^dv' (9)
V* H H
We further assume the impressed current density to consist 
of M current dipoles (source sink pairs separated by 
infinitesimal current elements), such that
j j'(r') X dv' . g  p. X - 1
■' tt’ i-i-T tt’
Cf we now use the vector identity v x V R W  X R
and apply Stoke's theorem, equation 9 can be rewritten as
B(e ) 47/ (]0)
where dS is a surface element of the n^h sub volume.
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The surface integral in equation 10 is taken over the 
surfaces of all sub volumes. Each surface element will 
make a contribution from the sub volume on each side. 
These may have differing conductivities. £f we define o' 
to be the Inner conductivity and a" to be the outer, a 
general formula for the external field B for a set of 
current dipoles Pj in a piecewise homogeneous conducting 
body can be written
K'
^  D (O' - o") J V(r')dS X
47/ n
( 1.1.)
This result shows how the volume currents -ovv affect B.
[n equation 11 the terms VdS and Pj have the same role, 
and it follows that the volume current contribution has 
the form given by a distribution of surface current 
dipoles orientated perpendicular to the local surface with 
magnitude proportional to the potential V.
Similar forms of this general equation have been quoted by 
other authors notably Geselowitz who showed that the field 
is given by
B  ^ J X ^ dv' f • 12 -- o") Vv ^ X dS^( 1.2)
when the identity —  -* v ~ is used. This form is also used by
^3
Cuff In and Cohen (1977) amongst others. Sarvas (1987) 
chooses to retain the vectors r and r' rather than using
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In general, evaluation of B from equation 11 or 12 is 
complex. However, in special cases of high symmetry, such 
as a spherically symmetric, cylindrically symmetric or 
horizontally layered conductor, B is simpler to compute.
If a dipole is located on and orientated along the axis of 
a volume conductor having axial cylindrical symmetry, then 
B = 0 everywhere outside the conductor (Cohen and Hosaka 
1975). Two examples of special symmetry are considered 
below.
A current dipole that is parallel to the surface of an 
Infinite half-space produces an external field but the 
field component perpendicular to the surface has no 
contribution from the volume current term (Cuffin and 
Cohen 1977), which only generates fields perpendicular to 
the surface vectors dS.
For such a tangential dipole P pointing in the y direction 
and located at (0,0,-d) beneath the surface occupying the 
plane z - 0, the z component of field is given by
The lines of constant field magnitude in a plane parallel 
to the surface show a pattern of two sets of "circles", 
one for field going into (B% < 0) and the other for field 
out of (Bg > 0) the surface. The separation A of the 
extrema is related solely to the depth of the source
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beneath the measurement plane, i.e
A •- 2i/2d (14)
The field magnitude at each extremum is
it
HomogenepuslyConducting-Sphere
Since a radially orientated dipole in a homogeneously 
conducting sphere is an example of a cylindrically 
symmetric system it produces no external field, and onJy a 
tangential dipole need be considered. Without loss of 
generality the tangential dipole may be assumed to be 
pointing in the positive x direction and located at r - a, 
e 0° and ip 0® as shown in Figure 5.
The radial component of magnetic field from this dipole 
can be calculated from equation 11. The radial component 
of field is given by
- B • r
^0 P X R A  ^0
47/ ^ 3  47/
t (o' - o") f V(r')dS X ^ • r
n •'
(16)
In the second term
(dS X R) • r = (dS X (r - r*)) • r
~(dS X r") * r 
: 0 (as dS is parallel to r*)
■>x
Kiguce b Coordinate system for the current dipole in a 
homogeneously conducting sphere. The dipole is pointing in 
the positive x direction and is located at spherical polar 
coordinates r -* a, 9 0® and 0®
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It follows that Br depends only on the source dipole and 
does not depend on the volume currents:
B. 1 P .X.
^  (P X a) • r
47T R'
^0 P^ay • r
in '“ I
But y ^ r sine sin«p 
therefore
B
/i^ aP^  sine sin«p
(1 7 )
(where P -=
(18)
where y - 1 2a cose . fa1 -—  + [-J
Equation 18 represents the radial component of the field 
from a dipole in a sphere. Similarity the v=> and e 
components can be derived by a method involving a Legendre 
series expansion of the vector potential. The method is 
somewhat complex and only the results are shown here 
(Cuffin and Cohen 19/7).
B
fi^a. sin«p
 ^ 4#r^ y^/2
y cos© r r?!/:COS© - + - — cos© — “•
sin^© a a r [ rj
B
/JL^ cosp P^ 
47/r^  sin^e
cos© - ry
1/2
(19)
(2 0 )
These equations can be used to calculate the field from a 
given d.ipole located in a conducting sphere. Calculating 
the field from equivalent dipoles (or sources) is known as 
the forward problem. In biomagnetism, the fields can be
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detected but the underlying sources need to be determined 
In the next section the basic assumptions necessary for 
determining the sources are discussed.
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Determining the relationship between the surface or extra 
organism electromagnetic fields and the underlying sources 
is one of the greatest challenges in electrophysiology. 
This process of going from the surface effect to the 
underlying sources is known as the inverse problem. 
Solutions to the general biomagnetic inverse problem are 
non-unique. There are in effect an infinite number of 
different source distributions whose surface fields are 
identical. This is easily seen for certain geometries from 
the existence of magnetically silent source distributions; 
e.g. any radial current dipole in a sphere. Only when the 
problem is reduced to a given parametric model can a 
unique solution be obtained. Of course, an arbitrarily 
complex parametric source distribution cannot be 
determined from a finite number of surface measurements.
In general, it is desirable to estimate a small number of 
parameters from a large number of surface measurements to 
optimise the inverse calculation, even though the simple 
model utilized may have a limited functional relationship 
with the system or process under study.
Simple models such as a single current dipole within a 
volume conductor of simple geometry are often used to 
describe the system (Williamson and Kaufman 1981). The 
source of the cardiac field, the source of steady fields 
associated with the eye and the source of the neural 
fields of the brain evoked by sensory stimuli have all
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been modelled by a single dipole model.
For the heart, it is usual to model by a dipole in a half 
space where the field normal to the surface is due solely 
to the current dipole and there is no contribution from 
volume currents (Cohen and Hosaka 19 75). In the case of 
neural sources from the head, the first and crudest models 
would be a single dipole in a conducting half space for a 
source near the surface and a dipole in a conducting 
sphere model for deeper sources. Here too, as previously 
noted, the component of the field lying normal to the 
surface arises only from the current dipole. This remains 
true if the electrical conductivity of the sphere varies 
with radius but has concentric symmetry (Okada 1985). Some 
improvement in the sphere model could be achieved by 
taking into consideration the local curvature of the head 
at the appropriate region when defining the centre and the 
radius of the model sphere. A more sophisticated model 
would take into consideration the intricate shape and 
conductivity of the local conducting volume and the 
postulated source would be needed. The quality of the 
data, however, needs to justify the type of model used for 
the analysis and hence accuracy quoted for the signal 
source.
When modelling real data, a further complication arises 
from the nature of the signal. A SQUID system provides an 
output signal that is proportional, not to the field at a 
point but, to the total nagnetic fluz which threads its
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detection coil set. For a magnetometer, or a gradiometer 
having a sufficiently long baseline (the distance between 
the pick up loop and the middle cancellation loop), this 
is approximately the flux which passes through the lowest 
coil. If the diameter of the pick up coil is of comparable 
size to the distance separating the two extrema of the 
detected field, significant smearing of the field occurs. 
Now, for example, if the half space model is assumed 
without allowing for this smearing, the measured 
separation will predict a much greater depth and magnitude 
than a pick up coil with a much smaller diameter.
Another practical difficulty in analysing magnetic field 
data from neural sources, is the assumption of 
stationarity (constancy of the response to a defined 
stimulus over time). With a limited number of input 
channels, data acquisition can be a lengthy process during 
which the subject undergoes physiological or psychological 
changes (Nunez 1986). Stationarity has to be checked 
rather than assumed through the course of the experiment.
Once these difficulties have been overcome, an equivalent 
dipole, or dipoles, can be found by matching the predicted 
field data with detected field data through convergent 
iterative forward calculation. These dipoles have to be 
physiologically reasonable (i.e take account of 
neurological and anatomical observations). If ionic flow 
is predicted by a model, can it be verified by using other
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techniques such as electric potential measurements at the 
surface of the scalp? The major question (and the starting 
point for this thesis) is whether the model used for the 
forward calculation is adequate or even appropriate.
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Thus far only a brief Introduction to relevant aspects of 
experimental biomagnetism has been presented. In the next 
chapter the instrumentation used for biomagnetic studies 
in our laboratory will be discussed, in general terms.
Each experiment had its own minor variations that are 
described in later chapters. The next chapter includes 
sections on data acquisition and details of the analysis 
used for the forward calculations essential for the 
iterative method of solving the inverse problem.
The first experimental results are presented in chapter 3. 
It starts with a review of recent and concurrent work on 
the dipole in a sphere model and its application to 
biomagnetism. The use of a dipole in a sphere model is 
evaluated empirically with successive physical models of 
sphere-like systems. The problem of dealing with more than 
one dipole is touched on briefly before a general 
discussion concludes the sphere chapter.
Spheres are replaced by the (geometrically complex) skull 
in chapter 4. Effects of different dipole location within 
the skull and the relative ease of applying the dipole in 
a sphere model for analysing the results are explored. 
Examples of the effects of different internal skull 
geometries on the detected field pattern and the accuracy 
of dipole characterization are presented rather than a 
complete catalogue.
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The second half of the thesis is concerned with applying 
the lessons of the first half to real biological systems. 
Magnetic fields emanating from a developing chick egg 
change during development but are constant over short (e.g 
1 hour) times. At first sight the chick egg provides an 
easily accessible system for assessing the appropriateness 
of the dipole in a sphere model in determining the source 
generators. As the sources were not known, predictions of 
the model had to be tested using other techniques. The 
chick egg study is described in chapter 5.
Chapter 6 then describes experiments exploring the 
retinotopic representation of the visual fields on the 
cerebral cortex. Magnetic field and electric potential 
evoked responses to a reversing checkerboard pattern were 
recorded. Source generators were postulated using the 
dipole in a sphere analysis. Some differences between the 
electric and magnetic reponses, not previously reported, 
were noted,
The final chapter contains concluding remarks concerning 
the dipole In a sphere model and Its applicability In 
analysing blomagnetlc data as well as suggestions for 
further work on this topic.
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Ingtruroentatlon And AnaXygls.
In this section the instrumentation and analysis common to 
most aspects of the work presented will be briefly 
outlined. There are two distinct types of experiment, one 
where the subject is stationary during data acquisition 
and the other where the subject is scanned beneath the 
detector. In this section the latter more complicated 
experiment will be concentrated upon. The section may be 
subdivided into three parts.
1 Instrumentation related to signal detection (l.e the 
magnetometer)
2 Instrumentation related to the source Itself (l.e 
the mounting platform)
3 Instrumentation related to data acquisition and 
analysis.
2.^ 1 _S Igna 1 J3ete c 11 on
The magnetometer consists of a commercial second order 
gradlometer (Swlthenby 1980) Inductively coupled to an rf 
SQÜIÜ. The gradlometer is formed from eight turns of 
niobium wire wound onto a 23.b mm diameter quartz former. 
Two turns at the bottom of the gradlometer form the pick 
up coil and are wound In the same sense as the two turn 
top coil (with a 54mm separation between the two sets of 
coils). The four turns forming the centre coll are wound 
In a counter direction. Since the gradlometer colls have a
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common vertical axis, the magnetometer is sensitive to the 
component of the magnetic field at the gradiometer.
Being second order, the gradiometer discriminates against 
uniform fields and againèt uniform field gradients. This 
enhances the signal to noise ratio.
In series with the gradiometer is an input coil which 
inductively couples the detected flux to a toriodal hybrid 
SQUID (TSQ) loop. Also coupled to the SQUID loop is an rf 
tank circuit oscillating at 19MHx, a part of the SQUID 
electronic system. The system has an overall intrinsic 
field sensitivity of =3KlO'14T/Hzi/2 (related to average 
field over the lowest coil). The actual noise spectrum 
(Figure 6) shows the greatest noise contribution at the 
lowest frequencies. This is mainly due to the low 
frequency ambient fields in and around the laboratory. The 
response of the SQUID system is wideband (O-lOkHz); much 
of the noise can be rejected by operating with a low pass 
filter (e.g with a 100 Hz cut off frequency) and a line 
frequency notch filter.
The gradlometer, SQUID loop and the rf feedback tank 
circuit make up the blomagnetlc probe assembly (SHE Corp 
1980). This entire assembly Is housed In a 5 litre 
capacity glass fibre dewar. Insulation between the 4K and 
the 3QÜK environments Is provided by a vacuum of better 
than “10“  ^torr together with aluminlzed mylar radiation
Fieti^
Noise '0  ^
FT
i ï ï l
10=
10'
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10*^ 10 10^ 
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Figure 6 Smoothed noise spectrum for our SQUID 
magnetometer with a 50 Hz notch filter. The increase In 
noise at the low frequency end necessitates movement of 
the subject when recording pseudo- d.c fields.
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shields between the inner and outer chambers of the dewar. 
This insulation serves to eliminate the necessity for 
liquid nitrogen cooling. It is important to minimize the 
distance between the gradiometer and the source outside 
the dewar because the field strength becomes rapidly 
weaker with increasing distance. The present system has a 
gap such that the coil-*300K distance is 11mm when the 
dewar is warm and 12mm when it is cold. The difference is 
due to thermal contraction of the inner chamber.
Only the biomagnetic probe is maintained at 4K and, apart 
from the rf tank circuit, all circuitry for supplying 
power or feedback is maintained at 300K. An rf headbox is 
mounted on top of the dewar and remote from the dewar is a 
SQUID control box. The control box houses a set of filters 
and various oscillators as well as gain controls for the 
SQUID electronics.
Without further equipment the simple magnetometer can be 
used to detect changes in magnetic flux. Time varying 
signals (e.g activity from the brain) can be detected by 
placing the detector in ctose proximity to the source. For 
mapping a complete region, the detector is sequentially 
moved to a new position. It is important to know the 
position of the detector relative to the source volume if 
source localization is to be attempted.
If the magnetometer remains in a fixed position relative
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to the source, it would not be sensitive to the dc and 
pseudo-dc fields that are of interest to us. Detecting 
these fields is the subject of the next section.
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The SQUID magnetometer responds to changes In flux and in 
a fixed position is not sensitive to dc and pseudo-dc 
fields that are of interest. This problem is overcome by- 
moving the signal source relative to the detector to 
create a varying field.
With the present system, the detector remains stationary 
In the X and y directions, but between measurements it can 
be moved to positions varying by up to 20cm in the z 
direction. In experiments involving steady fields, the 
signal source is made to move in the xy plane on a 
travelling platform ont^ o which it is securely placed. The 
position of the platform itself is monitored by computer 
in the form of voltage changes across potentiometers. The 
two potentiometer shafts are mechanically linked to the 
platform. For y-dlrection movement, the link is direct; 
for the x-direction it is via a nylon gear wheel and a 
toothed drive belt system (Figure 7). Movement of the 
platform itself causes resistance changes in each 
potentiometer to which a constant current is supplied 
resulting in a voltage change.
In the usual procedure, the platform is driven a fixed 
distance of 60 cm, (limited by the size of the Helmholtz 
coils to be described later), in the x direction by a 
powerful electric motor coupled to the platform by an 
aluminium shaft and nylon parachute cord which passes over
-.-I
ex
(w
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a series of pulleys. A worm drive gearing system is used 
to reduce thé effective speed of platform travel. Contact 
switches prevent the motor from running on after the end 
of platform travel has been reached. The motor itseJf is 
placed 3 m from the SQUID (hence the aluminium coupling 
rod) and is shielded to reduce electromagnetic 
interference.
The SQU[I) voltage output shows the change In magnetic flux 
through the detector coils as the subject is moved. To a 
first approximation it records 8% along a horizontal line.
A problem arises if the measurements are made in the 
presence of an external magnetic field, since the magnetic 
susceptibility of the object will contribute to the change 
in magnetic flux, and the voltage output will reflect the 
magnetic susceptibility (&f the object as well as any 
currents within it. Biological media are made up on 
average of 60% water, which has a susceptibility of 
9xl0"®.m"3; the susceptibility related signal is typically 
larger than the possible magnetic fields emanating from 
the organism as a result of current flow.
By nulling i,he ambient field, the susceptibility effect 
can be reduced to negligible proportions. This is achieved 
by employing two sets of 1.8 m diameter Helmholtz coils 
formed from IB swg copper wire (1.22 mm diameter) and 
orientated north-south and vertically. A central region of
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0.6 m diameter can be maintained with a field of magnitude 
less than 4x10"? T using a current of =0.58 A through the 
horizontally orientated 80 turn coils to null out the 
vertical component of the field and =0.75 A current 
through the vertically orientated set to null out the 
north-south field component. For nulling of the east-west 
field component, 14 turns of 34 swg wire (0.5 mm 
diameter) in the form of square coils are used. There is 
no component of the earth's field in this direction but 
this set was necessary to null magnetic fields from 
ferromagnetic materials in the surrounding laboratory and 
corr idor.
The ambient field varies typically by 1% in 24 hours, a 
result of fluctuations in the Earth's field and movement 
of metal furniture or laboratory equipment. The field 
around the SQUID dewar is checked intermittently using a 
Thorn racetrack type fluxgate magnetometer (FG 413) and 
the current through the Helmholtz coils adjusted to 
maintain the field at less than =4x10“^  T. This was 
especially important for the chick experiments.
The mechanics of how a signal is detected by our second 
order gradiometer and how susceptibility effects are 
reduced have been described. The next section describes 
how the signal is recorded and processed.
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The data acquisition is by a dedicated PDPll-23 MINC [£ 
mini-computer system (Digital Corp 1978). During any 
experiment involving movement of the platform, the SQUID 
output and the outputs of the x and y potentiometers are 
all continuously sampled by a 12 bit ADC and spatially 
averaged. For a given x direction increment, for example 
bmm, the ADC will continously sample the SQUID output 
voltage at =900 Hz and average over the total number of 
samples within the spatial increment.
It is important to calibrate the potentiometers to 
indicate sample position over the entire travel range at 
the start of each experiment. This is achieved by 
recording the potentiometer output values at the limits of 
platform travel in the x y plane. These remain fixed and 
define a laboratory x-y coordinate system. Positions 
within that system can be found by moving the subject on 
the platform to a position fixed relative to the detector 
by marker values manually input into the computer.
In the usual protocol, the platform was moved over the 
full length of travel in the x direction at fixed y. Any 
number of traverses of the platform (usually 3 to b) may 
be averaged in order to improve the signal to noise ratio. 
Data can be accepted or rejected for each traverse and 
extraneous artefacts, e.g from moving cars or closing 
doors, can be removed before averaging. The final signal
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is then plotted out onto paper and stored on magnetic disk 
for subsequent analysis. The entire process is then 
repeated at a new y position.
A series of data files, each corresponding to a scan at a 
different y value, are required before a full field 
mapping can be achieved. Usually the files are used to 
form contour maps before any analysis. This can be carried 
out either by the MINC II computer or, more frequently, 
the data is transferred to the Open University mainframe 
computer (DEC 20 Digital Corp). Contouring is carried out 
by employing appropriate routines from the SIMPLEPL.OT 
library (J.Butland 1982).
The analysis usually entails iterative fitting of the 
dipole in a sphere model to the data. Accuracy of fit is 
signalled by the minimization routine EÜ4FDF (Nag 
library). The rest of this section goes on to describe the 
dipole in a sphere analysis routines.
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The analysis entailed iterative fitting of the data 
calculated using the forward solution of the dipole in a 
sphere model to the experimental data. The equations 
presented earlier for Bg and B**) give the radial and
tangential components of the field. In our experiments we 
are sensitive to all three components, because we scan in 
the plane of the detector pick up coil rather than 
tangential to a spherical surface as shown in Figure 8.
Utilizing the standard coordinate transforms for spherical 
polar to cartesian coordinates and summing the earlier 
formulae, an equation can be written for the field 
perpendicular to the scan plane (Swlthenby -personal 
communication).
10’ r’ B a sine sin*
_L r^y p
sin* yco56
\ yp . sin^e
r r*ycose - % + — r a a
1 / 2
cose 
sin^e p
yPw-^  zPzj
p [cos* - I]I 
Jcose COS* P^t cose sin* p^ - sine p.^ jj
i!- cose jcyai/2 -^s in* p^F cos* py
(21)
X, y, z are the coordinates used by Cuff in and Cohen in 
which the dipole is at (0,0,a) and is oriented along x. r 
is the radial distance in this frame and p is the 
perpendicular from the dipole to the scan plane.
>  X
Pick-UP Coil.
\
D ipoul in  Co n d u c t in g  Rc g io n
Figure 8 The data acquisition involves scanning the 
sphere in a plane parallel to the plane of the detector 
pick up coil rather than scanning the pick up coil 
tangential to the spherical surface
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Our measurements are made in the laboratory frame (Xj[, Y%, 
Zx) which we chose such that the sphere centre (at the 
origin in the x, y, z frame ) is at (0,0,-h). The dipole 
Is at (XD,Yo,%D) where ‘Zo « -p. In order to use equation 
21, a set of transform equations between these frames is 
required.
These can be found via an intermediate frame (X, Y, *Z) 
defined with &  ^ and with its origin at (%#, Y^, 0)
in the laboratory frame. The $ axis is chosen to lie on 
the projection of the dipole into the XY plane. The 
relationship between the Cuff in and Cohen frame and the 
intermediate frame is algebraically defined by
% X p ^ constant x $
X . Y = 0
è X $ é = p
By simple manipulation we find
c
P
z - -
PxX + - Z + p„
P
îïîi:». fz ÏPC c
PC q
(22)
—Z % + (23)
Pr.
where c - |p^  + p2]i/2K " ^yj
The K, Y, "Z and the X^, Y%, Zx frames are superimposed by
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a translation and a rotation by a about the axis. The 
final transform equations are
P.
y p cosa - —  sina 1 c p sin# f — - cos# I c
Py
P
Pz
"Pi^\ - c“ F, + Py (26)
z -
P y
- p COS# + — sin# 2 C
P y
■p sin# - cos# 2 c
where p
P%
' p- +
PC PC
[f  ^+ (h - p)2ji
Py P(h - P)F^
/2
1
(h - p)^
1/2 1 
a
Pg P(h - p) / a
( 2 / )
and ^ XgCos# + Y^sin# ; F^ Y^cos# - X^sin#
The components of p are given by 
PF.
(28)
(29)
(30)
The above equations fail if X^ - Y|] - 0 and (h - p) - 0, 
i.e the dipole is at the centre of the sphere.
With these transforms the problem of dipole 
characterisation becomes one of finding the parameters Xjj, 
p - -%Q, # and when given the experimental data.
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The program compares field values at a number of data 
points in the scan plane with fields calculated using the 
forward solution whilst iteratively varying the dipole 
parameters. The difference between the calculated St and 
experimental S@ data Is character ised by a function R 
def ined as
 ......
where the sums are taken over the set of points.
The NAÇ library routine E04FDF was utilised within the 
analysis program to minimise R.
This program was evaluated by generating data with known 
dipole parameters and then inverting to predict the dipole 
parameters. Effects of random noise added to the generated 
data and the use of different starting points for the 
iterative search of dipole parameters were investigated. 
The procedure was repeated to determine average errors in 
the prediction of position, orientation and magnitude.
The effects of noise on the identification of a dipole at 
(0,0,-3.6cm) with orientation #- 30* and strength Px'"
6Am, are shown in Figure 9. It is clear that noise has a 
limited effect on the identification of Xp and Yp but a 
more serious effect, at higher noise levels, on Zj). The 
error in angle # was small (10° with a noise to signal 
ratio of 30%), By far the greatest change between the
Error, in D\poi£.
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2010
E r r o r  \n  D ipole. 
O r j o h t a t io n
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Figure 9 Kffacts of adding random noise on the predicted 
dipole parameters using computer generated data. N/S is 
the ratio ([ave noise2]0.5/[avg signal^jO.S)
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generated and predicted parameters was for the dipole 
moment where AP/P was 25% with a 30% noise to signal 
ratio. This data can be used to estimate the errors in 
dipole parameters in later experiments.
;
Table 2 shows the effect of an incorrect choice of sphere 
centre to scan plane distance on the predicted dipole 
parameters (for a dipole at 0,1,0.2,-0.3cm). The choice of 
model sphere centre does hot appear likely to have a 
significant effect on the accuracy of dipole 
characterization. It is interesting to note a point that 
is not evident from Table 2; overestimates of dipole 
strength and depth are correlated. This difficulty will 
reoccur in later studies. Finally it is noted that, for 
all reasonable iteration starting points, the eventual 
dipole parameter predictions were insignificantly 
different.
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Table 2.
Effect of variation in sphere centre to scan plane 
distance on the predicted dipole parameters.
Data was computer generated with an assumed distance of 8 
cm between the scan plane and the sphere centre. The 
inverse calculation was carried out for the four values of 
Zjj listed.
Distance a P/E-6 K
cm mm mm mm ® Am
8 1 2 3 30 1 5E-11
9 0.9 1.92 2.9 31.7 0.9 6E-4
10 0.8 1.82 2.9 32.1 0.8 JE-4
6 1.1 1.94 3.1 25.4 1.1 7E-3
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The dipole in a sphere model has been applied to many 
forms of biomagnetic data. It assumes that the source is a 
simple dipole, that the nonsphericality of the conducting 
volume does not affect the predicted dipole parameters 
greatly and also it implies that conductivity 
inhomogeneities make little difference to the magnetic 
field distribution. To date the dipole in a sphere model 
has been most successful in modelling neuronal activity of 
the brain where the cranial vault is considered to be 
spherical and the active nerves to constitute a dipolar 
source, [s the use of this model justified in this or any 
other case?
tt is important to systematically determine the limits and 
errors expected in the location of current dipoles and 
other complex sources using superconducting magnetometers. 
Results of computer simulations and modelling have 
important implications for these considerations, but the 
accuracy of location in these studies is determined by the 
assumptions used in generating the data. For this reason 
(amongst others) several groups have also attempted to 
assess the theoretical models empirically by using 
physical models of dipoles in spherical and skull-].ike 
conductors. I will briefly describe both these and 
relevant computer data studies.
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The dipole in a sphere model has been examined most 
recently by Hansen et al (1987). A dipole with twisted 
wire leads was suspended in a spherical flask filled with 
a conducting solution. Several flasks with different radii 
and dipole positions were used. Exact positioning of the 
dipole was determined by laser alignment. A radially 
orientated second order gradiometer was used to scan over 
0 with 4> - 0°. After correcting the detected field values 
to allow for flux transformer geometry by assigning 
weighting factors to each loop but without field averaging 
over the coil area, predicted and measured fields were 
compared at a number of points. The dipole location was 
determined by using a least squares fit to the signal 
variation with B to identify the angle at which the signal 
was a maximum and then making a simple calculation of the 
source depth from knowledge of the angle. An agreement of 
better than 1 mm was achieved between predicted and 
measured dipole locations when the signal to noise ratio 
(SNR) was greater than 10 dB with only 8 points used to 
cover the whole of the area of interest. Good location 
accuracy could be achieved with a SNR of greater than 40 
dB even when only 4 data points were used. With very few 
data points, many sets of dipole parameters can be fitted 
to the data.
This study was of limited value. The scanning method was 
one dimensional, ie only along 6. It is not obvious how 
this method would extrapolate to two dimensions. To date
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only ideal systems (perfect spheres and single dipoles) 
have been reported by this group.
Another group, Weinberg et al (1986) used a gel filled 
skull with three dipoles located in it as their physical 
model. Each dipole was 22 mm in length and constructed 
from aligned ends of a pair of insulated wires forming the 
top of a ’T'. All the wire tips were capped with 1 mm 
solder blobs. The three dipoles formed an equilateral 
triangle at the end of a plastic mount and were positioned 
6 mm below the parietal bone with the posterior corner of 
the triangle located at the skull vertex. Exact locations 
were confirmed by radiographs.
A third order gradiometer (38 mm sensing coil and 55 mm 
intercoil separation) was used to detect the magnetic 
field normal to the skull. This data was fitted to a 
dipole in a homogeneous sphere model. The radius chosen 
for the model sphere used in the calculation was the mean 
of the radii at the 25 measurement points with respect to 
a common origin at the 'cranial centre'. Two methods of 
source location, via peak field location and a least 
squares iterative fit to the entire data set, but not 
including the peak field values, were used with the latter 
yieiding better results. The mean (3 dimensional) location 
acuracy for the three dipoles was 3.5 mm. These dipoles 
were very superficial (6 mm below the parietal bone). 
However, these workers failed to resolve multiple dipoles
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(where two of the dipoles were simultaneously activated) 
probably due, partly at least, to the large size of the 
pick up coil. The analysis did not take coil size, 
geometry, or the orientation of the dewar with respect to 
the skull into consideration. It is also worth noting that 
their use of external skull dimensions to define the model 
sphere ignored the difference between the external and the 
more relevant internal skull curvatures.
Barth et al (1987) used both perfect spheres and skulls as 
physical models. Their dipole was placed at four 
different depths and at random orientations, within the 
sphere. In their calculations, they allowed for the 
existence of several coils in their gradiometer but not 
for the variation of the field over each coil (i.e did not 
field average).
The first part of the study, which involved dipoles In 
perfect spheres, was analysed using the dipole in a 
conducting sphere model and resulted in the mean error 
between the predicted and actual dipole locations of 1-5 
mm.
Results were not so favourable for the skull experiments, 
where the dipoles were placed in the left temporal region 
at five depths and the gradiometer axis was orientated 
perpendicular to the skull at the measurement sites. The 
magnetic fields from the skull-dipole system did not
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appear to have simple dipolar forms, le they were 
distorted from a simple concentric pattern. (The authors 
suggested that self cancellation of secondary sources may 
not be complete in the cranium because the insulating 
boundary is not spherical.) Analysis was again based on a 
best least squares fit of the field to the dipole in a 
sphere model with the sphere centre located at a cranial 
centre defined by measuring the posterior and superior 
curvatures of the skull. Only enough data points to cover 
the two field extrema were used. However the data was 
corrected for the non radial detector orientation (though 
tangential field components were ignored) and the 
deviations of the measurement positions from ideal sphere 
locations, especially over the cheek area. The predicted 
dipole depths were overestimated for superficial sources 
and underestimated for deeper sources with a mean error of 
9-3 mm In depth. In addition there was an average 5.1 mm 
error In transverse location. It Is Interesting to note 
that by fitting to the gradient of the field rather than 
the detected field Itself, the mean error Improved to 3.2 
mm and 1.8 mm respectively. The magnitude of the dipole 
was not considered In the analysis.
This study also considered examples of the effects of 
inhomogeneitles within the conducting region; a craniotomy 
and an artificial insulating balloon (diameter «3cm) 
placed within the skull (within 1cm of the dipole) had 
only minor effects on the dipolar patterns. Dipole
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locations were affected by no more than 1mm by these gross 
perturbations. This insensitivity is somewhat surprising 
but may be linked with the ignoring of tangential field 
components. The model can be fitted more easily to a small 
set of data than to a large set.
These examples provide a limited assessment of the 
usefulness of the dipole in a sphere model. Computer based 
studies, which will now be described, have provided 
further insight into the effect of deviations from perfect 
conducting spherical geometries.
The role of computational experiments in biomagnetic 
modelling has been recently reviewed by Cuff in (1987). 
Small symmetrical perturbations from spherical geometry 
(for example to a prolate spheriod shape), do not affect 
the magnetic field pattern greatly (Tripp 1977). Formulae 
for calculating the field from a dipole within an oblate 
or a prolate spheriod (Cuffin and Cohen 1979) can be 
generated by perturbation from a starting point of a 
dipole in a perfect sphere model. These authors found 
that, for spheroids which were approximately head shaped, 
the perpendicular field component was produced completely 
or mostly by the dipole alone. However conductivity 
inhomogeneities corresponding to pathologically sized 
J.esions in the brain were shown to change the detected 
field patterns by detectable amounts (Ueno et al 1985).
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Inhomogeneities within the conducting region have also 
been examined by Cuff in (1985) who used computer 
simulations to investigate the effect of fissures on the 
detected magnetic field. Fissures in the brain are filled 
with cerebrospinal fluid which has a conductivity three 
times greater than the braih tissues in which the sources 
are located. Such changes in conductivity are known to 
affect the potentials detected at the scalp. For example, 
the smearing of KEG data by the changing conductivity can 
make sources appear much deeper than they actually are 
(Nunez 1986). Amplitude changes in the scalp KEG can be as 
large as 25%.
tn Cuff in’s computer model the sources were located as 
shown in Figure 10. The surfaces of the volume conductor, 
including the fissure, were represented by triangular 
elements and the average potential of these elements 
calculated. The magnetic field perturbation due to a 
fissure is similar to the field produced by two secondary 
dipoles located on the Internal side boundaries of the 
fissure and orientated perpendicular to the fissure 
surface. Analysis of the data with a simple dipole in 
homogeneous sphere model showed no significant differences 
in source location parameters caused by small fissures, 
but Cuff in calculated that am interhemispheric fissure 
might produce an error in location of up to 0.75 cm.
In assessing the value to be placed on these computer
Figure 10 Cross section through Cuff in's head model and 
fissure. Three source locations are shown (situated 0.25 
cm from the fissure)
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based observations, ih is important to note that l.htî 
source model used has several assumptions. For example, 
the dipole is always assumed to be in a region of uniform 
conductivity but, in reality, that may not always be the 
case. Cuff in's group have gone on to attempt to validate 
their calculations by placing artificial dipoles in rabbit 
brains (Melcher 1986). These contain a single central 
fissure. This group reported that the magnetic field data 
were not significantly affected by the fissure. However 
these experiments are somewhat imprecise. Problems may 
arise from mechanical perturbations caused by the dipole 
placement and the appreciable size of the dipole with 
respect to the neurons in the local region.
Stok et al (1987) have investigated by computer the 
relationship between different models in forward and 
inverse problem analyses, A single current dipole was used 
as a source. Bare dipoles (i.e infinite medium), sphere, 
concentric spheres and a realistic head model were used to 
investigate volume conduction effects on the MEG and EEG. 
Forward computation with each model generated different 
field and potential distributions with the same source 
dipole. One model was used to compute the field generated 
by an input dipole using the forward procedure and another 
model used to compute the equivalent (i.e best fit) dipole 
from this field using an inverse procedure. The difference 
between the input dipole and the equivalent dipole 
reflected the difference between the models.
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With ail pairs of models, discrepancies beteen the dipole 
locations increase with increasing depth of dipole. A 
bare dipole inverse calculation and a sphere model forward 
calculation (signal to noise ratio of 10 dB) produced 
positional errors averaging 11mm. This result indicates 
significant differences between the bare dipole and the 
dipole in a sphere approximation.
Only the forward problem was tackled with the 
realistically shaped head model, with the main aim of the 
study being a comparison of fields produced in the head 
and sphere models. (The elemental nature of the realistic 
head model renders the inverse problem in this model 
numerically intractable.) The authors note from their 
brief examination, that the divergence between the 
predictions of the head and sphere models is small for 
superficial dipoles and increases with source depth.
This brief review of recent work on physical and computer 
models indicates some of the many problems associated with 
attempting to use and validate a dipole in a homogenous 
sphere model for human brain studies. The various reports 
suggest that, in brain studies, equivalent dipoles may be 
locatable with an accuracy of a few mm. However, there are 
indications of additional difficulties and inaccuracies 
that may exist in investigations of deep sources. In 
addition there remains some uncertainty over the effects
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of nearby insulating boundaries. Clearly, a fuller survey 
is needed. In the next section, 1 will describe our own 
experiments and analysis in this field.
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Theoretical and empirical studies of ideal current dipoles 
within homogeneous conductors of idealised geometry 
(sphere, oblate, and prolate spheroids) have been reviewed 
briefly in the previous section. The investigations 
reported here were based on physical systems (as opposed 
to computer simulations), each consisting of an ideal 
current dipole within a conducting medium which is 
spherical, part spherical or (in the next chapter) skull 
shaped. The aims were to find the accuracy with which the 
position, orientation and strength of the dipole could be 
determined for the various geometries using a sphere 
model.
Methodology
The first system studied consisted of an 'ideal' dipole 
within a 'perfect' sphere. This investigation was intended 
to validate the accuracy of our techniques. The choices, 
of physical size and strength of the dipole, were 
constrained by the requirements of minimising the 
disruption to the volume current flow paths and preventing 
local ionic imbalances which would be caused by large 
current densities. The conductors bringing current to and 
from the dipole had to be arranged in a way that minimised 
stray magnetic fields. Magnetic materials, whose fields 
would obscure those from the dipole, were avoided.
For the dipole, a central silver wire (0.25mm diameter)
PlCK-UP CûlL
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h-25 mm
Figure 11 Dipole within a conducting sphere. The inset 
shows details of dipole construction
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emerging from the end of a concentric silver pipe 
(Internal diameter O.Vbmm) was used as shown in Figure 11. 
The exposed conducting regions of the wire and the pipe 
(approximately 1mm length for the wire and O.bOmm length 
for the pipe) were chlorided to provide a stable 
reversible electrode system.
This dipole would itself, as a current element, give rise 
to a magnetic field of order lO^io T at bcm from the 
dipole if a current of 0.3mA and a iOmm dipole length were 
used. Because of the small fields involved, care had to be 
taken to ensure that the current leads to the dipole were 
non inductive. If the inner silver wire had been 
systematically displaced by 0.2mm from the cylindrical 
axis, a magnetic field of order 10'^^ T would have arisen 
at the measurement site, with the same current. A 0.4mm 
o.d nylon coated glass tube with hair wrapped around it 
was used as the insulating sleeving around the wire and 
also to centralize the wire within the pipe.
0.IM potassium chloride solution in a 1 litre round bottom 
glass flask suitably modified with silicon rubber seals 
for solution and dipole entry was the arrangement used to 
create a spherical conductor. The magnetic field was 
generated by passing a sinusoidal current of appropriate 
frequency (180Hz) through the dipole from a Brookdeal 
signal source (Model 7473). After setting up the apparatus 
as shown in Figure 12, the dipole was positioned within
SQUID
O u t p u t
Figure 12 Apparatus for energising the dipole and 
detecting the magnetic field signal
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the sphere at a fixed angle and orientation. Exact 
positioning was checked by laser alignment. The laser beam 
entered on one side of the sphere, crossed the dipole 
within the solution and emerged on the other side. A 
number of measurements of exit and entry points enabled 
the position to be calculated to an accuracy of t 2 mm.
The ac current was monitored by measuring the voltage 
across a LOkfî resistor in series with the dipole while 
another voltmeter, across the dipole itself, indicated any 
dc potential. The monitoring of these potentials allowed 
us to identify any local electrolytic effects which might 
alter the dipole's characteristics.
The magnetic fields produced by the dipole/conductor 
system were sensed with the SQUID magnetometer described 
previously. The filter (Kemo VBF/4) was replaced by a 
phase sensitive detector (Brookdeal 9305-SC) : the signal 
source that energised the dipole was used as the reference 
for the PSD. Output from the PSD was input to the computer 
as before.
An important feature of our measurement procedure is that 
the detector remains at a fixed position while the 
dipole/conductor system is moved in the horizontal XY 
plane below the detector coils. The more familiar strategy 
of orientating the detector along perpendiculars to the 
conductor surface is motivated by the wish to capture the
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largest possible signal and by the observation that, for a 
spherical conductor, the radial field component is 
independent of the volume currents set up by the dipole 
source. The choice of planar scanning involves some loss 
of signal as, on average, the detector is further from the 
source than it would be if the scans were concentric about 
a sphere but, for non-spherical conductors, it involves 
making fewer assumptions in the modelling procedure (for 
example the insensitivity of the measurements to volume 
currents). It also avoids the introduction of errors due 
to incorrect orientation of the detector along 
perpendiculars to an often complex curved surface.
In each magnetic field mapping, the volume conductor (i.e 
sphere or skull) was moved along seven scan lines parallel 
to the X axis, usually separated by 1.4cm. The SQUlU 
output at the excitation frequency was continuously 
sampled. The output signal from the SQUID electronics was 
input into the computer, via the PSD. This signal was 
averaged into bins corresponding to 5mm intervals of the X 
axis. For each scan line, data corresponding to seven of 
these bins at an appropriate spacing (usually 2 cm), were 
used as the input data for the fitting procedure (ie 49 
data points in total). The locations of these measurement 
sites were accurate to better than 1mm.
The systems investigated in the first experiments 
consisted of perfect spheres with the dipole location
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varying within the sphere. In the next stage, we 
considered spheres with defined distortions, again 
containing one dipole. However in biological systems there 
is often more than one dipole present. In these cases it 
is far from clear whether the dipole in a sphere model 
would be adequate. To address this question, a preliminary 
study involving two dipoles energised simultanously 
within a single conducting sphere was carried out. In each 
case a perfect conducting sphere was used with the two 
dipoles energised in parallel from the same signal 
generator. Individual potentiometers in series with each 
dipole ensured equal currents through the dipoles.
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Three dipole positions (with the dipole central, slightly 
offset and extremely offset) were Investigated. The signal 
(field) contour diagrams for each are given in Figure 13, 
together with the corresponding contour diagrams generated 
from the fitted dipole parameters (Table 3). t will 
discuss each of these cases briefly.
The magnetic field from a dipole, located at ^d
-• - 3 cm, In a perfect 6.5 cm radius sphere, centred at 
0,0,-7.8cm, had a characteristic dipolar pattern (Figure 
13a). Analysis of the field by the program previously 
described, yielded an excellent fit indicated by a low 
value for the misfit parameter (B 2 x 10“3). The signal 
to noise ratio in the data would of itself, suggest a 
minimum value of K of this order. Choice of starting 
point in dipole parameter space did not affect the quality 
of the final fit. We have also, for this dipole, 
investigated the effect of errors in assigning the 
position of the sphere centre. These results are also 
summarized in Table 3. For the small shifts considered the 
predicted dipole location altered by less than 2mm for any 
axis. The diagrams regenerated from the fitted dipole 
parameters compare well with contour data from the 
experiment.
Moving the dipole to the position X(j -• 0.7 cm, 0 cm.
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Figure 13 Kxperimental (solid lines denote positive field 
values) and regenerated (dashed line positive) data 
contour diagrams for the perfect sphere, a) dipole 
centrally located, b) dipole at X 0-7 cm and c) dipole 
at X= -4.7 cm. Contours are at 4 pT
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■' *3.4 cm had little effect on t.he symmetry of i.he 
field pattern. The dipole parameters yielded by the model 
fitting procedure were close to the correct values with an 
error of less than 2 mm in dipole location. The quality of 
fit, as indicated by the value of R, was again close to 
the noise limit.
With an extremely offset dipole (Xq ”-4.7 cm, Yq -- 0 cm,
- “î>*4 cm) the detected magnetic fields changed markedly 
to one that was highly asymmetric. The pattern was 
reminiscent of that given by a horizontal current loop, as 
might be expected given the path of the return current 
flow. The fitting algorithm predicted the dipole location 
with an accuracy of better than 6mm for each coordinate. 
Again the regenerated data contour map was similar to the 
contour map from the experimental data and the value of R 
was correspondingly low (although higher than the other 
two examples because of the reduced signal to noise 
ratio).
Clearly the experimental procedures and the fitting 
algorithm are validated by the above results for a perfect 
sphere with a centralized dipole. The data suggests 
experimental uncertainties of AX^ - AYjj -* AZ# ^ 2 mm, Aa 
2“ and AR/P -- 6%.
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Table 3
Differences between the predicted and known dipole 
parameters for the perfect sphere data. There was no 
observable correlation involving the sign of the errors 
and they are only shown as magnitudes.
Dipdle AXd/cm AY(j/cm AZ^/cm Aa/* AP/P % K/E-3
Central 1 0.00 0.20 0.09 1.8 5.6 1.87
Central 2 0.03 0.21 0.22 1.8 2.0 1.86
Central 3 0.10 0.40 0.09 1.9 4.7 1.89
Offset 0.12 0.12 0.10 3.9 17.0 1.90
Extreme
Offset 0.60 0.18 0.10 4.6 0.06 11.00
The effect of choosing an incorrect model sphere centre 
position is indicated by fitting the data from the central 
dipole with the known sphere centre position (Central 1), 
with a 1 cm greater scan plane to sphere centre distance 
(Central 2) and with the sphere centre shifted to y - O.b 
cm (Central 3).
The dipole was offset by 11% of the sphere radius from the 
central z -- 0 axis for the offset dipole and 73% for the 
extreme offset dipole.
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En this section the effects of simple departures from 
perfect sphere conducting volume are reported. The sphere 
was partially filled with a non conducting resin which 
formed an insulating region with a known plane boundary. 
This partial sphere geometry has some similarity to the 
skull with its 'flat floor*, 'planar' temporal surfaces 
and 'spherical' posterior surface. In the first example, 
the lower half of the volume was occluded (Figure 14a). A 
dipole located at X# - 0 cm and - -2.8 cm gave a
characteristic dipolar pattern and when analysed by the 
fitting program, yielded an excellent fit as indicated by 
a low R value (Result 1 Table 4a).
All other experiments on partial spheres involved vertical 
boundaries i.e the Z axis lies in the plane of the 
boundary. Figures 14 and 15 show the position of the 
boundary and the dipole position for the 8 examples 
considered. In all of these cases the dipole was parallel 
to the plane boundary. This orientation was chosen for 
simplicity and also because, in the brain, detectable 
signal sources are located adjacent to fissures and are 
approximately parallel to boundaries.
Analysis of data from non-spherical conducting geometries 
using a sphere model is complicated by the necessity to 
choose a position for the centre of the effective 
conducting sphere. In effect, this introduces a further
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Figure 1.4 Dipole location and boundary extent for partial 
sphere experiments
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Figure 15 Dipole locations and boundary extent for 
generalized dipole experiments
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three unknown parameters into the fitting procedure. We 
have investigated how both the accuracy of prediction of 
the dipole parameters and the accuracy of fitting the 
data, which is quantified by the minimized error parameter 
R, depend on the choice of model sphere centre. For each 
system, the fitting program was run several times, 
choosing in turn the model sphere centre to lie on the 
points of a three-dimensional cubic grid of spacing 1cm. 
The value of R and the corresponding dipole parameters 
were found to depend strongly on the choice of model 
sphere centre. The whole issue of best fit had to be 
reappraised.
One possible model sphere centre is the centre of the 
glass sphere itself. This choice, used for the perfect 
sphere data, was reasonably successful in five of the nine 
systems in that the dipole parameters were predicted with 
an accuracy broadly consistent with the estimated 
uncertainties in known dipole parameters. The minimized 
error parameter showed some degradation in the quality of 
the fit when compared with the perfect sphere results but 
the quoted average value of R - 0.036 (Table 4a) still 
represents only a 6% difference between fitted and 
measured signal at each data point. However, in one case, 
a partial sphere in which the dipole was only 9mm from the 
electrolyte-resin boundary, the discrepancies were large 
with this choice of model sphere centre and so was the 
corresponding minimised error parameter.
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Table 4a
Moduli of differences between predicted and known dipole 
parameters for partial spheres
AXi)/cm AYo/cm AZo/cm Aa/* AV/P% K/K-3
Half sphere 0.02 0.00 0.34 4.7 6 1.5
A Using sphere centre value
25% boundary
Centcal (1) 0,18 0.01 0.08 0.3 22 7.6
Away (2) 0.15 0.16 0.27 1.2 36 8.9
Close (3) 0.13 0.43 0.18 0.0 19 29.4
45% boundary
Central (4) 0.75 0.76 1.33 17.3 49 71.2
Away (5) 0.12 0.21 0.52 2.6 43 16.0
Close (6) 0.70 0.60 2.05 6.0 108 87.0
Average discrepancies using sphere centre values
0.33 0.36 0.73 4.5 46 36.6
B Using lowest K values
(1) 0.1.4 0.00 0.09 1.2 20 5.4
(2) 0.13 0.17 0.29 1.2 40 7.9
(3) 0.12 0.27 0.13 0.0 8 10.2
(4) 0.20 0.25 0.33 0.8 13 17.1
(b) 0.14 0.10 0.40 1.0 32 13.0
(6) 0.23 0.35 0.50 6.0 49 19.0
Average discrepancies
0.16 0.19 0.29 1.7 27 12.1
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Differences between predicted and known dipole parameters 
for dipoles 7 and 8. A refers to values corresponding to 
sphere centre position, B to lowest R position and C the 
composite prediction from nine lowest R positions
AXj^/cm AYo/cm AZ^/cm Aa/* AP/P% R/E-
Generalised dipole 25% boundary (7)
A 0.60 0.50 0.11 4.0 9 2.J .2.
B 0.98 0.00 0.48 7.0 2.9 17.3
C (lowest 9 R) 1.03 0.03 0.56 8.0 49 17.8
Generalized dipole 45% boundary (8)
A 1.05 0.76 1.04 16.0 66 57.0
B 0.77 0.11 1.65 84.0 2.1 15.0
C 0.26 1.06 0.60 45.0 18 17.0
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Figure 16 Experimental (solid lines positive) and 
regenerated (dashed lines positive) data contours for the 
25% occluded volume. Dipole locations 1, 2, 3 are shown on 
Figure 14
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figure IV Contour diagrams of the experimental (solid 
lines positive) and regenerated (dashed lines positive) 
data for dipoles in a conducting sphere with 4b% of the 
volume occluded. Dipole locations 4, b, 6 are shown on 
figure 14
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Figure 18 Generalised dipoles; comparison of experimental 
(solid lines positive) and regenerated (dashed lines 
positive) data contour diagrams. Dipole locations 1, 8 are 
shown on Figure lb
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A second possible method of choosing the model sphere 
centre is to identify the position corresponding to the 
lowest value of R, designated as choice B in Table 4a.
With this choice the accuracy of the dipole identification 
is not significantly improved for four of the partial 
spheres 1-6. Systems 4 and 6 were improved. The 
discrepancies between known and predicted dipole 
parameters using this method are given in Table 4a.
Contour data is regenerated using these predicted dipole 
values and compared with data from experiment (Figures 16- 
17).
The two remaining dipole systems were of a more general 
nature in that the boundary did not lie along the Y axis. 
At this point it is worth noting that there is a 
correlation between the value of R and the accuracy of 
dipole characterization, but it is quite loose. This can 
be illustrated by considering the dipole parameter 
predictions for partial sphere system 8. For the 
restricted set of sphere centre positions corresponding to 
R less than 0.10 there are variations of aXq -=1.0cm, aYq 
'^ 0.8cm, aZj3 -0.7cm, Aa -=60° and AP/P -80% in the predicted 
dipole parameters. The variation of R with the sphere 
centre position for this system is shown in Figure 19.
From this figure, it is clear that a 'good fit* can be 
obtained for a wide variety of model sphere centres, 
suggesting that the model is robust. However this view 
must be qualified by the observation that, for all the
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systems studied, the good fits obtained with small radius 
spheres centred near the dipole tend to provide poor 
dipole characterisation.
Figure 19 suggests an alternative method of 'choosing the 
sphere centre position', [f contours of the R value are 
drawn over the cubic grid of model sphere centre space, 
any abrupt changes in R can be identif ied and 
reconsidered. Then by taking an average of the predictions 
obtained by several of the best fits, a set of dipole 
parameter values can be obtained that are not prone to 
error resulting from one sphere-centre position yielding 
(fortuitously) a low value of R but poor dipole 
prediction. Nine best fits, identified by the values of R 
(but not including any obviously erroneous solutions), 
were averaged to provide composite predictions designated 
as C in Table 4b. Similar values were obtained for most of 
the error parameters for all nine best fits. This strategy 
appears to be partially successful in that the 
localization of the dipole for the problematic case, 
system 8, is significantly improved. However, this process 
of averaging is of little value for the (majority of) 
systems where the accuracy is close to the calculated 
limit set by error contributions from the signal noise and 
positioning errors.
Y= 0cm  plane Y= 1 cm
Y = 2cm Y= 3cm
Y= 4cm
Figure 19 Dependence of the 'goodness of fit' parameter 
(R) on the choice of model sphere centre for the 45% 
boundary generalized dipole example. The diagram shows a 
series of xz.plane cross sections. Contours link model 
sphere centre positions giving equal values of R (R- lK-2 
solid line, R- 2E-2 dashed line)
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Multiple Dipoles
Figure 20 shows contour diagrams and locations of dipoles 
for 4 of the multiple dipole experiments. In the first 
case (Figure 20a), the dipoles were separated by 64 mm 
along the X axis and 8 mm along the Y axis. Two 
overlapping but discernably distinct dipolar patterns can 
be seen. In the central region between the patterns, 
another dipole with opposite orientation could be 
postulated. As the separation between the dipoles is 
reduced below the dicuneter of the pick up coil, the field 
pattern comes to resemble that of a single dipole. The 
dipole separation in Figure 20b was 22mm along the X axis 
with a common Y coordinate. Our pick up coil has a 
diameter of 23.5 mm.
Increasing the separation of the dipoles along the Y axis 
tended to elongate the dipolar pattern (Figure 20c) but, 
at least in this exsimple, there remained a strong 
resemblance to a single dipole contour map.
A special case of two dipoles separated by 5 mm along both 
X and Y axis but with a 20 mm separation along the 'L axis 
and with the currents in the opposite directions yielded 
a complex contour pattern (Figure 20d).
The multiple dipole data was again analysed using the 
single dipole in a conducting sphere model. By exploring 
the model sphere centre space, dipole parameters could be
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successfully predicted in some instances. In example (b), 
an equivalent dipole could be easily found. This was not 
surprising because of the strong resemblance to a single 
dipole pattern. The equivalent dipole parameter values 
represent an average of the dipole location parameter 
values but with greater strength and depth.
An equivalent dipole could also be readily found for 
example (c). This time however, the R value was larger. 
This and the systematic differences between the contours 
predicted by the equivalent dipole and the experimental 
data contours may be used as an indication that something 
is wrong, i.e may indicate the presence of more than one 
dipole.
The two remaining exaimples pose problems. If, In example 
(a), the entire data set is taken, a consistent equivalent 
dipole cannot be predicted. However, by spatial partioning 
of the data into two regions resembling dipolar patterns, 
and then analysing each subset separately, two equivalent 
dipoles can be predicted. The average location errors were 
less than 0.95 cm (with the greatest error in depth), 28* 
in orientation and 68% in magnitude for each dipole when 
only data points close to the dipole were considered. The 
average R value was 2.3 x 10~2 indicating, in each case, a 
good fit comparable to the fits obtained for single 
dipoles in the partial sphere experiments. The number of 
data points chosen for each fit was 21 instead of 49: it
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is probable that the reduction in the number of data 
points reduces accuracy.
for the current reversed system (example d) a whole series 
of possible equivalent dipoles resulted from the analysis 
with little indication as to which was the most 
appropriate, thus emphasizing that there is no point in 
trying to deduce equivalent dipoles if the contour map is 
obviously not of dipolar form. Spatial partitioning in 
this instance was not successful. Perhaps scanning in a 
different plane or considering the radial component as 
well would be more successful in situations like this.
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The results in this section show that for the simple, 
single dipole cases considered, it is possible to use a 
homogeneous sphere model in attempting to characterise a 
dipole field source in a non-spherical volume conductor.
In all but two examples the accuracy in the predicted 
dipole position was better than 5 mm for each axis and the 
discrepancy in orientation was less than 10® (when the 
most appropriate values A, B, or C were chosen). However, 
the magnitude prediction was less satisfactory, with 
errors of «50% observed even when the lowest R values were 
chosen. There were no systematic discrepancies in the 
dipole parameters, except for a linking between an 
overestimate of (i.e dipole depth below the detector 
scan plane) and an overestimate of dipole strength. This 
compensation is predictable and obviously occurs too for 
underestimates.
It is useful to consider the example (Figure 15) where our 
fitting procedure was least successful. In this case, the 
inaccuracy of dipole characterization was signalled by the 
significantly larger values of R suggesting that quoting a 
value for this misfit parameter is a useful (though not 
infallible) indicator of the confidence to be placed in a 
particular dipole prediction. The reason for the apparent 
inappropriateness of the sphere model in this example may 
well be the close proximity of the dipole to the non­
conducting boundary (9mm gap). Given the length of the
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dipole (7mm) our physical model may not be adequate, but, 
even assuming that this is not a significant factor, the 
large values of potential on the nearby surface will tend 
to produce an appreciable volume current term in the 
observed field.
Perhaps the most important technique introduced in this 
section is the inclusion of the sphere centre position (3 
parameters) in the fitting procedure. The potential 
usefulness of this more generalized analysis is indicated 
by the improvement in dipole characterization for system 8 
and by the observation that reliable dipole parameter 
predictions seem to occur for regions of sphere centre 
parameter space where R is insensitive to small 
displacements
Although the data is only exploratory and does not 
constitute a full survey, the multiple dipole cases do 
suggest that by careful analysis of spatially- 
differentiated subsets of the data, more than one 
equivalent dipole can be predicted. This technique is 
worthy of fuller investigation. However it is clear that 
prediction of parameters for dipoles in close proximity 
may be limited by the size of detector and by the overlap 
of the contributions of the separate dipoles to the 
observed field.
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piPOUB IN A SKDLL.
4 .1  The__gphegjLg.aiJ^-i3[£-JThê-^^
After investigating the effects of plane boundaries on the 
detected magnetic fields, the experiments were further 
refined to take account of the complex internal geometry 
of the cranium. Several authors have quantified the non 
sphericality of the skull. Pistella et al (1987) used an 
electromechanical craniometer, Meijs et al (1986) used NMR 
data and several groups are using 3-D location digitizers. 
However these and the above observations do not appear to 
take into account the radical departures from sphericality 
in certain regions within the cranium. The inner and outer 
surfaces of the skull differ markedly in their profiles.
We have investigated the effects of these departures 
empirically. Before detailing the dipole experiments, 1 
will discuss briefly our method of determining the 
sphericality of the cranium. The remarks are not meant to 
be an exhaustive description, but rather to illustrate the 
complexity of the geometry.
A perspex frame 20x20x20cm was designed to hold a dry 
human skull in a fixed position (Figure 21). A series of 
brass pins 13cm long and of 4mm diameter with cone shaped 
tips were inserted horizontally at 1cm intervals through a 
square frame holder that could be moved on the frame in 
the vertical direction. The pins were pressed in to touch 
the skull at a given common height. This yielded an 
outline of the skull in a given XY plane from the amount
Figure 21 Pin gauge for accurate measurement of the 
external curvature of the skull
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of pin protruding from the frame. Each point of contact on 
the skull was marked. The holder assembly was then moved 
through 1cm in the Z direction and the process repeated 
until all cross sections were obtained.
The skull was sectioned and a micrometer with an enlarged 
and angled throat was used to measure the skull thickness 
at the points of contact with the pins. Care was taken to 
ensure that the micrometer was held so that the thickness 
was measured in the same direction as the pin for each 
point of contact. The inner profile of the cranial vault 
was then calculated. (Although orthogonal radiographs were 
utilised to determine the outer profile of the skull as a 
whole, they were not sufficient to determine the 
variablity of the inner profile of the cranium).
Comparison of the inner and outer profile for just one 
cross section are shown in Figure 22. Some regions with 
much greater thickening of the bones than other regions 
can clearly be seen. Curvatures of the outline were 
measured to fit spheres of appropriate radii around the 
skull. The cranial centre, (designated by a 64 mm radius 
sphere for the sagittal plane depicted in Figure 22) may 
be appropriate in some cases, but for dipoles located in 
the posterior regions other sphere centres (i.e a 48 mm 
sphere to fit the local curvature) may be equally 
appropriate.
This brief illustration emphasises that analyses which
B A C K
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Ré g io n
Cr a n ia l  Cgmtrg
Figure 22 Comparison of the Internal and external cross 
sections of the skull along a sagittal plane. Various 
model spheres can be located within the local skull volume
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proceed on the basis of a homogeneously conducting sphere 
with an asLaumod. centre may contain a serious source of 
error. The appropriate choice of sphere centre Is not 
obvious. In our method of analysis this difficulty Is 
overcome by scanning through all reasonable sphere centre 
positions.
4.2 Dipole In A Skull - Phyatcal Atrangcmgnfc 
In this section, the preparation of the dipole in a skull 
model will be described. A thin layer of sealant was 
painted onto the inner surface of the dry skull to prevent 
any moisture uptake from the gel. Small quantities of 
Cam]el (Picker) were syringed into the skull through a 
small drilled aperture. Care had to be taken to avoid 
aeration of the gel as any small bubbles created would 
impede current flow. This was particularly important in 
the region of the dipole where cavitation might lead to 
significant distortions in the current path. After 
allowing the gel to settle, more gel was syringed in until 
the skull was completely filled.
The skull was positioned in an X-ray translucent frame 
with the dipole (as previously described for the sphere 
experiments) in a defined location and orientation. 
Anterior posterior (AP) and superior-inferior (SI) X- 
radiographs were taken to confirm the position of the 
dipole within the skull. To assist this process, radio 
opaque markers were stuck using Araldite at defined points
/6
on the skull. A Siemen's Orbix X-ray machine based on the 
Dulac system was used throughout. Absolute sizes were 
calculated by knowing the focal plane to object distance 
and the object to film distance. Geometric enlargement was 
confirmed by the markers on the skull. The position of the 
skull relative to the frame was the same for the X-ray 
study and the magnetic field study.
The dipole was energised as described previously. Seven 
different dipole locations, as shown in Figure 23, were 
investigated. As in the sphere experiments, data was taken 
along seven scan lines in a plane above the skull. In each 
case the measurement plane was chosen to be tangential to 
the skull at a point that minimised the dipole-scan plane 
distance, e.g for the dipole in the position corresponding 
to the motor cortex, the plane was tangential to the skuJl 
over the parietal region.
4_._3 Results.
Kach set of data was analysed using the dipole in a 
homogeneous sphere model. For this, 49 data points with a 
spacing sufficient to encompass the significant signal 
region were used. The analysis was repeated for a large 
number of alternative sphere centre positions on a cubic 
grid. Table b shows the error in dipole parameter 
prediction for the dipoles shown in Figure 23. tn each 
case the prediction is that obtained with the sphere 
centre in the position that gave the lowest value of R.
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Figures 24 and 25 compare the experimentally determined 
field contours with those predicted from the best fit 
dipole parameters. Accuracy of dipole parameter prediction 
varied with location. The individual dipole locations will 
now be discussed in turn.
Motor, somatosensory and cerebellum locations 
The low R values for these dipoles indicates the quality 
of the fitting of the data and this is reflected in the 
accuracy of the localization; For the motor cortex and 
cerebellar dipoles, the error is largest in the depth 
coordinate (2d ) with a compensating error in the dipole 
magnitude. This interplay of depth and magnitude is 
commonly observed. Because of the strong dependence of 
signal strength on depth (proportional to l/r^ to first 
order), small depth errors can be coupled to large 
magnitude errors.
Estimated average uncertainties in the ’known' dipole 
parameters are 0.34 cm in each of the position coordinates 
(with the greatest error in Zq ), 38% in magnitude and 6.7* 
in orientation. It is clear that dipole localization by 
field measurement is accurate to an upper limit of « 5mm. 
The greatest uncertainty is in the dipole strength 
prediction.
Frontal
For this dipole the quality of the fitting (in terms of
RfiÛÊNCRATeD
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Figure 24 Contour diagrams for experimental and 
regenerated data for ’superficial' locations within the 
skull. Contours are at 4 pT. Dipole is now oriented at 
270*. Solid lines (experimental) and dashed lines 
(regenerated) denote positive fields
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Figure 25 Contour diagreuns for experimental and 
regenerated data for the deeper sources Solid lines 
(experimental) and dashed lines (regenerated) denote 
positive fields
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the minimum achievable value of R) is degraded, although 
visual inspection of the fitted and measured contour 
diagrams would still indicate excellent agreement. The 
relatively large error in Xp is probably caused by the 
distortion from sphericality of the conducting volume by 
the frontal crest.
For the four dipole positions mentioned above, the minimum 
value of R occurred with the sphere centre chosen to be 
near the cranial centre. The dipole parameter predictions 
and the values of R were insensitive to small (± 2cm) 
shift in the position chosen for the sphere centre. For 
these dipoles, the sphere model appears robust and 
reliable.
Temporal
For this dipole, the lowest value of R was achieved with a 
conducting sphere centred at a position close to the 
cranial centre (at a depth of “7cm below the skull 
surface). The dipole location indicated by the algorithm 
is insensitive to small shifts in the assumed position of
the sphere centre although the quality of the fit, as
measured by the R value, deteriorates rapidly. However, if
the sphere centre is placed at a more superficial
position, the fitting is again of high quality (a low R 
value) and different predictions are obtained for the 
dipole parameters, which are now more sensitive to the 
assumed sphere centre. This suggests that the low R value
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with the smaller radius sphere was somewhat fortuitous, 
reflecting current flow in the partially enclosed middle 
fossa region of the cranium.
Thalamus and Hippocampus
There were significant difficulties in fitting the data 
for these deeper dipoles. Reasonable fits can be obtained 
but the point of convergence in parameter space is 
sensitive to the sphere centre and to the iteration 
starting point. Similar values for R can be obtained with 
quite different sphere centre locations. For example, for 
the hippocampal dipole, an R value of 3.68 x 10~2 is 
obtained with a sphere centre shifted by over 8 cm from 
the position corresponding to the data in Table 5. The 
corresponding changes in dipole parameter predictions are 
AXd  -= 0.8 cm, AYq ^ 4.14 cm, AZq -=0.15 cm, AP/P ^ 21% and 
Aa ^ 175*! The large changes in the predicted values Cor 
and P arise because the fields produced by a dipole 
close to the centre of the sphere are similar to those 
produced by an oppositely oriented dipole on the opposite 
side of the sphere centre. Although the lowest values for 
R for the dipoles located in the regions corresponding to 
thé thalamus and the hippocampus gave reasonably accurate 
predictions for their parameters, there must still be 
considerable doubt as to whether, in an experiment on a 
live human brain, the weak differentiation between 
alternative solutions and the uncertainties arising from 
poor knowledge of the appropriate sphere centre would
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allow similar accuracy of prediction from magnetic 
measurements alone.
f V It is interesting at this stage, to look at the effects
I J
y the choice of model sphere centre has on dipole parameter
prediction. Figures 25 and 27 show examples of contours of 
errors in somatosensory and thalamic dipole parameter 
prediction in sphere centre position space. In each case 
the variation in just one XZ plane is shown. The sphere 
centre position corresponding to the lowest R value is 
indicated by am asterisk. Regions of low error for each 
parameter can be seen but at differing sphere centre 
locations. The spacing of the contour lines indicates the 
relative sensitivity of a parameter to choice of sphere 
centre. We might expect that, if the model was 
appropriate, the sensitivity would be small.
Again, as for the dipoles 7 and 8 in a partially 
conducting sphere described in the last chapter, by taking 
an average of the 9 best fits (as indicated by low R 
values), it may be possible to obtain a better set of 
predictions. A location error S - V(A%D^ + + AZ^Z)
can be defined to encompass the three location parameters. 
Table 6 compares S and R values from the best fit and the 
averaged best fits for all the dipole locations.
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Moduli of differences between the experimental and 
predicted dipole parameters using the lowest K value
Location AXi)/cm AYo/cm AZ^/cm AP/P Aa/“ K/E-
Motor 0.10 0.36 0.55 68% 2 0.23
Somatosensory 0.29 0.25 0.46 12% 20 0.08
Cerebellum 0.18 0.35 0.53 36% 8 0.48
Frontal 0.78 0.17 0.47 12% 6 1.75
Temporal 0.24 0.04 0.08 19% 9 0.29
Thalamus 0.60 0.39 0.67 45% 4 2.69
Hippocampus 0.15 2.29 0.89 48% 75 3.24
Table 6
Comparison of averaged and lowest R value with dipole
location accuracy
Location Lowest R Averaged
R/E-:2 S/cm R/E-2 S/cm
Motor 0.23 0.66 0.48 0.29
Somatosensory 0.08 0.60 0.44 0.17
Cerebellum 0.48 0.66 0.58 0.54
Frontal 1.75 0.93 1.87 0.59
Temporal 0.29 0.26 0.57 0.24
Thalamus 2.69 0.98 2.94 0.79
Hippocampus 3.24 2.46 3.85 0.85
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of model sphere centre space for the thalaimic region
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For the deeper sources, the values of R and the dipole 
predictions are significantly worse than for the 
superficial ones. One possible cause might be an 
apparently worse noise to signal ratio for the data 
obtained from these dipole locations. Seven data points 
(separated by 1.5 cm) within the noise region (i.e where 
the signal was negligible) for each of the scan line (49 
points in all) were squared and summed to obtain a noise 
power. Similarly a signal power was also obtained. The 
ratio of the noise power to the signal power can be 
defined as Rnolse- the motor cortex this ratio was
lxlO~2 and for the thalamic dipole this ratio Increased to 
4x10"2. For the hippocampal dipole, the ratio was 4x10"%. 
These ratios are similar to the R value defined for the 
emalysis program. These figures suggest that, with optimum 
sphere centre position, the residual error is dominated by 
noise rather than systematic misfit. However, computer 
simulations (Swithenby - private communication) show that 
the dipole predictions would not be expected to be 
significantly degraded by the noise levels in these 
experiments.
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4-5.4 F-inalJ&emarks.
In Chapter 3 the magnetic fields arising from a dipole 
within a spherical geometry were successfully modelled 
using a dipole in a sphere model. Simple but significant 
deviations from the spherical shape were successfully 
dealt with. £n this section the difficulties that might 
arise when the spherical geometry is replaced by a skull­
like geometry were explored. Again the dipole in a sphere 
model was utilised. Although the 7 examples studied do not 
constitute a full survey, they do illustrate some central 
problems for MKG analysis in general and homogeneous 
sphere based modelling in particular.
The most important cautionary point to emerge from our 
study is that analysis based on a homogenous symmetric 
sphere model with the sphere centre at the * cranial 
centre' is of dubious validity, for deep sources at least. 
Somewhat more robust predictions may be obtainable by 
including the three parameters describing the model sphere 
centre in the fitting procedure and examining closely the 
quality of fit as a function of sphere centre position. 
This will yield a range of alternative solutions. These 
alternatives hopefully can be reduced in number by 
knowledge of the anatomy and physiology of the cranial 
region concerned. In addition EHG data may be extremely 
useful in comparing the various solutions. On the other 
hand, in real experiments the quality of the data will be 
low for deep sources as the fields will be weak.
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Superficial dipoles were easier bo locate accurately than 
the deeper ones where problems of poor convergence are 
exacerbated. However, apparently good fits, corresponding 
to about 20% average error in signal value, can yield 
quite spurious localisations. Such problems can be avoided 
by averaging over several good fits. For superficial 
sources (e.g motor and somatosensory cortex), it may be 
possible to avoid the necessity to assume a model sphere 
centre by scanning through model sphere centre space. In 
contrast, for deeper sources local boundaries may 
necessitate model sphere centres quite different from the 
cranial centre.
Quantitative assessments of the accuracy of fitting, 
together with its relation to noise, must form part of the 
report of any analysis. Without such indication of the 
'quality of fit' there is no means of assessing whether 
dipole identification might be false. It should also be 
noted that the dipole is only identified reliably if a 
full search of parameter space indicates no other solution 
of similar quality.
This study indicates that the robustness of the model to 
its assumptions must be investigated in any more 
sophisticated model subsequently developed. There is 
little point in adding complexity if the added parameters 
are irrelevant to the prediction (ie sphere centre
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location). On the other hand, if there is strong parameter 
dependence then the choice of that parameter needs to be 
carefully justified.
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.CHICK EGG:
In this chapter, experiments that exploited the dc 
capabilities of our SQUID magnetometer are described. They 
were made on the developing chick embryo, which in its 
early stages may be modeliable in terms of a region of 
electrical activity enclosed within a spherical conductor. 
One aim of the experiments was to gain experience of the 
dipole in a sphere model with an easily accessible suiimal. 
The other was to understand more fully the scantily 
researched dc electrophysiology of one of the most 
extensively studied developmental systems.
The fertilized chick egg is a highly organised system with 
all the attributes essential for normal development.
During development, with the aid of external heat and 
oxygen from the atmosphere, the inert substances available 
in the egg are converted into the living tissues of the 
chick. Since there is a close metcüsolic interdependence 
between the embryo and the various structures of the egg, 
a full understanding of the development requires 
investigation of all processes, physical as well as 
chemical in the egg. One such physical process is ionic 
current flow.
Electrophysiologists have measured quasi dc electrical 
activity at the definite primitive streak stage (15-20 
hours after incubation) of a chick embryo (Jaffe and Stern
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1979). This will be discussed later. Previous work in our 
laboratory (Lennard 1984) has shown the presence of a 
magnetic field which varies slowly in time (from a few 
hours to a day) and is first detectable from the 
developing egg some 20-27 hours after incubation.
At early stages of development, the embryo is a localised 
structure that floats on top of the yolk which in burn 
floats in the large ellipsoidal conducting egg. The embryo 
may act as an effective dipole and may thus provide an 
easily modelled current source. It was thought that a 
better understanding of the embryo development might 
follow by characterising the dipole source using non - 
invasive field measurements and then correlating these 
observations with those from more invasive experiments on 
other eggs. For example, the technique of shell windowing 
enables inspection of the embryo position relative to the 
extra embryonic components of the egg. Embryo removal, 
membrane dissection and selective inhibition of possible 
membrane pumps could help to determine the exact signal 
location.
Before discussing these experiments In detail. It Is 
essential briefly to review basic embryology and also 
electrophyslologleal work relating to chemical fluxes. 
Development changes can then be related to the Ionic 
currents.
88
 Bmbryologx
In this section I will concentrate on the early stages 
after the start of Incubation. After describing the 
development of the embryo itself, I will go on to discuss 
the extra-embryonic membranes which develop concurrently 
with the embryo and provide it with protection, nutrition 
and respiration.
Egg development prior to laying, but after fertilisation 
and cleavage, includes the development of the germ wall 
and entoderm (Bodemer 1970). The formation of the germ 
layers has begun. The stage of development at laying is 
fairly consistent from egg to egg although not absolutely 
constant. Only a whitish disk, (3-4 mm diameter), known as 
the blastoderm, is usually present at this stage. When the 
egg cools after laying, development ceases but it is 
renewed when the temperature is raised to the required 
degree by incubation.
At the time of laying, the shell consists of minute 
crystals of calcium carbonate aind is lined by two 
membranes which separate out at the caudal (blunt) end to 
form the air sac (Figure 28). These membranes surround the 
albumen. Which contains proteins, carbohydrates, a trace 
of fats, minerals, vitamins and is the main reservoir of 
water. The albumen is inhbmogeneous. A dense layer of 
albumen around the yolk is prolonged, in the form of two 
spirally coiled opalescent cords (chalazae) towards the
LaTBRAC CANAL 
W hitg Yolk. — 4 3 ±1cm
Figure 28 Cross section of the chick egg at time of 
laying
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ends of the egg. These restrict violent movement of the 
yolk which contains lipids, proteins, carbohydrates, 
electrolyte and vitamins. The yolk absorbs water from the 
albumen (increasing the density of the latter). The 
relatively high fat content (33%) of the yolk (Romanoff 
1960) means that it tends to float to the upper surface of 
the egg and can therefore be approximately located within 
the intact egg. Because the yolk floats, the embryo (on 
top of the yolk) comes into contact with the shell 
membrane and will stick to it if the egg is not turned 
several times a day to move the yolk within the shell.
In the course of development, the embryo and the extra 
embryonic membranes arise from the blastoderm. 
Gastrulation, a process involving migration of cells 
followed by segregation and delamination, is the first 
stage of development. The delamination process leads to 
the formation of the lower hypoblast layer and the upper 
epiblast layer of cells (Figure 29). The peripheral zone 
of the blastoderm is an opague single layered sheet (the 
area opaca) which later gives rise to the extra embryonic 
membranes. The central translucent part of the blastoderm 
(area pellucida) will form the embryo itself.
Movement of cells within the blastoderm leads to the 
formation of the primitive streak, through which cells 
migrate to form mesodermal tissue between the two layers 
(Figure 29b). On average the axis of the primitive streak
SuBGtRMlNAL CAVITY
O  Gp ib ia s t  Cell
(b)
PRlrtlTlVe. 5l%AK
Ar€A V itqiinaIntérna
Arjea VasqjudsA
UNmVERGD PORTIOM OF VoLK
AR£A VlTQJJrSA CxTCRNA
Figure 29 Division of the blastoderm into a.) different 
layers (shown in cross section at time of laying) and b.) 
into different regions (viewed from above at 26 hours 
after incubation)
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is at right angles to the long axis of the egg (Hamilton 
1952), although there is variation in the angle (over 25% 
of the streaks deviate by as much as 45®). Cell division, 
growth and migration lead to mesoderm formation at 
eighteen hours after incubation commenced.
From « 20 hours, various body folds begin to develop 
starting with the head fold. Meanwhile, the mesoderm 
becomes organized into blocks called somites. The number 
of somites correlates sufficiently closely with the other 
aspects of development that the stage can be identified by 
a somite count. Neural folds leading to the formation of 
the neural tube and brain occur at 24 hours (3 somite 
stage). At 29 - 3/ hours (10 somite stage), the brain is 
well formed while the heart and blood islands are 
appearing. The blood islands form within a circle around 
the embryo and are part of the extra embryonic system 
described later. The cells on the periphery of these 
islands join to form the endothelium of the future blood 
vessels whilst the central ones become corpuscles.
Adjacent blood vessels esteblish contact between 
themselves and the whole system is gradually transformed 
into a very irreguler network. The network of the area 
vasculosa (as the region of this network is termed) 
develops into the area pellucida and eventually 
establishes connection with the embryo proper at the 
heart.
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By the 13 somite stage (« 36) hours, the heart Is 
functioning with blood circulating through a network 
overlaying the yolk and the brain is a convoluted 
structure. Head flexures start at the 17 somite stage and 
the primitive streak begins to be utilized for the tail 
material at 20 somites (“40 hours). The lens of the eye 
is beginning to form at this stage. By the 35 somite stage 
(“72 hours) the embryo resembles a young chick.
Thus far I have concentrated on the embryo development. 
However, the development of the embryo is accompanied by 
development of the extra embryonic membranes (Figure 30). 
These are semi autonomous, living structures derived from 
the blastoderm and continuous with the tissues of the 
embryonic body.
The amnion, a fluid filled cavity which protects the 
embryo from dessication, concussion and adhesion to the 
shell or friction from it (Balinsky 1975, Bodemer 1970) 
begins to form at 20-25 hours. It slowly envelops the 
embryo from both the head and tail uniting into a complete 
structure at 72 hours (36 somites).
Another extra embryonic membrane, the allantois, emerges 
from the endodermal hindgut as a urinary bladder (Grove 
and Newell 1974) at the 30 somite stage (50-55 hours). A 
network of blood vessels develops on the external surface 
enabling the allantois to supply oxygen to the embryo.
(a) SHELL
Amnion 
Allantois
CmiwoniC 
e>0D7 Cavity
StpTA 
YoLKMEMbRANe 
Volk Sac,
Amnion
Volk MeHftRANe
Volk S ac
Alla n to is
Volk h c m b r a n e . 
Yolk 5 ac  
A m n io n
Ca v ity  OF Auantois
Albumên
Figure 30 Extra embryonic membrane development at 
a) 4 days, b) 7 days atnd c) 9 4ays after incubation
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The third membrane is that surrounding the yolk. This 
yolk sac membrane is formed from the extra embryonic 
splanchnopleure and is permanently united to the intestine 
of the embryo by the yolk stalk. Yolk does not, however, 
pass through the stalk into the intestine. The yolk 
membrane is an important extra embryonic structure because 
of its role in transporting nutrients to the embryo. 1 
will describe some features relating to its function in 
detail.
The yolk sac membrane spreads over half of the surface of 
the yolk in the first four days and then continues to 
spread, but more slowly, over the rest of the yolk (except 
for a small region at the base) by the seventh day (Figure 
30). During the period of spreading, it consists of a 
medial vascularized region (known as the area vasculosa) 
and a peripheral non vascular region (the area vitellina), 
which is conveniently separated into two regions, the area 
vitellina interna and the area vitellina externa.
The area vitellina represents the zone of extension of the 
membrane where entodermal cells are dispersed among 
spheres of yolk. Yolk granules are ingested by young 
entodermal cells while their activity is at low level. As 
the cells increase their activity, they liberate enzymes 
into the yolk and digestion becomes extracellular, hence 
the absence of yolk granules in the entoderm of the
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vascular area.
With the peripheral margin of the area vitellina externa 
acting as the leading edge, the yolk sac progresses over 
the yolk, paseing the equator by the third or fourth day 
of incubation. As the yolk sac membrane grows, the area 
vasculosa also Increases in size. Invading the regions 
that previously were area vitellina. As a result the 
latter eventually disappears completely.
During the third to fifth day the area vitellina extends 
at the rate of 2,6 to 2.8 mn^  per day. Its surface 
continues to increase until the sixth day. Not all the 
expansion of area is due to growth however; the influx of 
water from the albumen to the yolk causes the latter 
almost to double in volume during the same period.
Except for regions derived from the area pellucida, the 
yolk sac membrane is lined with glandular and absorbing 
epithelia which digest and absorb the yolk, passing the 
products to the vitelline circulation. The yolk sac is 
thick, opaque and covered on its inner surface with 
extensive Vill1-1ike projections and corrugations running 
in a generally meridional direction following the main 
arterial directions and containing a multitude of blood 
vessels and capillaries. The system is most complex at the 
equator. The yolk sac does not reach full development 
until the end of incubation (21 days) when the villi like
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projections almost touch the opposite walls.
The above description indicates that the extra embryonic 
membranes are responsible for much of the development of 
the embryo. The membranes control the inner environment of 
the egg. Some aspects of their electrophysiology, in the 
context of briefly reviewing other studies, are 
highlighted in the next section.
5.^ 3 JBiejGt%ophy&ialagy^_&L.Thj@
Embryological epithelia have been shown to support 
potential differences between their two surfaces of =3-16 
mV (Jaffe and Nucitelli 1977). The epiblast usually has a 
potential difference of 15 mV across the sheet. The cells 
rest on a basal lamina on the positive or internal side 
(Figure 29a). (t has been shown (Stern and Mackenzie 
1982), that sodium pumps are initially more densely 
distributed on the internally facing membrane, throughout 
the zona pellucida. However, just before primitive streak 
formation, sodium pumps become more numerous on the outer 
facing cell membranes in the region where the primitive 
streak will form. Jaffe and Stern (1979) have measured the 
electrical field around the growing chick embryo in vitro. 
They reported steady currents ( = 100 fih cmT^) at the time 
of primitive streak formation (16 -20 hours of 
incubation). However, this current is first detectable a 
few hours before physical formation of the streak. The 
current left the primitive streak and returned through the
95
epiblast elsewhere on the sheet. This current may be 
related to the redistribution of the membrane pumps and 
hence to the formation of the streak. This provides an 
example of a developmental current.
:
As for the role of these currents, it is postulated that 
early in development ion currents help establish so-called 
p e e i ^ t i M e e . These positional values are established 
or re-established by highly localised mechanisms akin to 
crystallization. However, these regions have to grow. This 
growth is initiated by ion leaks through sites of 
discontinuity in positional value (for example at limb bud 
sites - Jaffe 1981).
Bennet and Trinkaus (1970) reported electrical coupling of 
epithelial cells by means of extracellular space narrowing 
and by the formation of specialized junctions in the 
embryos of XUhduJLttft, The coupling is used to transmit ions 
and small molecules between cells that are responsible for 
the coordination of growth and differentiation.
An important property of the yolk sac membrane is high 
resistance which may serve as a barrier, in addition, this 
membrane generates a resting potential which is small at 
fertilization but increases with time. The gradual 
increase may be due to the development of semipermeability 
of the membrane and to a redistribution of ion pumps 
(Bennet and Trinkaus 1970).
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The yolk and chorioallantoic (CA) membranes have important 
water and electrolyte transport functions (Coleman and 
Terepka 1972). During development, the water available to 
the embryo comes from either liquid reserves within the 
egg or from metabolic end products. Water is transported 
from one compartment to another. Active processes are 
involved because the three major water compartments 
(subgerminal cavity, amnion and allantois) are not in 
ionic or osmotic eqilibrium (Simkiss 1980).
Active transport is not limited to water fluxes. For 
example calcium ions are transferred from the egg shell 
into the circulation of the embryo and chloride ions are 
reabsorbed from the allantois. All these processes involve 
currents in some form.
From the above remarks it is clear that development may be 
expected to be accompanied by currents. Given the 
macroscopic nature of the epithelia and the dramatic 
changes taking place in terms of compartmentalization and 
biochemical fluxes it would be unsurprising if such 
currents were sufficiently unbalanced as to give 
detectable external fields. However, the extent to which 
the currents, as physiological entities, control the 
development is not addressed in this thesis. Our main 
intention is to explore the extent to which the field 
measurements can characterize the dc electrophysiology and
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hence contribute to the overall understanding of the 
phenomena.
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Fertilized eggs (Callus domesticus) were obtained from a 
commercial hatchery and incubated at 38®C and 65% humidity 
in a suitably modified incubator which allowed an egg to 
be removed and replaced without any disruption to the 
remaining eggs. For each measurement, the egg at the 
appropriate incubation period was placed on a non magnetic 
support with its caudal end pointing along the Y axis and 
scanned, in zero field (Lennard 1984), in a manner similar 
to that described for the sphere work. The platform was 
moved parallel to the X axis along equally spaced (usually 
1.4 cm separation) scan lines. The distance of closest 
approach to the pick up coil was =14 mm. SQUID output was 
averaged over 5 mm intervals and the signal was visually 
inspected for artefacts after all the scans had been 
obtained but before averaging the data for each scan.
It was important not to allow the egg to cool to below 
=18®C as initial experiments had indicated cooling of the 
egg affected the signal amplitude. This was quantified by 
placing 4 developing eggs in a refrigerator. After one 
hour, these eggs were reincubated. Figure 31 shows the 
field signal against time for one egg as an example. 
Similar results were obtained for all these eggs.
During the typical scanning period necessary for a full 
field contour plot (= 3 minutes with a further 3 minutes 
for checking the data), the change in observed signal due
2E-I2T
I HouR. Rê-imcubatiom
2 Hours Re-iNcusM-ioN
5cm
Figure 31 effect of cooling on a developing chick egg 
For eaçh trace a single scan along the X axis was made 
across the centre of the egg
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to cooling is insignificant, although the signals do fall 
significantly if the egg is left out of the incubator for 
«30 minutes.
[n total 1.2 series of experiments were carried out. each 
Involved Incubating up to 18 eggs at one time. Of these 6 
were used in characterizing the signal and the remainder 
used to check on development throughout the experiment. A 
large number of fertilized eggs (up to 26% in a commercial 
hatchery) stop developing at some time before hatching. 
Sufficient numbers of eggs had to be incubated to allow 
for this wastage. Several series were used to establish 
broad patterns of behaviour and an efficient protocol. The 
data below therefore represent only a small part of; the 
total experimentation.
Series H, J, K and L were used to characterize the range 
of signals obtainable in ovo and to relate them to 
physiological development. The eggs were scanned at 
approximately 6 hourly intervals for the first 5 days. In 
addition, for series H, eggs were scanned twice daily 
until the end of incubation.
In the invasive experiments reported later, a total of 14 
eggs were used for the dissection experiments and another 
27 eggs for the various metabolic inhibitor experiments. 
These experiments were carried out at «72 hours after 
incubation.
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Typically the magnetic field signals becaune clearly 
visible above the noise (»200 fT rms using a 0.33-40 Hz 
bandwidth) at an incubation time t «22 hours and then grew 
reaching peak to peak values in the range 4 pT to 40 pT at 
t «70 hours (Figure 32). The separation of the field 
extrema on the contour diagrams (indicating the depth of 
the effective signal spurce) was in the range 30 ram to 40 
ram during this time (Figure 33). Thereafter, for each egg, 
the signal fluctuated slowly in strength and pattern but 
remained present throughout incubation. There was 
considerable inter-egg variability in signal magnitude 
which was not related to the size of the egg.
The field pattern before «65 hours was approximately 
bipolar (Figure 34) with positive and negative z- 
components of the field on each side of the null line that 
lay most often along the long axis of the egg. The 
orientation of this pattern in the XY plane has been 
parameterized by measuring the angle <t> between the X axis 
and the line from the minimum to the maximum field points 
(Figure 35). It can be seen that the bipolar pattern is 
usually oriented in the range -45* < 4» < 45* until t« 65 
hours, after which time the orientation appears random. At 
this time the observed field pattern from each egg changed 
dramatically in both magnitude and form over a few hours.
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Additional experiments were carried out to exclude 
artefactual sources of signal in these iJi„oyo. studies. 
Empty shells gave no signal, whereas embryos transferred 
intact with the yolk and extra-embryonic membranes to a 
dish still produced fields. Exposing 19 eggs to dc fields 
of «0.05 T did not change the field signals in 17 cases.
[n the remaining 2 eggs, washing the shell with saline to 
remove surface contamination reduced the magnetization 
effect. Clearly ferromagnetic contamination is not the 
signal source from within the egg.
.5..J5 Determining The Source Looatioii 
Windowed Egg Experiments
Thus far the results have been shown to indicate that the 
signals have a physiological origin and that significant 
changes take place during development of the embryo. In 
order to be certain of the relationship between signals 
and both the extent of development and the orientation of
the embryo with respect to the egg, it was necessary to
look inside the opaque shell without disturbing the 
developing system. This was achieved by windowing, a 
technique whereby a small section of the egg shell is 
scored with a blade and lifted off the egg without
Couching the underlying embryo. At the early stages of
development, the fatty yolk floats on the albumen with the 
embryo itself on top of the yolk actually in contact with 
the shell membranes. These shell membranes have to be 
removed as they too are opaque. The air sac (« 1 cm^) at
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the caudal end is formed by the separation of the two 
shell membranes and, upon their rupture, collapses. The 
egg contents fill the air apace. In order to maintain the 
same relative geometry in the windowed egg as in the 
intact egg, some physiological saline is added. For the 
developing chick egg this consisted of 0.9% sodium 
"chloride with traces of potasium and calcium.
The greatest risk to a windowed egg is air-borne bacterial 
infection. The albumen contains avidins (physiological 
bacteriocides) but, for further protection, a covering of 
cling film was placed over the window. This covering also 
reduced fluid loss from the egg (in some situations it was 
necessary to apply liquid paraffin onto the embryo to 
prevent excessive loss of fluid). Problems can arise from 
air-borne contaminants settling on the film. These can foe 
eliminated by removing the film and washing the egg with 
physiological saline prior to scanning under the 
magnetometer.
The results of the windowing (Table 7) Indicate that the 
orientation of the embryo with respect to the poles of the 
egg is uncorrelated with the orientation of the maximum 
and minimum magnetic field signal shown in Figures 34 and 
35. Windowing also enabled a more accurate staging of the 
development of individual eggs by either counting the 
number of somites present or by looking for certain 
features (for example presence of a lens in the eye).
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Table 7
Orientation of the embryo capital caudal axis and the 
field contour null line, both with respect to the X axis. 
All 6 eggs had 3 days of incubation but windowing revealed 
difference in development
Egg Embryo angle/* 0/®
(± 5*) (± 1*)
1 5 2
2 -85 45
3 90 -20
4 45 -110
5 -30 -94
6 100 -173
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Modelling
In order to determine the source location we need to 
invoke a model. t€ the dipole In am Infinite half space 
model is used (as a first approximation), separation of 
the signal extrema is related to the depth of the source 
by the simple expression of Equation 14. The separation of 
these extrema is essentially independent of incubation 
time (from 30 to 70 hours) as shown in Figure 33. The 
average separation of 33.5 ± 1.5 mm, would require a 
single dipole source to be located at 7 ± 3 mm from the 
centre of the egg. The average signal magnitude would 
correspond to a strength of 25 ^Acm. This simple 
calculation does not take the coil set or conducting 
geometries into consideration. The finite size of the coil 
set will lead to smearing of the signal resulting in a 
lower signal amplitude at the extrema which would also be 
at a different separation.
A fuller analysis involving integration over the coil set, 
and the use of the full data set, was carried out using 
the dipole in a sphere model and the analysis program 
discussed earlier. Table 8 list results obtained for two 
eggs. Other eggs gave similar results, tn these analyses 
the centre of the effective conducting sphere was assumed 
to be the centre of the egg. The contour diagrams were 
used to determine suitable iteration starting points for 
the analysis program. These algorithm conditions yielded 
consistent predictions with lower R values than for
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alternative sphere centre positions or very different 
iteration starting points. When godd fits were achieved 
during the early consistent-signal period, an effective 
dipole was predicted lying central in the egg and pointing 
along the longitudinal axis at least 8 mm below the 
surface. The most reliable data suggest a 10-11 mm depth 
with the centre of the egg at 21 mm. Although the quality 
of the fitting is often good, it is not possible to 
identify an anatomical structure of the embryo 
corresponding to the predicted dipole. At 26 hours the 
embryo and its membranes are in contact with the upper 
membranes of the shell. As the embryo develops, it moves 
further from the top surface because of the increase in 
its weight. But by 60 hours, it is still centred above 
the expected dipole positions. A structure near the 
predicted depth is the latbrae canal (Figure 28) present 
during early stages of development. However, ionic flow up 
through the canal would give rise to radial currents and 
therefore no fields. Moreover, the signal strength 
(average 3K-7 Am) is suspiciously large for a single 
highly localized dipole of physiological origin. (In a 5 
mm cube of tissue it would correspond to a current density 
of « 240 fiA cm"2 which is an order of magnitude greater 
than is found in most electrophysiologically active 
systems). An extended volume of source dipoles with a 
common orientation at a greater radius may provide a more 
reasonable explanation of the data. (The similarity 
between the fields produced by a dipole and a shallower
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extended sheet of dipoles has been discussed by Okada 
1985).
n107 
Table 8
Dipole parameter predictions for 2 typical chick eggs 
(series L) using the dipole in a sphere model. Between 36 
hours and 48 hours the embryo turns onto its left side 
(caused by increased weight and the various body 
flexures), dragging all the membranes with it.
Time Xd a Px/K-V R
hrs cm cm cm * Am
icgg 1 (1, series)
26 0,20 0.69 2.13 288 1.13 .165
31 0.2b 1.30 1.95 290 0.91 .132
38 -0.02 1.70 1.71 294 1.03 . 125
43 -0.1b 1.86 2.58 268 2.85 .033
49 -0.08 1.75 2.19 281 2.85 .045
bb 0.02 0.43 2.39 259 4.92 .051
68 0.05 -0.40 2.66 238 10.40 .335
Egg 2 (Li series)
26 0.45 -1.79 3-29 228 1.25 .424
38 0.37 0 33 2.33 200 1.34 . 160
49 -0.60 0.48 2.42 260 2.03 .390
bb -0.26 0.16 2.05 269 2.85 .065
68 0.14 0.17 2.14 224 4.26 .089
Sphere centre space was restricted to a region close
the centre of the egg (0,0,-3 .5 cm).
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Figure 36 EfCect of embryo removal on the magnetic field 
signal. For the whole egg the embryo was removed through a 
window. In the shell-less ease, the egg contents were 
transferred to a saline bath resulting in a changed 
geometry from before
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Up to this stage only io_0VQ. experiments have been 
described. These are not definitive in that the detected 
field signal, or contributions to it, could arise from the 
embryo or from the extra-embryonic epithelial sheets or 
even liquid junctions accompanying chemical imbalances 
caused in a local area by nutrient digestion. By physical 
isolation of each possible source, the true contributors 
to the detected signal could be determined. To confirm the 
location of the source predicted, from both physiological 
considerations and the inverse solution, invasive and in 
vitro, studies were carried out.
Ji# 7 I nva@ 1 ve Bxper Imepta 
Dissection Experiments
These experiments involved dissecting out well defined 
regions from the developing egg, starting with the embryo 
and the amnion around it and then continuing on in stages 
to the sinus terminalis and the yolk sac membrane. For 
membrane dissection experiments, the contents of the egg 
were carefully transferred out of the shell into a saline 
bath and floated onto a dish containing cotton wool. When 
measuring fields from structures other than those 
involving the yolk content, a saline-loaded soft sponge 
was used to support the structure. The change in geometry 
when the egg contents were in saline, resulted in a change 
in the detected field signal, but a distinct signal 
remained present (Figure 36).
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These studies will now be reviewed, starting with the 
experiments involving embryo removal-the predicted 
effective dipole seemed to be located below the level of 
the embryo. A 36 hour embryo was dissected away from the 
attached blood vessels and the underlying yolk. Underlying 
structures were protected by cutting an opening close to 
the embryo and sliding a small aluminium spoon underneath 
the embryo before any subsequent dissection. This spoon 
also served (together with the cotton wool) to stabilize 
the yolk which tended to float when manipulated. By 
subsequent removal of the embryo proper, it was seen that 
it's removal had little effect on the detected magnetic 
field signal. Figure 36 shows the result of a typical 
experiment. Similarly insignificant changes were seen in 4 
other eggs.
Draining of the blood within the terminal sinus (by 
cutting across the terminal sinus at 8 locations and 
cutting through the major blood vessels) stops the active 
membrane pumps involved with blood circulation (Armstrong 
19/5) but, in this case (2 eggs “36 hours incubation 
time), it did not affect the detected signal over a 35 
minute period (when the egg was placed back into the 
incubator between measurements). However when the blood 
vessels and the directly underlying membranes (partly 
amnion and partly yolk sac membrane) were removed, the 
signal was reduced to 10-25 % of it's former value for 5 
eggs (36 hours incubation time). Maceration (breaking and
no
mixing using a spatula) of the yolk membranes without 
removal of any membranes or embryo always resulted in loss 
of field signal (9 eggs between 2 and 4 days of 
incubation). The time from the first measurement set to 
the second set was less than 2 minutes in all cases.
During this time the egg remained outside the incubator.
The above experiments suggest that the source of the 
signal is within the membranes of the yolk sac Itself and 
although it is directly related to development of the 
embryo over a long time scale (few hours), it does not 
arise from the embryo itself. The next stage was to 
selectively inhibit the various active pumps found within 
biological organisms.
Poisoning Experiments
The poisons used were specific metabolic inhibitors 
designed only to inhibit the movement of a single species. 
Ouabain (a glucoside used in regulating energy delivered 
to the heart) inhibits the enzyme ATPase and thereby 
arrests the energy release required for active processes 
(Stryer 1975); cobalt chloride inhibits active calcium 
pumps important in embryological development, valinomycin 
inhibits movement of potassium ions across membranes and 
FCCP inhibits movement of protons (Catterall 1980) . The 
latter two act by combining with the species in question 
and forming a molecule too large to cross the appropriate 
gates. The final poison used was a detergent whose action
mwas bo break down the membrane.
Final volume concentrations (in the egg) used were 15 - 50 
/iM. The solute was physiological saline in each case. Each 
bolus (of volume 1 ml) was injected slowly and was at 
incubation temperature. When each of the poisons were 
injected into the immediate vicinity (within 2 mm) of the 
embryo, the embryo itself died (heart stopped beating 
within 2 minutes of injection of the bolus), but the 
magnetic field signal was unaffected. Injection of boli 
into the amnion and allantois similarly had little effect 
on the detected signal in the short term (20 minutes). 
Destruction of the membrane potentials beneath the embryo 
itself, by use of detergents, had a dramatic effect in 
that the signals stopped immmediately. Injections of the 
other poisons into different compartments did not have any 
immediate effect, (nor did the detergent when injected 
into different compartments) in the short term. All the 
poisons killed the embryo within 20 ± 5 minutes and the 
magnetic signal itself usually stopped within 30 minutes 
of the embryo's death.
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The above account describes how magnetic field 
measurements, together with physiological consideration of 
the biological system, can yield information concerning 
developmental currents, tn the case of the chick embryo, 
the magnetic field detected can be related to the 
developmental stage but the signal itself does not arise 
primarily from the embryo. Cooling and subsequent 
rewarming indicate a physiological origin of the magnetic 
field signal. The dissection and poisoning experiments 
show a possible mechanism for the signal genesis in that 
the ionic movements are related to the existence and 
integrity of the yolk sac membrane itself. Ct appears that 
the absorbtion of nutrients from the yolk underlying the 
membrane may be implicated. It may result in the formation 
of chemical imbalances which in turn, via the usual 
electrochemical equilibrium forces, cause a potential 
gradient to be set up.
As yet, this result has not been confirmed by electrode 
measurements but the general mechanism proposed is also 
indicated by work on the composition of the various 
compartments of the developing egg (Romanoff 1960).
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There are a large number of neuromagnetic studies underway 
at present: they vary from clinical investigation of the 
locations of epileptic foci (Barth et al 1987, Narici 
1987) to academic studies of cognitive processes 
(Weinberg et al 1987, Kaufman et al 1987). An important 
element of all these studies is the mapping of the 
sources. To facilitate this, simplified models and 
geometries are invoked to represent the brain. The single 
current dipole in a homogeneously conducting sphere model 
is very widely used (for example Physics in Medicine and 
Biology V O 1 32, 1987).
Thus far in this thesis, the limitations of the dipole in 
a sphere model have been explored using physical models 
and its use in the analysis of a real system illustrated 
by experiments on the developing chick embryo. In each of 
these cases, the predicted equivalent dipole location 
could be correlated with the results of physical 
examination. Now the model will be applied to investigate 
the magnetic fields associated with the human visual 
evoked response where direct verification of the dipole 
location will be impossible. The modelling issues 
discussed previously will be relevant in assessing the 
information bur data yields on the organisation of the 
visual cortex.
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Before the experiments and the analysis are discussed, the 
visual pathway through the brain will be described 
briefly.
,6^ .2_jrhgL-V is-ua I, Pathway
Many texts adequately describe the structure and 
physiology of the human eye (for example Open University 
SD286 1982) and, for the purposes of this discussion, only 
the basic facts of retinal cell organisation are of 
consequence. Light enters the eye through the lens and is 
focussed onto photoreceptor cells at the back of the 
retina. The photoreceptors are behind other retinal cells 
(Figure 37) and are of two varieties; rods, specialized 
for low intensity monochromatic vision and cones used for 
chromatic vision in reasonably bright light. Rods and 
cones synapse onto the bipolar cell layer and in turn, the 
bipolar cells synapse onto ganglion cells. The degree of 
convergence as the signal proceeds from the photoreceptor 
cells to the ganglia varies across the retina with little 
or no convergence across the fovea and extreme convergence 
at the periphery. This reflects the distribution of rods 
and cones across the retina (Figure 38).The packing 
density of the cones decreases sharply outside the fovea 
while that of the rods increases from zero, reaching a 
maximum just outside the macula. From here to the edge of 
the retina, the cone density remains at a low level and 
the rod density slowly declines as well.
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Absorption of light by the receptor cells causes 
hyperpolarisation and influences the bipolar cells. In 
turn the bipolar cells cause a depolarization of the 
ganglion cells necessary for the initiation of the action 
potential. This represents the vertical or direct 
connection. A horizontal control system also exists to 
influence distant cells within a layer, enabling lateral 
control (inhibition and stimulation) to occur. This 
provides, for example, a mechanism of accentuation of 
brightness contours. An edge between a dark and a light 
area stimulates the visual system powerfully. This is just 
one example of the processing via the different layers of 
retinal cells (Kuffler and Nicholls 1986) that enhances 
the details of an image before the information is 
transmitted down the optic nerve as a pattern of action 
potentials.
Ganglion cell axons travel In the optic nerve to the optic 
chiasma where they undergo partial decussation and enter 
one or other of the optic tracts. Most of the fibres in 
each optic tract then terminate in the lateral geniculate 
nucleus, which is the thalamic relay nucleus for vision. 
Geniculate fibres travel through the internal capsule and 
corona radiata to the primary visual cortex in the region 
of the calcarine fissure. In addition, a considerable 
number of optic tract fibres project to the mid-brain and 
a few to the hypothalamus (Figure 39).
Latéral
GENICULATE 
Nucleus
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Figure 39 The visual pathway from the eye to the cortex
ne
Rebinotopic organization is maintained at the cortex. 
Inferior visual fields project to the cerebral cortex 
above the calcarine fissure and superior fields to the 
cortex below the fissure (Figure 40).Cortical 
representation is contralateral to the stimulus. The fovea 
and macula are represented more posteriorly and peripheral 
fields more anteriorly. Investigation of this 
representation in the case of one widely used visual 
stimulus forms the basis for the experiments described in 
this chapter.
6_,3 yisualJK!
A change in the visual input is rapidly relayed, in a 
defined manner, to the brain. The small degree of 
variability is such that by timing how long a signal takes 
to travel from one area of the visual path to another, 
neurological dysfunction can be diagnosed- The 
electrically recorded visual e v o k e d  réponse (VKR) to 
various stimuli (pattern onset, offset, reversal) is well 
known (Halliday et al 1977).
A checkerboard pattern Ccui be made to change abruptly in a 
variety of ways and each mode of change produces responses 
with particular characteristics. We chose a pattern 
reversal stimulus as this gave a sharply defined positive 
pulse at “100 ms for the electrical response (Figure 41) 
with the main positivity to lateral hemifield illumination 
ipsilateral to the stimulus (although when recording scalp
FiBReS R£PR€5£NT1NG 
SUPEPJOR. RETINAL
Q u a d r a n ts  (iNFewoR 
V is u a l  r c l d )
F ib r es
REPRESENTING 
Macula
CALCARINE
F is s u r e
A rea 
REPRESENTING
Fovea
M o to r
C ortex
Fibres re p re s e n tin g  
I n f e r io r  r e t in a l  
Q u a d ra n ts  (S u p e r io r  
V is u a l f ie ld )
Figure 40 Representation of the optic fibres on the cerebral 
cortex. Sets of fibres representing different visual regions 
radiate out from the lateral geniculate nucleus
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potentials, cortical positivity may be denoted by a 
downward deflection depending on the reference point 
chosen). This pulse is thought to be generated by 
extrastriate cortex forming the outer occipital convexity 
(Michael and Halliday 1971). Responses to pattern offset 
and reversal show similarities in waveform, which are 
characterized by a negative-positive- negative complex 
with peaks at 60-70 ms, 90-110 ms and 140-155 ms for full 
field and lower half field stimulation.
The features of the typical electrical response evoked by 
a reversing checkerboard pattern can be explained in terms 
of signal conduction, latencies and velocities. However 
there are difficulties in forming a simple description as 
there are different types of ganglia involved in the optic 
pathway. X cells have small cell bodies and low conduction 
velocity but are activated rapidly. On the other hand, Y 
cells are larger, have faster conduction, but have a 
longer activation time. Within the retina itself, the 
fibres are unmyelinated and the signal can take up to 25 - 
40 ms to reach the optic nerve, the value depending on 
the amount of convergence. A further 25 - 30 ms is 
required for the signal to travel from the ganglion cells 
to the lateral geniculate nucleus. The major component of 
the signal observed at the scalp is observed at 
approximately 100 ms; it occurs when the signal reaches 
the visual cortex. As the signal is then further processed 
by the visual association areas, further features are seen
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in the scalp evoked response.
The area of visual field stimulated dramatically affects 
the evoked response due to the difference in density of 
retinal cells and the degree of convergence involved. By 
stimulating small regions of the visual field and 
performing the inverse calculation on magnetic field data 
obtained in the corresponding cortical regions, the exact 
retinotopic representation of each retinal region on the 
visual cortex can be studied.
A great number of evoked response studies have been 
carried out using electrical responses. We have utilized 
both electrical and magnetic techniques in our study. The 
electrical potential is recorded differentially with a 
known reference point. In contrast the magnetic response 
can be recorded without reference at a given point.
Another major difference between the two techniques is the 
smearing of the electrical signal by the differing 
conductivities of the brain, cerebro-spinal fluid, skull 
and scalp. This does not occur for the magnetic field 
recordings because the permeability of these regions is 
very similar and hence they are essentially transparent to 
the magnetic signal. It is also important to note that (in 
a spherical model) the electrical recording is sensitive 
to both radial and tangential components of any dipole 
source whereas the magnetic signal is only sensitive to 
the tangential component.
AMPLITUDE
450400350300150 25020050 100
TiM£ (ms)
Figure 41 Typical visual evoked response from a pattern 
reversal checkerboard. (Subject BJ. The electrode 
positions are Fz reference, active and mastoid ground 
on the 10-20 electrode system). Positive voltages (active- 
reference) are deflected down on this EBiG system (Nicolett 
Pathfinder 11)
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The experiment described in this chapter involved 
stimulating the right half field and then in turn the 
upper and lower quarters of the right field. If the 
retinotopic representation is maintained, then the 
vectorial summation of the early evoked responses of the 
two quarter fields should closely resemble the response of 
the half field. 1 will discuss the sources evoked by these 
stimuli later.
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The first step'in evoked response studies is to devise a 
standard repeatable stimulus. In our experiments a 
checkerboard Image was back projected, via a mirror 
mounted on a rotatable shaft and a fixed mirror, onto a 
translucent diffusing screen (Figure 42). The stimulus 
consisted of reversal of the checkerboard pattern- It was 
important to ensure that the stimulus generation did not 
affect the magnetic field recorded by the SQUID 
magnetometer. The pattern reversal was achieved through a 
galvanometer system consisting of a large permanent 
horseshoe magnet in a double skinned electrically isolated 
box with a small coil on a shaft between the poles. This 
shaft projected through a small aperture in the electrical 
shielding. The shaft, on which the movable mirror was 
mounted, was rotated by applying a current to the coil.
The entire assembly together with the slide projector was 
placed outside the Helmholtz coils at a distance of « 125 
cm from the SQUID magnetometer pick up coils.
The relative positions of the eye and the checkerboard 
pattern were kept constant by attaching the stimulus 
generating assembly to the moving platform described 
earlier. The subject lay face down and peered through two 
small apertures between the end of the platform and the 
head restraint looking at the screen below. One slight 
problem was subject and mirror movement, both of which 
caused vibrations to be set up resulting in artefacts from
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the galvanometer magnet. To overcome this, during the data 
acquisition phases, lead weights were placed close to the 
moving mirror assembly to dampen the vibrations. In this 
way the stimulus artefact signal was reduced to below 20 
fT.
Bach check subtended 0.22* and the total available screen 
size was 5* (i.e the visual field stimulated was cone 
dominated). For the half and quarter field stimuli, the 
full screen was used with three fixation points on the 
left edge, at the centre and top and bottom corners. The 
pattern was reversed by moving the image through one check 
distance, under computer control, every 0.5 s with a 
switching time of 10 ms. A randomly chosen delay of up 
to 30 ms was introduced to counter subject anticipation. 
Kvoked response data was collected every 6 ms for 414 ms. 
The pattern movement and the data acquisition were 
controlled by the saime computer program (Figure 43). Kach 
pattern reversal represented one data sweep. Noisy groups 
of sweeps were detected by calculating the maximum 
difference within each subset of 10 sweeps, [f an 
appropriately chosen threshold level was exceeded, all 10 
sweeps were eliminated from the data. An 8 s rest period 
was Introduced every 50 sweeps. 400 sweeps were averaged 
In the magnetic field measurement but only 200 sweeps were 
required for the electric potential response because of 
the more favourable signal to noise ratio. The 
Illumination of the whole pattern at the eye was 5 lux.
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Figure 43 Block diagram of the visual evoked data 
acquisition program
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with 66% contrast between the light and dark squares. All 
experiments were carried out in a semi-darkened room.
In the electric potential measurements silver chloride cup 
electrodes (SOS) were glued onto the scalp. Skin impedance 
for each electrode was below 2 kn after abrasion of the 
skin and the filling of the electrode cup with conducting 
gel (Camjel). The recording sites were referenced to the 
vertex and the mastoid was used as ground (Figure 44). 
Differential signals were filtered (0.3 Hz high pass and 
65 Hz low pass) and amplified by a commercial EEG 
amplifier system (Digitimer DM 5000) before input to the 
computer.
Magnetic field measurements of the evoked responses were 
made with the magnetometer previously described. A line 
frequency notch and a 65 Hz low pass filter were used. 
Throughout the experiments the dewar remained fixed. Only 
single channel recordings were possible with our 
magnetometer. Data was collected over a number of 
sessions, with rest periods In between and a complete 
mapping made over the back of the head. The signals were 
highly repeatable (Figure 45).
The subject was positioned at points on a square grid (2 
cm X 2 cm covering an area of 12 cm x 8 cm) in a 
horizontal plane under the detector by movement of the 
bed. Accuracy of positioning was * 2 mm. To ensure correct
VtRTtX
I-cm
Figure 44 Klectrode sites used for the half and quarter 
field stimulation experiment
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positioning of the subject on the bed a head restraint 
system was used. Position of the ear meatus on each side 
was noted and the subject looked through two small 
apertures ensuring that the screen was fully visible. On 
each subsequent repositioning the exact position was 
reproduced to view the screen with the ear meati in the 
same positions. Centre of the SQUID dewar tail was 
positioned over the inion as a reference point for each 
recording session. The shape of the head was determined by 
measuring the vertical distance from a fixed point on the 
dewar support to points on the head.
For both cases, electric potential and magnetic field 
recordings, the data was transferred to the main frame 
computer for processing. Signal contours were produced for 
each data epoch prior to any analysis.
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The three areas of retinal illumination used were the top 
right quarter field, the bottom right quarter field and 
the right half field. The strengths of the observed 
responses as a function of latency were parameterized by 
summing the squares of the individual values in the data 
set for that latency. We termed this quantity, the signal 
power P. For the magnetic field signal this was simply
where was the data value at the ith measurement 
position. However, for the electric potential, there is a 
complication in that all the signals were referenced to 
the vertex. Cn this case the average value for the whole 
data set for that latency was subtracted from each 
individual value for that latency, prior to summing the 
squares and calculating the power P which is then 
independent of the reference signal. Now the power term is 
defined by
P (Si -s,] / » ] 
- E  ( s, - â,)*
where Sj is the potential at the ith site, is the 
reference potential (at the vertex) and N is the total 
number of points.
lOOfT
MAGNETIC
F ie ld
300100
Figure 45 Magnetic fields as a function of latency 
recorded at a position on the midline 4 cm superior to 
the inion. a) and b) were recorded with right hemifleld 
stimulation one week apart, c) is the sum of the two 
right quarter field responses at the same site
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The signal power for electric potential and magnetic field 
for the three areas of Illumination (for subject SS) are 
shown as a function of latency in Figures 46 and 47. The 
PlOOm is clearly visible at a latency of 96 ms for the 
half field data obtained with magnetic measurements. In 
contrast the peak signal power for the potential data 
occurs at a latency of 84 ms for the same region of 
stimulation. This difference was unexpected and 
repeatable. It cannot be explained by instrumental effects 
as the same filter levels were used for both types of 
signal. The bottom quarter field power peak for the 
electric potential also occurred at 84 ms and the top 
quarter field peak occurred at 90 ms while the magnetic 
signal peak occurred at 96 ms again for both top and 
bottom quarter fields.
Contour maps of the magnetic field and electric potential 
at a latency of 96 ms are shown In figure 48 for the three 
types of stimulation. Location of the equivalent current 
dipole for each set of data was attempted by the iterative 
fitting procedure using the dipole in a sphere model as 
described previously. The fitting was again carried out as 
a function of model sphere centre position. The 'cranial 
centre', defined for our purposes ae the centre of the 
sphere that was the best fit to the back of the head, was 
calculated from the shape of the head. Table 9 summarizes 
the predicted dipole parameter results.
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Table 9
Predicted dipole parameters for half and quarter field 
stimulation experiment. Analysis was carried out over a 
cubic grid of model sphere centre space for subject SS at 
a latency of 96 ms. The inion is at (0,0,-1.5) and the 
cranial centre at (0,4.7,-9.9)
Xjj Yq a P K
cm cm cm * K-8Am
Half afield. (Lowest K sphere centre 0,5,-10)
Lowest R -0.70 1.65 -3.62 -9 7.83 0.16
Average -0.81 1 57 -3,67 -11 8.37 0.18
.Top_„guartej: (Lowest R sphere centre 0,5,-9)
Lowest K 0.91 2.80 -4.93 67 13.50 0.36
Average 1.10 2.40 ^4.21 57 12.40 0.38
Botta0Lgua%±a% (Lowest H sphere centre 0,4,-10)
Lowest R -0.74 3.10 -2.92 -44 4.87 0.22
Average -0.67 3.11 -2.92 -44 4.85 0.23
The lowest R sphere centres are all close to the cranial 
centre. In this case a sphere centred on the cranial 
centre has been shown to be the most appropriate model
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Thus far, bhe contour maps and analysis are concerned with 
a single latency. However, there may be additional 
information available from the evoked response. The signal 
power curve may indicate other latencies when the 
underlying activity is coherent and the source 
distributions likely to be dipolar. Contour maps were 
drawn (Figures 49, 50 and 51) and analysis carried out at 
latencies which were at of close to peaks in the magnetic 
signal power curves (Figures 46 and 47). Model sphere 
centres chosen were restricted now to a region around the 
cranial centre. A latency corresponding to a trough was 
also investigated for each stimulation field (Figure 52). 
These results are summarized in Table 10. The predicted 
dipoles are plotted on the relevant figures.
X0 >.
20
B ottom O u a r t ê r
Figure 48 Contour map? for magnetic field (left) and 
electric potential (right) data at 96 ms latency. Contours 
are at 100 fT and 5 mV intervals, solid lines indicate 
positive and
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Table 10
Predicted dipole parameter (lowest R) values for latencies 
near peaks in the signal power curves. Model sphere 
centres chosen were close to the cranial centre
Latency/ms X%)/cm Yo/cm *2p/cm P/E-8Am K
Half field stimulation
90 -0.57 1,52 -3,20 -5 4.39 0.25
96 -0.70 1.65 -3,62 -9 7.83 0.16
102 -0.90 1.66 -3,69 -16 7.60 0.19
126 -1.65 1.48 -3,81 23 5.73 0.26
168 -3,01 1,88 -2.83 -57 2.16 0.46
Top quar ter f ieId st imulat ion
90 1.06 3,20 -4,70 79 9.02 0.44
96 0,91 2.80 -4,93 67 13.50 0.36
102 1,33 3.11 -4.30 79 7.82 0.41
138 -0.63 3.39 -6.59 58 23.09 0.38
144 -0,36 4.23 -6,45 66 22.93 0.32
Bottom quarter field stimulation
96 -0,74 3.10 -2,92 -44 4.87 0.22
102 -0.99 3.06 -2,95 -45 4.65 0.25
108 -1.42 2,96 -2,64 -58 3.12 0.31
126 -1,31 2.23 -4.00 -138 6.49 0.32
132 -2,99 2,19 -4.01 -192 5.82 0.32
Latencies corresponding to troughs in the power curves
Half 114 -1,50 2 23 -2.45 -92 1.78 0,43
Top quarter 114 0.45 4,78 -3.25 -11 2.18 0.61
Bottom " 84 0,76 3,10 -2.22 -60 1.22 0,59
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Figure 52 Contour maps at latencies corresponding to troughs 
in the signal power curve, a) Top quarter b) Half field and 
c) Bottom quarter stimulation. 3olid lines are positive
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The major difference between the contours at the peak 
value and those at the trough for any particular 
stimulation field is signal magnitude. As the signal to 
noise ratio decreases (for latencies corresponding to 
troughs), the fitting becomes more difficult. This was 
particularily noticeable for the example in Figure 52c 
where the dipole prediction was strongly dependent on the 
iteration starting point in dipole parameter space.
For latencies 90 ms -102 ms, consistent dipole positions 
were found for each of the half field and bottom quarter 
field data sets. This consistency and the values of R 
0.2 argue for the physical significance of the predicted 
effective dipole. From computer simulation studies we 
would expect the noise itself to produce R « 0.1 with a 
similar contribution attributable to dewar positioning 
errors. It appears therefore that the misfit can be 
explained by experimental error without any significant 
contribution from model inadequacy. The dipole positions 
predicted (close to the calcarine fissure) are consistent 
with previous work using electrodes (Butler at al 1987, 
Halliday et al 1977).
For these latencies the upper quarter field data were more 
difficult to fit but consistent results were achieved for 
90 ms and 102 ms. Again the suggested locations were 
broadly consistent with previous work with, in this case, 
a somewhat deeper cortical source.
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During this period the half field response broadly 
corresponds to the sum of the two quarter field responses, 
indicating independent sources. In addition, the half 
field effective dipole appears to be midway between the 
two quarter field dipoles.
Table 10 Indicates that the dominant sources during later 
peaks in power are unlikely to be located in the same 
cortical region as the Pioom signal, though this 
conclusion must be tentative given the generally high R 
values involved.
Thus Car [have only discussed the magnetic field signals. 
Current dipoles were not fitted to the electric potential 
data. However, the power curves for the electrode and 
magnetometer data show distinct peaks, but at different 
latencies, suggesting that the generators are not the 
same. The results were repeatable indicating that there 
were no significant problems relating to stationerity.
This might indicate that dominant sources of the Pioo 
recorded electrically are predominantly radial. This is 
reasonable given that the fovea is represented around an 
occipital convexity a few cm above the inion.
The results presented in this chapter are confined to just 
one subject. Four other subjects were studied but, because 
of the time and discomfort involved in data acquisition.
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the quality and quantity of the other data is not 
sufficient to add to the conclusions already noted. 
However, it is worth reporting that a similar latency 
shift between the electric and magnetic power peaks was a 
common feature.
Our conclusions are tentative but, in summary, they 
indicate that precise magnetic mapping allied with a 
careful analysis based on the dipole in a sphere model can 
indicate the existence of a wider range of source 
generators for this stimulus than was previously 
suspected. Combining electric and magnetic measurements 
should allow a fuller understanding of the retinotopic 
organisation corresponding to this and other VfclR data.
132
Cgnclttfl long And ■ f urther .Kork
The dipole in a sphere model has been shown to work well 
for spheres, part spheres, unless the dipole is very close 
to the boundary, and skulls, where dipoles are 
superficial. For other situations, proper use of the model 
requires account to be taken of the model sphere centre.
In some systems (i.e deeper dipoles with the skull), the 
choice of sphere centre is highly significant to dipole 
prediction and full scanning of all reasonable 
alternatives is necessary.
The work reported above indicates that a prediction is 
robust if the sphere centre choice, within physically 
acceptable limits, does not affect the result 
significantly. Including the sphere centre in the fitting 
procedure gives information about the robustness of the 
model and predictive accuracy can be improved by 
intelligent choice of assumed sphere centre(s).
The dipole in a sphere model has been demonstrated to be 
useful for the two biological systems studied; namely 
chicks where the fitting suggested a non embryonic source 
which was subsequently confirmed, and human VER where use 
of the model suggested that the electric and magnetic 
generators of the Pioo are different
Suggestions for further work can be divided into two
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areas; analysis and systems. In particular the analysis 
needs to be extended to allow comparisons of the sphere 
model with the homogeneous head model (Meijs et al 198/) 
and there is also a need to evaluate the effects of 
inhomogenieties in more detail. In relation to the fitting 
procedures, a better analysis of the relevance of K is 
required so that misfit due to noise and misfit due to 
model inadequacy can be more easily discriminated. Finally 
the analysis should be capable of determining multiple 
dipoles. A tentative strategy, involving spatial 
segmentation of the data, has been suggested.
Many developments of the experiments on the biological 
systems are possible. Firstly chick electrolyte levels, 
which lead to the formation of liquid junction and 
membrane potentials-,, need to be determined as a function 
of development time. This will help to identify possible 
signal sources. In addition use of a miniature 
magnetometer will help to identify any components of the 
signal associated with the embryo itself.
In the case of brain studies, more precise visual stimuli 
(e.g separate octants of the visual field as opposed to 
just half and quarter fields) are needed to accurately map 
the retinotopic representation. Again a smaller 
magnetometer with better spatial resolution would be 
required. The immediate need is for more subjects to be 
used in order to properly verify the reported results
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fully.
Finally, a cautionary note for further brain studies. Cn 
addition to improvements in the analysis, multiple SQ(J£D 
sensors need to be used to reduce the data acquisition 
time and the signal to noise needs to be improved before 
MEG can be justified in clinical situations.
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