A hyperoval of a point-line geometry is a nonempty set of points meeting each line in either 0 or 2 points. In this paper, we study hyperovals in line Grassmannians of finite polar spaces of rank 3, hereby often imposing some extra regularity conditions. We determine an upper bound and two lower bounds for the size of such a hyperoval. If equality occurs in one of these bounds, then there is an associated interesting point set of the polar space, like a tight set, an m-ovoid or a set of points having two possible intersection sizes with generators. With the aid of a computer, we have determined all hyperovals of the line Grassmannians of Q + (5, 2), Q(6, 2) and Q − (7, 2). Several of the bounds we have found are actually tight for these geometries.
Introduction
Suppose S = (P, L, I) is a partial linear space with (nonempty) point set P, line set L and incidence relation I ⊆ P × L. A hyperoval of S is a nonempty set X of points having the property that every line of S has either 0 or 2 of its points in X. The notion of a hyperoval of a partial linear space generalizes the well-known notion of a hyperoval of a projective plane. A hyperoval of a finite projective plane can only exist if the order of that plane is even. Hyperovals of finite polar spaces have already been studied, see [2, 3, 4, 10, 11, 13, 14, 15] for generalized quadrangles (i.e. polar spaces of rank 2) and [4, 5, 6, 12] for polar spaces of rank 3.
In the present paper, we study hyperovals of line Grassmannians of polar spaces of rank 3, and point out some connections between these objects and other interesting combinatorial objects like hyperovals of GQ's and certain nice point sets of polar spaces. These nice point sets comprise tight sets, m-ovoids and sets of points having two possible intersection sizes with generators.
Suppose Π is a polar space of rank 3. For every incident point-plane pair (x, π) of Π, we denote by L(x, π) the set of all lines of π through x. Then the line Grassmannian G Π of Π is the point-line geometry whose points are the lines of Π and whose lines are all the sets L(x, π), where π is some plane of Π and x ∈ π (incidence is containment).
Suppose Π is a finite polar space of rank 3 defined by a quadric or symplectic/Hermitian polarity of a finite projective space. If G Π admits a hyperoval H and π is a plane of Π through an element of H, then every point x ∈ π is contained in either 0 or 2 lines of π that belong to H, showing that the lines of π belonging to H form a hyperoval in the dual plane of π. This is only possible when the underlying field of Π has characteristic 2.
Suppose therefore that q is an even prime power and that Π is one of the following polar spaces of rank 3:
Q + (5, q), Q(6, q), Q − (7, q), H(5, q) for q square, H(6, q) for q square.
For each of these polar spaces, we associate a parameter , as indicated in the following table:
Polar space Q + (5, q) Q(6, q) Q − (7, q) H(5, q) H(6, q) 0 1 2
The polar space Π then has (q +2 + 1)(q 2 + q + 1) points, (q +1 + 1)(q +2 + 1)(q 2 + q + 1) lines and (q + 1)(q +1 + 1)(q +2 + 1) planes. For every point x of Π, let Res(x) denote the point-line geometry whose points and lines are the lines and planes of Π through x, with containment as incidence relation. Then Res(x) is a generalized quadrangle of order (q, q ).
Suppose H is a hyperoval of the line Grassmannian G Π of Π. So, H is a set of lines of Π. We call a line of Π black if it belongs to H, otherwise we call it white. We call a point of Π black if it belongs to some black line, otherwise we call it white. We call a plane of Π black if it contains a black line, otherwise we call it white.
If α ∈ N * := N \ {0}, then we call the hyperoval H α-regular if every black point is incident with precisely α black lines. The hyperoval H is called regular if it is α-regular for some α ∈ N * . In this case, α is called the degree of H. If π is a black plane then the black lines contained in π form a hyperoval in the dual plane of π. So, π contains precisely q + 2 black lines and
black points incident with at least one of these q + 2 black lines. We call the black plane π thin if it contains no further black points, that means, if all black points of π are incident with some black line of π.
If x is a black point, then we denote by L x the set of black lines through x. The following lemma, which is a direct consequence of the definition of hyperoval, describes a close relationship between hyperovals of polar line Grassmannians and hyperovals of GQ's. Lemma 1.1 For every black point x, the set L x is a hyperoval of the generalized quadrangle Res(x).
Among all the polar line Grassmannians that we consider here, the three examples with the smallest number of points are the line Grassmannian G + (2) of Q + (5, 2), the line Grassmannian G(2) of Q(6, 2) and the line Grassmannian G − (2) of Q − (7, 2) . (These are the only three examples having fewer than 1500 points.) We have used a computer to determine all hyperovals of these geometries. These hyperovals have been listed in tables that can be found in the appendix. We extract the following information from these tables, hereby following the convention to call a hyperoval H 1 "more symmetric" than another hyperoval H 2 if the order of the setwise stabilizer of H 1 is bigger than the order of the setwise stabilizer of H 2 (in the full group of automorphisms), or equivalently, if the isomorphism class of H 1 is smaller than the isomorphism class of H 2 .
• G + (2) has up to isomorphism 19 hyperovals. Three of them are regular, namely the three most symmetric hyperovals, and five of them have the property that every black plane is thin, namely the five most symmetric hyperovals.
• G(2) has up to isomorphism 39 hyperovals. Five of them have the property that every black plane is thin, namely the five most symmetric hyperovals. There are also six regular hyperovals (all of which belong to the 13 most symmetric hyperovals).
• G − (2) has up to isomorphism 54 hyperovals. Two of them are regular, namely the two most symmetric hyperovals, and four of them have the property that every black plane is thin, namely the four most symmetric hyperovals.
If the number of symmetries is a measure of how "nice" a hyperoval is, then the above indicates that it might be worthwhile to study hyperovals that are regular and/or have the property that every black plane is thin.
In this paper, we look at line Grassmannians of finite polar spaces of rank 3 that are regular and have the property that every black plane is thin. We derive lower and upper bounds for the size of such a hyperoval. In case one of these bounds is achieved, the set of black points will be a tight set, an m-ovoid or a set of points having two possible intersection sizes with generators.
Suppose X is a set of points of Π. Then X is called an m-ovoid (for some m ∈ N) if it intersects every plane of Π in precisely m points. In general, the number of ordered pairs of distinct collinear points of X is bounded above by (q + 1) · |X| · ∈ N and X is also called i-tight. In case of equality, we also have that every point x ∈ X is collinear with precisely (i + q − 1)(q + 1) points of X \ {x} and that every point y ∈ X is collinear with precisely i(q + 1) points of X. Tight sets were introduced by Payne [16] for generalized quadrangles and by Drudge [8] for arbitrary polar spaces. We refer to these references for proofs of the above-mentioned facts.
We will prove the following results in this paper. are integral. Moreover, 
with equality if and only if the set of black points is a tight set of points.
Inspection of all hyperovals of G + (2), G(2) and G − (2) tells us that the bounds of Theorems 1.2 and 1.3 are actually tight for several of the possible values of α. In fact, for regular hyperovals for which all black planes are thin, the divisibility conditions and bounds of Theorems 1.2, 1.3 in combination with an additional argument allows to almost completely determine the spectrum of possible hyperoval sizes for the geometries G + (2), G(2) and G − (2), see the appendix. The lower bound in Theorem 1.2 can obviously only be achieved if
By refining some of our arguments, we will derive an inequality in Section 4 which is stronger than this lower bound if
From the fact that L x is a hyperoval of Res(x) for every black point x, it can be deduced that max(2q + 2, (q − q + 2)(q + 1)) ≤ α ≤ 2(q +1 + 1), see Lemma 2.2. The upper and lower bound in Theorem 1.2 coincide if and only if α = 2(q +1 + 1). So, if α = 2(q +1 + 1), then we should have |H| = (q + 2)(q +1 + 1)(q +2 + 1). In fact, in this case the requirement that every black plane is thin is not necessary. We will see later (Proposition 2.9) that in the case of a regular hyperoval of degree 2(q +1 + 1), every black plane needs to be thin.
Put
. Both Theorems 1.2 and 1.3 give lower bounds for |H|. Depending on whether α < α * or α > α * , the lower bound given in Theorem 1.3 will be stronger or weaker than the one given in Theorem 1.2. It can easily be shown that max(2q + 2, (q − q + 2)(q + 1)) < α * < 2(q +1 + 1). So, in some cases Theorem 1.2 will provide the best lower bound. In other cases, Theorem 1.3 will do that.
Basic properties of hyperovals
A partial linear space S = (P, L, I) is called a generalized quadrangle (GQ) of order (s, t) if every line is incident with precisely s + 1 points, every point is incident with precisely t + 1 lines and for every non-incident point-line pair (x, L), there exists a unique point on L collinear with x. The following lemma is a special case of [1, Lemmas 3.9 and 3.11], see also Theorems 2.1 and 2.2 of [7] for the lower bounds.
Lemma 2.1 Suppose X is a hyperoval of a generalized quadrangle Q of order (s, t). Then |X| is even and max(2(t + 1), (t − s + 2)(s + 1)) ≤ |X| ≤ 2(st + 1).
Suppose now that q is an even prime power and that Π is one of the following polar spaces of rank 3:
, H(5, q) for q square, H(6, q) for q square.
Let ∈ {0,
, 2} be the parameter associated to Π as defined in Section 1. Suppose that H is a hyperoval of the line Grassmannian G Π of Π. As we saw in Section 1, we can then talk about black and white points, black and white lines, black and white planes. For every black point x, we put α x := |L x |, where L x denotes the set of black lines through x. The following is an immediate consequence of Lemmas 1.1 and 2.1.
Lemma 2.2 For every black point x, the number α x is even and max(2q + 2, (q − q + 2)(q + 1)) ≤ α x ≤ 2(q +1 + 1).
Lemma 2.3 (1) Every black plane π contains precisely q + 2 black lines and
black points that are incident with at least one of these q + 2 black lines. The q + 2 black lines of π form a hyperoval in the dual plane of π.
(2) The total number of black planes is equal to
If H is α-regular, then the total number of black points is equal to q+1 α · |H|.
Proof. The first claim was already explained in Section 1. As for the second claim, this follows from straightforward double counting. black points that are incident with some black line of π. As consequence, if π is a thin black plane, then every white line of π is incident with precisely q+2 2 black points.
Proof. Each of the q + 2 black lines of π intersects L in a black point, and every black point of L that arises in this way is contained in precisely two black lines of π. Hence, L contains precisely q+2 2 black points that are incident with some black line of π.
Lemma 2.5
Suppose H is an α-regular hyperoval having the property that every black plane is thin. Then every black point is contained in
black planes and
white planes.
Proof. The total number of planes through x is equal to (q + 1)(q +1 + 1). We count the number of black planes through x containing at least one and hence precisely two black lines through x. Each of the α black lines through x is contained in q + 1 (necessarily black) planes. So, we get a list of α(q + 1) (not necessarily distinct) black planes, and every black plane occurs either 0 or 2 times in this list. So, the total number of planes through x containing at least one black line through x is equal to (q + 1)(2q +1 + 2 − α) planes through x not containing any black line through x. Then π cannot be a black plane, since otherwise the plane would contain a black point (namely x) that is not contained in any of the q + 2 black lines of π, in contradiction with the fact that π would be thin.
Lemma 2.6 (1)
Proof. Suppose π is a black plane. There are q + 2 black lines contained in π and each of these black lines is incident with precisely q black planes distinct from π. So, there are (q + 2)q black planes that meet π in a black line. Now, call N the number of black planes that meet π in a white line. Counting in two different ways the number of pairs (L, π ), where L is a black line meeting π in a singleton and π is the (necessarily unique) black plane through L meeting π in a line, we find
Indeed, since there are (q + 2)(q + 1) possibilities for an incident point-line pair in π where both objects are black, the number of possibilities for L is equal to x∈π α x − (q + 1)(q + 2). On the other hand, for each of the N black planes meeting π in a white line, there are q + 2 possibilities for L, and for each of the (q + 2)q planes meeting π in a black line, there are q + 1 possibilities for L. From equation (1), we deduce that N = 1 q+2 x∈π α x − (q + 1)(q + 1). Now, since there are (q 2 + q + 1)q planes meeting π in a line, the total number of white planes meeting π in a line is equal to (
The case where π is a white plane is similar. In this case, we obtain the equality x∈π α x = N · (q + 2), where N is the total number of black planes meeting π in a (necessarily white) line.
Proposition 2.7 (1) If π is a black plane, then (q + 1)(q + 2)(q + 1) ≤ x∈π α x ≤ (q + 1)(q + 2)(q +1 + 1). The lower bound is achieved if and only if there are no black planes meeting π in a white line. The upper bound is achieved if and only if every plane meeting π in a line is black. If the lower bound is achieved, then π is thin and α x = 2(q + 1) for every black point x of π.
(2) If π is a white plane, then x∈π α x ≤ (q 2 + q + 1)(q + 2)q , with equality if and only if every plane meeting π in a line is black.
Proof. The numbers occurring in Lemma 2.6 need to be nonnegative implying the lower and upper bounds, and most other claims of the proposition. If π is a black plane, then π contains at least (q+2)(q+1) 2 black points and α x ≥ 2(q + 1) for each of these black points (see Lemma 2.2). So, we also have x∈π α x ≥ (q + 1)(q + 2)(q + 1), with equality if and only if π is thin and α x = 2(q + 1) for every black point x of π.
Proposition 2.8
We have |H| ≤ (q + 2)(q +1 + 1)(q +2 + 1), with equality if and only if every plane is black.
Proof. By Lemma 2.3, the total number of black planes is equal to q +1 q+2 · |H|. The proposition immediately follows from the observation that this number is at most the total number (q + 1)(q +1 + 1)(q +2 + 1) of planes of Π.
By Lemma 2.2, the degree of a regular hyperoval is bounded above by 2(q +1 + 1). We now show that if the degree attains this maximal value, then the size of the hyperoval must attain the upper bound stated in Proposition 2.8.
Proposition 2.9
Suppose H is α-regular with α = 2(q +1 +1). Then |H| = (q +2)(q +1 + 1)(q +2 + 1) and every black plane is thin.
Proof. To show that |H| = (q + 2)(q +1 + 1)(q +2 + 1), it suffices by Proposition 2.8 to show that every plane is black. Now, the graph on the planes of Π, where two planes are adjacent whenever they intersect in a line, is connected. So, in order to prove the proposition, it suffices to prove the following for every black plane π of Π: (1) every plane meeting π in a line is black; (2) π is thin.
Denote by N the total number of black points contained in π. Then
≤ N with equality if and only if π is thin. By Proposition 2.7,
, implying that π is thin, and x∈π α x = (q + 1)(q + 2)(q +1 + 1) implying that every plane meeting π in a line is black.
Proofs of Theorems 1.2 and 1.3
Suppose H is an α-regular hyperoval of the line Grassmannian G Π of Π having the property that every black plane is thin. We denote by B the set of black points and by W the set of white planes. For every black plane π, let W π denote the set of all white planes meeting π in a line. For every white plane π, let N π denote the number of black points inside π.
The aim of this section is to prove Theorems 1.2 and 1.3. The proofs of these results will make use of the precise values of π∈W 1, π∈W N π and π∈W N 2 π that we will determine. The computations of π∈W 1 and π∈W N π will be rather straightforward. This seems however not to be the case for the sum π∈W N 2 π whose value will be computed via a detour, hereby making use of some of the lemmas of Section 2.
Proposition 3.1 We have
Proof. The first equality follows from the fact that Π has (q + 1)(q +1 + 1)(q +2 + 1) planes,
of which are black (see Lemma 2.3). The second equality can be obtained from counting the number of pairs (x, π), where x is a black point and π is a white plane incident with x, hereby taking into account Lemma 2.5. Proof. If W = ∅, then equation (3) implies that α = 2q +1 + 2. Conversely, if α = 2(q +1 + 1), then Propositions 2.8 and 2.9 imply that W = ∅.
Lemma 3.3
For every black plane π, we have
Proof. For every plane π intersecting π in a line, let M π denote the number of black points in π \ π. Since every point outside π is incident with a unique plane meeting π in a line, we have |B| = M 1 + M π , where the summation ranges over all planes π intersecting π in a line and
denotes the total number of black points inside π. Now, by Lemma 2.6 there are
• (q+2)q black planes meeting π in a black line, each contributing
extra black points;
(q + 1)(α − 2q − 2) black planes meeting π in a white line, each contributing
extra black points. Hence, the total number of black points is equal to
Proof. For every black plane π, we have
If we sum the last equation over all
black planes, then taking into account that for every white plane π , there are 1 q+2 · α · N π black planes meeting π in a line, we see that
from which the stated equality follows.
We have now collected enough information to prove Theorems 1.2 and 1.3. The Cauchy-
The latter equation is equivalent with
Since α ≤ 2(q +1 + 1), we have r 2 − r 1 = q(q+1)(q+2)(q +1) 2α
We have equality in the above-mentioned Cauchy-Schwartz inequality if and only if N π is constant. In the case where W = ∅, this happens precisely when every white plane contains precisely N black points, where N := is the average number of black points inside a white plane.
If |B| = r 1 , then one computes that every white plane is incident with precisely
black points. If |B| = r 2 , then one computes that every white plane is incident with precisely (q+2)(q+1) 2 black points. So, in the latter case, the set B is an m-ovoid with m = (q+2)(q+1) 2 . In the general case, the inequality r 1 ≤ |B| ≤ r 2 implies that
We have now finished the proof of Theorem 1.2. Recall that the divisibility conditions of that theorem have already been proved in Lemma 2.3.
We are now also able to prove Theorem 1.3. The total number of black planes is equal to
. Since every line of Π is incident with precisely q + 1 planes of Π, the total number of ordered pairs of distinct collinear points of B is equal to
Making use of Propositions 3.1 and 3.4, we see that this number is equal to
This number is at most (q + 1) · |B| · |B| q 2 +q+1 + (q − 1) , with equality if and only if the set of points is tight. The obtained inequality is equivalent to |B| ≥ (q+1)(q 2 +q+1) 2
Remark. Suppose W = ∅. Then we can consider the adjacency matrix A of the black and white planes, that is the 0-1 matrix whose rows are indexed by the black planes and whose columns are indexed by the white planes, with an entry being equal to 1 if and only if the corresponding black plane intersects the corresponding white plane in a line. Let W denote the set of white planes containing a black point, and let A denote the submatrix of A obtained by considering only those columns that correspond to the elements of W . The equations in Lemma 3.3 determine a linear system with |W | unknowns whose corresponding matrix is A . The rank of A is at most |W |. If the rank equals |W |, then the linear system implies that all values N π , π ∈ W , are constant, say equal to N . So, in this case every white plane has either 0 or N black points. Inspection of all hyperovals of G + (2), G(2) and G − (2) tells us that it is quite common for the rank of A to be equal to |W |. However, it seems to be less common for the most symmetric hyperovals, in particular for the regular hyperovals that only admit black planes that are thin.
An improved lower bound for |H|
Let H be an α-regular hyperoval of the line Grassmannian G Π of Π having the property that every black plane is thin. We continue with the notation introduced in Section 3. Suppose W = ∅. Since N π ∈ N for every π ∈ W , we have
for every n ∈ Z, with equality if and only if every white plane contains either n or n + 1 black points. The inequality (5) is equivalent to
If we put x := y − n, where y := π∈W Nπ π∈W 1
, then the inequality (6) becomes
The value for x 2 − x is always positive, except when x ∈ [0, 1]. In view of the fact that y − x = n needs to be integral, we thus see that the strongest bound in (7) is obtained if we put x = y − y ∈ [0, 1[. Notice also that if y ∈ N, then the strongest bound in (7) is obtained for two values of x, namely the values x = y − y = 0 and x = 1. In this case, the inequality (7) reduces to the Cauchy-Schwartz inequality
≥ 0, which we already employed earlier. Observe also that if we have equality in (7), then every white plane contains precisely n or n + 1 black points, where n = y − x = y . Making use of the computations done in Section 3, we can thus conclude: Proposition 4.1 Suppose H is an α-regular hyperoval of G Π having the property that every black plane is thin. Let B denote the set of black points of H. Suppose
α(q + 1) − 2q(q + 1) and r 2 :=
with equality if and only if there exist two consecutive integers n and n + 1 such that every white plane contains either n or n + 1 black points. In fact, if equality holds, then every white plane contains either n 1 or n 2 black points, where n 1 = (8) is stronger then the previous obtained inequality, which was equivalent to (|B| − r 1 )(r 2 − |B|) ≥ 0.
(2) The numbers n 1 and n 2 are consecutive integers if
and we find again that if |B| ∈ {r 1 , r 2 }, then every white plane contains precisely We have used the computer algebra system GAP [9] to determine all hyperovals of the geometries G + (2), G(2) and G − (2). The aim of this appendix is to list all those hyperovals together with some of their properties. The computer code and a library of the hyperplanes can be found online (see http://cage.ugent.be/geometry).
We denote by Π the underlying polar space of G + (2), G(2) or G − (2). Since all lines of G Π are incident with precisely three points, we observe that a nonempty set H of points of G Π is a hyperoval if and only if its characteristic vector is orthogonal with the characteristic vectors of all lines of G Π . Here, all characteristic vectors are regarded over the smallest field F 2 = GF(2). Based on this observation, we have determined all hyperovals of G Π . The hyperovals we found in this way are listed in Tables 1 till 4 . It turns out that G + (2) has 32767 hyperovals which fall into 19 isomorphism classes, G(2) has 2097151 hyperovals which fall into 39 isomorphism classes and G − (2) has 268435455 hyperovals which fall into 54 isomorphism classes. We have also written GAP code to determine some of the elementary properties of these hyperplanes. This information can also be found in the tables. For each hyperoval H, we have listed the following information:
• the number N of hyperovals in its isomorphism class;
• its size |H|;
• the numbers |D i |, i ∈ I, where I denotes the set of possible degrees for the points and D i denotes the set of points of degree i (by convention, a white point has degree 0);
• the number |B 1 |, where B 1 denotes the set of thin black planes;
• the number |B 2 |, where B 2 denotes the set of non-thin black planes;
• in case there are white planes, WP denotes the array of the form n k , where k ∈ {1, . . . , 8}, n 1 , n 2 , . . . , n k ∈ {0, . . . , 7} with n 1 < n 2 < · · · < n k and e 1 , e 2 , . . . , e k ∈ N * such that for every i ∈ {1, 2, . . . , k}, there are precisely e i white planes containing precisely n i black points (note that e 1 + e 2 + . . . + e k is the total number of white planes).
For some of the hyperovals occurring in Tables 1 through 4 , it is possible to give an easy explicit description. The hyperoval H 3 of G + (2) consists of all lines that are disjoint with two given mutually disjoint planes. We have also verified that the remaining H If Π = Q(6, 2), then a similar treatment as in the previous paragraph would show that α ∈ {6, 8, 10} and that (α, |H|) must be equal to either (6, 84) , (8, 120) , (8, 128) or (10, 180) . Table 2 tells us that the possibilities (6, 84) and (10, 180) cannot occur.
If Π = Q − (7, 2), then a similar treatment as above tells us that α ∈ {12, 16} and that (α, |H|) must be equal to either (12, 336) or (16, 512) . By Tables 3 and 4, these are indeed the possible values for (α, |H|).
