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EFFICIENT LOCALIZATION BOUNDS
IN A CONTINUOUS MULTI-PARTICLE ANDERSON MODEL
WITH LONG-RANGE INTERACTION
VICTOR CHULAEVSKY1
Abstract. We establish strong dynamical localization for a class of multi-particle
Anderson models in a Euclidean space with an alloy-type random potential and a
sub-exponentially decaying interaction of infinite range. For the first time in the
mathematical literature, the uniform decay bounds on the eigenfunction correlators
at low energies are proved, in the multi-particle continuous configuration space, in
the norm-distance and not in the Hausdorff pseudo-metric.
1. Introduction
1.1. The model. We study a multi-particle Anderson model in Rd with long-range
interaction and subject to an external random potential of the so-called alloy type.
The Hamiltonian H
(
= H(N)(ω)
)
is a random Schro¨dinger operator of the form
H = −
1
2
∆+U(x) +V(ω;x) (1.1)
acting in L2
(
(Rd)N
)
. To stress the dependence on the number of particles, n ≥ 1,
omitting a less important parameter d (= the dimension of the 1-particle configuration
space), we denote
X
N :=
(
R
d
)N
, ZN :=
(
Z
d
)N
→֒
(
R
d
)N
, N ≥ 1.
The points x = (x1, . . . , xN ) ∈ X
N represent the positions of the N quantum particles
evolving simultaneously in the physical space Rd. In (1.1), ∆ stands for the Laplacian
in (Rd)N (or, equivalently, in RNd). The interaction energy operator U acts as multi-
plication by a function x 7→ U(x). Finally, the potential energy V(ω;x) (unrelated to
the inter-particle interaction) is the operator of multiplication by a function
x 7→ V (x1;ω) + · · ·+ V (xN ;ω), (1.2)
where x ∈ Rd 7→ V (x;ω) is a random external field potential assumed to be of the form
V (x;ω) =
∑
a∈Zd
Va(ω)ϕ(x− a). (1.3)
Here and below Va, a ∈ Z
d →֒ Rd, are IID (independent and identically distributed)
real random variables on some probability space (Ω,F,P) and ϕ : Rd → R is usually
referred to as a scatterer (or “bump”) function.
More precise assumptions will be specified below.
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1.2. The motivation and comparison with the existing results. The single-
particle localization theory, describing non-interacting quantum particles in a random
environment, was initiated by P. W. Anderson in his seminal paper [1], which he
affectionately called the ”Nobel Prize One”. The first rigorous mathematical results
on random Anderson-type Hamiltonians were obtained by Goldsheid et al. [26] (in
R
1), Kunz and Souillard [31] (in Z1), and then in multi-dimensional lattice models by
Fro¨hlich et al. [23,24], with the help of the Multi-Scale Analysis (MSA). An alternative
approach was developed by Aizenman and Molchanov [2], for the lattice models; the
original technique was later substantially generalized in a series of deep works bearing
a distinctive mark of Michael Aizenman’s enthusiasm; cf., e.g., [3–5].
Martinelli and Holden [36] extended the MSA to the continuous models, i.e., to the
random Hamiltonians in L2(Rd).
In all the above mentioned papers, as well as in a number of other physical and
mathematical works, the quantum particles were considered non-interacting; in the
physical context, this is of course a conscious approximation, made already by Anderson
[1] who did not hide his concerns about the possible effects of the interaction on the
localization phenomena.
An outburst of new results, both in theoretical and in mathematical physics, oc-
curred in 2005-2008 (cf. [7], [27], [6, 15–17]; some preprints appeared earlier). As
usual, the physical works provided stronger statements, viz. the stability of localiza-
tion phenomena under sufficiently weak interaction in physicaly realistic systems, with
N ∼ ρ|Λ| particles in a bounded but macroscopical large domain Λ ⊂ Rd. We stress
that Λ is indeed of finite, albeit possibly large size. It goes without saying that for
all imaginable applications the size of Λ is bounded by (or is of order of) that of our
little planet, and not actually infinite. The first mathematical works considered a fixed
number N > 1 of particles in an infinite configuration space: Zd in [6,15–17], and later
R
d (cf. [14], [38], [34], [25]).
While it does not come as a big surprise that only a finite, and fixed, number
of particles were allowed in the first attempts to build rigorous theory of Anderson
localization in systems with nontrivial interaction, it is more surprising that the results
on complete spectral and strong dynamical localization proved in [6, 17] required the
configuration space to be actually infinite. More precisely, localization (viz., uniform
bounds on the eigenfunction correlators, or the rate of spread of an initially localized
wavepacket ψ under the Hamiltonian dynamics e−itH) could not be established in
arbitrarily large yet bounded domain Λ of the physical configuration space.
This is quite opposite to the usual situation where a finite-volume analysis is only
a prelude for the rigorous study of the object inspiring mathematicians – an actually
infinite system. If the results of [6, 17] (or their continuous-space counterparts [14, 25,
34]) were to be applied to the physical models, they would be valid only if our Universe
were found to be infinite. Otherwise, one could not be able to rule out some tunneling
processes which might result in transfer of particles over arbitrarily large distances.
On the technical level, the bottleneck of previously available rigorous results on the
N -particle localization (starting with N = 3) is the eigenvalue concentration (EVC)
estimate, which is analogous to, but more sophisticated than, its well-known counter-
part going back to Wegner [39]. Despite significant differences between the techniques
of [17] and [6], both approaches faced essentially the same problem, and both gave
rise to the decay bounds on the eigenfunctions (EFs) and eigenfunction correlators
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(EFCs) expressed in terms of the so-called Hausdorff (pseudo-)distance but not the
norm-distance.
Now we turn to the goals and results of the present work.
Following the approach to the multi-particle EVC bounds presented originally in
[10, 11] and recently extended in [12], we aim to improve the EVC estimates required
for the multi-particle MSA (MPMSA) and achieve more efficient decay N -particle
localization bounds for N ≥ 3 particles in a Euclidean space Rd, d ≥ 1. For the
lattice systems, such a task was performed in our recent work [19].
 The main novelty of the present work is the first rigorous proof (for N ≥ 3) of
uniform decay (which we show to be at least sub-exponential) of the eigenfunction cor-
relators with respect to a genuine norm-distance in a multi-particle alloy model in Rd
or in any bounded regular sub-domain thereof. In accordance with the above discus-
sion, the phenomenon of Anderson localization is thus firmly established in disordered
systems with fixed number of quantum particles in a physically realistic geometrical
setting. For the moment, this result is proved for a particular class of alloy potentials,
which we call flat tiling alloys.
 Further, compared to the paper by Klein and Nguyen [34], who made a signifi-
cant step in the scaling analysis of the continuous interactive multi-particle Anderson
models, the main improvement is relaxing the condition of finite-range interaction to
a sub-exponential decay of the interaction potential.
Surprisingly, in the models with sub-exponential decay of the interaction potential,
the MPMSA approach provides a qualitatively stronger decay rate (a genuine expo-
nential one) of the localized EFs than the new variant of the MPFMM developed by
Fauser and Warzel [25]. The decay rate of the EFs derived from the analysis of the EF
correlators, naturally, cannot be stronger than that of the EFCs, while the (MP)MSA
scheme is free from this logical dependence. We postpone the proof of exponential
decay of the localized EFs to a forthcoming paper, but note that this can be achieved
by way of straightforward, “algotithmic” adaptations of some known results:
• First, one can follow the bootstrap MPMSA strategy developed by Klein and Nguyen,
simply replacing the two-volume EVC bound [34, Corollary 2.3], applicable to the
Hausdorff–distant pairs of cubes, by the one proved in the present paper (cf. Theorem
4) and applicable to the norm-distant pairs. A careful reading of Ref. [34] evidences
that the extension of their techniques to sub-exponentially decaying interactions can
be carried out with the help of the perturbation argument from Lemma B.1 (comple-
menting the analysis in [34, Sect. 5.4.2]). We also point out here that the impact of the
choice of the Hausdorff- or norm-distance in the N -particle configuration space on the
qualitative result regarding the exponential decay of the eigenfunctions, particularly in
the infinite configuration space (Rd)N , is much less pronounced than for the decay of
the EF correlators.
• Alternatively, one can employ the approach to the derivation of variable-energy
MSA estimates from their fixed-energy counterparts, described in [13] (cf. Theorem
4) or, more precisely, an extension thereof to self-adjoint operators with compact re-
solvent (Ref. [13] treated lattice systems, where the finite-volume Hamiltonians are
finite-dimensional). We plan to discuss such an adaptation in a separate paper.
It is to be emphasized that the recent result by Fauser and Warzel [25] on exponen-
tial decay of the EFCs, for exponentially decaying interactions, remains the strongest
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one among those proved in terms of Hausdorff distance in a continuous space, hence,
in an actually infinite configuration space. Due to some well-known limitations of the
Multi-Scale Analysis (single- or multi-particle), proofs of exponential strong dynami-
cal localization are still beyond the MSA’ reach. On the other hand, recall that the
technique developed by Klein and Nguyen [34], based on the Quntitative Unique Con-
tinuation Principle (QUCP), made unnecessary the complete covering condition for the
alloy potential, used both in [14] and in [25]. This makes the class of models considered
in [34] the most general one, at the time of writing these lines.
It seems appropriate to attract the readers’ attention to an interesting fact: while
one of the most striking differences between the MSA and the FMM, in the single-
particle localization theory, is that the latter employs a ”mono-scale” technology, in
the world of multi-particle systems both approaches – MSA and FMM – finally settle
on the common ground of multi-scale geometrical induction.
Except for the new EVC bounds, the main strategy of the proofs in the present paper
is an improved and simplified variant of the MPMSA from [14], with elements of the
bootstrap MSA. To be more precise, we do not actually make a bootstrap, but rather
carry out two logically independent scaling analyses, analogous (but not identical) to
two of the four phases of the bootstrap MSA (cf. [29, 33, 34]). This simplification
has however its drawbacks. Below we comment, where appropriate, on the important
advantages of the full-fledged bootstrap analysis; the task of performing such analysis
is beyond the scope of the present paper, which we intentionally keep relatively short.
In a forthcoming work, we plan to address the multi-particle alloy models with lower
regularity of the marginal disorder distribution, and with more general structure of the
scatterer functions, without the complete covering (let alone flat tiling) condition. In
such models, a minor modification of our scheme gives rise to the EFC decay estimates
in the Hausdorff distance.
1.3. Basic geometric objects and notations. Throughout this paper, we will fix an
integer N∗ ≥ 2 and work in Euclidean spaces of the form (Rd)N ∼= RNd, 1 ≤ N ≤ N∗.
A configuration of N ≥ 1 distinguishable particles in Rd is represented by (and in our
paper, identified with) a vector x = (x1, . . . , xN ) ∈ (R
d)N , where xj is the position of
the j-th particle. More generally, boldface notations are reserved for ”multi-particle”
objects (Hamiltonians, resolvents, cubes, etc.).
All Euclidean spaces will be endowed with the max-norm denoted by | · |. We
will consider Nd-dimensional cubes of integer edge length in (Zd)N centered at lattice
points u ∈ (Zd)N →֒ (Rd)N and with edges parallel to the co-ordinate axes. The open
cube of edge length 2L + 1 centered at u is denoted by ΛL(u); in the max-norm it
represents the open ball of radius L+ 12 centered at u:
ΛL(u) = {x ∈ X
N : |x− u| < L+ 12}. (1.4)
The lattice counterpart for ΛL(u) is denoted by BL(u):
BL(u) = ΛL(u) ∩ (Z
d)N ; u ∈ (Zd)N .
We also consider “cells” – closed cubes of diameter 1 centered at lattice points u ∈ ZN :
C(u) = {y ∈ Xn : |y − u| ≤ 12}
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The union of all cells C(u), u ∈ ZN , covers the entire Euclidean space XN . Moreover,
for any u ∈ ZN , denoting by A the closure of the set A ⊂ XN , we have
ΛL(u) =
⋃
y∈BL(u)
C(y).
The diameters appearing in our formulae are relative to the max-norm; the cardi-
nality of various sets A (usually finite) will be denoted by |A|. We have
diamΛL(u) = 2L+ 1, diamBL(u) = 2L, |BL(u)| = (2L+ 1)
nd ≤ (3L)nd.
The indicator function of a set A is denoted in general by 1A, but for the indicators
of the cells we use a shorter notation, χx := 1C(x).
1.4. Symmetrized norm-distance and the Hausdorff metric. A norm-distance
in the N -particle configuration space is not well-adapted to the decay estimates of
the eigenfunctions and of their correlators. Indeed, if the interaction potential U is
permutation-symmetric (and the external random potential is always so), then the
entire Hamiltonian H(N) commutes with the symmetric group SN acting by permuta-
tions of the particle positions. Thus the Hilbert space L2(XN ) can be decomposed in
the direct sum ofH(N)-invariant subspaces, including, for example, that of the symmet-
ric functions taking identical values along any orbit of the symmetry group SN . The
points of such orbits can be arbitrarily distant from each other, which makes impossible
any uniform decay bound.
More to the point, the physical systems are composed of indistinguishable particles,
so the permutations of the particle positions give rise to equivalent configurations.
For these reasons, the symmetrized norm-distance in the N -particle configuration
space is much more natural, even in a situation where, as in the present paper, the
particle are considered distinguishable. The formal definition is as follows:
d
(N)
S (x,y) := minπ∈SN
‖π(x)− y‖∞,
(we choose the max-norm ‖x‖∞ = maxj |xj |) where the elements of the symmetric
group π ∈ SN act on x = (x1, . . . , xN ) by permutations of the coordinates xj .
Recall the definition of the Hausdorff distance dH between two subsets X,Y of a
metric space (M, d(·)):
dH(X,Y ) = max
[
sup
x∈X
d(x, Y ), sup
y∈Y
d(y,X)
]
.
This notion does not apply directly to the configurations x ∈ XN ; however, an impor-
tant characteristics of x = (x1, . . . , xN ) is its ”projection” Πx = {x1, . . . , xN}. In the
case of indistinguishable Fermi-particles, Πx is the configuration.
It was discovered in [6,17] that the decay bounds on the Green function, eigenfunc-
tions and eigenfunction correlators were simpler to obtain with respect to the Hausdorff
distance d
(N)
H (x,y) := dH(Πx,Πy) (for x,y ∈ X
N ) than in terms of the symmetrized
norm-distance.
The following simple example illustrates the difference between d
(N)
S and d
(N)
H ,
for N ≥ 3. With N = 3, d = 1, let a = (0, 0, R) and b = (0, R,R). Then
d(3)(ΛL(a),ΛL(b))→ +∞ as |R| → ∞, but d
(N)
H (ΛL(a),ΛL(b)) ≡ 0.
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In physical terms, b is obtained from a by transferring1 one of the particles from 0
to a distant location R. If one has to study localization in a finite domain [0, R], then
the tunneling between the configurations like a and b can (or might) ruin the decay of
EFs and EFCs over the distances comparable with the size of the domain.
Such a situation is impossible for N = 2, since d
(2)
H (· , ·) is equivalent to d
(2)
S (· , ·).
1.5. Interaction potential. We assume the following:
(U) U is generated by a 2-body potential U (2) : R+ → R+, viz.
U(x) =
∑
1≤i<j≤N
U (2)(|xi − xj |),
where
0 ≤ U (2)(r) ≤ CUe
−rζ , (1.5)
for some ζ > 0, CU ∈ (0,∞).
It does not make much sense to consider separately ζ > 1, for the key parameters
measuring the decay of the EFCs depend in fact upon the quantity min(1, ζ).
1.6. External random potential. We assume the following conditions to be fulfilled.
(V) The external random potential is of alloy type,
V (x;ω) =
∑
a∈Z
V(a;ω)ϕa(x − a), (1.6)
where V : Z × Ω→ R is an IID random field on the lattice Z = Zd →֒ Rd.
The scatterer (a.k.a. bump) functions ϕa have the following property which we call
flat tiling : diam supp ϕa ≤ r1 <∞ and∑
a∈Z
ϕa ≡ Cϕ 1 > 0, Cϕ ∈ (0,+∞). (1.7)
(In fact, our methods apply also to non-identical scatterers with flat tiling.)
The common marginal probability distribution of the IID scatterers amplitudes
V(·;ω) admits a probability density pV , which is compactly supported, with supp pV
= [0, cV ], cV > 0, and pV is strictly positive, bounded and has bounded derivative in
the open interval (0, cV ):
∀ t ∈ (0, cV )
{
0 < p∗ ≤ pV (t) ≤ p
∗ < +∞
p′V (t) ≤ C
∗ < +∞
(1.8)
Probably, the most natural example is where ϕ = 1Λ1/2(0), so that
∑
a∈Z ϕ(a) ≡ 1.
Such a form of alloy was considered by Kotani and Simon [32], in the single-particle
setting. However, flat tiling is achieved also for ϕ = 1Λℓ/2(0), N ∋ ℓ ≥ 1. As to
the scatterers’ amplitudes, one can simply take the uniform probability distribution
Unif([0, 1]), where cV = C
∗ = p∗ = p
∗ = 1.
For brevity, we assume Cϕ = 1; this is inessential for the validity of the main results.
1Such a transfer can be ”partial”, i.e., leaving at least one particle at each of the two distant loci 0
and R, for N ≥ 3, while for N = 2 a similar transfer must be ”complete” in one of the two directions.
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1.7. Main result. Below we use the standard ”bra–ket” notations 〈φ|H |ψ〉 = (φ,Hψ).
Theorem 1. Assume the conditions (V) and (U) and fix an integer N∗ ≥ 2. There
exist κ = κ(ζ,N∗) ∈ (0, ζ), ν > 0 with the following property.
For all N ∈ [1, N∗] and some nonrandom constant C, for all x,y ∈ XN with
R := dS(x,y) ≥ 1, and for any regular domain Λ ⊆ X
N (bounded or not) such that
Λ ⊃ ΛR/2(x) ∪ΛR/2(y)
E
[
sup
t∈R
∣∣〈1y |PI∗(H(N)Λ ) e−itH(N)Λ | 1x〉∣∣ ] ≤ C e−ν(dS(x,y))κ . (1.9)
2. EVC bounds
2.1. Regularity of the Conditional Mean (RCM). The key property of the prob-
ability distribution of the random scatterers in the flat tiling model, resulting in efficient
EVC bounds and ultimately, in norm-bounds on the decay of EFCs, can be formulated
for a random field V : Z×Ω→ R on a countable set Z and relative to some probability
space (Ω,F,P). Formally speaking, it does not presume independence or any explicit
decay of correlations of the random field in question.
Introduce the following notation. Given a finite set Q ⊂ Z, we set ξQ(ω) :=
|Q|−1
∑
x∈Q V (x;ω) (the sample, or empirical, mean) and ηx(ω) = V (x;ω) − ξQ(ω)
for x ∈ Q (the ”fluctuations).
(RCM): Given a random field V : Z × Ω → R on a countable set Z, there exist
constants C′, C′′, A′, A′′, θ′, θ′′ ∈ (0,+∞) such that for any finite subset Q ⊂ Z, the
(random) continuity modulus νQ(·) of the conditional distribution function Fξ(· |FQ) of
the sample mean ξQ, defined by
νQ(s;ω) := sup
t∈R
ess sup
∣∣Fξ(t+ s |FQ)− Fξ(t |FQ)∣∣, (2.1)
satisfies for all s ∈ (0, 1)
P
{
νQ(s;ω) ≥ C
′|Q|A
′
sθ
′
}
≤ C′′ |Q|A
′′
sθ
′′
. (2.2)
Remark 2. In fact, the explicit conditions (1.8) on the marginal probability distribution
of the scatterers can be replaced (at least, for the IID scatterers’ amplitudes) by (RCM),
so the main result of the paper remains valid under this more general hypothesis.
The condition (RCM) is obviously fulfilled for an IID Gaussian field, e.g., with zero
mean and a unit variance; in this case the sample mean is independent of the fluc-
tuations η• and has a normal distribution with variance σ
2 = |Q|−1. An elementary
argument (cf. [12]) shows that (RCM) also holds for an IID random field with a uni-
form marginal distribution. Moreover, using standard approximation techniques, one
can prove the following result:
Proposition 2.1 (Cf. [12, Theorem 6]). If a random field V : Z × Ω→ R obeys (V),
then it satisfies the property (RCM) with
C′ = 1, A′ = 0, θ′ = 2/3, C′′ = (4Cpp)
2, A′′ = 2, θ′′ = 2/3.
It is readily seen that a random field V on Z, satisfying (RCM), can be decomposed
on any finite subset Q ⊂ Z into the sum of a constant random field (ω, x) 7→ ξQ 1Q(x)
and a ”fluctuation” random field ηx(ω), in such a way that even with ηx(·) fixed by
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conditioning, the random constant still has a sufficiently regular (conditional) proba-
bility distribution. In the context of random Anderson Hamiltonians on Z (which has
to be endowed with the graph structure in this case), the latter constant field acts in a
very simple way on all EVs, and this results in an elementary EVC bound. The reverse
of the medal is a non-optimal volume dependence, which, fortunately, never posed any
problem for the localization analysis.
The fact that the sample mean ξQ modulates a constant is crucial for our proofs, and
this is precisely the reason we assume the (alas, very restrictive) flat tiling condition.
2.2. Bounds for the flat tiling alloy model. We start with the one-volume EVC
bound, which is quite similar in form to the celebrated Wegner estimate [39]. The flat
tiling alloy model is a particular case of the more general one, studied by Klein and
Nguyen [34], so we can simply quote their result.
In fact, both Theorem 3 and Theorem 4 can be proved in similar manner, with the
help of the condition (RCM), but this would result in less optimal volume dependence
in Theorem 3. As to Theorem 4, there is at present no basis of comparison – as far
as arbitrary pairs of norm-distant (and not Hausdorff-distant) cubes are concerned,
although in the author’s opinion, the strange-looking exponent 2/3 in the RHS of (2.4)
is a mere artefact of the proposed method of proof.
Theorem 3 (Cf. [34, Theorem 2.2]). Let ΣI
∗
x,L be the spectrum Σ(HΛL(x)) ∩ I
∗, I∗ =
[0, E∗]. Then
P
{
dist
[
ΣI
∗
x,L, E
]
≤ s
}
≤ C1(N,E
∗, pV )L
Nd s. (2.3)
The estimate (2.3) suffices for the fixed-energy analysis, but the derivation of dynam-
ical and spectral localization requires an EVC bound for pairs of local Hamiltonians
(two-volume bound).
Theorem 4. Under the assumptions (V) and (U), for any fixed N, d, E∗ and the PDF
FV of the random scatterers, there exist some C2, A2 ∈ (0,+∞) such that for any pair
of 4NL-distant cubes ΛL(x), ΛL(y) the following bound holds:
∀ s ∈ (0, 1] P
{
dist
[
ΣI
∗
x,L,Σ
I∗
y,L
]
≤ s
}
≤ C2L
A2 s2/3. (2.4)
It is this EVC estimate which makes possible the present work. Its proof relies on
the following elements.
Definition 2.1. A cube Λ
(N)
L (x) ⊂ (R
d)N is weakly separated (or weaklyQ-separated)
from Λ
(N)
L (y) if there exists a bounded subset Q ⊂ R
d, of diameter R ≤ 2NL, and the
index subsets J1,J2 ⊂ [[1, N ]] such that |J1| > |J2| (possibly, with J2 = ∅) and(
ΠJ1ΛL(x) ∪ΠJ2ΛL(y)
)
⊆ Q,(
ΠJ c2ΛL(y) ∪ΠJ c2ΛL(y)
)
∩Q = ∅.
(2.5)
A pair of cubes (ΛL(x),ΛL(y)) is weakly separated if at least one of the cubes is weakly
separated from the other.
In physical terms, the weak Q-separation of ΛL(x) from ΛL(y) means that there are
more particles inQ from the configurations u ∈ ΛL(x) than from the configurations v ∈
ΛL(y). This renders the EVs ofHΛL(x) more sensitive to the fluctuations of the random
potential in Q than the EVs ofHΛL(y). Yet, one can still have d
(N)
H (ΛL(x),ΛL(y)) = 0,
which makes impossible any stricto sensu stochastic decoupling of the random operators
HΛL(x)(ω) and HΛL(y)(ω). This explains the choice of the term ”weak” [separation].
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Lemma 2.2. Any pair of N -particle cubes Λ
(N)
L (x), Λ
(N)
L (y) with dS(x,y) > 4NL is
weakly separated.
The proof is quite elementary and can be found in [10].
Now the assertion of Theorem 4 follows directly from the following result.
Lemma 2.3. Let V : Z × Ω → R be a random field satisfying the condition (RCM).
Consider the two weakly separated balls BL(x), BL(y) and the operators HBL(x)(ω),
HBL(y)(ω). Then for any s > 0 the following bound holds for their spectra Σx,L, Σy,L:
P
{
dist(Σx,Σ(y)) ≤ s
}
≤ |BL(x)| |BL(y)|C
′LA
′
(2s)b
′
+ C′′LA
′′
(2s)b
′′
.
Proof. Let Q be a set satisfying the conditions (2.5) for some J1,J2 ⊂ [[1, N ]] with
|J1| =: n1 > n2 := |J2|. Consider the sample mean ξ = ξQ of V over Q and the fluc-
tuations {ηx, x ∈ Q}. Owing to the flat tiling
2 condition on the form of the scatterers,
the operators HBL′(x)(ω), HBL′′(y)(ω) can be represented as follows:
HBL′(x)(ω) = n1ξ(ω) 1+A(ω),
HBL′′(y)(ω) = n2ξ(ω) 1+B(ω),
(2.6)
where the operatorsA(ω) and B(ω) are FQ-measurable. Specifically, let J
c
1 = [[1, N ]]\
J1, J
c
2 = [[1, N ]] \ J2, and
A(ω) =∆+UBL′(x) +
∑
j∈J c1
V (xj ;ω) +
∑
j∈J1
ηxj (ω),
B(ω) =∆+UBL′′ (y) +
∑
j∈J c2
V (yj ;ω) +
∑
j∈J2
ηyj (ω).
Now (2.6) follows from the identities
V (xj ;ω) = ξ(ω) + ηxj (ω), j ∈ J1,
V (yj ;ω) = ξ(ω) + ηyj (ω), j ∈ J2,
since ΠJ1BL′(x),ΠJ2BL′′(y) ⊂ Q, |J1| = n1, |J2| = n2.
Let {λ1, . . . , λM ′} and {µ1, . . . , µM ′′}, with M
′ = |BL′(x)|, M
′′ = |BL′′(y)|, be the
sets of eigenvalues of HBL′(x) and of HBL′′ (y)), counting multiplicities. By (2.6), these
eigenvalues can be represented as follows:
λj(ω) = n1ξ(ω) + λ
(0)
j (ω), µj(ω) = n2ξ(ω) + µ
(0)
j (ω),
where the random variables λ
(0)
j (ω) and µ
(0)
j (ω) are FQ-measurable. Therefore,
λi(ω)− µj(ω) = (n1 − n2)ξ(ω) + (λ
(0)
j (ω)− µ
(0)
j (ω)),
with n1 − n2 ≥ 1, by our assumption. Further, we can write
P {dist(Σx,Σy) ≤ s} ≤
M ′∑
i=1
M ′′∑
j=1
E
[
P {|λi − µj | ≤ s |FQ}
]
.
2This is the only instance where the flat tiling is crucial for the two-volume EVC estimate. The
assumption Cϕ = 1 made in Sect. 1.6 allows us to avoid this extra factor in the rest of the proof.
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Note that for all i and j we have
P {|λi − µj | ≤ s |FQ} = P
{
|(n1 − n2)ξ + λ
(0)
i − µ
(0)
j | ≤ s |FQ
}
≤ sup
t∈R
P
{
|ξ − t| ≤ (n1 − n2)
−1s |FQ
}
≤ sup
t∈R
(
Fξ(t+ s |FQ)− Fξ(t− s |FQ)
)
(we used (n1 − n2)
−1 ≤ 1). Consider the event
EL =
{
sup
t∈R
∣∣Fξ(t+ 2s |FQ)− Fξ(t |FQ)∣∣ ≥ C′LA′(2s)b′}.
By (RCM), P {EL} ≤ C
′′LA
′′
(2s)b
′′
}. Therefore,
P {dist(Σx,Σy)) ≤ s} = E [P {dist(Σx,Σy) ≤ s |FQ} ]
≤ E
[
1EcL P {dist(Σx,Σy) ≤ s |FQ}
]
+ P {EL}
≤ |BL′′(x)| · |BL′′(y)|C
′LA
′
(2s)b
′
+ C′′LA
′′
(2s)b
′′
.

The two-volume EVC estimate (2.4) is thus established.
It is readily seen that a more traditional, one-volume EVC bound can be proved
with an analogous (indeed, simpler) argument.
3. Fixed-energy analysis of the flat tiling alloy model
3.1. The almost sure spectrum. The exact location of the a.s. spectrum of the
N -particle Hamiltonian HN(ω) in the entire Euclidean space Rd can be easily found
with the help of the classical Weyl criterium. The flat tiling alloy is a particular case
of a more general one studied by Klein and Nguyen, and the only point which prevents
us from quoting their result (cf. [34, Proposition A.1]) is that they considered an
interaction of finite range. A careful reading of the proof given in [34] evidences that
this is a pure formality, for their argument, based on the Weyl criterium, naturally
extends to any interaction potential decaying at infinity. With these considerations in
mind, we come to the following characterization of the a.s. spectrum.
Proposition 3.1. Under the assumptions (V) and (U), with probability 1, Σ(HN
XN
(ω)) =
[0,+∞).
With N∗ ≥ 2 fixed, we will prove, as in [34], localization bounds in an energy interval
I∗ = [0, E∗] with E∗ > 0 determined by the parameters of the model. Specifically, for
any given (common) marginal PDF FV of the scatterers’ amplitudes satisfying (V),
we can guarantee that our bounds, implying exponential spectral and sub-exponential
dynamical localization, hold true in an interval I∗ of positive length; the starting point
for the scaling analysis is, as usual, a Lifshitz tail estimate. Furthermore, for the
potential gV (x;ω) with fixed PDF FV and g > 0 large enough, the large deviations
estimate can be replaced with a much simpler probabilistic argument, gong back to
[20] and proving the ILS bound for any continuous FV and g ≫ 1.
As was said, we consider the finite-volume analysis more relevant for applications to
physical models; keeping this in mind, note that the spectrum of H
(N)
ΛN
(ω) is of course
random, with the ground state energy E
(N)
0 (Λ) positive with probability 1, but, clearly,
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E
(N)
0 (Λ) → 0 in probability, as Λ ր R
d. Therefore, localization bounds established
even in a tiny interval [0, E∗], 0 < E∗ ≪ 1, make sense for all Λ large enough.
3.2. Dominated decay of the GFs. The main technical tool used here is the Geo-
metric Resolvent Inequality, well-known in the single-particle theory and applicable to
the multi-particle Anderson Hamiltonians as well, for the structure of the potential is
irrelevant for this general analytic result.
Proposition 3.2 (Cf. [37, Lemma 2.5.4]). Let be given two cubes Λ = Λℓ(u) ⋐ Λ
′ =
ΛL(v). There is a real number C
GRI depending upon dist(Λ, ∂Λ′), such that for any
measurable sets A ⊂ ΛL/3 and B ⊂ Λ
′ \Λ,
‖ 1BGΛ(E)1A ‖ ≤ C
GRI‖ 1BGΛ′(E)1Λout ‖ · ‖ 1Λout GΛ(E)1A ‖ (3.1)
Here and below, the superscript ”out” refers to the (internal) 1-neighborhood of the
boundary of a given cube.
Introduce a notation that will be often used below:∥∥GΛL(u)∥∥uprise := ∥∥1ΛoutL (u)GΛL(u)χu∥∥, (3.2)
(here uprise symbolizes the decay from the center to the boundary of a cube),
We define the external boundary ∂BL(u) = {y ∈ BL(u) : |u − y| = L} in such a
way that
ΛL(u) ⊂
⋃
x∈∂BL(u)
C(x). (3.3)
Corollary 3.3. Consider the embedded cubes Λ = ΛLk(x) ⊂ Λ˜ = ΛLk+1(u) with
Lk+1..Lk. Let B˜ = Λ˜ ∩Z, For any cell C(y) ⊂ Λ
(out)
Lk
, one has
‖χyGΛ˜χu‖ ≤ C
GRI
∥∥GΛ∥∥uprise ‖χyGΛ˜ 1Λout ‖, (3.4)
and consequently (cf. (3.3)),
‖χyGΛ˜χu‖ ≤
∑
z∈∂B
CGRI
∥∥GΛ∥∥uprise ‖χyGΛ˜χz‖
≤ C′ LNd
∥∥GΛ∥∥uprise max
z∈∂B
‖χyGΛ˜χz‖
(3.5)
with C′ = C′(N, d, CGRI).
Introduce the function fy : B˜ 7→ R+ by
fy : x 7→ ‖χyGΛ˜χx‖, (3.6)
and assume that
C′ LNd
∥∥GΛLk (x)∥∥uprise ≤ q < 1, (3.7)
then
fy(x) ≤ q max
z∈∂B
fy(z). (3.8)
Observe that |z − x| = Lk for all z ∈ ∂B. In the case where (3.7) is fulfilled for
all cubes ΛLk(x) ⋐ ΛLk+1(u), one can iterate the above inequality and obtain the
following estimate (see the details in Appendix A):
fy(v) ≤ q
⌊
Lk+1
Lk
⌋
max
x∈BLk+1(v)
fy(x). (3.9)
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Let Σv,Lk+1 be the spectrum (as a set) of the operator HΛLk+1 (v). Then it is
straightforward that, for E 6∈ Σv,Lk+1 ,
max
x∈BLk+1 (v)
fy(x) ≤ ‖GΛLk+1(v)(E)‖ ≤
(
dist
(
Σv,Lk+1, E
))−1
. (3.10)
In some instances of the scaling analysis, the single-step application of the GRI (3.1)
would not provide a required (exponential or sub-exponential) decay of the GFs, so one
has to make a few iterations.
Suppose we are in a situation where a given cube ΛLk(x) does not satisfy the con-
dition (3.7), so the value of the function fy at the point x is not dominated by the
maximum of its values over the spheric layer of radius Lk, centered at x. There is
however a possibility to bound fy(x) in a slightly different way. Consider a cube
ΛL(v) ⊃ ΛLk(x) and assume that E is not an eigenvalue of HΛL(v). Then
‖χyGΛ˜χx‖ ≤ ‖χyGΛ˜ 1ΛoutL (v) ‖ ‖ 1ΛoutL (v)GΛL(v) 1x ‖
≤ CLNdk
∣∣∣∣GΛLk ∣∣∣∣ maxu∈ΛoutL (v)∩Z ‖χyGΛLk+1χu‖. (3.11)
Further, assume in addition that for all u ∈ ΛoutL (v) ∩Z we do have the bound of the
form (3.6) (with x replaced with u), then we obtain
fy(x) ≤ |Λ
out
L (v) ∩Z| · q max
z∈ΛL+Lk(v)∩Z
fy(z)
≤ q′ max
z∈ΛL+Lk (v)∩Z
fy(z).
(3.12)
with q′ = CLNdq; in the course of the scaling analysis, q (hence q′, too) will be of the
form e−aL
δ
k , a, δ > 0, which makes the polynomial factors LNd fairly harmless.
Combining the above two procedures, we will prove in Appendix A an analog of the
bound (3.9).
The above discussion leads us to the following
Definition 3.1. Let be given real numbers m > 0, δ ∈ (0, 1], E and integers k > 0,
N ≥ 1. A cube ΛNLk(u), as well as its lattice counterpart B
(N)
Lk
(u), is called (E, δ,m)-
non-singular ((E, δ,m)-NS) if
CGRI (3Lk)
Nd
∥∥GΛLkx(E)∥∥uprise ≤ e−mLδk (3.13)
ΛNLk+1(u), as well B
(N)
Lk+1
(u), is called (E, β)-NR if
dist
(
Σv,L, E
)
≥ e−L
β
(3.14)
ΛNL (u) and B
(N)
L (u) are called E-CNR if for all Lk ≤ ℓ ≤ Lk+1 − Lk
dist
(
Σv,L, E
)
≥ e−L
β
k+1. (3.15)
Here (3L)Nd is a (crude) upper bound on the cardinality |∂−BL(x)|.
3.3. Induction hypothesis. The goal of the scale induction is to prove recursively
the following property:
S(N, k): Given integers N∗ ≥ 3, L0 ≥ 1, Y ≥ 2, the integer sequence {Lj :=
L0Y
j , j ≥ 0}, the real numbers m∗ > 0, ν∗ > 0 and the finite sequences
mn := m
∗(1 + 4L−δ+β0 )
N∗−n, νn := ν
∗(2Y κ)N
∗−n, 1 ≤ n ≤ N∗,
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the following property is fulfilled for all 1 ≤ n ≤ N :
P
{
Λ
(n)
Lk
(x) is (E, δ,mn)-S
}
≤ e−νnL
κ
k . (3.16)
3.4. Initial length scale estimate. The assumption of non-negativity of the inter-
action greatly simplifies the EVC analysis in the continuous multi-particle models near
the bottom of the spectrum. The key observation here is that any non-negative interac-
tion can only move the EVs up, thus resulting automatically in stronger ILS estimates
(in any interval of the form (−∞, E∗]) for the interactive model at hand than with the
interaction switched off.
We cannot apply directly the ILS estimate from [14, Lemma 3.1], for the latter
provides only a power-law decay of the probability of unwanted events, while we need
an input for the sub-exponential MSA induction3. However, a direct inspection of the
proof of Theorem 2.2.3 in [37], on which Lemma 3.1 in [14] is based, shows that for
any 0 < γ < 1/2 and ǫ > 0 there exist L0 > 0, m, ν ∈, (0,+∞) such that
P
{
‖ 1
Λ
(out)
L (x)
GΛL(x)(E)χx‖ > e
−mL
1+γ
2
}
≤ e−νL
1−γ−ǫ
2
k
or, equivalently,
P
{
‖ 1
Λ
(out)
L (x)
GΛL(x)(E)χx‖ > e
−(mLǫ/2)L
1+γ−ǫ
2
}
≤ e−(νL
ǫ/2)L
1−γ−2ǫ
2
For example, with γ = 1/12 we obtain
P
{
‖ 1
Λ
(out)
L0
(x)
G
(1)
ΛL0(x)
(E)χx‖ > e
−m(L0)L
2/3
}
≤ e−ν(L0)L
1/4
0 .
where m0(L0), ν0(L0)→ +∞ as L0 → +∞.
The bootstrap strategy ultimately results in stronger estimates following from weaker
initial assumptions, but extracting such estimates requires one to go through the boot-
strap steps, which takes a bit longer than a more straightforward approach summarized,
e.g., in the book [37].
Summarising, we come to the following
Proposition 3.4. For some κ > 0 and any m∗, ν∗ ≥ 1 there exists an integer L∗0 =
L∗0(m
∗, ν∗, N∗) such that S(N, 0) holds true for all 1 ≤ N ≤ N∗ and L0 ≥ L
∗
0.
3.5. Analytic scaling step.
Definition 3.2. A cube ΛNLk(u) is called weakly interactive (WI) if
diamΠu ≡ max
i6=j
|ui − uj | ≥ 3NLk,
and strongly interactive (SI), otherwise.
Observe that the properties WI/SI are permutation-invariant, so that both the norm-
distance and its symmetrized counterpart dS can be used in the next definition.
Definition 3.3. A cube ΛNLk+1(x) is called (E, δ,mN)-bad if it contains either a weakly
interactive (E, δ,mN)-S cube of radius Lk or a pair of 9NLk-distant, (E, δ,mN)-S,
strongly interactive cubes of radius Lk. Otherwise, it is called (E, δ,mN)-good.
3This is the price to pay for skipping the first phase of the bootstrap in our simplified scheme.
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For the reader’s convenience, we summarize in the table below the assumptions on
the key parameters used in the scale induction with Lk = L0Y
k, k ≥ 0.
0 < κ < β < δ < min
[
ζ, 1
]
Y ≥ max
[
24N∗, 12
1
1−δ
]
, so 14Y
1−δ ≥ 3
mN = m
∗
(
1 + 4L−δ+β0
)N∗−N
νN = ν
∗ (2Y κ)N
∗−N
(3.17)
The pivot of the deterministic component of the scaling analysis is the following
result, well-known in the single-particle theory.
Lemma 3.5. Fix the integer Y > 1 and suppose that a cube ΛLk+1(x) is (E, δ,mN)-
good and (E, β)-NR. If L0 is large enough, then ΛLk+1(x) is (E, δ,mN)-NS.
For completeness, we sketch the proof in Appendix A.
3.6. Probabilistic scaling step.
3.6.1. Weakly interactive cubes.
Lemma 3.6. For any weakly interactive cube ΛNLk(u) there is a decomposition Λ
N
Lk(u) =
Λn
′
Lk
(u′)×Λn
′′
Lk
(u′′) with
dist
(
ΠΛn
′
Lk(u
′), ΠΛn
′′
Lk(u
′′)
)
> L. (3.18)
Proof. Assuming diam(Πu) > 3NL, let us show that the projection ΠΛ(u, 3L/2) is
a disconnected subset of Z. Assume otherwise; then for any partition J ⊔ J c =
{1, . . . , N}, we have d(ΠJu,ΠJ cu) ≤ 2 ·
3L
2 = 3L. An induction in N ≥ 2 shows that
diam Πu ≤ (N − 1) · 3L < 3NL, contrary to our hypothesis.
Therefore, we have d
(
ΠJΛ3L/2(u),ΠJ cΛ3L/2(u)
)
> 0, for some partition (J ,J c),
hence
d
(
ΠJΛ3L/2(u),ΠJ cΛ3L/2(u)
)
> 12L+
1
2L = L,
as asserted. 
We will assume that one such decomposition is associated with each WI cube (even
if it is not unique), and call it the canonical one. For the Hamiltonian in a WI cube
we have the following algebraic representation: with Λ′ = Λn
′
Lk(u
′), Λ′′ = Λn
′′
Lk(u
′′),
H = Hni +UΛ′,Λ′′
= HΛ′ ⊗ 1
(n′′)+ 1(n
′)⊗HΛ′′ +UΛ′,Λ′′
(3.19)
where, due to the assumption (U),
‖UΛ′,Λ′′‖ ≤ Ce
−Lζk . (3.20)
Lemma 3.7. Assume the property S(N − 1, k). If L0 is large enough, then for any
WI cube ΛNLk(u)
P
{
ΛNLk(u) is (E, δ,mN)-S
}
≤ e−
3
2νNL
κ
k+1 (3.21)
and therefore,
P
{
ΛNLk(u) contains a WI (E, δ,mN )-S ball of radius Lk
}
≤
1
4
e−νNL
κ
k+1 . (3.22)
See the proof in Appendix B.
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3.6.2. Strongly interactive cubes.
Lemma 3.8. If two SI cubes ΛNL (x), Λ
N
L (y) are 9NL-distant and L > 2r0, then
ΠΛNL+r0(x) ∩ ΠΛ
N
L+r0(y) = ∅ (3.23)
and, consequently, the random operators HΛNL (x) and HΛNL (y) are independent.
Proof. By definition, for any SI cubes Λ
(N)
L (x), Λ
(N)
L (y) we have
max
i,j
d(xi, xj) ≤ 3NL, max
i,j
d(yi, yj) ≤ 3NL,
and it follows from the assumption d(x,y) > 9NL that for some i′, j′ ∈ {1, . . . , N}
d(xi′ , yj′) > 3NL, thus for any i, j ∈ {1, . . . , N}
d(xi, yj) ≥ d(xi′ , yj′)− d(xi′ , xi′)− d(xj′ , yj) > 9NL− 6NL− 2r0 ≥ 2NL.
Therefore,
dist
(
ΠΛL+r0(x),ΠΛL+r0(y)
)
> 2(N − 1)L ≥ 0,
so ΠΛ
(N)
L+r0
(x) ∩ ΠΛ
(N)
L+r0
(y) = ∅. This implies independence of the samples of the
random potential in H
Λ
(N)
L+r0
(x)
(ω) and H
Λ
(N)
L+r0
(y)
(ω). 
3.6.3. The scale induction.
Theorem 5. Suppose that S(N, 0) holds true, and for all k ≥ 0, one has
P
{
ΛLk+1(u) is (E, β)-R
}
≤
1
4
e−νNL
κ
k ,
for some κ < β < δ. If L0 is large enough, then S(N, k) holds true for all k ≥ 0.
Proof. It suffices to derive S(N, k + 1) from S(N, k). By Lemma 3.5, if ΛLk+1(u) is
(E, δ,M)-S, then it is either (E, β)-R or (E, δ,mN )-bad. Let
Pi := P
{
ΛLk+1(u) is (E, δ,mN)-S
}
, i = k, k + 1,
Sk+1 := P
{
ΛLk+1(u) contains a WI, (E, δ,mN )-S cube of radius Lk
}
,
Qk+1 := P
{
ΛLk+1(u) is (E, β)-R
}
≤
1
4
e−νNL
κ
k , (3.24)
(the last inequality is assumed, but its validity actually follows from Theorem 3).
Further, an (E, δ,mN)-bad cube ΛLk+1(u) must contain either a WI, (E, δ,m)-S cube
of radius Lk (with probability Sk+1 ≤
1
4e
−νNL
κ
k+1 by Lemma 3.7), or at least one pair
of 9NLk-distant cubes ΛLk(vi), i = 1, 2, which are (E, δ,m)-S. By virtue of Lemma
3.8, the random operatorsHΛLk (v1)(ω), HΛLk (v2)(ω) are independent, thus such a pair
inside ΛLk+1(u) exists with probability
≤ CL2Ndk+1P
2
k ≤ e
−2νNL
κ
k+C lnLk ≤
1
4
e−νNL
κ
k ,
provided L0 (hence every Lk, k ≥ 0) is large enough. Therefore,
Pk+1 ≤ CL
2Nd
k+1P
2
k + Sk+1 +Qk+1
≤
1
4
e−νNL
κ
k +
1
4
e−νNL
κ
k +
1
4
e−νNL
κ
k < e−νNL
κ
k .

This marks the end of the fixed-energy MPMSA.
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4. Derivation of strong dynamical localization
4.1. Variable-energy MPMSA estimates. We need an adaptation to the Schro¨din-
ger operators in a Euclidean space of a fairly general statement presented in [13] which
encapsulates a result by Elgart et al. [22]. Pictorially, it says that with high probability,
the (random) energy set dangerous for localization is thin.
It seems appropriate to remind here that the idea of using the augmented disorder-
energy measure space Ω×I along with the Chebychev inequality and the Fubini theorem
has been employed long ago by Martinelli and Scoppola [35] who derived from the re-
sults of the fixed-energy MSA the a.s. absence of a.c. spectrum. Following Elgart
et al. [22], we use a similar strategy to infer – in a “soft” way – from the results of
the fixed-energy analysis much stronger properties: absence of s.c. spectrum (spec-
tral localization) and strong dynamical localizaiton, with sub-exponential decay of the
EFCs.
Proposition 4.1. Let be given a cube Λ = Λ(N)(u, L), L > 0, and the random operator
HΛ = H
(N)
Λ (ω) of the form
(HΛf) (x) = (−∆Λf) (x) +W (x;ω)f(x), x ∈ Λ, (4.1)
where (x, ω) 7→W (x;ω) ∈ R is a given random potential energy. Denote
Fu(E) = max
z∈Λ
(out)
L (u)∩Z
〈χzGΛL(u)(E)χu〉
Consider an interval I ⊂ R and denote by Ej = Ej(ω), 1 ≤ j ≤M , be the (random)
eigenvalues of HΛL(u) in I listed in increasing order. Denote Σ
I
u,L = Σ(HΛL(u)) ∩ I.
Let the numbers a = aL, b = bL, c = cL, qL > 0 satisfy
bL ≤ min{aLc
2
L, cL}, (4.2)
sup
E∈I
P {Fu(E) ≥ aL} ≤ qL. (4.3)
Then there is an event B of probability P {B} ≤ |I|b−1L qL such that for all ω 6∈ B
Eu(2aL) := {E ∈ I : Fu(E) > 2aL} ⊂ ∪
M
j=1Ij , (4.4)
where Ij := (Ej − 2cL, Ej + 2cL).
Proof. Let E (a) = {E ∈ I : Fu(E) ≥ a}, Bu(b) = {ω : mesE (a) ≥ b}. By Cheby-
shev’s inequality and the Fubini theorem, it follows from the assumption (4.3) that
P {Bu(b)} ≤ b
−1
E [ mesA (a) ] = b−1
∫
I
dE E
[
1{Fu(E)≥a}
]
≤ b−1 |I| qL.
Fix any ω 6∈ B(b), so that mes(E (a)) < b. Let R(r) = {E ∈ I : dist(E,ΣIu,L ≥ r},
for r ≥ 0. Observe that A (b) := {E ∈ I : dist(E,R(2c) < b} ⊂ R(c), and A c(b) is a
union of some intervals at distance ≥ c from ΣIu,L.
Let us show by contraposition that
∀ω 6∈ B(b) {E ∈ I : Fu(E) ≥ 2a} ∩R(2c) = ∅.
Assume otherwise and pick any λ ∈ {E ∈ I : Fu(E) ≥ 2a} ∩R(2c). Let J := {E ∈ I :
|E − λ| < b} ⊂ Ab ⊂ R(2c). By the first resolvent identity, for any E ∈ J
‖G(E)‖ ≥ ‖G(λ)‖ − |E − λ| ‖G(λ)‖ ‖G(E)‖
≥ 2a− b · c−1 · c−1 ≥ a,
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since E, λ ∈ R(c) and we assumed b ≤ ac2. Thus J ⊂ E (a) and mes E (a) ≥ |J | ≥ b,
which contradicts the definition of B(b).
We conclude that for any ω 6∈ B(b), the set {E ∈ I : Fu(E) ≥ 2a} is covered by the
intervals of length 4c centered at the EVs Ej ∈ I. 
Corollary 4.2. Under the assumptions (V) and (U), for any ν > 0 there exists an
interval I∗ = [0, E∗], with E∗ > 0, such that for any k ≥ 0 and any pair of 4NLk-
distant cubes the following bound holds:
P {∃E ∈ I∗ : ΛLk(x) and ΛLk(y) are (E, δ,mN)-S} ≤ e
−νLκ . (4.5)
Proof. We can apply Proposition 4.1 with M ≤ LC , C <∞ by Weyl’s law4, and
aL = e
−
νN
3 L
κ
, bL = e
−
2νN
3 L
κ
, cL = e
−
νN
7 L
κ
, qL = e
−νNL
κ
. (4.6)
Here νN > 0 can be made arbitrarily large by choosing L0 large enough. Let Bx and
By be the events introduced in Proposition 4.1 relative to the cubes ΛL(x) and ΛL(y),
respectively, and set B = Bx ∪ By. Further, define the energy sets Ex(·) and Ey(·) as
in the LHS equation (4.4), with u = x and u = y, respectively. Next, introduce the
event Sx,y = {ω : Ex(2aL) ∩ Ey(2aL) 6= ∅}. Then
P {Sx,y} ≤ P {Sx,y \ B}+ P {B} ≤ P {Sx,y \ B}+ 2b
−1
L qL|I
∗|. (4.7)
For any ω 6∈ B, each of the energy subsets Ex(2aL), Ey(2aL) is covered by the intervals of
length 4cL centered at the respective EVs of HΛL(x) or HΛL(y). By the EVC estimate,
applied to the spectra ΣI
∗
x,L, Σ
I∗
y,L of these operators within the interval I
∗, combined
with Weyl’s law, we have
P {Sx,y \ B} ≤ P
{
dist
(
ΣI
∗
x,L, Σ
I∗
y,L
)
≤ 4cL
}
≤ C′LA
′
cθL, (4.8)
with A′ = A′(A,N, d). Collecting (4.6), (4.7) and (4.8), the claim follows. 
4.2. Decay of the EF correlators.
Proposition 4.3. (Cf. [13, Theorem 7]) Given a positive integer L, assume that the
following bound holds true for a pair of disjoint balls ΛL(x),ΛL(y) ⊂ Z and some
positive functions u, h:
P {∃E ∈ R : min [Fx(E),Fy(E)] > u(L)} ≤ h(L). (4.9)
Then for any finite connected subset Λ ⊃ ΛL(x) ∪ΛL(y) one has
E
[
sup
t∈R
∣∣〈1x |PI(HΛ)e−itHΛ | 1y〉∣∣ ] ≤ 4u(L) + h(L). (4.10)
We omit the proof which repeats almost verbatim that of Theorem 7 in [13], with
minor adaptations to continuous Schro¨dinger operators; the key point of the proof
is the Bessel inequality (applied in [13] to finite-dimensional local Hamiltonians HΛ)
valid for the operators with compact resolvent. The main idea goes back to the work
by Germinet and Klein [29] who simplified more involved techniques from [28] and [21].
For a bounded Λ, Theorem 1 now follows from
4Here Weyl’s law provides a deterministic upper bound n the number of EVs in I∗, owing to
non-negativity of the potential energy; it suffices to consider −∆ΛL(x) and −∆ΛL(y).
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Theorem 6. Given ν > 0, ∃ g∗ = g∗(ν) ∈ (0,∞) and C∗ = C∗(ν) ∈ (0,∞) such that,
for |g| ≥ g∗(ν), and 1 ≤ N ≤ N
∗, ∀ x,y ∈ Z and a finite Λ ⊂ Z with Λ ∋ x,y,
Υx,y := E
[
sup
t∈R
∣∣〈1x |PI(HΛ)e−itHΛ | 1y〉∣∣ ] ≤ C∗e−ν(dS(x,y))κ. (4.11)
Proof. Without loss of generality, it suffices to prove the assertion for the pairs of points
with dS(x,y) > 3NL0. Indeed, the EFC correlator is always bounded by 1, so for pairs
x,y with dS(x,y) ≤ 3NL0 the required decay bound can be absorbed in a sufficiently
large constant C∗.
Thus, fix points x,y ∈ Z with R := dS(x,y) > 3NL0. There exists k such that
R ∈ (3NLk, 3NLk+1]. Arguing as above, it suffices to consider a finite Λ ⊂ Z such
that B
(N)
Lk
(x) ∪B
(N)
Lk
(y) ⊂ Λ.
Since R ≤ 3NLk+1 = 3NY Lk, we have Lk ≥ R/(3NY ). By Corollary 4.2 combined
with Proposition 4.3, for any ν′ > 0 and |g| large enough,
Υx,y ≤ 4e
−
mN
(3NY )δ
Rδ
+ e−
νN
11(3NY )κ
Rκ . (4.12)
Given an arbitrary ν > 0, choose a sufficiently large L0, so that the initial scale estimate
S(N, 0) is fulfilled with mN ≥ 3NY ν, νN ≥ 33NY ν. Then we obtain
Υx,y ≤ 5e
−νRκ = 5e−ν(dS(x,y))
κ
This completes the proof of Theorem 6. 
An extension of the uniform bounds on the EFC decay to the unbounded domains
Λ ⊂ XN can be obtained along the path laid down earlier by Aizenman et al. (cf.,
e.g., [3–5]), with the help of the Fatou lemma on convergent measures; this lemma is
applied to the spectral measures defined by the EF correlators.
Appendix A. Proof of Lemma 3.5
In this section, we deal with abstract finite connected graphs G endowed with the
graph distance d = dG ; recall that dG(x, y) is the length of the shortest path from x to
y over the edges of the graph. A ball of radius L centered at u ∈ G is denoted BL(u).
Given a funciton f : G → R and a subset A ⊂ G, we denote M(f,A) := maxx∈A f(x).
Introduce the following notions.
Definition A.1. (1) Let be given two integers L ≥ ℓ ≥ 1, a finite connected graph
G ⊃ BL(u), and a non-negative function f : BL(u) → R+. A point x ∈ BL−ℓ(u) is
called (ℓ, q)-regular for the function f if
f(x) ≤ qM(f,Bℓ(x)). (A.1)
The set of all regular points for f is denoted by Rf (u).
(2) A spherical layer Lr(u) = {y : |y − u| = r} is called regular if Lr(u) ⊂ Rf .
(3) For x ∈ BL−ℓ(u), set
r(x) :=
{
min{r ≥ |u− x| : Lr ⊂ Rf}, if there is Lr ⊂ Rf with r ≥ |u− x|,
+∞, otherwise,
and Rf (x) = r(x) + ℓ.
(4) Given a set S ⊂ B′, the function f is called (ℓ, q,S )-dominated in BL(u) if
BL(u) \S ⊂ Rf (u), and for any x ∈ BL−ℓ(u) with Rf (x) < +∞, one has
f(x) ≤ qM
(
f,BRf (x)(u)
)
.
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The key feature of the (ℓ, q)-dominated functions on discrete sets (in a more general
context, finite graphs; cf. [18]) is the following result.
Lemma A.1. Let a function f : G → R+ be (ℓ, q,S )-dominated in a ball B = BL(u),
with L ≥ ℓ ≥ 1. Assume that the set S is covered by a union A of concentric annuli
Bbj (u) \ Baj−1(u) with w(A) :=
∑
j(bj − aj + 1) ≤ L− ℓ. Then
f(u) ≤ q
L−ℓ−w(A)
ℓ M
(
f,BL+1(u)
)
.
Proof. It follows from the hypothesis that
L− w(A)
ℓ
≥
⌊
L− w(A)
ℓ
⌋
=: n+ 1, n ≥ 0.
Define recursively a finite sequence of integers {rn > rn−1 > · · · > r0}:
rn = max
[
r ≤ L− ℓ : Lr ∩S = ∅
]
rj = max
[
r ≤ rj+1 − ℓ : Lr ∩S = ∅
]
, j = n− 1, . . . , 0.
(A.2)
It is convenient to introduce also, formally, rn+1 = L, although the regularity property
does not apply to the points in Lrn+1 = LL. Note that one can indeed construct in
(A.2) n+ 1 integers rj ≥ 0, since L− w(A)− (n+ 1)ℓ ≥ 0, and we have
L− r0 =
n∑
j=0
(rj+1 − rj) ≤ (n+ 1)ℓ+ w(A),
so r0 ≥ L− w(A)− (n+ 1)ℓ ≥ 0.
Introduce the non-decreasing non-negative funciton
F : r 7→ M(f,Br(u)), r ∈ {0, 1, . . . , L}.
For all 0 ≤ j ≤ n, rj + ℓ ≤ L and Lrj is regular, so
F (rn) = M(f,Brn(u)) ≤ q(f,Brn+ℓ(u)) ≤ q(f,B)
and for all 0 ≤ j ≤ n− 1,
F (rj) = M(f,Brj (u)) ≤ q(f,Brj+ℓ(u)) ≤ qF(rj+1).
Now the backward induction in j = n, . . . , 0 proves the claim:
f(u) ≤ M(f,Br0(u)) = F (r0) ≤ q
n+1M(f,B)
≤ q⌊
L−w(A)
ℓ ⌋M(f,B) ≤ q
L−w(A)−ℓ
ℓ M(f,B).

The relevance of the notion of dominated decay is explained by the next result
following immediately from the GRI.
Lemma A.2. Suppose that for some integer L > ℓ > 1 and u ∈ (Rd)N the cube
ΛL(u) is (E, β)-CNR. Let Λ
′ ⊃ ΛL+1(u), y ∈ Λ
′ \ΛL(u). Consider the lattice cubes
BL(u) ⊂ BL+1(u), and the function f : BL+1(u)→ R+ given by
f : x 7→ ‖ 1yGΛ′(E)1x ‖.
Let S ⊂ BL−ℓ−1(u) be a (possibly empty) set such that any lattice cube Bℓ(x) ⊂
BL−ℓ−1(u) \S is (E, δ,m)-NS. If 0 < β < δ ≤ 1 and
mℓδ > 2Lβ > Lβ + ln |BL(u)|,
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then f is (ℓ, q,S )-dominated in BL(u), with
q = e−m
′ℓδ , m′ := m− 2ℓ−δLβ > 0.
Now Lemma 3.5 can be proved essentially in the same way as [18, Theorem 2.4.1],
with the help of Lemma A.1. The role of the graph G is played, of course, by the
scatterers lattice ZN .
Appendix B. Proof of Lemma 3.7
Lemma B.1. Fix β, δ ∈ (0, 1], m∗ ≥ 1 and E ∈ R. Suppose that a WI ball B(N)(u, Lk)
is (E, β)-NR and satisfies the following two conditions:
∀λ′ ∈ ΣI∗
(
H
(N ′)
B′
)
B′′ is (E − λ′, δ,mN ′)−NS (B.1)
∀λ′′ ∈ ΣI∗
(
H
(N ′′)
B′′
)
B′ is (E − λ′′, δ,mN ′′)−NS. (B.2)
If L0 is large enough then B
(N)(u, Lk) is (E, δ,mN )-NS.
Proof. Recall that we assume the EVs of the operators appearing in our arguments to
be numbered in increasing order. We have the following identities:
GΛLk (u)(E) =
∑
a
P′Ψ′a ⊗GΛ
′′(E − E′a) =
∑
a
GΛ′(E − E
′′
a )⊗P
′′
Ψ′′a
(B.3)
Further, the operator GΛ′′ (as well as GΛ′) has compact resolvent, so E
′
a ↑ +∞ as
a→ +∞.
By the second resolvent identity, for any energy E which is not in the spectra of HniΛ
and HΛ, we have for their respective resolvents G
ni
Λ(E) and GΛ(E)
GΛ = G
ni
Λ −G
ni
ΛUΛ′,Λ′′GΛ
thus
‖χyGχy‖ ≤ ‖χyG
niχx‖+ ‖χyG
niUGχx‖
≤ ‖χyG
niχx‖+ ‖UΛ′,Λ′′‖‖G
ni
Λ‖‖GΛ‖.
We start with the last term in the RHS. Since Λ is weakly interactive, we have by
inequality (3.20) (cf. also Lemma 3.6)
‖UΛ′,Λ′′‖ ≤ Ce
−(3NLk)
ζ
.
The assumed (E, β)-NR property gives ‖GΛ‖ ≤
1
2e
Lβk ; in terms of the spectrum ΣΛ of
HΛ, dist(E,ΣΛ) ≥ 2e
−Lβk . The min-max principle implies for the spectrum ΣniΛ of H
ni
Λ
dist(E,ΣniΛ) ≥ 2e
−Lβ
k − ‖UΛ′,Λ′′‖ ≥ e
−Lβ
k , (B.4)
so ‖GniΛ‖ ≤ e
Lβk . Finally,
‖UΛ′,Λ′′‖‖G
ni
Λ‖‖GΛ‖ ≤ Ce
−(3NLk)
ζ+2Lβk ≤
1
2
e−L
ζ
k .
It remains to assess the GF of the non-interacting Hamiltonian. Denote
a(η) = max{a : E′a ≤ E∗ + 2η},
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then the Combes-Thomas estimate (cf. [9, 37]) combined with the Weyl law implies
that ∑
a>a(η)
∥∥P′Ψ′a ⊗GΛ′′(E − E′a)∥∥uprise ≤ +∞∑
j=1
LCk e
−(2η+j)Lk ≤
1
2
e−ηLk ≤
1
2
e−2mNL
δ
k .
It also follows from the Weyl law that card{a : E′′a ≤ E∗+2η} ≤ L
C′
k . By assumption,
for all a ≤ a(η), ∥∥GΛ′′(E − E′a)∥∥uprise ≤ e−mN−1Lδk ≤ e−2mNLδk .
We conclude that∑
a
∥∥χyP′Ψ′a ⊗GΛ′′(E − E′a)χy∥∥ ≤
 ∑
a≤a(η)
+
∑
a≤a(η)
P′Ψ′a ⊗GΛ′′(E − E′a)
≤ LC
′
k e
−2mNL
δ
k +
1
2
e−2mNL
δ
k ≤ e−2mNL
δ
k .
(B.5)
Similarly, ∑
a
∥∥χyGΛ′(E − E′′a )⊗P′′Ψ′′aχy∥∥ ≤ e−2mNLδk . (B.6)
Taking the sum over all y ∈ ∂−BLk(u), falling into one of the two categories (B.5)–
(B.6), we obtain for L0 large enough∥∥GΛLk (u)(E)∥∥uprise ≤ ConstLNdk e−2mNLδk ≤ e−mNLδk ,
which proves the assertion of the lemma. 
Proof of Lemma 3.7. Denote by S the event in the LHS of (3.21). LetΛ = Λ(N)(u, Lk)
and consider the canonical factorization Λ = Λ′ ×Λ′′. We have
P {S} < P { Λ is not (E, β)-NR}
+ P { Λ is (E, β)-NR and E, δ,mN -S } .
(B.7)
By Theorem 3, the first term in the RHS is bounded by e−L
β
k+1 < 13e
− 32νNL
κ
k+1 , since
κ < β, so we focus on the second summand.
Let Σ′ = Σ
(
H
(N ′)
B′
)
∩ I∗, Σ′′ = Σ
(
H
(N ′′)
B′′
)
∩ I∗, and consider the events
S ′ = {ω : ∃λ′ ∈ Σ′, B′′ is (E − λ′, δ,mN ′)−NS},
S ′′ = {ω : ∃λ′′ ∈ Σ′′, B′ is (E − λ′′, δ,mN ′′)−NS}.
Since Λ is WI, we have that ΠΛ′ ∩ ΠΛ′′ = ∅, HΛ′′(ω) is independent of the sigma-
algebra F′ generated by the random scatterers affecting Λ′, while HΛ′(ω) is F
′-measu-
rable, and so are all the EVs λ′ ∈ Σ′.
Further, by non-negativity of H′, if E ≤ E∗, then E − λ′ ≤ E∗ for all λ′ ∈ Σ′.
Replacing the quantity E − λ′, rendered nonrandom by conditioning on F′, with a
new nonrandom parameter E′ ≤ E∗, we have, by induction in 1 ≤ n ≤ N − 1, and
with νN ′′ ≥ νN−1,
P {S ′} = E [P {S ′ |F′′} ] ≤ sup
E′≤E∗
P
{
Λ′′ is (E′,m)-S
}
≤ |Λ′′| e−νN′′L
κ
k ≤ |Λ′′| e−2νNL
κ
k ≤
1
3
e−
3
2νNL
κ
k .
(B.8)
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Similarly,
P {S ′′} ≤
1
3
e−
3
2νNL
κ
k . (B.9)
Collecting (B.7)–(B.9), the assertion (3.21) follows.
For the second assertion (3.22), it suffices to apply a polynomial bound on the
number of cubes of size Lk with centers on the lattice Z
N in a cube of radius Lk+1. 
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