Abstract
Introduction
Visual tracking is one of the essential and fundamental tasks in computer vision as it can be widely applied in video surveillance, vehicle navigation, human-computer interaction, etc., [1] [2] [3] [4] . However, designing a robust tracking system still remains a challenge for the community, due to the appearance variations of the target. The appearance variations include intrinsic variations and extrinsic variations [5] . The intrinsic appearance variations are pose variation and shape deformation of the target. The extrinsic variations include changes resulting from different illumination, camera motion, and partial occlusion. So a robust appearance model that can deal with the aforementioned difficulties is critical to the tracking algorithm and many appearance models have been proposed recently. In reference [6] , an adaptive fragments-based appearance model fusing color histogram and SIFT features is proposed, which can solve the problems of color similar target, scale change and occlusion in target tracking. Ross et al., [7] represent the target object by a low dimensional PCA subspace and propose an online update approach for efficiently learning and updating the appearance model. Experimental results illustrate that this method is effective in handling in-plane rotation, scale, illumination variation and pose change. However, it has also been shown that the scheme is sensitive to partial occlusion. Recently, sparse representation has been extensively studied and applied in visual tracking. This kind of methods estimates the target appearance by finding a sparse linear combination over a basis library containing target and trivial templates. In reference [8] , the sparse representation of the candidate target is solved by l1 minimization. Although this method appears to promise robustness in visual tracking, it only uses training templates directly cropped from the images, which makes it difficult to handle significant view and pose changes. More recently, Xu Jia et al., [9] propose a method based on the structural local sparse appearance model, which exploits both partial information Copyright ⓒ 2014 SERSC and spatial information of the target. This method is successful in the occluded cases but it is not clear if such a method is effective when the target undergoes significant pose variations.
In this paper, we propose a robust tracking method with a novel appearance model. The appearance model is based on fragments-based PCA sparse representation. It samples nonoverlapped local image patches within the templates in PCA subspace as the sparse codes. Then, the candidate local image patches are sparse represented. Finally, tracking is continued using the particle filter for propagating sample distributions over time. In addition, the templates are updated online based on incremental subspace learning .Using the fragmentsbased PCA templates rather than the image templates facilitates the tracker to handle significant illumination and pose change as well as occlusion.
The reminder of the paper is organized as follows. Section 2 reviews the related works. The proposed visual tracking with fragments-based PCA sparse representation is described in Section 3. The experimental results are shown in Section 4, which demonstrate the effectiveness of the proposed tracking algorithm using some challenging videos. Finally, we conclude this work in Section 5.
Related Works
Much work has been done in appearance modeling and representation that aims at designing a robust visual tracking system. In this section, we discuss the most relevant algorithms: subspace representation and sparse representation methods.
Subspace Representation
Subspace representation aims at adapting the appearance variations with a low-dimensional subspace. These methods are effective to model the object appearance undergoing pose and illumination changes for visual tracking. Ross et al., [7] propose an incremental visual tracking (IVT) method which introduces an online update approach for efficiently learning and updating a low dimensional PCA subspace representation of the target. Other sophisticated subspace representation methods (graph-based learning subspace [10, 11] , and data-driven constrained subspace [12] ) are proposed to find a more optimal subspace for performance improvement. Although these methods are effective in handling pose and illumination changes for visual tracking, they can not handle occlusions and will suffer from failure caused by occlusion in a long duration. In PCA subspace, the target is represented by equation (1) .
y U z e  (1) Where, y denotes the target, z is the corresponding coefficient vector, U represents the matrix of column basis vectors, and e is the error.
In PCA, the error vector e is considered as Gaussian distributed with small variances. Therefore, the coefficient vector z and the reconstruction error r e c e can be approximated by equation (2) and (3) . When the target is partially occluded, the noise term cannot be modeled with small variance. Hence, the PCA subspace representation is sensitive to partial occlusion. 
Sparse Representation
Sparse representation indicates another path to model the appearance of the object. Initially inspired by the work on robust face recognition in reference [13] , Mei et al., [8] 
The method only considers the holistic representation and do not make full use of the sparse coefficients. In reference [9] , Xu Jia et al., propose a structural local sparse appearance model, and exploits both partial information and spatial information of the target. The method helps locate the target more accurately and handle partial occlusion.
Motivation of our Method
Our method exploits the strength of both subspace learning and sparse representation for modeling object appearance. This method samples non-overlapped local image patches within the templates in PCA subspace. The candidate local image patches are sparse represented by the local template patches in PCA subspace. In addition, the templates are updated online based on incremental subspace learning. Our method has the following advantage. First, compared with other sparse represent method that using image templates, our method exploits the advantage of subspace representation and can handle the undergoing pose and illumination changes for visual tracking. Second, by introducing fragments-based method to sparse representation, our method exploits the spatial information as well as the partial information, which helps it more effective in handling occlusion. 
Visual Tracking with Fragments
I is the mean of the images. The eigenvectors U can be calculated by the singular value decomposition. Figure1 shows the target images and the templates in PCA subspace.
Each template inU is sampled to M local non-overlapped patches. These local patches are used as the dictionary to encode the candidate target. .Before solving optimization problem in formula (8) , all the vectors need to be 2 l normalized. Otherwise the decomposition coefficients would be sensitive to the magnitudes of the vectors. 
( ( 1 ) 1 ) ( can be obtained and the diagonal elements of V can be used to represent the candidate. By doing this the influence of outliers is reduced and the structural information is retained in the representation to better locate the target.
Particle Filter Framework for Visual Tracking
We embed the fragments-based PCA sparse representation appearance model into the particle filter framework to form a robust tracking algorithm. Let t X is the state variable of the object at time t ,   
Where, ( | ) tt p Z X denotes the observation likelihood, The weight can be updated by the following formula:
Commonly, the motion model 
Where,  is a diagonal covariance matrix which contains 
Template Update
It is essential to update the eigen templates for handling appearance changes. However, if some imprecise samples are used, the model will degrade. In this paper, we use the ratio in equation (14) to detect the occlusion. If certain patch i in the target is occluded, the sparse coefficients of it will be dense and the value () i  in (14) will be small. If () i tr   , ( tr is the threshold), then it is occluded. The model will not be updated as long as there is one patch is occluded. If the whole target is not occluded, it will be used to update the model. In our approach, we employ incremental learning procedure in [7] to update the template set. We briefly introduce the update algorithm to make this paper self-contained.
Suppose we have an image set ( f is the forgetting factor).
Step 2 Form the matrix Step 4 Compute the SVD of R:
Step 
Algorithm Summary
The proposed tracking algorithm is summarized in Algorithm 2.The target in the first frame is obtained manually. Targets in the following partial sequence are obtained by kd-tree method and are used to generate eigen template set for initialization. Then, we formulate the tracking process as the particle filter framework. Once the target gotten in the current frame is not occluded, the incremental PCA learning steps will be used to update the eigen template set to handle the appearance variation of the target. This tracking process will be continued until the end of the video. 
4.
Estimate the current state t X by MAP according to the particle filter framework and get the target image t y . (14) to judge whether the target image t y is occluded or not. If not, using the incremental PCA learning steps to update the eigen template set. 6. Go to step 2 until the last frame of the video is gotten. Output : The current state t X of target
Using equation

Experimental Results
In this section, we present experiments to demonstrate the effectiveness of our algorithm. Six public video sequences are used for evaluating the performance of our tracker under challenges of significant occlusion, pose and illumination changes. The details of the selected video sequences are listed in Table 1 . All the experiments are conducted using a MATLAB implementation on a 3GHz machine with 3GB RAM. We also test the L1 tracker [8] , IVT tracker [7] and SLSAM tracker [9] for comparison. Each tracker runs with its default parameters. In our method, we partition the observed samples and eigen templates into ten local areas. We also use 30 eigen templates and 600 particles.
Table 1. Videos used in the Experiment
Quantity Evaluation
The ground truths of the videos are provided by reference [9] and reference [16] .Three criteria are employed to evaluate the performance of the trackers. Figure 3 presents the tracking error (in pixels), which measures the Euclidean distance between the center of the ground truth and the tracking window. Table 2 summarizes the average tracking errors for each video and shows that our method has the lowest average tracking error for all the six videos. Table 3 is the accurate rate. The accurate rate indicates the percentage of the tracking success frame. We consider the tracking is a success when the distance of the tracking window center and the ground truth is less than half of the diagonal length of the rectangle enclosing the true target. From the results, we can see that our method outperforms other three state-of-the-art tracking methods and has the highest tracking accurate rate.
Video
Frame Main challenge David [9] 462 Moving camera, illumination variation Car11 [9] 393 Illumination variation, scale change, background clutter Board [14] 461 3D motion, appearance change Figure 4 shows the tracking results in Faceocc2 sequence and ThreePastShop2cor sequence, which demonstrate that fragments-based PCA sparse representation can help avoid much influence of occlusion and better estimate the target. In the Faceocc2 sequence, our method can track the face accurately even when it is heavily occluded by the book and the cap, while other trackers drift away from the target or scale badly. The L1 tracker shows good results in the first 250 frames, but then drifts away and fails to locate the face at frame 551.The IVT tracker also drifts away from frame 551 when long duration occlusion occurs. The SLSAM tracker performs competitively in this video because of the structural local sparse appearance model. However, it does not scale well when the face is heavily occluded. In the ThreePastShop2cor sequence, other three methods fail to track the target because there are two other men around and the man is two times occluded by the two men. Our tracker does not drift away and is not affected much by occlusion owing to the fragments-based PCA sparse representation and eigen template update scheme. Figure 5 presents the tracking results in David sequence and Car 11 sequence with large illumination variation. In the Car 11 sequence, there is low contrast between the target and the background. Our method performs well in tracking the vehicle while the IVT tracker and L1 tracker drift to the cluttered background when drastic illumination variation occurs. Although, the SLSAM tracker keeps tracking the target to the end, our algorithm achieves low tracking error and high success rate. This can be attributed to the use of fragments-based PCA sparse representation and the incremental subspace learning which are able to handle appearance change due to lighting change. In the David sequence, the boy walks out of the dark room and into an area with spot lights. The L1 tracker does the worst and loses the target from frame 150. Our tracker can track the boy successfully. The IVT tracker and SLSAM tracker are also able to follow the boy in most of the video but with higher tracking error. 
Quality Evaluation
Conclusion
In this paper, we propose a novel robust appearance model based on fragments-based PCA sparse representation for visual tracking, which exploits the strength of both subspace learning and sparse representation for modeling object appearance. By exploits the advantage of subspace representation, the tracking method can handle the undergoing pose and illumination changes for visual tracking. In addition, by introducing fragments-based method to sparse representation, our method exploits the spatial information as well as the partial information, which helps it more effective in handling occlusion. Finally, experimental results on challenging videos show that our method can track accurately and robustly, and outperform many other state-of-the-art trackers.
