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A SET OF INEQUALITIES IN FACTOR ANALYSIS 
J. N. I)ARROCH 
UNIVERSITY OF MICHIGAN 
Inequalities relating the communalities to the multiple-correlation 
coefficients are derived. They are stronger than the well-known inequalities 
which have played an important role in factor analysis for the pa~t thir ty 
years. Necessary and sufficient conditions for equality are obtained. 
1. Introduction 
Let  ~; = [¢ , ]  denote  the  correlat ion matr ix  of x = [xl x2 . "  x~]'. W e  
shall su~-pose t h a t  2: is nonsingular  and therefore posit ive definite. (If, to  the  
contrary ,  ~ is of r ank  r ( <  p) then  there  are only r l inearly independent  
variables x~ , x2,  . . .  , x. , say, and the  others are redundant . )  
Nex t  let 
(1) 
where 
l ~ = r + a  
I:~ 0 ..- J 
A = 8~ "'" 00 0< ~ 1, l < i ~ p ,  
LiO 0 ... !,~ 
and F --- ~ -- A is posi t ive semi-definite. T he  factor-analysis  in te rpre ta t ion  
of (1) is t h a t  
x = y - ~  z,  
where y = [yl y~ " ' "  y~]' has  covariance mat r ix  r and  is uncorre la ted  wi th  
z = [zl z2 - - .  z~]' which has covar iance mat r ix  A, so t h a t  z¢ is uncorre la ted wi th  
zi , 1 < i _~ j < p. T h e  variable y~ is called the common-fac tor  c o m p o n e n t  
of x~ and  var(y~) -- 1 --  ~ is the  communa l i ty  of x¢ while z~ is the  specific 
fac tor  of x~ and var(z~) = ~ is the  uniqueness of x¢ . 
Le t  p~ denote  the  mult iple-correlat ion coefficient of x,. wi th the remaining 
p --  1 variables. Then  
(2) p, < 1 1 < i < p,  
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because F is nonsingular. Roff [3] pointed out and Dwyer  [1] proved that  
(3) 1 - 1 < i < p.  
In this paper we derive a set of stronger inequalities than (3). 
2. The Inequalities 
Write 
1 d; ] 
Ldl ~n 
where r n  is the covariance matrix of xl = [x~ xa "'" x~]' and define 
Thus ~x = [~2 f~3 "'" f~] '  is the vector of regression coefficients of x~ on 
x~ . Now 
L-- ~ 
Therefore 
(4) 1 - - p ~  = [1 - - ~ ] F [ 2 ~ ]  + [ 1 1  -- ~ ] A [  1[-~1J ~" 
The second term on the right of (4) is ~ + f~12~222 + fl~a~a2 2 + . . .  + f~22 and, 
since F is positive semi-definite, the first term is nonnegative. Applying the 
same argument to 1 -- p==, . . .  , 1 - p~, we have the following set of p ine- 
qualities 
(5) 1 p~ > ~ +  ~ 2 - -  B . ~ i  1 < i < p ,  
where/3 ,  is the coefficient of x; in the regression of x~ on the remaining p -- 1 
variables. 
3. Conditions for Equality 
Suppose that  
(6) 1 p~ ~f + ~E 2 - - B 1 ; ~ i  • 
i > 1  
Then ~F~I  = 0, where ~ = [1 -- ~]. But, since F is positive semi-definite, 
~ F ~  = 0 only ff r q l  = 0. Therefore (6) holds if and only if 
(7) [1-- ~ df ][ I ] [~] 
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where 
Equa t ions  (7) are 
I-Iowever 
[i 0 ~ a~ 0 • • ° 0 2 " 
1 - -  a~ - -  0 ; ~ ,  = 0 
Therefore  (6) holds if and only if 
(8) 6~ = 1 -- p~ 
and  
( 9 )  fl~2a~ = fl,a(~ . . . . .  /9,,a~ = 0 .  
Equa t ions  (9) s ta te  that ,  for  each j, 2 _< j < p, e i ther  a~ = 0 or ill,' = 0. 
At  this stage it is wor th  not ing the  connect ion be tween the regression 
coefficients fl~; and the mat r ix  ~e -1. Wri t ing 
di ~]iiJ 
we have  
,_,  _1[ , q 
I~ -~  = ( 1  - -  d l l : l l d l )  
--I --i ! --1 
- - ~ l l d l  ~1: "J- "~11dld1~11 ] 
[ = (i - d) -I i 
F r o m  the form of the  first row of :~-~ it  follows t h a t  
- - f l = i  -~a2 1 . . . .  f la~ 
- - - ~ 1  - -~2  - -~a  " "  i 





, say,  
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where D in the diagonal matrix whose i th  diagonal element is 1 - p~ . T h u s  
3 ,  = 0, i # j, if and only if the (i, j) element of X-* is zero. 
We see from (8) tha t  there is equality in any member of (5) if and only 
if there is equality in the corresponding member of (3). 
4. Condi t ions  for p --  m Equal i t i e s  
In  this section we shall obtain necessary and sufficient conditions fo r  
equali ty in the last p -- m inequalities of (5) (and therefore of (3)). Gu t tman  
[2] obtained sufficient conditions for equality in the last p - m inequalities 
of (3) (and therefore of (5)). The  end results of this section are closely re la ted 
to Gut tman 's  but  the method of analysis is different. 
Let  
S =  { 1 , 2 , - - - , m } ,  T =  {m  + l , m  + 2, . . .  ,p} .  
Then  we know that  
(I1) 




- -  31i ~i i ~ T,.  
~2 2 = 1 -- p~ i e T ,  
i¢~ i E T , i # i  
Equat ion (13), taken in conjunction with (12), holds if and only if 
(14) ~,~+ = 0 i e  T, j t S ,  
and 
(15) 3,+ = 0 i ~ T,  j ~ T,  i # j .  
Condition (15) states tha t  the (i, j) element of x -1 is zero for all i e T, j s T, 
i ~ j. One way of describing this is to say that ,  given xl , x2, . . -  , xm, the  
variables xm+~ , xm+2 , " "  , x~ are uneorrelated (partially). This is clearIy a 
very  special situation. (In particular, there is equality in all p inequalities 
if and only if xl , x2 , " "  , x~ are completely uncorrelated, tha t  is x = I.) 
When (12), (14), and (15) hold, F = ~ -- A is a t  most of rank m for 
F~i = 0 j ~ T 
and, from (10), the vectors ~=+1 , . . -  , ~ are linearly independent. 
So far we have pointed out  tha t  (12), (14), and (15) are necessary and suf- 
ficient for (11). Now (14) holds in particular if 
(16) ~; = 0 j ~ S .  
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~When (12), (15), and (16) are satisfied F is exactly of rank m for, using an 
obvious notation, we have 
L~Tz ~rr] LETS 
5. Discussion 
Gut tman  [2] proved an important  limiting relationship between the 
~ommunalities i -- 8~ and the multiple-correlation coefficients p. Namely that ,  
if q is the rank of F and q/p-->O as p--~ ¢~, then (1 -- ~)/p~ ~ 1, i = 
1, 2, -. • ,  p. Thus the communali ty i - ~ may  be characterised as the squared 
multiple-correlation coefficient of x~ with an infinite set of " re levant"  varia- 
bles. This property,  and the fact tha t  in very special situations it is possible 
for 1 -- ~ to equal p~ for some values of i, led Gu t tman  to  call p~ the "best 
possible" systematic estimate of 1 -- ~ in the practical case of a finite number 
of variables. While it  is usually realized tha t  the use of these estimates is 
strictly illegitimate in the sense tha t  they lead to a r which is nonnegative 
definite and therefore cannot be a covarianee matrix, the extent to which they 
are illegitimate may now be bet ter  judged from the amount  by which they 
contradict  the p inequalities (5). 
In  this paper we have only been concerned with helping to demarcate 
the  region of legitimate communalities and not with any criteria which 
propose a particular point in this region as the communali ty solution. We hope 
to t reat  this aspect in a later paper. 
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