Motivation: Shotgun metagenomics is a powerful, high-resolution technique enabling the study of microbial communities in situ . However, species-level resolution is only achieved after a process of "binning" where contigs predicted to originate from the same genome are clustered. Such culture-independent sequencing frequently unearths novel microbes, and so various methods have been devised for reference-free binning. Existing methods, however, suffer from:
There are further situations where the underlying variability or overlap of the system is unknown, and there is a desire to extract information from a small number of pilot datasets. Additionally, multi-sample comparisons, which by nature incur higher sequencing costs, do not necessarily aid in binning of genomes unique to one sample (Miller, Weyna, et al. , 2016) .
To date, our efforts to sequence the genomes of marine invertebrate symbionts that make bioactive small molecules have relied upon semi-manual binning techniques (Miller, Vanee, et al. , 2016; Miller, Weyna, et al. , 2016) . However, marine sponge microbiomes, which offer a wealth of biotechnological potential (Lackner et al. , 2017) , can contain hundreds of microbial species, occupying up to 40% of the sponge's tissue volume (Hentschel et al. , 2012; Taylor et al. , 2007) . As these systems were beyond the limit of reasonable manual processing, and due to the poor performance of existing automatic binning pipelines for such host-associated metagenomes, we were motivated to develop an automated and scalable binning algorithm, which we call "Autometa". This method carries out clustering on a simplified subset of contigs (those taxonomically classified as either Bacteria or Archaea), in order to maximize scaling according to metagenomic complexity from individual metagenome assemblies. The initial clusters serve as the training set for subsequent classification by a supervised machine learning algorithm. We evaluated Autometa using a number of simulated and synthetic metagenomes, where performance could be assessed with reference to the known component genomes, as well as a real host-associated metagenome we previously examined by semi-manual binning (Miller, Vanee, et al. , 2016; Miller, Weyna, et al. , 2016) . We found that Autometa performed comparably or outperformed MaxBin (Wu et al. , 2014) , MetaBAT (Kang et al. , 2015) , MyCC (Lin and Liao, 2016) , and BusyBee Web (Laczny et al. , 2017) , especially in cases with higher metagenome complexity and in a host-associated dataset. We further found that contig-level taxonomic classification using lowest common ancestor (LCA) analysis was able to improve Autometa's performance as well as the binning performance of other pipelines.
Methods
Autometa bins microbial genomes de novo from single shotgun metagenomes using sequence homology, coverage, and nucleotide composition to distinguish between contigs. The task is guided by the presence of marker genes, previously identified in Bacteria and Archaea (Rinke et al. , 2013) and known to occur as single copies in microbial genomes. The presence of marker genes can be used to estimate the genome completeness of bins, as well as the level of contamination, as each marker should only be detected once per bin. The microbes found in environmental metagenomes can be highly divergent from all previously sequenced organisms, and those that associate with eukaryotic hosts often undergo a process of genome degradation and reduction, where functions essential to independent life can be lost (McCutcheon and Moran, 2012; Bennett and Moran, 2015) . For instance, we recently identified a genome-reduced bacterium that was so divergent from known sequences that only ~20% of genes had hits in the NCBI NR database, and only ~20% of the expected bacterial single-copy markers could be detected (Miller, Weyna, et al. , 2016) . We therefore do not assume bins should be close to 100% complete or use single copy markers to pre-calculate the number of bins, as in MaxBin (Wu et al. , 2014) . The overall process employed in Autometa comprises three broad stages ( Figure 1 ):
1. Separate contigs into kingdom bins based on sequence homology. 2. Iteratively cluster kingdom-specific contigs. 3. Classify unclustered contigs to bins via supervised machine learning.
Separate contigs into kingdom bins
A broad separation of contigs into kingdom bins allows the removal of host-derived or other eukaryotic contamination (even if the host genome is not represented in reference databases), as well as separation of contigs derived from Bacteria and Archaea, simplifying subsequent deconvolution. Genes are identified in all contigs longer than a specified length cutoff (default is 10,000 bp, all datasets tested here were based on a 3,000 bp cutoff) with Prodigal (Hyatt et al. , 2010) . Translated coding sequences are then queried against the NCBI NR database using the accelerated BLAST implementation Diamond (Buchfink et al. , 2015) . The LCA of the hits with bitscore within 10% of the top hit is used to assign a taxonomy ID to each predicted protein according the the NCBI taxonomy database (https://www.ncbi.nlm.nih.gov/taxonomy). To reduce the influence of horizontally transferred genes, contig-level taxonomy is assigned by a modified majority vote of the component predicted coding sequences. Classifications are considered in order of decreasing specificity (species, then genus, family, order, class, phylum and kingdom), and accepted when a majority (≥ 50%) classification is reached, provided that the majority of proteins classified with lower specificity are ancestors of this classification. If an answer cannot be reached by this process, the lowest common ancestor of all proteins within a contig is used as the contig classification. Because eukaryotic genomes have low coding density, this system might conceivably lead to incorrect assignment of eukaryotic contigs as bacterial/archaeal in the case of interkingdom HGT. While a filter for coding density might distinguish most bacterial contigs from eukaryotic ones, employing the wrong cutoff would exclude low-density symbiont genomes at early points in genome reduction (McCutcheon and Moran, 2012) . Most identified bacterial to eukaryotic HGT events are from organelles (K. B. , and therefore we anticipate that in these cases the closest BLAST hits will be other organelle genes, tied to the host taxonomy. Additionally, the use of prokaryotic gene-finding algorithm Prodigal is expected to yield multiple ORFs for each eukaryotic gene, corresponding to each exon, thus potentially weighting eukaryotic classifications over prokaryotic ones. Very divergent prokaryotic genomes can contain contigs with varying classification even at the phylum level (Miller, Weyna, et al. , 2016) , and therefore taxonomic classification is used cautiously in subsequent operations (see below). At this stage, contigs are separated into bins classified according to different kingdoms, and contigs classified as Bacteria and/or Archaea are progressed to the next step.
Clustering kingdom-specific contigs
It has been shown that k -mer frequency patterns differ between bacterial species/strains (Teeling et al. , 2004; Dick et al. , 2009) , and that visualization of k -mer frequency data after dimension reduction with Barnes-Hut Stochastic Neighbor Embedding (BH-tSNE) (Van Der Maaten, 2014) effectively aids manual deconvolution of metagenomic contigs (Laczny et al. , 2014 (Laczny et al. , , 2015 . However, the feasibility and throughput of visual (manual) binning using BH-tSNE quickly degrades with increasing metagenome complexity. Autometa counts 5-mer frequencies in contigs, normalizes and reduces the raw dimensions to 50 with principal component analysis (PCA) as previously described (Laczny et al. , 2014) , before dimension reduction with BH-tSNE.
In BH-tSNE, the parameter of "perplexity" can be conceptualized as the effective number of neighbors considered when the algorithm embeds local structure. In previous work (Laczny et al. , 2014) , a perplexity value of 30 has been used, so we sought to determine if this was a reasonable value to use in all cases, or whether the parameter should be optimized for different datasets. It has been suggested (Cao and Wang, 2017 ) that a factor referred to as pseudo Bayesian Information Criteria (pBIC, or S ) might be used to determine the optimum perplexity value (judged by human machine learning experts), where the optimum perplexity gives the minimum value of S . In simulated and synthetic metagenomes (see below), we found that minimum S values scale with the number of contigs (Figures S1-S6). To determine whether this would be a valid method for optimizing perplexity, we devised an objective measure of separation based on alignments of metagenomic contigs to the input genomes. For a particular perplexity, we construct groups of points in BH-tSNE space based on their assigned genomes (discounting contigs that are misassembled or unalignable). Within the groups, we discard outliers whose distance away from the group's centroid is greater than the third quartile of distances plus the interquartile range multiplied by 1.5. From the remaining points, a convex hull is constructed, and we determine both the total area of the hull, t , and the area that is not overlapped by any other genome convex hull, u . The 'non-overlapping fraction', v , of the coordinate set for a given perplexity is given by equation 1, where the optimum perplexity should yield the maximum value of v , representing the greatest separation between genomes in BH-tSNE space. We plotted v against perplexity for all datasets where a ground truth was known (see below, Figures S7-S12). Importantly, peak values of v did not occur at perplexities close to those giving minimum values for S , meaning that S is a poor predictor for v . A degree of variability in adjacent values of perplexity was observed, due to the stochastic nature of BH-tSNE, but the peak value of v generally occurred between perplexities of 20 and 70, regardless of dataset size. As a relationship between dataset size and optimal perplexity was not found, and a method for optimizing perplexity in the absence of ground truth information was not apparent, we use a default value of 30 in the Autometa pipeline.
Clustering is achieved with the DBSCAN algorithm (Ester et al. , 1996) , which clusters based on local density and is able to exclude outliers. In other words, it does not force all contigs into a bin, minimizing the potential for overfitting. DBSCAN has been previously implemented to cluster the output of dimension reduction of pentanucleotide frequencies via BH-tSNE (Heintz-Buschart et al. , 2016) . Here, as input to the DBSCAN algorithm, we use the two dimensions produced by BH-tSNE as well as contig coverage. The eps parameter for DBSCAN controls the size of the local neighborhood around points that is explored during clustering, and we cycle through ascending values of eps from 0.3, increasing by 0.1 until only one group is obtained. For each of these iterations, Autometa assesses clusters by examining both their completeness (number of expected single copy markers) and purity (number of single copy markers that are unique in the cluster). The eps value selected is the one that gives the highest median completeness of bins that are above 20% complete and 90% pure, and the resulting bins that pass these criteria are kept. This method has the advantage that it assesses clustering in a biologically relevant manner, in contrast to internal clustering validation functions (Liu et al. , 2010) , and it balances recall (completeness) and precision (purity) of the resulting bins. The clusters that do not meet these criteria and contigs in the "unclustered" bin are then subjected to another round of DBSCAN, again maximizing for median completeness of clusters over 20% complete and 90% pure. This process is iterated until no more clusters meeting the completeness and purity criteria can be obtained. In our investigations of the effects of perplexity on v (Figures S7-S12), we found that peak values of v decreased with increasing dataset size, illustrating that BH-tSNE is not able to avoid spatial overlap in complex datasets. In these cases it is expected that further fractionation of the data based on orthogonal properties will improve clustering quality. Therefore, we allow the unclustered fraction in each iteration to be optionally further divided into taxonomic groups in ascending order of specificity (phylum, then class, order, family, genus and species). After each split the iterative DBSCAN algorithm described above is repeated, and if unclustered sequences result, they are pooled for clustering at the next specific taxonomic level. This process allows the deconvolution of taxonomically-distinct genomes that exhibit similar k -mer frequency and coverage, and starts at the non-specific end of the taxonomic spectrum (i.e., phylum before class) to yield well-separated clusters and to maximize the chance of clustering divergent genomes that exhibit uncertain taxonomic classification (see above).
Classifying remaining contigs by supervised machine learning
Following initial clustering of contigs into bins, all remaining (i.e., unclustered) contigs are further recruited to these cores using a supervised decision tree classifier approach. The classifier is trained with features of single copy gene marker-containing contigs belonging to the initial clusters, using 5-mer frequencies reduced to 50 dimensions via PCA, as well as sequence coverage, and (optionally) taxonomic information encoded as a binary indicator matrix. The confidence of each of the classifier's predictions is measured using Jackknife cross validation whereby the classifier is iteratively re-trained with a random subset (50%) of the training data (Chevrette et al. , 2017) . By default, a prediction will only be accepted if this metric reports 100% confidence (e.g., 10/10 consistent classifications when trained with 10 random subsamples of the training data) and the prediction does not add any marker contamination to the predicted bin. After each full round of predictions, any marker-containing contig that is confidently classified to pre-existing clusters is added to the training data for subsequent rounds of classification, until no further marker-containing contigs are confidently classified. This approach is similar to the 'bootstrapping' of supervised machine learning in BusyBee web using the result of unsupervised clustering, except that it includes features beyond nucleotide composition, such as sequence coverage and taxonomic information in the prediction process and uses jackknife cross validation ( Figure S13 ) to assess the confidence of each prediction.
Benchmarking 2.4.1 Benchmarking datasets
Simulated metagenomes of increasing complexity (see Table 1 ) were created by picking random genomes out of the bacterial genome assemblies held in the NCBI database. Illumina reads (2 × 125 bp) were simulated using ART (Huang et al. , 2012) and assembled with metaSPAdes (v3.9.0) (Nurk et al. , 2017) . Datasets were simulated to represent each component genome with equal coverage in order to stress test discrimination performance based on nucleotide composition. A synthetic metagenome ("Mix-51") was made by mixing together 51 bacteria isolated from the human gut, before extracting DNA as previously described (McNulty et al. , 2011) . The resulting DNA pellet was dissolved in TE buffer (10 mM Tris-HCl pH 8.0, 1 mM EDTA) then column-purified using the Nucleospin Gel and PCR Clean-up kit (Macherey-Nagel Inc, Bethlehem, PA). DNA concentration was measured using the Qubit BR dsDNA assay (Invitrogen, Eugene, OR). Sequencing of this DNA was carried out on an Illumina HiSeq 2500, in a 2 × 125 bp run. Adapters were trimmed from the resulting reads using Trimmomatic (Bolger et al. , 2014) , before being assembled with metaSPAdes (Nurk et al. , 2017) . The raw reads of Mix-51 are accessible through the Sequence Read Archive (SRA), under accession number SRR5679054 . Further information on the datasets, including details of component genomes, can be found in Table S1 .
We also included sample AB1_ovicells in benchmarks, which we previously examined semi-manually (Miller, Vanee, et al. , 2016; Miller, Weyna, et al. , 2016) . This is a metagenome associated with a marine bryozoan, containing the uncultured bryostatin-producing symbiont, " Candidatus Endobugula sertula" along with several divergent bacteria and several genomes that are very similar in GC content and/or coverage. The same assembly used previously (Miller, Vanee, et al. , 2016; Miller, Weyna, et al. , 2016) was assessed as a point of comparison to manual binning efforts. Previously published raw reads and annotated assemblies associated with sample AB1_ovicells are available through NCBI (BioProject PRJNA322176 ). All datasets were tested using commit version 9592e35 and run on a linux server (Dell Poweredge T430 with two Intel Xeon E5-2650 v3 2.3 GHz CPUs, 128 GB of RAM and 1.7 TB of disk space).
Choice of comparison pipelines
To enable an apposite comparison of Autometa's performance with existing pipelines, we excluded pipelines with different aims, such as those designed to pre-cluster raw sequence reads or those that required multiple metagenomic datasets. We also excluded pipelines that required manual interpretation of visualizations, on the grounds that these did not include an automated clustering step. This rationale led us to focus on four pipelines for comparison: MaxBin (Wu et al. , 2014) , MetaBAT (Kang et al. , 2015) MyCC (Lin and Liao, 2016) and BusyBee Web. (Laczny et al. , 2017) .
Evaluation metrics
In the case of the simulated metagenomes and Mix-51, contigs were assigned to reference genomes with metaQUAST (Mikheenko et al. , 2016) . Precision and recall were then calculated as described previously (Lin and Liao, 2016) according to equations 2 and 3 where we consider the binning of N genomes into M clusters and S ij is the combined length of contigs in cluster i which belong to reference genome j . Precision is a property of clusters, described as the length fraction of a cluster taken up by contigs belonging to the genome accounting for the largest fraction of the cluster ( max j ). Recall is a property of reference genomes, described as the length fraction of the genome assigned to the cluster with the largest fraction of that genome ( max i ). For the purposes of these calculations, contigs labelled as "misassembled" by MetaQUAST were excluded. The F1 score is the harmonic mean of precision and recall ( equation 4 ).
Results

Performance in a host-associated metagenome
Compared to our previous semi-manual binning efforts of the AB1_ovicells sample, all four tested programs produced a greater number of bins. Autometa produced 22 genome bins ( Table 2 ) compared to the eight we identified by our earlier, semi-manual approach ( Figure 2 and Table 1 ). However, when comparing the performance of these programs to the composition of manually classified sequence, the bin-level performance was more variable. For instance, each program performed differently when compared to our semi-manual classification of " Ca. Endobugula sertula" contigs. We defined the original AB1_ovicells " Ca. E. sertula" assembly to include 3.32 Mbp in 117 contigs (Miller, Vanee, et al. , 2016) . The cluster statistics of the " Ca. E. sertula" bin as identified by the four automated different programs are detailed in Table S2 . Autometa produced the genome bin most consistent with the semi-manual binning (recovering 92/117 contig (93.3% of length) derived from semi-manual binning). MaxBin had the second highest recovery of the original " Ca. E. sertula" assembly, at a 91.9% recovery rate. Autometa and MaxBin were tied for the highest apparent completeness for this cluster, at 96.2%. The " Ca. E. sertula" cluster identified by MyCC had a slightly higher purity (98.2% compared to 96.6%, according to CheckM results), but with the lowest completeness (71.6%). Interestingly, both MyCC and Autometa identified a shared set of 44 contigs, within the " Ca. E. sertula" bin, that we had previously left unclassified through our semi-manual efforts. The nucleotide composition of these contigs was consistent with contigs we identified as belong to " Ca. E. sertula" ( Figure  S14 ), but had lower sequence coverage on average ( Figure S15 ). However, 12 of these 44 contigs (27%) identified by Autometa and MyCC were assigned the order level taxonomy of "Oceanospirillales," which suggests contamination from another gammaproteobacteria genome bin that we previously identified as an Endozoicomonas sp. ( Figure S16 ).
The aggregate binning results for Autometa and MyCC for the AB1_ovicells sample appear comparable in the number of bins recovered, along with median purity and completeness metrics, with an apparent tradeoff between purity (higher with Autometa) and completeness (higher with MyCC). However, it is worth noting that CheckM does not systematically consider contamination from host Eukaryotic sequences in its reported contamination statistics and much of the sequence clustered by MyCC, MaxBin, and MetaBAT appears contaminated with Eukaryotic sequence ( Table S3 ). In fact, at least two MyCC clusters (Cluster.8 and Cluster.2, Table S4 ) appear heavily contaminated by host bryozoan sequence, though CheckM reports their purity as 87.5% and 77.3% and marker lineage as Archaea ( Table  S4 ). These clusters represent 136.3 Mbp and 31.7 Mbp, in 16,825 and 2,811 contigs, respectively ( Table S4 ). Analysis with Autometa's LCA workflow suggests only 3.5 Mbp (2.5%), and 1.8 Mbp (5.8%), respectively, of these MyCC clusters are represented by microbial sequence ( Table S5 ) .
Thus, to test the effect of taxonomic filtering on the binning performance of other pipelines, we repeated runs with MaxBin, MetaBAT, and MyCC on just contigs that Autometa's LCA workflow identified as bacterial. This taxonomic filtering step resulted in decreased bin fragmentation for MaxBin and MetaBAT. In addition to preventing these putative host sequences from populating MyCC bins, taxonomic filtering improved the median cluster statistics for MetaBAT and MaxBin. Without taxonomic filtering, MetaBAT identified 40 genome bins with an median completeness of 13.2, compared to the 25 bins identified with an median completeness of 23.6 with taxonomy-filtered contigs ( Table 2 ). Taxonomic filtering also resulted in a consolidation of bins produced by MaxBin, with a concomitant increase in completeness (74.3% with and 23.7% without taxonomic filtering).
Performance in a synthetic metagenome with highly similar strains
All tested algorithms were challenged by the high strain overlap of the synthetic Mix-51 community ( Figure 3, Table S6 ). Autometa produced 57 genome bins with an average completeness of 72.3% and an average purity of 99.6%, based on CheckM analysis, where the completeness percentage here is affected by the percentage of the genome that was effectively assembled (Parks et al. , 2015) . For 33 of the 51 bacteria in Mix-51, Autometa produced the highest quality bins based on F1 value, with a median F1 value of 0.935, compared to median values of 0.571, 0.763, 0.694, and 0.324 of MyCC, MaxBin, and MetaBAT, and BusyBee Web respectively ( Table S6 ). Of the closely related Bacteroides species, Autometa best resolved the genomes of B. stercoris, B. uniformis, B. cellulosilyticus , and B. intestinalis . However, all four algorithms struggled to classify the closely related B. thetaiotaomicron strains, which also exhibited some of the lowest fractions of assembly ( Table S6 ). For instance metaSPAdes was only able to recover 59.9% of the Bacteroides thetaiotaomicron 3731 genome, based on alignments of the de novo assembly to known reference genomes using metaQUAST (Mikheenko et al. , 2016) . In terms of F1 values, MaxBin consistently outperformed all other algorithms in resolving these three strains.
In addition to stress testing these automated binning programs with high-strain overlap, the Mix-51 sample was used to validate the performance of the machine learning classification step as a proof of concept. When contigs containing single copy marker contigs (Rinke et al. , 2013) were used to train the decision tree classifier (with known reference genomes--as annotated by metaquast alignment (Mikheenko et al. , 2016) --provided as labels), the classifier was able to predict the genome identity of other contigs with very high accuracy, where predictions were reported to have high confidence values. There was a strong correlation between the classifier's confidence (as determined by a Jackknife Cross validation approach ( Figure S13 ) and the percent of accurate predictions ( Figure 3A ; Pearson Correlation Coefficient, 0.9887931, p = 6.809 ✕ 10 -8 ). For instance, 95.4% (436/457) of predictions with 100% confidence were accurate, recruiting 17 Mbp of sequence. On the other hand, only 18.3% (131/714) of predictions with less than 50% confidence were accurate. It also appears that the confidence of the classifier is positively associated with sequence length ( Figure 3B ), likely because the signal and resolving power of k -mer frequency is known to improve with sequence length (Sangwan et al. , 2016) . The median confidence of predictions for contigs greater than 100 kbp, 10 -100 kbp, and less than 10 kbp were 90%, 70%, and 50%, respectively ( Figure  3B ).
Performance in uniform coverage simulated metagenomes
Due to the innate complexity of some marine invertebrate associated microbial communities, such as marine sponges (Hentschel et al. , 2012; Taylor et al. , 2007; Lackner et al. , 2017) , we tested the scalability of composition and homology-based techniques for single sample binning analysis. To this end we tested our algorithm along with MyCC, MaxBin, MetaBAT, and BusyBee Web using a set of increasingly complex simulated sequence sets with uniform coverage ( Table 1 ) .
For each of the simulated datasets, Autometa was able to recover more genome bins ( Table S8 ) , including in the largest tested dataset (10,000 Mbp), which represented the simulated sequencing of a metagenome containing 2,617 bacterial genomes. At the same time, the median F1 score of bins yielded by Autometa is consistently close to 1.0 ( Table S9 ), up to and including the 5,000 Mbp dataset ( Figure 4A ). It should be noted that MaxBin was the only pipeline other than Autometa able to complete successfully for the two largest datasets (5,000 Mbp and 10,000 Mbp). In the smaller datasets (78.125 Mbp, 156.25 Mbp and 312.5 Mbp) , the performance of other pipelines is comparable to Autometa, but their performance rapidly declines in more complex datasets. We also calculated F1 recovery for all pipelines (the sum of all F1 scores for each genome bin divided by the theoretical maximum sum; Figure 4B , Table  1 ). Based on this metric, Autometa and MyCC performed comparably for the three smallest datasets. However, for the larger datasets (625 Mbp to 10,000 Mbp) Autometa consistently outperformed MyCC. MaxBin and MetaBAT underperformed Autometa and MyCC in all datasets except for the smallest 78.125 Mbp by this measure ( Table S10 ) .
It is worth noting that while Autometa's performance appears to drop dramatically after the 5000 Mbp dataset, this drop is most likely a result of the sharp decline in the assembly quality ( Table 1 ) , whereby the N 50 (for contigs ≥3 kbp) drops from 7,222 to 4,611 bp, and where the total assembled length drops from 3179.1 Mbp to 427.5 Mbp (for contigs ≥3 kbp), for the 5,000 Mbp and 10,000 Mbp datasets, respectively. It is possible that if simulated sequencing parameters were adjusted to simulate greater sequencing depth, the quality of the assembly and thus binning results would continue to scale.
Discussion
Shotgun sequencing coupled with genome binning enables species-level resolution of metagenomes, even when the genomes of their microbial constituents lack representatives in reference databases. This reference-free approach is moving the field of microbiology from phylogenetic profiling of communities and aggregate interpretation of metagenomic data to a higher resolution perspective of which organisms play what role in a given ecosystem. Such information can be invaluable in a diverse array of biotechnological applications, such as identifying the source of bioactive secondary metabolites in complex marine invertebrate communities (Piel et al. , 2004; Miller et al. , 2017; Lopera et al. , 2017) , or antibiotic resistance mechanisms (Ashton et al. , 2015; Shore et al. , 2011; Moss et al. , 2017; Loman et al. , 2013; van der Helm et al. , 2017) in uncultured clinical samples (Grumaz et al. , 2016; Doughty et al. , 2014) . However, despite the advances stemming from this paradigm shift in metagenomic analysis, a number of challenges remain.
Many available automated binning programs require the use of multiple samples in order to bin contigs into genome bins based on differential coverage profiles. However, this type of sample collection strategy is often not possible for marine invertebrate communities with dynamic compositions (Miller, Weyna, et al. , 2016) , and can be too costly for exploratory sequencing studies (Miller et al. , 2017) . Furthermore, these techniques typically rely on the use of co-assemblies, a strategy whereby reads from multiple samples are pooled prior to assembly. This approach leads to increasingly aggregate and chimeric representation of sequences and has been shown to reduce the overall genome assembly quality of constituent genomes (Olm et al. , 2017) , which, in turn, reduces the accuracy of the genome binning process.
In a recent review by Sangwan et al. , the authors cited a general lack of binning strategies that integrate phylogenetic analysis with nucleotide composition (Sangwan et al. , 2016) . Part of the challenge in analyzing marine invertebrate-associated microbiomes is the fact that most marine invertebrates lack any type of reference genome, and thus, unlike studies of the human microbiome, resulting reads from shotgun sequencing cannot be easily separated from these sequencing datasets with alignment techniques. Much of our approach in developing Autometa aimed to both address this fundamental issue and to further leverage contig-level taxonomic assignments to improve the binning process. Other efforts have focused on removing prokaryotic contamination following de novo assembly efforts of eukaryotic genomes (Fierst and Murdock, 2017) , while here we have implemented kingdom-level taxonomic partitioning prior to binning, in addition to incorporating taxonomic information in clustering and classification steps, improved binning performance both for Autometa and for other tested binning pipelines in the bryozoan metagenome tested here.
The necessity for genome binning ultimately stems from the underlying shortcomings of modern sequencing technology (Sangwan et al. , 2016; Miller et al. , 2017) , especially in regards to the trade off between read length, accuracy, and sequencing depth (Loman and Pallen, 2015) . Thus, short read sequencing technologies, such as Illumina, are the only platforms currently capable of delivering sufficient sequencing depth and per-read accuracy to effectively assemble low abundance genomes directly from host-associated metagenomes without physical or chemical enrichment of bacterial DNA (Quince et al. , 2017) , which can introduce unforseen sampling bias. As the throughput and accuracy of longer read technology continue to advance, the demands for advanced binning strategies could feasibly decrease. However, for the foreseeable future, genome-resolved metagenomics will rely on contig-binning strategies based on a combination of coverage, composition, and homology. No individual binning model will likely be able to outperform all others under every circumstance. Furthermore, there are fundamental limitations of binning sequences based on coverage, composition, and homology features that complicate the proper assignment of mobile elements such as plasmids and genes acquired through horizontal transmission, especially when they are poorly assembled (for instance, due to high repeat content). Thus, it is important that users understand the assumptions of each approach (Sangwan et al. , 2016; Sedlar et al. , 2017) and interpret results accordingly. Others have suggested and demonstrated that a combined strategy, particularly using programs with distinct underlying algorithms, is most likely to yield the most robust results (Sangwan et al. , 2016; C. M. K. Sieber et al. , 2017; Song and Thomas, 2017) . We have shown here, however, that the integration of taxonomic information with nucleotide composition in Autometa allows it to outperform several other pipelines in host-associated and extremely complex metagenomes, yielding hundreds of high-quality genome bins from single datasets. This capability will complement existing multi-sample techniques by allowing the analysis of inter-sample strain variability in high resolution, which is likely to be seen in vertically-transmitted symbionts. 
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AB1_ovicells
Host-Associated 8* 11056 237.6 † For contigs ≥ 3 kbp. *As previously identified in (Miller, Weyna, et al. , 2016) . 1 . Autometa binning workflow. Autometa separates contigs from a de novo metagenome assembly into kingdom-level bins based on sequence homology, iteratively clusters kingdom-specific (Bacterial or Archaeal) contigs, and then (optionally) classifies any remaining unclustered contigs to bins using a decision tree classifier. Figure S13 ) of the decision tree classifier when the known reference genomes of single copy marker-containing contigs are provided as a ground truth. In other words, when the model is provided accurate assignments of the marker-containing contigs, its confidence is well correlated to its accuracy (Pearson Correlation Coefficient for the percent of accurate predictions is 0.9887931, p = 6.809 ✕ 10 -8 ). (C) Density plot showing confidence of the classifier's predictions compared to the length of the contig being classified. 
