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Information Technology (IT) has become vital to modern business. Companies must have 
a robust IT infrastructure in order to support business tasks and processes. Coupled with desktop 
personal computers that every employee has at their desk, there is also a lot of backend 
infrastructure that hosts important financial systems and databases that contain critical company 
and customer information. These systems need to be continuously available without interruption 
to serve the business as the vast majority of critical applications are highly dependent on them . 
When these systems do not perform as intended, the financial well being of  a company can be 
threatened. A 2011 study by CA Technologies of companies in the US and Europe estimates that 
IT downtime results in over $26 billion a year of lost revenue (21). An Emerson Network Power 
study found that, on average across all industries, IT downtime costs $5,600 per minute (39). In 
2013, Amazon’s website was unavailable for 30 minutes which cost them an estimated $66,000 
per minute of lost revenue (9).$
$
1.2 Platform Type 
$
There are two main compute platforms today that businesses use for building their backend 
infrastructure, distributed servers and mainframe processors. Distributed computing is a much 
newer model that has become popular with newer companies such as Google and Facebook that 
have built their entire business on this platform. Both of these companies have built custom 
software solutions that allow them to tie large numbers of servers to work together and share work. 
Both Google and Facebook design their own hardware to fit their exact needs. For most companies 
though, they use off the shelf solutions. 
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The mainframe has been around since the first System/360 that IBM released in 1964. 
There are still many businesses that use the mainframe today with great success.  Mainframes serve 
many large companies who are still running legacy applications that were originally developed in 
the 1960s and 70s. Walmart has been using mainframes since 1975 to capture data about every 
transaction to help them improve efficiency. Visa uses a mainframe platform which allows them 
to process 90 billion transactions a year (42). 
 
1.3  Platform Adoption Considerations 
 
It is extremely important for a company to choose a platform that is able to provide the 
availability and scalability required. Availability measures what percentage of time an IT system 
is capable of performing its desired function, while scalability measures how well a system can 
incrementally grow to handle increased demands while still providing acceptable levels of service. 
Such decisions should not be taken lightly since the time, labor,  and financial investment into IT 
infrastructure tends to be substantial. According to an article that appeared in the  CIO Magazine  
in 2005, mid to large business spend between 3-4% of their annual revenue on IT . This is 
approximately between $11,500 and $13,000 per employee every year (37). 
 
Another important consideration for companies when making a platform selection decision 
is the available IT skillsets that potential employees have. If companies have platforms which 
require highly specialized or uncommonly held knowledge and skills, staffing becomes a very 
difficult and expensive proposition. The labor market’s IT skillsets vary rapidly over time, largely 
due to changes in technology.   Individuals entering the IT workforce are likely to seek to develop 
skills in the platforms that the majority of businesses are using in order to secure a job upon 
entering the workforce. Entrants into the job market could also choose to focus on less popular, 
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yet important skills that allow them to create a competitive advantage (42). In general these skills 
fall into categories such as programming languages, database designs, operating systems, network, 
and security.  
 
1.4 Research Approach 
 
This thesis seeks to determine why the mainframe, a  compute technology that has endured 
for over 50 years despite the changes in technology and the labor force. It also attempts to 
understand  why the mainframe is still relevant today. Technology changes at a very rapid pace 
and platforms become obsolete very quickly, but the mainframe still sees widespread use and 
modern feature adoption. 
In order to determine how the mainframe remains relevant, case studies from companies 
that have continued to use mainframes in their business or companies that are buying a mainframe 
for the first time will be analyzed. The goal is to determine the reasons that the mainframe is their 
platform of choice. Additionally, job postings for both platforms will be analyzed to determine 
whether a significant portion of potential employees in the labor force have the necessary training 
and skills to run and maintain each of the platforms . 
1.5 Organization of Thesis 
 
The remainder of the thesis is organized as follows. First, the mainframe will be compared 
to a more current platform, the distributed platform.  Each platform will be introduced then the the 
differences between the two will be explained. Thereafter, an analysis case studies as well as job 
posting will be conducted. Finally the findings will be discussed, conclusions draw and directions 








 Mainframe hardware is highly specialized to process certain types of workload. The 
mainframe platform performs exceptionally in transactional processing and big data analytics. 
Mainframes process around 30 Billion transactions globally each day, performing business 
functions such as credit card transactions, stock trades, and insurance quotes (11). Figure 1 shows 
the basic architecture for a mainframe system. 
 
 
In addition to being able to handle extremely large workloads, mainframes are also highly 
available (4). This means that the systems are online, available to process work almost all of the 
time. IBM hardware is certified to “five nines” of availability, or online 99.999% of the time. This 
works out to a maximum of 5 ½ minutes of offline time a year. To achieve this incredible feat, the 
mainframe is able to transfer work around all of the CPUs within the system seamlessly. There are 
also spare CPUs that are available to take over immediately should a CPU fail. 
Mainframes are also able to rapidly switch its processors between different tasks, or jobs, 
depending on the priority with Workload Manager (12). System level tasks are given the highest  
Figure!1:!Basic!Mainframe!Architecture 
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priority, followed by other high importance jobs. A business can then prioritize different 
types of work depending on the business need.  Applications necessary to business functions, such 
as processing a credit card transaction will take precedence over lower priority functions such as 
an IT staff member logging into a terminal.  
Multiple mainframes can also be linked together to form a “parallel sysplex”. This 
configuration allows two physically separate systems to virtually operate as one system. If work 
comes into one processor, but the CPU is extremely busy with other work, instead of having to 
wait for the other work to finish it can execute on another processor in the sysplex seamlessly. 
More recent mainframes support GDPS (Geographically Dispersed Parallel Sysplex) which allows 
the processors to be located in different datacenters (17).This allows businesses failover capability. 
Should one datacenter go down, the system will still be available. 
Mainframe processors are able to be almost fully utilized (4). Due to the purpose built 
nature of the hardware, the CPUs in a mainframe can run at close to 100% utilization almost 
continuously without any issues. IT departments can really take full advantage of the processing 
capacity that is purchased. The mainframe also allows near-instantaneous scalability with a feature 
that IBM refers to as “capacity backup”. This feature allows a business to dynamically activate 
more processors to help handle spikes in resource demands such as Black Friday shopping.  
Another feature of mainframes is the ability of running many operating systems in parallel. 
The new IBM z13 mainframe is able to support up to 8,000 virtual machines on a single server 
(23).  The mainframe was the first computing system to support virtual machines (VMs). A VM 
is software defined virtual computer. A VM has an installation of an operating system and a 
definition of hardware resources that are available to the operating system. Each VM is completely 
separated from any other VM on a system.  
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On IBM mainframes VMs are referred to as Logical Partitions (LPAR). A single IBM 
system can host many LPARs, each being able to use different version of the OS or an entirely 
different operating system such as Linux. This allows a business to perform testing on a new OS 
before they implement it in production. LPARs can also be “IPLed” (shut down and restarted) 
without affecting the other LPARs. 
IBM mainframes have a number of different processor types that customers can select a 
mix of depending on what work they need to run. The general use processors are know as CPs 
(Central Processors), processors dedicated to run Linux workloads are know as IFL (Integrated 
Facility for Linux), processors that help link two systems together and share resources are known 
as ICFs (Integrated Coupling Facility), and processors that help with background tasks such as 
database and Java processing are known as zAAPs (System Z Application Assist Processor).  
The advantage of having these different classifications of processors is to reduce software 
costs (34).  Mainframe software is generally licensed based on total processor capacity. The 
capacity of the CPs is only what companies have to pay for. By removing background tasks and 
work that is not being executed in z/OS and allowing them to run on their own processors means 




Distributed computing systems differ from mainframes in that they are not centralized. 
Instead of a few large centralized systems, a distributed system is made up many smaller servers 
all working together. Figure 2 illustrates the basic architecture for a distributed computing system. 
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 This architecture can allow scaling of the system by installing more servers. Hardware for 
distributed systems can vary widely, but some of the top brands are HP and Cisco. Some companies 
might use what is termed “commodity” servers, where brand does not matter.  
 Distributed platforms can run a variety of operating system, just as mainframes can. 
Depending on the business need, the server may have a Linux, Windows, or AIX (IBM Unix) 
installation or they can have all of them. A hypervisor, a piece of software that runs on a server, 
directs the priority of workloads across the virtualized clients. A bare metal hypervisor is installed 
directly onto the hardware before any operating system. This configuration allows the greatest 
control of the hardware. Another option is to have a hypervisor installed within a host operating 
system such as Linux or Windows and run clients from within the host operating system. There is 
a downside to this configuration because the client OS has to communicate through the host OS to 
access the hardware, there is a possibility of latency. 
 The distributed computing model is also what much of the cloud is based upon. David 
Hodgson of CA Technologies, one of the large mainframe software companies, compares the new 
Figure!2:!Basic!Distributed!Systems!Architecture 
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cloud model to mainframes. “A lot of what these big providers are doing is really trying to recreate 
the mainframe by hashing together a lot of servers” he says. Both the mainframe and cloud 
solutions contain large amount of CPU and memory resources that can be split among virtualized 
OSes. Hodgson also points out that many scaling issues that cloud providers have had to solve in 
recent years were solved long ago by mainframers (20).   


















Table 1: Mainframe vs Distributed 
  Mainframe Distributed 
Operating System z/OS, Linux Linux, Windows 
Processors Up to 141 per server* Up to 4† 
Memory Up to 10 TB* Up to 6TB† 
Storage External External/Internal 
Transactions per Minute 1,700,000* 6,602† 
Scaling Method Vertical (within system) Horizontal (more servers) 
Programming Languages C++ C++ 
  Java Java 
  Cobol  - 
  Rexx  - 
  Assembler  - 
  PL/I  - 
  CLIST  - 
   - Perl 
   - C# 
   - Python 
Database Systems DB2  - 
  IMS  - 
  Hadoop Hadoop 
   - SQL 
*Based on z13. Transactions based on theoretical 2.5 billion transactions per day. 
†Based on HP Proliant DL580 Gen9 with 4 Intel Xenon E7-8890 v3 processors 
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2.! Mainframe Adoption 
 
 Thirty one business cases that examined companies that were either upgrading their 
mainframes or buying one for the first time were collected and analyzed. These cases came from 
IBM’s website and were made in collaboration between IBM and the company highlighted in the 
case. The following section provides some summaries of the cases that provide key examples of 
why the mainframe is favored by these companies. Full texts of these cases  are provided in the 
appendix. 
The case investigating Nationwide Insurance provides great example of the virtualization 
potential of the mainframe. In 2012, Nationwide Insurance was operating just a couple of 
mainframes for their traditional transactional workload and over 3,000 Linux servers for enterprise 
and web applications. The distributed platform was continuing to grow, but utilization in the 
environment was very low with around 80% of capacity unused. The servers were consuming large 
amounts of power and floor space in the datacenter, approaching the physical limits of the data 
centers. 
 Nationwide decided to consolidate their Linux workload onto the mainframe using z/VM 
virtual servers. They were able to migrate all of their Linux servers into six virtual machines that 
run on mainframes. The switch saved the company an estimated $15 million over the first three 
years from reduced power and cooling demand, management costs, and lower software licensing 
costs. Thousands of servers were consolidated to six IBM mainframes that run a combination of 
z/OS and Linux workloads. 
 Nationwide was also able to scale up their Linux environment by deploying more clients 
in order to handle a spike in traffic following a successful Superbowl ad. The IT staff allocated the 
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Linux VMs more resources to handle the web traffic. After the spike subsided, the VMs were 
removed and resources were re-allocated to their normal levels (34). 
 Another company that was able to simplify their processing environment while increasing 
reliability is EFiS, a German financial Software as a Service (SaaS) provider. In 2008 they decided 
to replace their 200 x86 servers with an IBM z9 running Linux VMs. This move allowed EFiS to 
increase their capacity and reliability to provide better service to their banking customers. The 
move was so successful that they have since purchased two additional IBM mainframes. This has 
allowed them to double processing speed and reduce energy use by 30% (13).  
An innovative new financial services company that has partnered with EFiS, Traxpay, is 
building a new way for business to conduct financial transactions. Businesses are now accustomed 
to near-instant non-financial transactions with technology such as Electronic Data Exchange 
(EDI), but nothing similar existed for financial transactions. Traxpay saw an opportunity to create 
a real-time transaction system that allows business to exchange money instantly instead of having 
to use slow and expensive banking procedures.  
To support this new business, Traxpay realized they would need a reliable and scalable 
platform. They decided to use the mainframe to host the service. The core of their business runs 
on OpenSUSE Linux. Chief Marketing Officer David Desharnais says “With reliable IBM 
zEnterprise technology, powerful IBM WebSphere software and our trusted hosting partner EFiS 
EDI Finance Service, we have created a new and innovative payment solution.” (39) 
 In the Philippines, 80% of the population that is unbanked, almost 80 million people. The 
domestic bank Rizal Comercial Banking Corp. (RCBC) saw a huge potential for customer growth 
if they could find a way to make banking easy for this population. RCBC rolled out a new product 
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called MyWallet that provides an all-in-one card solution to allow withdrawals, cashless payments, 
and bill pay without requiring a minimum balance. 
RCBC wanted to make this service as easy to use as possible. RCBC decided to leverage 
mobile devices such as tablets and smartphones to allow customers to create a MyWallet account 
without having to visit a branch. RCBC knew that they needed a scalable platform if they wanted 
to support their growth goal of 10 million new customers. In order support the MyWallet initiative, 
RCBC upgraded their fragmented IT infrastructure to an IBM z10 Enterprise Class server. The 
service was incredibly popular and RCBC gained 1.2 million new customers in the first year. 
Dennis Bancod, head of IT and Operations, said “I don’t think there is anything on the market 
besides System z and DB2, that’s robust and scalable enough to handle this kind of exponential 
growth in volume.” (36) 
In Turkey, the sixth largest bank, Halkbank, has been using an IBM mainframe for over 25 
years and has not had any unplanned downtime. The Turkish government owns a 51% stake in the 
bank, so government paychecks are distributed from the bank once a month, resulting in a doubling 
of daily transactions, 25 million to 50 million. The banks require an IT platform that can handle 
these spikes in work. Due to the large success they have had with their mainframe, the bank 
decided to explore using the mainframe to support new mobile applications their customers were 
demanding. 
In 2011, the bank performed a proof-of-concept deploying Linux clients on their 
mainframe using IFLs. This test was successful, so Halkbank increased their mainframe capacity 
in order to deploy Linux guests to support their new mobile applications. Ayhan Yalkut, the 
System z Manager at Halkbank explains their choice. “This platform gives us a great degree of 
flexibility and scalability, with lower infrastructure costs than for the equivalent distributed 
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environment. Also, we can include Linux-based systems in the mainframe disaster recovery 
solution, which reduces complexity and cost.” (19) 
For large financial services companies such as Visa and Citibank, the mainframe is the 
only option for their business. Visa has 36 million merchants accepting their cards. These 
companies need to have an IT infrastructure that is always available. VisaNet is capable of 
handling 47,000 transactions a second. During the last 20 holiday shopping seasons, Visa has never 
had an outage (40). 
Former CEO of Citibank, Walter Wristen, said “Information about money is nearly as 
important as money itself”. Citi’s Head of Operations Don Callahan points out that information is 
really the core of Citi’s business. Citi needs a lot of processing power behind all of the data they 
handle. The mainframe gives Citi that power which allows them to bring together data from many 
sources in order to offer their customers the service they expect on new platforms such as web and 
mobile (7). 
3.! Analysis and Findings  
$
3.1 Case Study Analysis 
 
 In order to gain insight into the reasons businesses have for choosing to use a mainframe 
platform, a coding system to organize the criteria the businesses listed was created. Each case 
was then evaluated to determine potential reasons (categorized as scalability, cost, reliability, and 
security) for the choice of the mainframe. These four criteria seem to be the most important to 
companies when selecting a platform to run their business on.  I also tracked the industry the 
business operated within, their country of operation and whether the company was an existing 
mainframe user or a new mainframe user.  
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 A spreadsheet was created to track this data so that create charts were able to be created to 
effectively present the data. This spreadsheet is provided in the Appendix 2.  
3.2 Case Study Findings 
 
 
Figure 3 shows how many businesses listed each criteria as important factors for choosing 
the mainframe. Of the four criteria, reliability and scalability were the most important criteria, 
mentioned by 28 of the 32 companies. These are areas that the mainframe excels and customers 
recognize that in order to have their systems available for customers to use, they need to use a 
mainframe. The mainframe is able to provide this stability and scalability by being able to operate 
at 100% CPU utilization without having an issue, efficient prioritization of work, and by allowing 
instantaneous increases in CPU resources with capacity backup.  
Security was also very important for businesses, with 19 mentioning that as a key feature. 
Cost was mentioned 18 times.  
Figure 4 shows the distribution of the companies that I read case studies on. The mainframe 













 Figure 5 shows a breakdown of the industries that the cases covered. By far the largest 
users of the mainframe are financial services companies, including banks and insurance 




services, representing 19% of the companies that I reviewed. It should be no surprise that more 
than half of the case studies dealt with banks, the kind of business that requires an always on and 
scalable platform.   
3.3 Platform Skill Comparison Analysis 
 
 In order to collect data about how desired skills for IT jobs varied between the mainframe 
and distributed platforms, Dice.com was used. Dice.com was chosen because it is a website 
exclusively for technology jobs. This help to eliminate non-relevant results. No limit was set on 
distance for jobs, so listings for the entire country were included. For mainframe jobs, the 
keyword “Mainframe” was used and for distributed systems jobs “Distributed” was used. On 
March 1, 2016, there were 1,273 results for mainframe jobs and there were 4,656 results for 
distributed systems.  
Dice.com lists 30 results per page. To randomly select which results to look at,  both result 
pages were sorted by relevance and then used Random.org to generate four random numbers 
between 1 and 30. Random.org generated the numbers 6, 9, 24, and 27. The 6th, 9th, 24th, and 27th 
postings on each page were then evaluated. A total of 202 job postings were looked at, 101 for 
mainframe and 101 for distributed platforms. 
 For standardization purposes, 11 skills were chosen to compare between the jobs. Four 
programming languages were chosen; COBOL, REXX, C, and Java. COBOL and REXX are 
primarily used on the mainframe while Java and C languages are more common on distributed 
platforms. Four databases were then selected; IMS, DB2, SQL, and Oracle/SAP. IMS and DB2 
are usually mainframe databases while SQL and Oracle/SAP are usually distributed platforms. The 
last set of criteria was operating systems. I chose z/OS, Unix, and Windows. This category has 
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some overlap as Unix is widely used in both mainframe and distributed environments. z/OS is 
mainframe specific as Windows is distributed specific. 
3.4 Platform Skill Comparison Findings 
 
  
Figures 6 and 7 present the breakdowns of the desired skills for the mainframe and 
distributed platforms, respectively. Keep in mind that each number next to the skill represents how 
many jobs how of the 101 reviewed for each platform listed that skill as necessary for the job. 
 The results were close to what was expected. 99% of the jobs for the mainframe asked for 
experience with z/OS while the remaining two jobs asked for familiarity with a different 
mainframe-only OS. On distributed systems, Unix was the most asked for operating system, with 
83% of jobs wanting experience with mainly Linux. Moving to programming languages, 64% of 
jobs on distributed platforms asked for Java experience compared to only 10% of mainframe jobs. 
COBOL also seemed important to know for a mainframe position, with 49% of jobs listing that as 
Figure!6:!Desired!mainframe!skills!breakdown.! ! ! !Figure!7:!Desired!distributed!platform!skills!breakdown!
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a desired skill, but on distributed platforms it was not mentioned. 6% of mainframe jobs wanted 
experience with C languages, while 32% of distributed jobs wanted experience with the language. 
When it comes to which database systems employers are looking for experience with, there 
is more overlap between the two platforms, but it is still apparent which ones are favored on each. 
Experience with SQL was by far the most common database skill sought on both platforms with 
27% of mainframe and 54% of distributed jobs requiring skills with SQL. DB2 was by far the most 
common database system that mainframe jobs were seeking, with 56% of employers asking for 
experience. Just two distributed platform positions wanted experience with DB2. 
While there is overlap between the platforms for some of the required skills, there are many 
that are platform specific, especially programming languages and operating systems. This means 
that potential hires for these jobs need to have platform specific knowledge. Students at universities 
need to decide which platform they want to work with in order to acquire these skills or businesses 
will need to provide on the job training for specific skills. 
For students that wish to pursue an education in mainframe technology, they will find it 
harder to find a school that offers courses on the mainframe compared to distributed platforms. 
Using IBM’s Academic Initiative site as a resource in identifying schools with mainframe courses, 
the 91 schools listed on the site were researched to find what courses they offered. Surprisingly, 
even these at these schools listed as supporting mainframe technology, it was much harder to find 
courses on mainframe technologies.  
To compare the schools researched a set of topics was chosen for both the mainframe and 
distributed platforms. These topics included operating systems, programming languages, and 
database languages. The course catalog for each school was searched for these terms. If the school 
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had at least one course relating to the topic, the school was marked as covering the skill. The data 
matrix is available in the appendix.  
Across the 91 schools surveyed, mainframe skills are covered roughly half as often as 
distributed skills. The IBM mainframe operating system z/OS is covered specifically in a course 
at only 16 of the schools, in comparison to the 53 schools that had courses covering Windows. 72 
of the schools had courses covering SQL for distributed systems, while only 12 schools had 
courses covering the mainframe database DB2. The gap significantly smaller in regards to 
programming languages, with 40 schools offering courses on COBOL for mainframe and 58 
schools offering C++/C# for distributed platforms. 




 The reality for most companies that use mainframes is that the mainframe isn’t going 
anywhere soon. One of the features of the mainframe that IBM introduced in 1964 was 
compatibility. Software written 30 or more years ago is still able to run on new mainframe 
hardware. A lot of this legacy software that still run key parts of many businesses. There are several 
vendor companies producing software products (with current features and support) for the 
mainframe platform today. In addition, many companies still run internally developed software to 
support core business applications. Trying to migrate this software off of the mainframe would 
take considerable time and monetary investment in order to re-create business logic that has been 
developed over many years. 96 of the 100 largest world banks, 9 of the 10 largest insurance 
companies, and 23 of the top 25 retailers still use IBM mainframes (3). 
There are tasks that the mainframe is better at than distributed platforms and there are tasks 
that are better suited for distributed platforms. Companies have worked hard to integrate the two 
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platforms. The role the mainframe has been to serve as the system of record. x86 servers serve the 
purpose as the system of engagement by delivering applications to users, but data that is generated 
by the applications is ultimately stored on the mainframe. This configuration leaves the mainframe 
in it’s contemporary role, but the mainframe is now capable of much more than just storing and 
processing data. The mainframe can now also run a Linux client and take on the role of system of 
engagement.  
 The mainframe’s prowess with running many concurrent LPARs make it a great candidate 
for deploying many Linux clients onto a single box and making a private “cloud” within a 
company’s datacenter. Instead of having to purchase racks of servers that take up floor space and 
consume power, virtualization on the mainframe allows vertical scalability. The other advantage 
of virtualization is that hardware resources are more efficiently used because the mainframe 
hypervisor can allocate resources to the clients that require them and take them away from others 
that don’t. This is in contrast to having to size servers to handle peak workloads, but then much of 
the hardware sits idle the majority of the time. 
At some businesses, perceived lower hardware and software costs are driving some to shift 
processing off of the mainframe and onto distributed platforms. Many newer companies such as 
Amazon, Google, and Facebook have built out distributed model datacenters instead of using 
mainframes. There were examples within the cases I read that companies such as Nationwide 
insurance that were able to save money by migrating off of distributed platforms and consolidating 
on a few mainframes. These savings came from reduced software licensing costs and less power 
consumption from the servers themselves as well as power for cooling. 
 The case analysis also showed that security is very important in the financial services 
sector. The mainframe is a highly secure platform for businesses to run their mission critical 
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applications. IBM mainframe systems are built from the ground up to be highly secure, using many 
layers of security that work together. Mainframe security starts with z/OS, the custom operating 
system IBM implements on all of their current processors. The System Authorization Facility 
(SAF) is the core security component of z/OS. The SAF processes requests from programs or users 
on the system to access commands or datasets and can provide authorization directly, or pass along 
the request to another security component, such as RACF.  
Resource Access Control Facility (RACF) is an add-on software program that allows 
central control over access to data or commands in the z/OS environment. It allows system 
administrators to set policies on what access each user or program has. RACF is an IBM product, 
but there are two other products written by Computer Associates that perform the same function 
called TopSecret and ACF2. In addition to controlling access to the system, these products also 
log when protected system resources are accessed and by whom. This allows proper auditing of 
security policies. 
The purpose of RACF, TopSecret, and ACF2 is to maintain the Access Control List (ACL) 
which is essentially a database that holds data on every user and program on the system and what 
privileges each has. Anytime a resource is accessed on the system, the ACL is checked to ensure 
that the user or program has the proper authority. Privilege rules also define what actions are 
allowed by the user or program, such as read, modify, or delete. 
 On distributed platforms, access control is handled much differently. Instead of being able 
to manage what file permissions and application permissions that users have, administrators can 
only limit which directories users can access. While this may be adequate for most purposes, it is 
harder to have granular control over system resources.  
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 While the mainframe may be thought of as a legacy platform, in the new era of big data, 
the mainframe is gaining new roles. Data analytics is becoming an important way to plan business 
activities. How do companies process the large amounts of data that they collect to find trends? 
The mainframe is a very likely candidate. For example, WalMart has been using mainframes to 
track real-time inventory data as sales happen in each of it’s stores to plan shipments to stores. 
This high-tech supply chain has allowed Wal-Mart to meet customer demand by having the right 
products in the right stores at the right time. Visa and Citi have been able to take advantage of the 
mainframe’s ability to perform data analytics in real time to detect fraud as a transaction is 
processed (11). This is helps reduce their losses due to fraud because a transaction can be rejected 
right away instead of performing fraud analysis after the fact. 
 The mainframe is, however, facing a serious issue. The average age of mainframe workers 
is 55 to 60 and most will be entering retirement in the near future (26). The issue is a result of the 
fact computer science curriculums at most colleges do not cover many mainframe technologies or 
programming languages because the platform is viewed as being old technology. Students of 
computer science have little desire to learn the old programming languages that run the mainframe, 
instead preferring to focus on newer technologies (26). This trend is putting pressure on mainframe 
departments at businesses that rely on the technology to run critical business applications. This is 
evident in the context of the findings from the Platform Skill Comparison Analysis above. 
IBM has begun to combat this skills gap, along with a number of mainframe software 
companies, such as CA Technologies. IBM began their System Z Academic Initiative in 2003 at 
24 colleges, which in 2010 had expanded to 700 colleges. This program introduces students to 
mainframe technology and allows them to get hands-on experience by providing access to 
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mainframes. Companies such as Citi and Bank of America also visit campuses to talk to students 
about job opportunities in the mainframe field (26). 
 Mainframe software companies are trying to solve the issue of retiring mainframe workers 
by designing new ways to interact with the mainframe. CA Technologies, for example, is working 
hard to make their products more appealing to the next generation. Millennials are much more 
comfortable with graphical interfaces because that is what they have used for their entire lives. CA 
is developing newer versions of their programs that utilize a GUI instead of relying on a classic 
mainframe green screen (9).  
4.2 Further Research 
 
There were limitations in the research. Only publicly available information about 
mainframe use within businesses was able to be accessed. There may be companies that might 
want to hide the fact that they use mainframes. Companies such as Microsoft use mainframes, but 
it would hurt the credibility of their Windows platform if their customers knew that they used 
mainframes instead of their own platform. These businesses that did not make their mainframe 
ownership public were not able to be captured.  
When the listings for available IT jobs were evaluated, only one point in time was looked 
at. An interesting piece of research to do would be to look at job openings over time to see if 
desired skills change as the platforms change. Another problem was selecting only relational 
databases to compare. There are many newer non-relational database models that exist for the 







The mainframe may not be the right fit for every company, but remains a viable modernized 
platform for many large businesses today. Small businesses that do not have to run large 
datacenters probably would not find a benefit by using a mainframe. For large IT shops, though, 
the mainframe still serves an important purpose. It has gained new abilities that make it attractive 
for first time buyers and for the many companies that have used mainframes in the past, they 
continue to embrace the mainframe as a large part of their IT operations. The mainframe’s ability 
to provide the transactional backbone for banks and insurance companies along with the new 
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Scalability Cost Reliability Security New8 Existing
BMW Auto Germany 1 0 1 0 0 1
Banca2Carige Banking Italy 1 0 1 1 0 1
Visa Banking USA 1 0 1 1 0 1
Citi Banking USA 1 0 1 1 0 1
HalkBank Banking Turkey 1 1 1 1 0 1
TraxPay Banking USA 1 1 1 1 1 0
Bank2of2Tokyo Banking Japan 1 1 1 0 0 1
HSBC2Argentina Banking Argentina 1 0 1 1 1 0
Garanti2Bank Banking Turkey 1 1 1 1 0 1
Bilbao2Bizkaia2Kutxa2(BBK) Banking Spain 1 1 1 0 0 1
Itaú2Unibanco Banking Brazil 1 0 0 1 0 1
Rizal Banking Phillipines 1 0 1 1 1 0
Mizuho Banking Japan 1 1 1 1 1 0
America2First2CU Banking USA 1 0 1 1 0 1
TrustMark banking USA 0 1 1 0 0 1
BNP2Paribas Banking France 1 0 1 1 0 1
Commonwealth2Bank2of2Austrailia Banking Australia 0 1 1 0 0 1
Sicoob Banking Brazil 1 1 1 1 1 0
NY Government USA 0 1 0 0 1 0
German2Pension Government Germany 1 1 1 1 0 1
Nationwide Insurance USA 1 1 1 1 0 1
INTER Insurance Germany 1 0 0 0 0 1
Swiss2RE Insurance Switzerland 0 0 0 1 0 1
Indiana2Farm2Insurance Insurance USA 1 1 1 0 0 1
Nasco Insurance USA 1 1 1 0 0 1
Business2Conexion IT South2Africa 1 0 1 0 1 0
EVRY IT Norway 1 0 1 1 0 1
EFiS IT Germany 1 1 1 1 1 0
kubus2IT IT germany 1 1 1 0 1 0
evertec IT Puerto2Rico 1 1 1 0 0 1
L3C IT UK 1 1 1 1 1 0
EuroRail Transport Europe 1 0 1 0 0 1
Customer8TypeCritera
6.2%Job%Postings%Skills%Matrix
Position'Type Position Cobol REXX C(++,#) Java IMS DB2 SAP/Oracle SQL z/OS Unix Windows
Mainframe Developer 1 0 0 0 1 1 0 0 1 0 0
Mainframe Tester 0 0 0 0 0 1 0 1 1 0 0
Mainframe Programmer 1 0 0 0 0 1 0 0 1 1 0
Mainframe Engineer 0 0 0 0 0 0 0 0 1 1 1
Mainframe Manager 0 0 0 0 1 1 0 0 1 0 0
Mainframe Administrator 0 0 0 0 1 0 0 0 1 0 0
Mainframe Programmer 1 0 0 0 0 0 0 0 1 0 0
Mainframe Developer 0 0 0 0 0 0 1 1 0 0 0
Mainframe Programmer 1 0 0 0 1 1 0 0 1 0 0
Mainframe Operator 0 0 0 0 0 0 0 0 1 0 0
Mainframe Developer 1 0 0 0 1 0 0 0 1 0 0
Mainframe Developer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Programmer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Administrator 0 0 0 0 0 1 0 0 1 0 0
Mainframe Operator 0 0 0 0 0 0 0 0 1 0 0
Mainframe Programmer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Programmer 1 1 1 0 0 0 0 0 1 0 0
Mainframe Developer 1 0 0 0 1 1 0 0 1 0 0
Mainframe Programmer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Operator 0 1 0 0 1 1 0 0 1 0 0
Mainframe Programmer 1 1 0 0 0 0 0 0 1 0 0
Mainframe Administrator 1 0 0 0 0 0 0 1 1 1 1
Mainframe Developer 1 0 0 1 0 1 0 0 1 0 0
Mainframe Programmer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Operator 0 0 0 0 0 0 0 0 1 0 0
Mainframe Developer 1 0 0 0 0 1 0 1 1 0 0
Mainframe Programmer 1 1 1 0 0 0 0 0 1 0 0
Mainframe Developer 1 1 0 0 0 0 0 0 1 0 0
Mainframe operator 0 0 0 0 0 0 0 0 1 0 0
Position'Type Position Cobol REXX C(++,#) Java IMS DB2 SAP/Oracle SQL z/OS Unix Windows
Mainframe Tech'Lead 0 0 0 0 0 0 0 0 1 1 1
Mainframe operator 0 0 0 0 0 0 0 0 1 1 1
Mainframe Operator 0 0 0 0 1 1 1 1 1 0 0
Mainframe Manager 0 0 0 0 0 0 0 0 1 0 0
Mainframe Administrator 0 0 0 0 1 1 0 0 1 0 0
Mainframe Programmer 0 0 0 0 0 0 0 0 1 0 0
Mainframe Architect 0 0 0 1 0 0 0 0 1 1 0
Mainframe Programmer 1 0 0 0 0 0 0 0 1 0 0
Mainframe Manager 0 0 0 1 0 0 0 0 1 1 0
Mainframe Manager 1 0 0 0 1 1 1 1 1 0 0
Mainframe Security 0 0 0 0 0 0 0 0 1 1 1
Mainframe QA 0 0 0 0 0 1 0 1 1 1 1
Mainframe operator 0 0 0 0 0 1 0 0 1 0 0
Mainframe Analyst 0 0 0 0 0 1 0 0 1 0 0
Mainframe Operator 0 0 0 0 0 0 0 0 1 1 1
Mainframe QA 0 0 0 0 0 0 0 0 1 0 0
Mainframe Operator 1 0 0 0 0 1 0 1 1 1 1
Mainframe Analyst 1 1 0 0 0 0 0 1 1 0 1
Mainframe Programmer 0 0 1 0 0 0 0 1 1 0 0
Mainframe Administrator 0 0 0 0 0 0 0 0 1 1 0
Mainframe QA 0 0 0 0 1 1 1 1 1 1 0
Mainframe Programmer 0 0 0 0 1 1 1 1 1 1 1
Mainframe Programmer 1 0 1 0 0 1 0 1 1 0 0
Mainframe Programmer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Developer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Analyst 0 0 0 0 0 1 0 1 0 0 0
Mainframe Programmer 1 0 0 0 0 1 0 1 1 0 0
Mainframe Security 0 0 0 0 0 0 0 0 1 0 0
Mainframe QA 0 0 0 1 0 1 0 1 1 1 0
Position'Type Position Cobol REXX C(++,#) Java IMS DB2 SAP/Oracle SQL z/OS Unix Windows
Mainframe Administrator 0 0 0 0 0 1 1 1 1 1 1
Mainframe Operator 0 0 0 0 0 0 1 0 1 1 1
Mainframe Developer 0 0 1 1 0 1 1 0 1 0 0
Mainframe Programmer 1 1 1 1 0 0 0 1 1 0 0
Mainframe Engineer 0 1 0 0 0 0 0 0 1 0 0
Mainframe Developer 1 0 0 0 0 0 0 0 1 0 0
Mainframe Security 0 0 0 0 0 1 0 1 1 1 0
Mainframe Tech'Lead 0 0 0 0 0 1 1 1 1 1 0
Mainframe Developer 0 0 0 0 1 1 0 0 1 0 0
Mainframe Programmer 1 0 0 0 0 0 0 0 1 0 0
Mainframe QA 0 0 0 0 0 1 1 1 1 1 0
Mainframe Developer 0 0 0 0 0 1 0 0 1 0 0
Mainframe Developer 0 0 0 0 0 1 0 0 1 0 0
Mainframe Developer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Developer 0 0 0 1 0 0 0 0 1 1 1
Mainframe Analyst 1 0 0 0 0 1 1 0 1 0 0
Mainframe Developer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Operator 0 0 0 0 0 0 0 0 1 1 1
Mainframe Operator 1 0 0 0 0 0 0 0 1 1 1
Mainframe Developer 1 0 0 0 0 1 0 1 1 0 0
Mainframe Analyst 0 0 0 1 0 0 0 0 1 0 0
Mainframe Developer 1 0 0 0 1 1 0 0 1 0 0
Mainframe Architect 1 0 0 1 0 0 0 0 1 0 0
Mainframe Programmer 0 0 0 0 0 0 0 0 1 0 0
Mainframe Developer 1 0 0 0 0 0 0 0 1 0 0
Mainframe Programmer 0 1 0 0 0 1 0 1 1 0 0
Mainframe Developer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Administrator 0 0 0 0 1 0 0 0 1 0 0
Mainframe Programmer 0 1 0 0 0 1 0 0 1 0 0
Position'Type Position Cobol REXX C(++,#) Java IMS DB2 SAP/Oracle SQL z/OS Unix Windows
Mainframe Architect 1 0 0 0 0 0 0 0 1 0 0
Mainframe Developer 1 0 0 0 1 1 0 1 1 0 0
Mainframe Developer 1 0 0 0 0 0 0 0 1 0 0
Mainframe Developer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Programmer 0 0 0 0 0 1 0 0 1 0 0
Mainframe Programmer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Analyst 1 0 0 0 0 1 1 1 1 0 0
Mainframe Programmer 1 0 0 0 1 1 0 0 1 0 0
Mainframe Operator 0 0 0 0 0 0 0 0 1 0 0
Mainframe Support 0 0 0 0 1 1 0 0 1 0 0
Mainframe Developer 1 0 0 0 0 1 0 0 1 0 0
Mainframe Developer 1 0 0 0 0 1 0 1 1 0 0
Mainframe Developer 1 1 0 0 1 1 0 1 1 0 0
Mainframe Programmer 1 0 0 1 0 0 0 0 1 0 0
Distributed Developer 0 0 0 1 0 0 1 1 0 0 0
Distributed Engineer 0 0 1 0 0 0 0 0 0 1 1
Distributed Engineer 0 0 0 1 0 0 0 1 0 1 1
Distributed Manager 0 0 0 0 0 0 0 1 0 0 0
Distributed Developer 0 0 0 0 0 0 0 1 0 0 0
Distributed Engineer 0 0 0 1 0 0 0 1 0 1 0
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 1 1 0 0 0 1 0 1 0
Distributed Engineer 0 0 0 1 0 0 1 1 0 1 0
Distributed Manager 0 0 0 0 0 0 0 0 0 0 0
Distributed QA 0 0 1 1 0 0 1 1 0 1 0
Distributed Engineer 0 0 0 1 0 0 0 1 0 1 0
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 0
Position'Type Position Cobol REXX C(++,#) Java IMS DB2 SAP/Oracle SQL z/OS Unix Windows
Distributed Developer 0 0 0 1 0 0 0 0 0 1 0
Distributed Manager 0 0 0 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 0
Distributed Architect 0 0 0 0 0 0 0 0 0 1 1
Distributed Engineer 0 0 0 0 0 0 1 1 0 1 0
Distributed Developer 0 0 0 1 0 0 1 1 0 0 0
Distributed Engineer 0 0 1 1 0 0 1 1 0 1 0
Distributed Developer 0 0 0 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 0 0 0 0 0 0 0 0 1
Distributed Administrator 0 0 0 0 0 0 0 1 0 0 1
Distributed Developer 0 0 0 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 1 1 0 0 1 1 0 1 1
Distributed Engineer 0 0 0 1 0 0 1 1 0 1 0
Distributed Architect 0 0 1 0 0 0 1 1 0 1 1
Distributed Developer 0 0 1 0 0 0 1 1 0 1 1
Distributed Engineer 0 0 1 1 0 0 1 1 0 1 1
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 1 0 0 0 0 0 0 1 1
Distributed Manager 0 0 0 1 0 0 1 1 0 1 0
Distributed Engineer 0 0 0 0 0 0 1 1 0 1 1
Distributed Developer 0 0 1 1 0 0 1 1 0 1 1
Distributed Developer 0 0 0 1 0 0 1 1 0 1 1
Distributed Developer 0 0 0 1 0 0 1 1 0 1 1
Distributed Engineer 0 0 0 0 0 0 1 1 0 1 0
Distributed Administrator 0 0 0 0 0 0 0 0 0 1 1
Distributed Manager 0 0 0 0 0 0 0 0 0 1 1
Distributed Engineer 0 0 1 1 0 0 1 1 0 1 0
Distributed Engineer 0 0 1 1 0 0 1 1 0 1 1
Position'Type Position Cobol REXX C(++,#) Java IMS DB2 SAP/Oracle SQL z/OS Unix Windows
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 1 1 0 0 1 1 0 1 1
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 1 1 0 0 0 0 0 0 0
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 1
Distributed Developer 0 0 0 1 0 0 1 1 0 0 0
Distributed QA 0 0 0 1 0 0 1 1 0 1 0
Distributed Engineer 0 0 0 0 0 0 0 0 0 1 1
Distributed Engineer 0 0 0 0 0 0 0 1 0 1 1
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 1
Distributed Developer 0 0 0 1 0 0 1 1 0 1 0
Distributed Engineer 0 0 0 0 0 0 1 1 0 1 1
Distributed Administrator 0 0 0 0 0 0 0 0 0 1 1
Distributed Developer 0 0 1 0 0 0 0 0 0 1 0
Distributed Consultant 0 0 0 0 0 0 1 1 0 1 1
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 0 0 0 0 0 0 0 1 0
Distributed Engineer 0 0 0 0 0 0 0 1 0 1 1
Distributed Engineer 0 0 0 0 0 0 0 1 0 1 1
Distributed Developer 0 0 0 1 0 0 1 1 0 0 0
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 0
Distributed Architect 0 0 0 1 0 1 1 1 0 1 1
Distributed Manager 0 0 1 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 1 1 0 0 0 1 0 1 1
Distributed Developer 0 0 1 0 0 0 0 1 0 1 1
Position'Type Position Cobol REXX C(++,#) Java IMS DB2 SAP/Oracle SQL z/OS Unix Windows
Distributed Engineer 0 0 1 0 0 0 0 0 0 1 1
Distributed Administrator 0 0 0 0 0 0 1 1 0 0 0
Distributed Developer 0 0 1 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 0 1 0 0 1 1 0 1 0
Distributed Engineer 0 0 0 0 0 0 1 1 0 1 1
Distributed Engineer 0 0 0 1 0 0 0 0 0 1 0
Distributed Engineer 0 0 0 0 0 0 0 0 0 0 1
Distributed Administrator 0 0 0 0 0 0 1 1 0 0 1
Distributed Director 0 0 1 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 1 0 0 0 0 1 0 0 0
Distributed Administrator 0 0 0 0 0 0 1 1 0 1 0
Distributed Architect 0 0 0 0 0 0 0 0 0 1 1
Distributed Administrator 0 0 1 1 0 0 1 1 0 1 1
Distributed Developer 0 0 0 0 0 0 0 1 0 1 0
Distributed Engineer 0 0 0 1 0 0 1 1 0 1 0
Distributed Architect 0 0 0 0 0 1 1 1 0 0 0
Distributed Architect 0 0 0 1 0 0 0 1 0 1 0
Distributed Architect 0 0 0 1 0 0 0 1 0 1 0
Distributed Developer 0 0 0 1 0 0 0 1 0 1 0
Distributed Engineer 0 0 0 1 0 0 0 1 0 1 0
Distributed Developer 0 0 0 1 0 0 0 0 0 0 0
Distributed Engineer 0 0 0 1 0 0 0 1 0 1 0
Distributed Developer 0 0 0 1 0 0 0 1 0 0 0
Distributed Engineer 0 0 0 0 0 0 0 1 0 1 0
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 1
Distributed Engineer 0 0 1 1 0 0 0 0 0 1 1
%6.3%College%Programs%Matrix%
z/OS Cobol Rexx Assembler 0DB2 IMS 0Windows 0Perl C#/C++ 0SQL
Ball$State$University 0 0 0 0 0 0 0 0 1 1
Baruch$College$7$City$University$of$New$York 0 0 0 0 0 0 0 0 1 1
Bergen$Community$College 0 0 0 0 0 0 1 0 1 1
Binghamton$University 0 0 0 0 0 0 0 0 1 0
Brigham$Young$University$7$Idaho 0 0 0 0 0 0 1 1 1 1
California$State$University$Los$Angeles 0 0 0 0 0 0 1 0 1 1
California$State$University,$Dominguez$Hills 0 0 0 1 0 0 0 1 0 0
Columbia$University 0 0 0 0 0 0 0 1 1 1
Columbus$State$Community$College 0 0 0 0 0 0 1 0 1 1
Columbus$State$University 1 1 1 1 1 1 1 0 0 1
Dakota$State$University 1 1 0 0 0 0 1 0 0 1
DePaul$University 0 0 0 0 0 0 1 0 0 1
DeVry$University 0 1 0 1 0 0 1 0 1 1
Dutchess$County$Community$College 0 0 0 1 0 0 1 0 1 1
East$Carolina$University 0 1 0 0 0 0 0 0 1 0
Eastern$Illinois$University 0 1 0 0 0 0 1 0 0 1
Estrella$Mountain$Community$College 1 0 0 1 0 0 1 1 1 1
Fairleigh$Dickinson$University 0 1 0 0 1 0 1 1 1 1
Fairmont$State$University 1 0 0 0 0 0 1 0 1 1
Fordham$University 0 0 0 0 0 0 0 1 1 1
Framingham$State$University 1 1 0 1 1 1 1 0 1 1
Houston$Community$College 1 0 0 1 0 0 1 0 1 1
Huston7Tillotson$University 0 0 0 1 0 0 1 0 1 1
Illinois$Central$College 0 1 0 0 0 0 1 0 1 1
Illinois$State$University 0 1 0 0 0 0 0 0 1 1
Indian$Hills$Community$College 1 1 0 0 1 0 1 0 0 1
Indiana$State$University 0 0 0 0 0 0 1 1 1 1
Indiana$University$of$Pennsylvania 0 1 0 0 0 0 1 0 0 1
Lakeland$Community$College 0 0 0 0 0 0 1 0 0 1
Mainframe$Skills Distributed$Skills
z/OS Cobol Rexx Assembler 0DB2 IMS 0Windows 0Perl C#/C++ 0SQL
Lehman$College$7$City$University$of$New$York 0 0 0 1 0 0 0 0 1 0
Lincoln$University$of$Missouri 0 1 0 1 0 0 1 0 0 1
Long$Island$University 1 1 0 0 0 0 1 1 1 1
Loras$College 0 1 0 0 0 0 0 0 0 1
Los$Rios$Community$College$District 0 0 0 0 0 0 1 1 1 1
Loyola$College 0 0 0 1 0 0 0 0 0 1
Malone$College 0 0 0 0 0 0 0 0 0 0
Marist$College 1 1 1 1 1 1 0 0 0 1
Mesabi$Range$Community$and$Technical$College 0 1 1 0 0 0 1 1 1 1
Missouri$Western$State$University 0 0 1 0 0 1 0 0 1
Monroe$College 0 0 0 0 0 0 1 0 1 1
North$Carolina$Agriculture$and$Technology$State$
University 1 0 0 0 0 0 1 0 1 1
Northeastern$Illinois$University 0 1 0 1 0 0 0 0 0 1
Northern$Illinois$University 0 1 0 1 0 0 0 1 1 1
NorthWest$Arkansas$Community$College 0 1 0 0 0 0 1 1 1 1
Northwestern$State$University 0 1 0 0 0 0 1 1 0 1
NYC$College$of$Technology$7$City$University$of$New$York 0 1 0 0 0 0 1 0 1 1
Orange$County$Community$College 0 0 0 1 0 0 1 1 1 1
Pace$University 0 0 0 0 0 0 0 0 0 0
Park$University 0 1 0 0 0 0 1 0 1 0
Prince$George's$Community$College 0 0 0 0 0 0 1 0 1 1
Regis$University 0 0 0 0 0 0 0 0 1 1
Robert$Morris$University 1 1 0 0 1 0 1 0 1 1
Saint$Paul$College 1 1 0 0 1 1 1 0 1 1
San$Jose$State$University 0 0 0 1 1 0 0 1 1 1
South$Dakota$State$University 0 0 0 0 0 0 0 0 1 1
Southeast$Community$College 0 1 0 0 1 0 1 0 1 1
Southern$Polytechnic$State$University 0 0 0 0 0 0 0 0 1 1
Southern$University 0 1 0 1 0 0 1 1 1 1
z/OS Cobol Rexx Assembler 0DB2 IMS 0Windows 0Perl C#/C++ 0SQL
St.$Ambrose$University 0 0 0 0 0 0 1 0 0 1
State$Fair$Community$College 0 1 0 0 1 0 1 0 1 1
State$University$of$New$York$at$New$Paltz 0 0 0 0 0 0 1 0 0 1
State$University$of$New$York$Institute$of$Technology,$
Utica 0 1 0 0 0 0 1 0 1 1
Stony$Brook$University 0 0 0 0 0 0 1 0 1 1
Syracuse$University 0 0 0 0 0 0 0 0 1 1
Tennessee$State$University 0 1 0 1 0 0 1 0 1 1
Texas$A&M$University$7$San$Antonio 0 1 0 0 0 0 0 0 1 1
Texas$State$University$7$San$Marcos 0 1 0 0 0 0 0 1 0 0
Tri7C$(Cuyahoga$Community$College) 0 1 0 0 0 0 1 1 1 1
University$of$Alabama$at$Birmingham 0 0 0 0 0 0 1 0 1 1
University$of$Arkansas 0 1 0 0 1 0 0 1 1 1
University$of$Arkansas$Fort$Smith 0 1 0 1 0 0 1 0 0 1
University$of$California$Santa$Barbara 0 0 0 0 0 0 0 0 0 0
University$of$Delaware 0 0 0 0 0 0 0 0 1 0
University$of$Denver 0 0 0 0 0 0 0 1 1 1
University$of$Maryland$Eastern$Shore 0 1 0 0 0 0 1 0 1 0
University$of$Massachusetts,$Lowell 0 0 0 1 0 0 0 0 1 0
University$of$Nebraska 0 0 0 1 0 0 0 1 0 0
University$of$North$Carolina$at$Pembroke 0 0 0 1 0 0 1 0 1 1
University$of$North$Texas 1 1 0 0 0 0 0 0 0 0
University$of$Puerto$Rico$–$Mayaguez 0 0 0 0 0 0 0 0 1 1
University$of$Redlands 1 1 0 0 1 0 1 0 0 0
University$of$South$Carolina 0 1 0 0 0 0 0 0 0 0
University$of$South$Florida 0 0 0 0 0 0 0 0 0 1
University$of$St.$Thomas 0 0 0 0 0 0 0 0 0 1
University$of$Toledo 0 0 0 1 0 0 1 1 1 0
University$of$Tulsa 0 0 0 1 0 0 0 0 0 0
Wayne$State$College 0 0 0 0 0 0 1 0 0 0
z/OS Cobol Rexx Assembler 0DB2 IMS 0Windows 0Perl C#/C++ 0SQL
Weber$State$University 0 0 0 0 0 0 0 0 1 1
West$Texas$A&M$University 1 0 0 1 0 0 0 0 0 1
West$Virginia$University$at$Parkersburg 1 1 0 1 0 0 1 0 0 1
Widener$University 0 1 0 1 0 0 0 0 0 1
Concept Total 16 40 3 28 12 4 53 22 58 72
Total #mainframe vs Distributed 103 205
