We report the discovery of 16 detached M-dwarf eclipsing binaries with J < 16 mag and provide a detailed characterisation of three of them, using high-precision infrared light curves from the WFCAM Transit Survey (WTS). Such systems provide the most accurate and model-independent method for measuring the fundamental parameters of these poorly understood yet numerous stars, which currently lack sufficient observations to precisely calibrate stellar evolution models. We fully solve for the masses and radii of three of the systems, finding orbital periods in the range 1.5 < P < 4.9 days, with masses spanning 0.35 − 0.50M ⊙ and radii between 0.38 − 0.50R ⊙ , with uncertainties of ∼ 3.5 − 6.4% in mass and ∼ 2.7 − 5.5% in radius. Close-companions in short-period binaries are expected to be tidally-locked into fast rotational velocities, resulting in high levels of magnetic activity. This is predicted to inflate their radii by inhibiting convective flow and increasing star spot coverage. The radii of the WTS systems are inflated above model predictions by ∼ 3 − 12%, in agreement with the observed trend, despite an expected lower systematic contribution from star spots signals at infrared wavelengths. We searched for correlation between the orbital period and radius inflation by combining our results with all existing M-dwarf radius measurements of comparable precision, but we found no statistically significant evidence for a decrease in radius inflation for longer period, less active systems. Radius inflation continues to exists in non-synchronised systems indicating that the problem remains even for very low activity M-dwarfs. Resolving this issue is vital not only for understanding the most populous stars in the Universe, but also for characterising their planetary companions, which hold the best prospects for finding Earth-like planets in the traditional habitable zone.
and consequently, they influence a wide-range of astrophysical phenomena, from the total baryonic content of the universe, to the shape of the stellar initial mass function. Furthermore, they are fast becoming a key player in the hunt for Earth-like planets (e.g. Nutzman & Charbonneau 2008; Koppenhoefer et al. 2009; Law et al. 2011) . The lower masses and smaller radii of M-dwarfs mean that an Earthlike companion causes a deeper transit and induces a greater reflex motion in its host than it would do to a solar analogue, making it comparatively easier to detect Earths in the traditional habitable zones of cool stars. The inferred properties of exoplanet companions, such as their density, atmospheric structure and composition, currently depend on a precise knowledge of the fundamental properties of the host star, such as its mass, radius, luminosity and effective temperature at a given age. Yet, to date, no theoretical model of lowmass stellar evolution can accurately reproduce all of the observed properties of M-dwarfs (Hillenbrand & White 2004; López-Morales & Ribas 2005) , which leaves their planetary companions open to significant mischaracterisation. Indeed, the characterisation of the atmosphere of the super-Earth around the M-dwarf GJ 1214 seems to depend on the spot coverage of the host star (de Mooij et al. 2012) .
Detached, double-lined, M-dwarf eclipsing binaries (MEBs) provide the most accurate and precise, modelindependent means of measuring the fundamental properties of low-mass stars (Andersen 1991) , and the coevality of the component stars, coupled with the assumption that they have the same metallicity due to their shared natal environment, places stringent observational constraints on stellar evolution models. In the best cases, the uncertainties on the masses and radii measured using MEBs can be just 0.5% (Morales et al. 2009; Kraus et al. 2011) . However, since M-dwarfs are intrinsically faint, only a small number of MEBs have been characterised so far with suitable accuracy to calibrate low-mass stellar evolution models, and there are even fewer measurements below ∼ 0.35M⊙, where stellar atmospheres are thought to transport energy purely by convection (Chabrier & Baraffe 1997) .
More worryingly, existing observations show significant discrepancies with stellar models. The measured radii of M-dwarfs are inflated by 5 − 10% compared to model estimates and their effective temperatures appear too cool by 3 − 5% (see e.g. López- Morales & Ribas 2005; Ribas 2006; Morales et al. 2010; Torres et al. 2010; Kraus et al. 2011 ). This anomaly has been known for some time but remains enigmatic. Bizarrely, the two discrepancies compensate each other in the mass-luminosity plane such that current stellar models can accurately reproduce the observed mass-luminosity relationship for Mdwarfs. Two different physical mechanisms have been suggested as the cause of this apparent radius inflation: i) metallicity (Berger et al. 2006; López-Morales 2007) and ii) magnetic activity (Mullan & MacDonald 2001; Ribas 2006; Torres et al. 2006; Chabrier et al. 2007) . Berger et al. (2006) and López-Morales (2007) used interferometrically-measured radii of single, low-mass stars to look for correlation between inflation and metallicity. Both studies found evidence that inactive, single stars with inflated radii corresponded to stars with higher metallicity, but this did not hold true for active, fast-rotating single stars and further studies could not confirm the result (Demory et al. 2009 ). While metallicity may play a role in the scatter of effective temperatures for a given mass (the effective temperature depends on the bolometric luminosity which is a function of metallicity), it seems unlikely that it is the main culprit of radius inflation.
The magnetic activity hypothesis is steered by the fact that the large majority of well-characterised MEBs are in short (< 2 day) orbits. Such short period systems found in the field (i.e. old systems) are expected to be tidallysynchronised with circularised orbits (Zahn 1977) . The effect of tidal-locking is to increase magnetic activity and is a notion that is supported by observations of synchronous, rapid rotation rates in MEBs, a majority of circular orbits for MEBs, plus X-ray emission and Hα emission from at least one of the components. It is hypothesised that increased magnetic activity affects the radius of the star in two ways. Firstly, it can inhibit the convective flow, thus the star must inflate and cool to maintain hydrostatic equilibrium. Chabrier et al. (2007) modelled this as a change in the convective mixing length, finding that a reduced mixing length could account for the inflated radii of stars in the partially-radiative mass regime, but it had negligible effect on the predicted radii of stars in the fully-convective regime. However, Jackson et al. (2009) showed that the radii of young, single, active, fully-convective stars in the open cluster NGC 2516 could be inflated by up to 50%, based on radii derived using photometrically-measured rotation rates and spectroscopically-measured projected rotational velocities. This therefore suggests that inhibition of convective flow is not the only factor responsible for the radius anomaly.
The second consequence of increased magnetic activity is a higher production of photospheric spots which has a two-fold effect: i) a loss of radiative efficiency at the surface, causing the star to inflate and ii) a systematic error in light curve solutions due to a loss of circular symmetry caused by a polar distribution of spots. Morales et al. (2010) showed that these two effects could account for ∼ 3% and 0 − 6% of the radius inflation, respectively, with any any remaining excess (0 − 4%) produced by inhibition of convective efficiency. This however is only under certain generalisations, such as a 30% spot coverage fraction and a concentration of the spot distribution at the pole. One would perhaps expect the systematic error induced by star spots to be wavelength dependant, such that radius measurements obtained at longer wavelength would be closer to model predictions. Kraus et al. (2011) searched for correlation between the radius anomaly and the orbital periods of MEBs, to see if the data and the models converged at longer periods (∼ 3 days) where the stellar activity is less aggravated by fast rotation speeds. They found tentative evidence to suggest that this is the case but it is currently confined to the realm of small statistics. Not long after their study, the MEarth project uncovered a 41-day, non-synchronised, non-circularised, inactive MEB with radius measurements still inflated on average by ∼ 4%, despite a detailed attempt to account for spot-induced systematics (Irwin et al. 2011) . They suggest that either a much larger spot coverage than the 30% they assumed is required to explain the inflation, or perhaps that the equation of state for low-mass stars, despite substantial progress (see review by Chabrier et al. 2005) , is still inadequate.
Clearly, a large sample of MEBs with a wide-range of orbital periods is key to defining the magnetic activity effect and understanding any further underlying physical issues for modelling the evolution of low-mass single stars. This in turn will remove many uncertainties in the properties of exoplanets with M-dwarf host stars. With that in mind, this paper presents the discovery of many new MEBs to emerge from the WFCAM Transit Survey, including a full characterisation to reasonable accuracy for three of the systems using 4-m class telescopes, despite their relatively faint magnitudes (i = 16.7 − 17.6).
In Section 2, we describe the WFCAM Transit Survey (WTS) and its observing strategy, and Section 3 provides additional details of the photometric and spectroscopic data we used to fully characterise three of the MEBs. In Section 4, we outline how we identified the MEBs amongst the large catalogue of light curves in the WTS. Sections 5-7 present our analysis of all the available follow-up data used to characterise three of the MEBs including their system effective temperatures, metallicities, Hα emission and surface gravities, via analysis of low-resolution spectroscopy, their sizeratio and orbital elements using multi-colour light curves, and their mass ratios using radial velocities obtained with intermediate-resolution spectra. These results are combined in Section 8 to determine individual masses, radii, effective temperatures. We also calculate their space velocities and assess their membership to the Galactic thick and thin disks. Lastly, in Section 9, we discuss our results in the context of low-mass stellar evolution models and a mass-radius-period relationship, as suggested by Kraus et al. (2011) .
THE WFCAM TRANSIT SURVEY
We identified our new MEBs using observations from the WFCAM Transit Survey (WTS) (Birkby et al. 2011) . The WTS in an on-going photometric monitoring campaign that operates on the 3.8m United Kingdom Infrared Telescope (UKIRT) at Mauna Kea, Hawaii. Its primary and complementary science goals are: i) to provide a stringent observational constraint on planet formation theories through a statistically meaningful measure of the occurrence rate of hot Jupiters around low-mass stars (Kovacs et al. 2012) and ii) to detect a large sample of eclipsing binaries stars with low-mass primaries and characterise them to high enough accuracy such that we strongly constrain the stellar evolution models describing the planet-hosting M-dwarfs found in the survey. The WTS contains ∼ 6, 000 early to mid Mdwarfs with J 16 mag, covering four regions of the sky which span a total of 6 square degrees.
We combine the large aperture of UKIRT with the Wide-Field Camera (WFCAM) infrared imaging array to observe in the J-band (1.25µm), near the peak of the spectral energy distribution (SED) of a cool star. Our observing strategy takes advantage of a unique opportunity offered by UKIRT, thanks to the highly efficient queue-scheduled operational mode of the telescope. Rather than requesting continuous monitoring, we noted there was room for a flexible proposal in the queue, which did not require the very best observing conditions, unlike most of the on-going UKIRT programmes that require photometric skies with seeing < 1.3
′′ (Lawrence et al. 2007 ). The WTS is therefore designed in such a way that there is always at least one target field visible and it can observe in mediocre seeing and thin cloud cover. We chose four target fields to give us year-round visibility, with each field passing within 15 degrees of zenith. To select the fields, we combined 2MASS photometry and the dust extinction maps of Schlegel et al. (1998) to find regions of sky that maximised the number of dwarf stars and maximised the ratio of dwarfs to giants (Cruz et al. 2003) , while maintaining E(B − V ) < 0.1. We stayed relatively close to the galactic plane to increase the number of early M-dwarfs, but restricted ourselves to b > 5 degrees to avoid the worst effects of overcrowding.
The survey began on August 05, 2007, and the eclipsing systems presented in this paper are all found in just one of the four WTS fields. The field is centred on RA = 19h, Dec = +36d, (hereafter, the 19h field), for which the WTS has its most extensive coverage, with 1145 data points as of June 16, 2011. Note that this field is very close to, but does not overlap with, the Kepler field (Batalha et al. 2006 ), but it is promising that recent work showed the giant contamination in the Kepler field for magnitudes in a comparable range to our survey was low (7 ± 3% M-giant fraction for KP > 14), Mann et al. 2012. 3 OBSERVATIONS AND DATA REDUCTION 3.1 UKIRT/WFCAM J-band photometry UKIRT and the WFCAM detector provide the survey with a large database of infrared light curves in which to search for transiting and eclipsing systems. The WFCAM detector consists of four 2048 × 2048 18µm pixel HgCdTe Rockwell Hawaii-II, non-buttable, infrared arrays that each cover 13.65 ′ × 13.65 ′ and are separated by 94% of a chip width . Each WTS field covers 1.5 square degrees of sky, comprising of eight pointings of the WFCAM paw print, exposing for a 9-point jitter pattern with 10 second exposures at each position, and tiled to give uniform coverage across the field. It takes 15 minutes to observe an entire WTS field (9 × 10s × 8+overheads), resulting in a cadence of 4 data points per hour (corresponding to one UKIRT Minimum Schedulable Block). Unless there are persistently bad sky conditions at Mauna Kea, due to our relaxed observing constraints the WTS usually observes only at the beginning of the night, just after twilight in > 1 ′′ seeing when the atmosphere is still cooling and settling.
The 2-D image processing of the WFCAM observations and the generation of light curves closely follows that of and is explained in detail in Kovacs et al. ( 2012) . We refer the avid reader to these publications for an in-depth discussion of the reduction techniques but briefly describe it here. For image processing, we use the automatically reduced images from the Cambridge Astronomical Survey Unit pipeline 1 , which is based on the INT wide-field survey pipeline (Irwin & Lewis 2001) . This provides the 2-D instrumental signature removal for infrared arrays including the removal of the dark and reset anomaly, the flat-field correction using twilight flats, decurtaining and sky subtraction. We then perform astrometric calibration using 2MASS stars in the field-of-view, resulting in an astrometric accuracy of ∼ 20 − 50 mas after correcting for field and differential distortion 2 . For photometric calibration, the detector magnitude zero-point is derived for each frame using measurements of stars in the 2MASS Point Source Catalogue that fall within the same frame (Hodgkin et al. 2009 ).
In order to generate a master catalogue of source positions for each field in the J-band filter, we stack 20 frames taken in the best conditions (i.e. seeing, sky brightness and transparency) and run our source detection software on the stacked image (Irwin 1985; Irwin & Lewis 2001) . The resulting source positions are used to perform co-located, variable, 'soft-edged' (i.e. pro-rata flux division for boundary pixels) aperture photometry on all of the time-series images (see .
For each of the four WFCAM detector chips, we model the flux residuals in each frame as a function of position using a 2-D quadratic polynomial, where the residuals are measured for each object as the difference between its magnitude on the frame in question and its median magnitude calculated across all frames. By subtracting the model fit, this frame-to-frame correction can account for effects such as flat-fielding errors, or varying differential atmospheric extinction across each frame, which can be significant in widefield imaging (see e.g. ).
Our source detection software flags any objects with overlapping isophotes. We used this information in conjunction with a morphological image classification flag also generated by the pipeline to identify non-stellar or blended objects. The plate scale of WFCAM (0.4 ′′ /pix) is significantly smaller than those of most small aperture, ground-based transit survey instruments, such as Super-WASP (Pollacco et al. 2006) , HATNet (Bakos et al. 2004) and TrES (Dunham et al. 2004) , and can have the advantage of reducing the numbers of blended targets, and therefore the numbers of transit mimics, despite observing fainter stars.
The last step in the light curve generation is to perform a correction for residual seeing-correlated effects caused by image blending that are not removed by the frame-toframe correction. For each light curve, we model the deviations from its median flux as a function of the stellar image FWHM on the corresponding frame, using a quadratic polynomial that we then subtract. We note that this method addresses the symptoms, but not the cause, of the effects of blending. Figure 1 shows the per data point photometric precision of the final light curves for the stellar sources in the 19hr field. The RMS is calculated as a robust estimator using as 1.48×mad, i.e. the equivalent of the Gaussian RMS, where the mad is the median of the absolute deviations (Hoaglin et al. 1983) . The upturn between J ∼ 12 − 13 mag marks the saturation limit, so for our brightest objects, we achieve a per data point precision of ∼ 3−5 mmag. The blue solid line shows the median RMS in bins of 0.2 mag. The median RMS at J = 16 mag is ∼ 1% (∼ 10 mmag), with a scatter of ∼ 0.8 − 1.5%, and only 5% of sources have an RMS greater than 15 mmag at this magnitude. Hence, for the majority of sources with J 16 mag, the precision is in Figure 1 . The RMS scatter per data point of the WTS light curves as a function of WFCAM J magnitude, for sources in the 19hr field with stellar morphological classification. The RMS is a robust estimator calculated as 1.48 × the median of the absolute deviations. We achieve a per data point photometric precision of 3−5 mmag for the brightest objects, with a median RMS of ∼ 1% for J = 16 mag. Saturation occurs between ∼ 12 − 13 mag as it varies across the field and with seeing. The dashed red horizontal line at 3 mmag marks the limit of our photometric precision. The blue solid curve shows the median RMS in bins of 0.2 mag. The red stars show the positions of the 16 WTS 19hr field MEBs. The shorter period MEBs sit higher in the plot. RMS values are given in Table A1 theory suitable for detecting not only M-dwarf eclipsing binaries but also transits of mid-M stars by planets with radii ∼ 1R⊕ (see Kovacs et al. 2012 for the WTS sensitivity to Jupiter-and Neptune-sized planets). The 16 new MEBs are shown on the plot by the red star symbols. Note that shorter period MEBs sit higher on the RMS diagram, but that genuine longer period MEBs still have RMS values close to the median, due to our robust estimator and the long observing baseline of the survey.
For the MEB light curves characterised in this paper, we perform an additional processing step, in which we use visual examination to clip several clear outlying data points at non-consecutive epochs.
The WTS J-band light curve data for the MEBs reported in this paper are given in Table 1 . We have adopted a naming system that uniquely identifies each source handled by our data reduction process, and thus we refer to MEBs characterised in this paper as: 19b-2-01387, 19c-3-01405, and 19e-3-08413 . The first number in the naming strategy gives the Right Ascension hour the target field. The following letter corresponds to one of the eight pointings that make up the whole WTS target field. The number between the hyphens denotes which of the four WFCAM chips the source is detected on and the final 5 digits constitute the source's MEBs, 19b-2-01387 and 19e-3-08413 , have 900 and 899 data points and an out-of-eclipse RMS of 5 mmag and 7 mmag, respectively.
We also obtained single, deep exposures of each WTS field in the WFCAM Z, Y , J, H and K filters (exposure times 180, 90, 90, 4 × 90 and 4 × 90 seconds, respectively). These are used in conjunction with g, r, i and z photometry from SDSS DR7 to create SEDs and derive first estimates of the effective temperatures for all sources in the field, as described in Section 4.1.
INT/WFC i-band follow-up photometry
Photometric follow-up observations to help test and refine our light curve models were obtained in the Sloan i-band using the Wide Field camera (WFC) on the 2.5m Isaac Newton Telescope (INT) at Roque de Los Muchachos, La Palma. We opted to use the INT's Sloan i filter rather than the RGO I-band filter as i) it has significantly less fringing and, ii) unlike the RGO filter, it has a sharp cut-off at ∼ 8500 A and therefore avoids strong, time-variable telluric water vapour absorption lines, which could induce systematics in our time-series photometry (Bailer-Jones & Lamm 2003 and a full secondary eclipse of 19e-3-08413. The observations were centred around the expected times of primary and secondary eclipse, allowing at least 30 minutes of observation either side of ingress and egress to account for any uncertainty in our predicted eclipse times based on the modelling of the WTS light curves. In total, we observed 120 epochs for the secondary eclipse of 19b-2-01387 using 60s exposures, and 89 and 82 data points for the primary and secondary eclipse of 19e-3-08413, respectively, using 90s exposures. We reduced the data using custom built idl routines to perform the standard 2-D image processing (i.e. bias subtraction and flat-field division). Low-level fringing was removed by subtracting a scaled super sky-frame. To create the light curves, we performed variable aperture photometry using circular apertures with the idl routine aper. The sky background was estimated using a 3σ-clipped median on a 30×30 pixel box, rejecting bad pixels. For each MEB, we selected sets of 15-20 bright, nearby, non-saturated, nonblended reference stars to create a master reference light curve. For each reference star, we selected the aperture with the smallest out-of-eclipse RMS. We removed the airmass dependence by fitting a second order polynomial to the outof-eclipse data.
The INT i-band light curve data is presented in Table 2 . The RMS of the out-of-eclipse data for the primary eclipse of 19b-2-01387 is 4.4 mmag while the out-of-eclipse RMS values for the primary and secondary eclipses of 19e-3-08413 are 5.7 mmag and 7.1 mmag, respectively. The time-series photometry was generated using the VAPHOT package 3 (Deeg & Doyle 2001) . The bias and flat field images were processed using standard iraf routines in order to calibrate the raw science images. The light curve was then generated using VAPHOT, which is a series of modified iraf routines that performs aperture photometry; these routines find the optimum size aperture that maximize the signal-to-noise ratio for each star. The user can specify whether to use a variable aperture to account for a time-variable point-spread-function (e.g. due to changes in the seeing) or to fix it for all images. For this data set, we fixed the aperture and used an ensemble of 6 stars with a similar magnitude to the target to create a master reference light curve. Finally, a second order polynomial was fitted to the out-of-eclipse data the target light curve to remove a long-term systematic trend.
The g-band light curve is shown in the bottom left panel of Figure 6 , and the data are given in Table 3 . The out-ofeclipse RMS for the target is 26.9 mmag, which is higher than the follow-up with the INT, due to the smaller telescope diameter.
WHT low-resolution spectroscopy
We carried out low-resolution spectroscopy during a wider follow-up campaign of the WTS MEB and planet candidates on several nights between July 16 and August 17, 2010, using the William Herschel Telescope (WHT) at Roque de Los Muchachos, La Palma. These spectra allow the identification of any giant contaminants via gravity sensitive spectral features, and provide estimates of the effective system tem- peratures, plus approximate metallicities and chromospheric activity indicators (see section 5). We used the Intermediate dispersion Spectrograph and Imaging System (ISIS) and the Auxiliary-port Camera (ACAM) on the WHT to obtain our low-resolution spectra. In all instances we used a 1.0 ′′ slit. We did not use the dichroic during the ISIS observations because it can induce systematics and up to 10% efficiency losses in the red arm, which we wanted to avoid given the relative faintness of our targets. Wavelength and flux calibrations were performed using periodic observations of standard lamps and spectrophotometric standard stars throughout the nights. Table 4 summarises our low-resolution spectroscopic observations.
The reduction of the low-resolution spectra was performed with a combination of iraf routines and custom idl procedures. In idl, the spectra were trimmed to encompass the length of the slit, bias-subtracted and median-filtered to remove cosmic rays. The ACAM spectra were also flatfielded. We corrected the flat fields for dispersion effects using a pixel-integrated sensitivity function. The iraf.apall routine was used to identify the spectra, subtract the background and optimally sum the flux in apertures along the trace. For the ISIS spectrum, wavelength and flux calibration was performed with the CuNe+CuAr standard lamps and ING flux standard SP2032+248. For ACAM, arc frames were used to determine the wavelength solution along the slit using a fifth order spline function fit with an RMS ∼ 0.2Å. For flux-calibration, we obtained reference spectra of the ING flux standard SP2157+261.
WHT/ISIS intermediate-resolution spectroscopy
Modelling the individual radial velocities (RVs) of components in a binary system provides their mass ratio and a lower limit on their physical separation. Combining this information with an inclination angle determined by the light curve of an eclipsing system ultimately yields the true masses and radii of the stars in the binary. We measured the RVs of the components in our MEBs using spectra obtained with the intermediate-resolution, single-slit spectrograph ISIS mounted on the WHT. We used the red arm with the R1200R grating centred on 8500Å, giving a wavelength coverage of ∼ 8100−8900Å. The slit width was chosen to match the approximate seeing at the time of observation giving an average spectral resolution R ∼ 9300.
The spectra were processed entirely with iraf, using the ccdproc packages for instrumental signature removal. We optimally extracted the spectra for each object on each night and performed wavelength and flux calibration using the semi-automatic kpno.doslit package. Wavelength calibration was achieved using CuNe arc lamp spectra taken after each set of exposures and flux calibration was achieved using observations of spectrophotometric standards.
Radial velocities via cross-correlation
The region 8700 − 8850Å contains a number of relatively strong metallic lines present in M-dwarfs and is free of telluric absorption lines making it amenable for M-dwarf RV measurements ). We used the iraf implementation of the standard 1-D cross-correlation technique, fxcor, to extract the RV measurements for each MEB component using synthetic spectra from the MARCS 4 spectral database (Gustafsson et al. 2008) as templates. The templates had plane-parallel model geometry, a temperature range from 2800-5500K incremented in 200K steps, solar metallicity, surface gravity log(g) = 5.0 and a 2 km/s micro-turbulence velocity, which are all consistent with lowmass dwarf stars. The best-matching template i.e. the one that maximised the cross-correlation strength of the primary component for each object, was used to obtain the final RVs of the system, although note that the temperature of the best-matching cross-correlation template is not a reliable estimate of the true effective temperature. The saturated near-infrared Ca II triplet lines at 8498, 8542 and 8662Å were masked out during the cross-correlation. A summary of our observations and the extracted radial velocities are given in table 5.
IDENTIFICATION OF M-DWARF ECLIPSING BINARIES

The M-dwarf sample
It is possible to select M-dwarfs in WTS fields using simple colour-colour plots such as those shown in Figure 2 , which were compiled using our deep WFCAM photometry plus magnitudes from SDSS DR7, which has a fortuitous overlap with the 19hr field. Jones et al. (1994) showed that the (i−K) colour is a reasonable estimator for the effective temperature, however the eclipsing nature of the systems we are interested in can cause irregularities in the colour indices, especially since the WFCAM photometry was taken at different epochs to each other and the SDSS photometry. For example, a system of two equal mass stars in total eclipse result is 0.75 mag fainter compared to its out-of-eclipse magnitude. We made a more robust sample of M-dwarfs by estimating the effective temperature of each source in the 19h field via SED fitting of all the available passbands i.e. SDSS g, r, i and z-band plus WFCAM Z, Y, J, H and K-band. By rejecting the most outlying magnitudes from the best SED fit, one becomes less susceptible to errors from in-eclipse observations. Note that the SDSS u-band magnitudes of our redder sources are affected by the known red leak in the u filter and are hence excluded from the SED fitting process.
To perform the SED fitting, we first put all the observed photometry to the Vega system (see Hewett et al. 2006 and Hodgkin et al. 2009 for conversions). Although the 4 http://marcs.astro.uu.se/ Figure 2 . Colour-colour plots of the sources in one of the WF-CAM pointings for the 19hr field (black +), overlaid with the full 19hr field sample of detached MEB candidates (blue filled circles and red filled squares). The filled red squares mark the three MEB systems characterised in this paper. The orange crosses mark the M-dwarf candidate sources in the pointing (see Section 4.1). The triangles mark the masses for the given colour index, derived from the 1 Gyr solar metallicity isochrone of the Baraffe et al. (1998) low-mass stellar evolution models. The arrows mark the maximum reddening vector, assuming a distance of 1 kpc.
WFCAM photometry is calibrated to 1.5 − 2% with respect to 2MASS (Hodgkin et al. 2009 ), the 2MASS photometry also carries its own systematic error, so we assumed an extra 3% systematic error added in quadrature to the photometric errors for each source to account for calibration errors between different surveys. We used a simple χ 2 fitting routine to compare the data to a set of solar metallicity model magnitudes at an age of 1 Gyr from the stellar evolution models of Baraffe et al. (1998) . We linearly interpolated the model magnitudes onto a regular grid of 5 K intervals from 1739 − 6554 K, to enable a more precise location of the χ 2 minimum. If the worst fitting data point in the best χ 2 fit was more than a 5σ outlier, we excluded that data point and re-ran the fitting procedure. This makes the process more robust to exposures taken in eclipse. The errors on the effective temperatures include the formal 1σ statistical errors from the χ 2 fit (which are likely to be under-estimated) plus an assumed ±100 K systematic uncertainty. This error also takes into account the known missing opacity issue in the optical bandpasses in the Baraffe et al. (1998) models.
Our M-dwarf sample is conservative. It contains any source with an SED effective temperature 4209 K, magnitude J 16 mag and a stellar class morphology flag (as determined by the data reduction pipeline). The maximum effective temperature corresponds to a radius of 0.66R⊙ at the typical field star age of 1 Gyr, according to the stellar evolution models of Baraffe et al. (1998) . We opted to restrict our MEB search to J 16 mag because the prospects for ground-based radial velocity follow-up are bleak beyond J = 16 mag (I ∼ 18 mag, Aigrain et al. 2007 ) if we wish to achieve accurate masses and radii that provide useful constraints on stellar evolution models. We found a total of 2, 705 M-dwarf sources in the 19hr field. Table 6 gives the single epoch, deep photometry from SDSS and WFCAM, plus the proper motions from the SDSS DR7 database (Munn et al. 2004 (Munn et al. , 2008 for the systems characterised in this paper. Their SED-derived system effective temperatures, T eff,SED are given in Table 7 . Table 6 . A summary of photometric properties for the three MEBs, including our photometrically derived effective temperatures and spectral types. The proper motions µαcosδ and µ δ are taken from the SDSS DR7 database. SDSS magnitudes g, r, i and z are in AB magnitudes, while the WFCAM Z, Y, J, H and K magnitudes are given in the Vega system. The errors on the photometry are the photon-counting errors and do not include the extra 3% systematic error we add in quadrature when performing the SED-fitting. Conversions of the WFCAM magnitudes to other systems can be found in Hodgkin et al. (2009) . Note that the WFCAM K-band magnitude for 19b-2-01387 was obtained during an eclipse event and does not represent the total system magnitude.
Interstellar reddening
The photometry for the 19hr field is not dereddened before performing the SED fitting. The faint magnitudes of our Mdwarf sources implies they are at non-negligible distances and that extinction along the line-of-sight may be significant. This means that our M-dwarf sample may contain hotter sources than we expect. At J 16 mag, assuming no reddening, the WTS is distance-limited to ∼ 1 kpc for the earliest M-dwarfs (MJ = 6 mag at 1 Gyr for M0V, M⋆ = 0.6M⊙, using the models of Baraffe et al. 1998 ). We investigated the reddening effect in the direction of the 19hr field using a model for interstellar extinction presented by Drimmel et al. (2003) . In this model, extinction does not have a simple linear dependency on distance but is instead a three-dimensional description of the Galaxy, consisting of a dust disk, spiral arms as mapped by HII regions, plus a local Orion-Cygnus arm segment, where dust parameters are constrained by COBE/DIRBE far infrared observations. Using this model, we calculate that AV = 0.319 mag (E(B − V ) = 0.103 mag) at 1 kpc in the direction of the 19hr field. We used the conversion factors in Table 6 of Schlegel et al. (1998) to calculate the absorption in the UKIRT and SDSS bandpasses, finding Ag = 0.370 mag, AK = 0.036 mag, E(r − i) = 0.065, E(i − z) = 0.059 and E(J − H) = 0.032. The reddening affect along the line-ofsight to the field thus appears to be small. We show this maximum reddening vector as an arrow in Figure 2 .
For the most interesting targets in the WTS (EBs or planet candidates), we obtain low-resolution spectra to further characterise the systems and check their dwarf-like nature (see Section 5). Effective temperatures based on spectral analysis suffer less from the effects of reddening effects because the analysis depends not only on the slope of the continuum but also the shape of specific molecular features, unlike the SED fitting. Therefore, the SED effective temperatures are only a first estimate and we will later adopt values derived by fitting model atmospheres to low-resolution spectra of our MEBs (see Section 5.4).
Eclipse detection
We made the initial detection of our MEBs during an automated search for transiting planets in the WTS light curves, for which we used the Box-Least-Squares (BLS) algorithm, occfit, as described in Aigrain & Irwin (2004) , and employed by Miller et al. (2008) . The box represents a periodic decrease in the mean flux of the star over a short time scale (an upside-down top hat). The in-occultation data points in the light curves fall into a single bin, I, while the outof-occultation data points form the ensemble O. This single bin approach may seem simplistic but in the absence of significant intrinsic stellar variability, such as star spot modulation, it becomes a valid approximation to an eclipse and is sufficient for the purpose of detection. Given the relatively weak signal induced by star spot activity in the Jband, we did not filter the light curves for stellar variability before executing the detection algorithm. We ran occfit on the M-dwarf sample light curves in the 19h field. Our data invariably suffer from correlated 'red' noise, thus we adjust the occfit detection statistic, S, which assesses the significance of our detections, with the procedure described by Pont et al. (2006) to derive a new statistic, S red . This process is explained in detail for occfit detections in Miller et al. (2008) .
Candidate selection
To automatically extract the MEB candidates from results of running occfit on the M-dwarf sample light curves, we required that S red 5 and that the detected orbital period must not be near the common window-function alias at one day i.e. 0.99 > P > 1.005 days. This gave 561 light curves to eyeball, during which we removed objects with spurious eclipse-like features associated with light curves near the saturation limit.
In total, we found 26 sources showing significant eclipsefeatures in the 19h field, of which 16 appear to be detached and have full-phase coverage, with well-sampled primary and secondary eclipses. The detached MEB candidates are marked on the colour-colour plot in Figure 2 by the blue filled circles and red filled squares. The orbital periods of the MEBs corresponding to the blue filled circles are given in Table A1 and their folded light curves are shown in Figures A1 and A2. The MEBs corresponding to the red filled squares are the subjects of the remaining detailed analysis in this paper.
LOW-RESOLUTION SPECTROSCOPIC ANALYSIS
Low-resolution spectra of our three characterised MEBs, as shown in Figure 3 , permit a further analysis of their composite system properties and provide consistency checks on the main-sequence dwarf nature of the systems.
Surface Gravity
Slesnick et al. (2006) and Lodieu et al. (2011) have shown that the depths of alkaline absorption lines between 6300 − 8825Å can highlight low surface gravity features in lowmass stars. We used the spectral indices Na8189 and TiO7140 to search for any giant star contaminants in the MEBs and found that all three MEBs have indices consistent with dwarf star gravity. We note that our low-resolution spectra were not corrected for telluric absorption, which is prevalent in the Na8189 region, and thus our measured indices may not be completely reliable. However a visual inspection of the spectra also reveals deep, clear absorption by the NaI doublet at 8183Å, 8195Å as highlighted in Figure 3 , which is not seen in giant stars. For comparison, we also observed an M4III giant standard star, [R78b] 115, shown at the top of Figure 3 , with the same set up on the same night. It lacks the deep Na I doublet absorption lines found in dwarfs and its measured spectral indices are TiO7140 = 2.0 ± 0.2 and Na8189 = 0.97±0.04, which places it in the low-surface gravity region for M4 spectral types in Figure 11 of Slesnick et al. (2006) . The gravity-sensitive spectral index values for our MEBs are given in Table 7 .
Metallicity
The profusion of broad molecular lines in M-dwarf spectra, caused by absorbing compounds such as Titanium Oxide and Vanadium Oxide redwards of 6000Å (Kirkpatrick et al. 1991 ), make it difficult to accurately define the continuum level, which complicates M-dwarf metallicity measurements. However, recent work shows that the relative strengths of metal hydride and metal oxide molecular bands in lowresolution optical wavelengths can be used to separate metal-poor subdwarfs from solar-metallicity systems. For example, Woolf et al. (2009) provided a set of equal metallicity contours in the plane of the CaH2+CaH3 and TiO5 spectral indices defined by Reid et al. (1995) , and they mapped the metallicity index ζ TiO/CaH described by Lépine et al. (2007) onto an absolute metallicity scale, calibrated by metallicity measurements from well-defined FGK stars with M-dwarf companions, albeit with a significant scatter of ∼ 0.3 dex. Dhital et al. (2011) have refined the coefficients for ζ TiO/CaH after finding a slight bias for higher metallicity in early M-dwarfs. We measured the CaH2+CaH3 and TiO5 indices in our MEB spectra and compared them with these works. We found that all three of our systems are consistent with solar metallicity. The measured values of the metallicity-sensitive indices for our MEBs are given in Table 7 . One should note that further progress has been made in M-dwarf metallicity measurements by moving to the infrared and using both low-resolution K-band spectra ( Del Burgo et al. 2011) . These regions are relatively free of molecular lines, allowing one to isolate atomic lines (such as Na I and Ca I) and thus achieve a precise continuum placement. However, in the spectra of M-dwarf short period binary systems, one must be aware that the presence of double-lines and rotationally-broadened features further increase the uncertainty in their metallicity estimates.
Hα Emission
All three of our MEBs show clear Hα emission in their lowresolution spectra, although it is not possible to discern if both components are in emission. The equivalent widths of these lines, which are a measure of the chromospheric activity, are reported in Table 7 , where a negative symbol denotes emission. Hα emission can be a sign of youth, but we do not see any accompanying low-surface gravity features. The strength of the Hα emission seen in our MEBs is comparable with other close binary systems (e.g. Kraus et al. 2011) and thus is most likely caused by high magnetic activity in the systems. None of the systems have equivalent widths < −8Å, which places them in the non-active accretion region of the empirically derived accretion criterion of Barrado y Navascués & Martín (2003).
Spectral type and effective temperature
Our low-resolution spectra permit an independent estimate of the spectral types and effective temperatures of the MEBs to compare with the SED fitting values. Initially, we assessed the spectral types using the Hammer 5 spectral-typing tool, which estimates MK spectral types by measuring a set of atomic and molecular features (Covey et al. 2007) . One can visually inspect the automatic fit by eye and adjust the fit interactively. For the latest-type stars (K and M), the automated characterisation is expected to have an uncertainty of ∼ 2 subclasses. We found that 19b-2-01387 has a visual best-match with an M2V system, while the other two MEBs were visually closest to M3V systems. M-dwarf studies (Reid et al. 1995; Gizis 1997) have found that the TiO5 spectral index could also be used to estimate spectral types to an accuracy of ±0.5 subclasses for stars in the range K7V-M6.5V. The value of this index and the associated spectral type (SpT) are given for each of our three MEBs in Table 7 . We find a reasonable agreement between the spectral index results, the visual estimates and the SED derived spectral types. Woolf & Wallerstein (2006) derived a relationship between the CaH2 index and the effective temperatures of M-dwarfs in the range 3500K< T eff < 4000 K. Table 7 gives the value of this index and the associated effective temperatures, labelled T eff (CaH2), for our three MEBs. Woolf & Wallerstein (2006) do not quote an uncertainty on the relationship, so we assumed errors of ±150 K. Within the assumed errors, the effective temperatures derived from the spectral indices and the SED fitting agree, but the relationship between the CaH2 index and T eff has not been robustly tested for the CaH2 values we have measured.
Instead, we have determined the system effective temperatures for our MEBs by directly comparing the observed spectra to cool star model atmospheres using a χ 2 -minimisation algorithm. This incorporated the observational errors, which were taken from the error spectrum produced during the optimal extraction of the spectra. We used a grid of NextGen atmospheric models interpolated to the same resolution as our low-resolution spectra. The models had increments of ∆T eff = 100K, solar metallicity and a surface gravity log(g) = 5.0 (a typical value for early-type field M-dwarfs), and spanned 5000 − 8500Å. During the fitting, we masked out the strong telluric O2 features at 7594, 7685Å and the Hα emission line at 6563Å as these are not present in the models, although we found that their inclusion had a negligible affect on the results. All the spectra were normalised to their continuum before fitting. We fitted the χ 2 -distribution for each MEB with a six-order polynomial to locate its minimum. The corresponding bestfitting T eff (atmos., adopted) is given in Table 7 . Assuming systematic correlation between adjacent pixels in the observed spectrum, we multiplied the formal 1σ errors from the χ 2 -fit by √ 3 to obtain the final errors on the system effective temperatures.
From here on, our analysis is performed with system effective temperatures derived from model atmosphere fitting. Although our different methods agree within their errors, the model atmosphere fitting is more robust against reddening effects, even if this effect is expected to be small, as discussed earlier.
LIGHT CURVE ANALYSIS
Light curves of an eclipsing binary provide a wealth of information about the system, including its orbital geometry, ephemeris, and the relative size and relative radiative properties of the stars. We used the eclipsing binary software, jktEBOP 6 (Southworth et al. 2004b,c) , to model the light curves of our MEBs. jktEBOP is a modified version of EBOP (Eclipsing Binary Orbit Program; Nelson & Davis 1972; Popper & Etzel 1981; Etzel 1980 ). The algorithm is only valid for well-detached eclipsing binaries with small tidal distortions, i.e near-spherical stars with oblateness < 0.04 (Popper & Etzel 1981) . A first pass fit with jktE-BOP showed that this criterion is satisfied by all three of our MEBs.
The light curve model of a detached, circularised eclipsing binary is largely independent of its radial velocity model, which allowed us to perform light curve modelling and derive precise orbital periods on which to base our follow-up multi-wavelength photometry and radial velocity measurements. The RV-dependent part of the light curve model is the mass ratio, q, which controls the deformation of the stars. In our initial analysis to determine precise orbital periods, we assumed circular stars, which is reasonable for detached systems, but the observed mass ratios (see Section 7) were adopted in the final light curve analysis.
jktEBOP depends on a number of physical parameters. We allowed the following parameters to vary for 6 http://www.astro.keele.ac.uk/∼jkt/ all three systems during the final fitting process: i) the sum of the radii as a fraction of their orbital separation, (R1 + R2)/a, where Rj is the stellar radius and a is the semi-major axis, ii) the ratio of the radii, k = R2/R1, iii) the orbital inclination, i, iv) the central surface brightness ratio, J, which is essentially equal to the ratio of the primary and secondary eclipse depths, v) a light curve normalisation factor, corresponding to the magnitude at quadrature phase, vi) ecosω, where e is the eccentricity and ω is the longitude of periastron, vii) esinω, viii) the orbital period, P and ix) the orbital phase zero-point, T0, corresponding to the time of mid-primary eclipse. The starting values of P and T0 are taken from the original occfit detection (see Section 4.2). In the final fit, the observed q value is held fixed. The reflection coefficients were not fitted, instead they were calculated from the geometry of the system. The small effect of gravity darkening was determined by fixing the gravity darkening coefficients to suitable values for stars with convective envelopes (β = 0.32) (Lucy 1967 ). jktEBOP will allow for a source of third light in the model, whether it be from a genuine bound object or from some foreground or background contamination, so we initially allowed the third light parameter to vary but found it to be negligible in all cases and thus fixed it to zero in the final analysis.
Our light curves, like many others, are not of sufficient quality to fit for limb darkening, so we fixed the limb darkening coefficients for each component star. jktld is a subroutine of jktEBOP that gives appropriate limb darkening law coefficients for a given bandpass based on a database of coefficients calculated from available stellar model atmospheres. We used the PHOENIX model atmospheres (Claret 2000 (Claret , 2004 and the square-root limb darkening law in all cases. Studies such as van Hamme (1993) have shown that the square-root law is the most accurate at infrared wavelengths. For each star, we assumed surface gravities of log(g) = 5, a solar metallicity and micro-turbulence of 2 km/s, and used estimated effective temperatures for the Table 8 .
Error analysis
jktEBOP uses a Levenberg-Marquardt minimisation algorithm (Press et al. 1992 ) for least-squares optimisation of the model parameters; however, the formal uncertainties from least-squares solutions are notorious for underestimating the errors when one or more model parameters are held fixed, due to the artificial elimination of correlations between parameters. jktEBOP provides a method for assessing the 1σ uncertainties on the measured light curve parameters through Monte Carlo (MC) simulations. In these simulations, a synthetic light curve is generated using the best-fitting light curve model at the phases of the actual ob- There is a strong correlation between the light ratio, the radius ratio, and the inclination (which is skewed), indicating the difficulty in constraining the model even with our high quality light curves. Figure 4 . Our inability to constrain the model with follow-up data results in strong correlation between the radius ratio and light ratio and parameter distributions that are significantly skewed. There are also degeneracies in the inclination which is expected given the near identical eclipse depths. Table 7 . A summary of the spectral indices, derived effective temperatures and spectral types (SpT) for the three characterised MEBs. The photometric estimates are labelled with (SED). They have the smallest errors, which include the formal uncertainties plus a 100 K systematic uncertainty, but they potentially suffer from reddening effects and under-estimation of the errors. Our adopted effective temperatures are marked (atmos., adopted). They are derived from comparison with the NextGen model atmosphere spectra and are more robust against reddening effects. The (TiO5) and (CaH2) labels mark values derived from the spectral index relations of Reid et al. (1995) and Woolf & Wallerstein (2006) , respectively. We use T eff (atmos., adopted) for all subsequent analysis in this paper. servations. Random Gaussian noise is added to the model light curve which is then fitted in the same way as the data. This process is repeated many times and distribution of the best fits to the synthetic light curves provide the 1σ uncertainties on each parameter. Table 8 . Results from the J and i-band light curve analysis. Only perturbed parameters are listed. The light curve parameter errors are the 68.3% confidence intervals while the model values are the means of the 68.3% confidence level boundaries, such that the errors are symmetric. T 0 corresponds to the epoch of mid-primary eclipse for the first primary eclipse in the J-band light curve. Errors on 19e-3-08413 are from residual permutation analysis as they were the largest, indicating time-correlated systematics. σ J,i give the RMS of the residuals to the final solutions, where all parameters in the fit are fixed to the quoted values and the reflection coefficients calculated from the system geometry.
both MC simulations (using 10, 000 steps) and a prayer bead analysis. The reported errors are those from the method that gave the largest uncertainties. The correlations between the parameter distributions from the MC and prayer bead analysis are shown in Figures 4, 5 and 6 along with histograms of the distributions of individual parameters. The distributions are not perfectly Gaussian and result in asymmetric errors for the 68.3% confidence interval about the median. As we wish to propagate these errors into the calculation of absolute dimension, we have symmetrized the errors by adopting the mean of the 68.3% boundaries (the 15.85% and 84.15% confidence limits) as the parameter value and quoting the 68.3% confidence interval as the ±1σ errors. These errors are given in Table 8 for each MEB.
Our follow-up g-and i-band light curves (where available) were used to check the J-band solution by modelling them with the derived J-band parameters, but allowing the surface brightness ratio and the light curve normalisation factor to vary. The limb darkening coefficients were changed to those appropriate for the respective g-and i-band and the reflection coefficients were again determined by the system geometry. The RMS values of the these fits are given in Table 8 along with the derived g-and i-band surface brightness ratio for completeness. The g-and i-band phase-folded data is shown overlaid with the models in Figure 4 and 6. We find that the J-band solutions are in good agreement with the g− and i-band data.
Light ratios
All three of our MEBs exhibit near equal-depth eclipses, implying that the systems have components with similar mass. This is promising because it suggest relatively large reflex motions that will appear as well-separated peaks in a cross-correlation function from which we derive RVs. However, it is well-known for systems with equal size components that the ratio of the radii, which depends on the depth of the eclipses, is very poorly determined by the light curve (Popper 1984) , even with the high photometric precision and large number epochs in the WTS (see Andersen et al. (1980) ; Southworth et al. (2007a) for other excellent examples of this phenomenon). Conversely, (R1 + R2)/a, is often very well-constrained because it depends mainly on the duration of the eclipses and the orbital inclination of the system. The reason that the ratio of the radii is so poorly constrained stems from the fact that quite different values of R2/R1 result in very similar eclipse shapes.
Unfortunately, we found that all three of our MEBs presented problems associated with poorly constrained R2/R1, revealed in the initial modelling as either a large skew in the errors on the best-fit parameters or best-fit solutions that were physically implausible. For example, for 19b-2-01387, the initial best-fit gave L2/L1 > 1 and R2/R1 > 1 while T2/T1 < 1. We know from our low-resolution spectroscopy that these stars are very likely to be ordinary mainsequence M-dwarfs and while their exact radii may be underestimated by models, they generally obey the trend that less massive stars are less luminous, smaller and cooler. We note that Stassun et al. (2007) found a temperature reversal in a system of two young brown dwarfs where the less massive component was hotter but smaller and fainter than its companion. In their case the more massive component, although cooler, had an RV curve and eclipse depth that were consistent. In our cases, the most massive component (smallest K⋆) comes towards us (blue-shift) after the deepest (primary) eclipse, so it must be the more luminous component. The uncertainty in our modelling is most likely to due to insufficient coverage of the mid-eclipse points.
However, we can try to use external data as an additional constraint in the fit. Some authors employ a spectroscopically derived light ratio as an independent constraint on k in the light curve modelling (Southworth et al. 2004a (Southworth et al. , 2007b Nordstrom & Johansen 1994) . jktEBOP allows the user to incorporate an input light ratio in the model and propagates the errors in a robust way. The input light ratio adds a point in the flux array at a specific phase (Southworth et al. 2007b) . If this is supplied with a very small error, the point is essentially fixed. We have tried several methods to estimate the light ratio for each of our three systems, although we stress here that none of the estimates should be considered as significant. One requires high resolution spectra to extract precise light ratios, via the analysis of the equivalent width ratios of metallic lines, which will be well-separated if observed at quadrature . With a high resolution spectrum, one can disentangle the components of the eclipsing binary and perform spectral index analysis on the separate components (e.g. ).
19b-2-01387 is our brightest system and subsequently has the highest signal-to-noise in our intermediate-resolution spectra. The best spectrum is from the first night of observations. For this system, we estimated the light ratio in three ways: i) by measuring the ratio of the equivalent widths of the lines in the Na II doublet (shown in Figure 7) , ii) by using the two-dimensional cross-correlation algorithm, todcor (Zucker & Mazeh 1994) , which weights the bestmatching templates by the light ratio and, iii) by investigating the variation in the goodness-of-fit for a range of input light ratios in the model.
For the first method, the iraf.splot task was used to measure the equivalent width of the Na I doublet feature with rest wavelength 8183.27Å for each star. Note that this assumes the components have the same effective temperature. The ratio was EW (2)/EW (1) = 0.3582/0.4962 = 0.7219. In the second method, we found that only the spectrum from the first night contained sufficient SNR to enable todcor to correctly identify the primary and secondary components. It is known that todcor does not perform as well for systems with similar spectral features (Southworth & Clausen 2007 ) so we do not use it to derive RVs for our nearly equal mass systems. The todcor estimated light ratio was L2/L1 = 0.846. In the final method, we iterated jktEBOP across a grid of initial light ratios between 0.6-1.1, in steps of 0.01, with very small errors while allowing all our usual parameters to vary. The resulting χ 2 -distribution is not well-behaved. There is a local and global minimum at L2/L1 = 0.72 and L2/L1 = 0.97, respectively, but the global minimum is bracketed on one side by a significant jump to a much larger χ 2 suggesting numerical issues. We opted to use the light ratio derived with todcor as the input to the model. This value lies half-way between the two minimums of the χ 2 distribution, so we supplied it with a ∼ 15% error to allow the parameter space to be explored, given the uncertainty in our the measurement. Our follow-up i-band data of a single secondary eclipse also prefers a light ratio less than unity, but the lack of phase coverage does not give a well-constrained model. The resulting parameter distributions, shown in Figure 4 , show strong correlation between the light ratio and R2/R1 as expected. The resulting 1σ error boundary for the light ratio, which is computed from k and J, is in broad agreement with the methods used to estimate it.
For 19e-3-08413, we obtained additional i-band photometry of a primary and secondary eclipse, plus a further primary eclipse in the g-band. Here, we have estimated the light ratio by fitting our two datasets in these wavebands separately, using appropriate limb darkening coefficients for the i-and g-bands in each case, and allowing all our usual parameters to vary. We find best-fit values from the i-and g−bands of L2/L1 = 0.29 and L2/L1 = 0.36, respectively. This confirms a light ratio less than unity, but as the light ratio depends on the surface brightness ratio, which in turn is wavelength dependent, we adopted L2/L1 = 0.29 with input with an error of ±0.5 in the final fit to the J-band data. Note we chose to use the i-band value as it is closer in wavelength to the J-band and the light curve was of higher quality.
In the case of 19c-3-01405, we could not derive a light ratio from the low SNR spectra, nor do we have follow-up iband photometry (due to time scheduling constraints). The eclipses are virtually identical so we supplied an input light ratio of L2/L1 = 1.0 with an error of 50%. Unfortunately, the final error distributions for the parameters are still quite skewed, as shown in Figure 5 .
Star spots
For 19e-3-08413, we found that the residual permutation analysis gave larger errors, indicating time-correlated systematics. We have not allowed for spot modulation in our light curve model thus the residuals systematics may have a stellar origin. As mentioned previously, we expect star spot modulation in the J-band to be relatively weak as the SED of the spot and the star at these wavelength are more similar than at shorter wavelengths. It is difficult to test for the presence of spots in the g-and i-band data as we do not have suitable coverage out-of-eclipse. We only have full-phase outof-eclipse observations in a single J-bandpass therefore any physical spot model will be too degenerate between temperature and size to be useful. Furthermore, our J-band data span nearly four years, yet spot size and location are expected to change on much shorter timescales, which leads to a change in the amplitude and phase of their sinusoidal signatures. Stable star spot signatures over the full duration of our observations would be unusual. The WTS observing pattern therefore makes it difficult to robustly fit simple sinusoids, as one would need to break the light curve into many intervals in order to have time spans where the spots did not change significantly (e.g. three week intervals), and these would consequently consist of few data points. Nevertheless, we have attempted to test for spot modulation in a very simplistic manner by fitting the residuals of our light curve solutions as a function of time (t) with the following sinusoid:
where the systemic level (a0), amplitude (a1), and phase (a3) were allowed to vary in the search for the best-fit, while the period (a2) was held fixed at the orbital period as we expect these systems to be synchronised (see Table 11 for the theoretical synchronisation timescales). Once the best-fit was found, the values were used as starting parameters for the idl routine mpfitfun, to refine the fit and calculate the errors on each parameter. Table 9 summarises our findings.
There is evidence to suggest a low-level synchronous sinusoidal modulation in 19b-2-01387 and 19e-3-08413 with amplitude ∼ 1.8 − 3.5 mmag, but we do not find significant modulation for our longest period MEB (19c-3-01405) . The modulation represents a source of systematic error that if modelled and accounted for, could reduce the errors our radius measurements. However, with only one passband containing out-of-eclipse variation, we cannot provide a useful non-degenerate model. Good-quality out of eclipse monitoring is required and given that spot modulation evolves, contemporaneous observations are needed, preferably taken at multiple wavelengths to constrain the spot temperatures (Irwin et al. 2011) . It is surprising that the apparent spot modulation in our MEBs persists over the long baseline of the WTS observations and perhaps an alternate explanation lies in residual ellipsoid variations from tidal effects between the two stars. We note here that our limiting errors in comparing these MEBs to the mass-radius relationship in Section 9.1 are on the masses, not the radii. 
RADIAL VELOCITY ANALYSIS
To extract the semi-amplitudes (K1, K2) and the centreof-mass (systemic) velocity, γ, of each MEB system, we modelled the RV data using the idl routine mpfitfun (Markwardt 2009 ), which uses the Levenberg-Marquardt technique to solve the least-squares problem. The epochs and periods were fixed to the photometric solution values as these are extremely well-determined from the light curve. Circular orbits were assumed (e = 0) for all three systems as the eccentricity was negligible in all light curve solutions. We fitted the primary RV data first using the following model:
where φ is the phase, calculated from the light curve solution, and K is the semi-amplitude. To obtain K2, we then fitted the secondary RV data points using the equation above, but this time fixed γ to the value determined from the primary RV data.
The errors on each RV measurement are weighted by the RV error given by iraf.fxcor and then scaled until the reduced χ 2 of the model fit is unity. The RMS of the residuals is quoted alongside the derived parameters in Table 10 , and is treated as the typical error on each RV data point. The RMS ranges from ∼ 2 − 5 km/s between the systems and for the given magnitudes of our systems is the same as the predictions of Aigrain et al. (2007) who calculated the limiting RV accuracy for ISIS on the WHT, when using 1 hour exposures and an intermediate resolution grating centred on 8500Å.
The RV curves for the primary and secondary components of the three MEBs are shown in Figure 8 along with the residuals of each fit. The error bars are the scaled errors from iraf.fxcor and serve as an indicator of the signal-tonoise in the individual spectra and the degree of mismatch with the best template.
ABSOLUTE DIMENSIONS AND SPACE VELOCITIES
Combining the results of the light curve and RV curve modelling allows us to derive the absolute masses and radii of our MEB components. Table 11 gives these dimensions along with the separations, individual effective temperatures, surface gravities, and bolometric luminosities for each Table 9 . Results of modelling the light curve model residuals with the simple sinusoid defined by Equation 1, to test for the presence of spot modulation. The terms 'before' and 'after' refer to the reduced χ 2 and RMS values before subtracting the best-fit sine curve and then after the subtraction. Note: mmag = 10 −3 mag. The RMS before value for 19e-3-08413 is different to Table 8 as one data point was clipped due to it being a significant outlier.
Parameter 19b-2-01387 19c-3-01405 19e-3-08413
0.481 ± 0.017 0.376 ± 0.024 0.351 ± 0.019
0.479 ± 0.013 0.393 ± 0.019 0.375 ± 0.020 a (R ⊙ )
5.474 ± 0.083 11.27 ± 0.27 5.54 ± 0.12 log(g 1 ) 4.745 ± 0.039 4.851 ± 0.055 4.742 ± 0.053 log(g 2 ) 4.760 ± 0.035 4.825 ± 0.064 4.834 ± 0.051
0.0289 ± 0.0037 0.0166 ± 0.0031 0.0167 ± 0.0033
8.45 ± 0.14 9.16 ± 0.20 8.51 ± 0.19 M 2,bol 8.60 ± 0.14 9.20 ± 0.20 9.26 ± 0.23 (pc) 545 ± 29 645 ± 53 610 ± 52 U (km/s) −63.6 ± 7.0 −2.4 ± 9.0 30.9 ± 8.6 V (km/s) 1.0 ± 7.8 1.3 ± 12.2 −10.2 ± 11.8 W (km/s) −37 ± 6.4 −4.2 ± 8.5 30.1 ± 8.1 Table 11 . Derived properties for the three MEBs. Vrot,sync are the rotational velocities assuming the rotation period is synchronised with the orbital period. tsync and t circ are the theoretical tidal synchronisation and circularisation timescales from Zahn (1975 Zahn ( , 1977 binary system. The masses and radii lie within the ranges 0.35−0.50M⊙ and 0.37−0.5R⊙ respectively, and span orbital periods from 1 − 5 days. The derived errors on the masses and radii are ∼ 3.5 − 6.4% and ∼ 2.7 − 5.5%, respectively. Eclipsing binaries are one of the first rungs on the Cosmic Distance Ladder and have provided independent distance measurements within the local group e.g. to the Large Magellanic Cloud and to the Andromeda Galaxy (Guinan et al. 1998; Ribas et al. 2005; Bonanos 2007 ). The traditional method for measuring distances to eclipsing binaries is to compute the bolometric magnitude using the luminosity, radius and effective temperature found from the light curve and RV curve analysis. This is combined with a bolometric correction and the system apparent magnitude to compute the distance. While this can yield quite accurate results, the definitions for effective temperature and the zero points for the absolute bolometric magnitude and the bolometric correction must be consistent (Bessell et al. 1998; Girardi et al. 2002) . However, we have opted to use a different method to bypass the uncertainties attached to bolometric corrections. We used jktabsdim ), a routine that calculates distances using empirical relations between surface brightness and effective temperature. These relations are robustly tested for dwarfs with T eff > 3600 K and there is evidence that they are valid in the infrared to ∼ 3000 K (Kervella et al. 2004 ). The scatter around the calibration of the relations in the infrared is on the 1% level. The effective temperature scales used for the EB analysis and the calibration of its relation with surface brightness should be the same to avoid systematic errors but this is a more relaxed constraint than required by bolometric correction methods ). The infrared J, H and K-bands are relatively unaffected by interstellar reddening but we have shown in Section 4.1.1 that we expect a small amount. In the distance determination, we have calculated the distances at zero reddening and at the maximum reddening (E(B − V ) = 0.103 at 1 kpc for early M-dwarfs with J 16 mag). Our adopted distance, d adopted , reported in Table 11 is the mid-point of the minimum and maximum distance values at the boundaries of their the individual errors, which includes the propagation of the effective temperature uncertainties. The MEBs lie between ∼ 550 − 650 pc.
With a full arsenal of kinematic information (distance, systemic velocities, proper motions and positions) we can now derive the true space motions, U V W , for the MEBs and determine whether they belong to the Galactic disk or halo stellar populations. We used the method of Johnson & Soderblom (1987) to determine U V W values with respect to the Sun (heliocentric) but we adopt a lefthanded coordinate system to be consistent with the literature, that is, U is positive away from the Galactic centre, V is positive in the direction of Galactic rotation and W is positive in the direction of the north Galactic pole. We use the prescription of Johnson & Soderblom (1987) to propagate the errors from the observed quantities and the results are summarised in Table 11 . Figure 9 shows the MEBs in relation to the error ellipse for the Galactic young disk as defined by Leggett (1992) (−20 < U < 50, −30 < V < 0, −25 < W < 10 w.r.t the Sun). 19c-3-01405 is consistent within its error with the young disk. 19b-2-01387 is an outlier to the young disk criterion. Instead, Leggett (1992) define objects around the edges of the young disk ellipse as members of the young-old disk population, which has a sub-solar metallicity (−0.5 < [m/H] < 0.0). 19e-3-08413 exceeds the allowed W range for the young disk, despite overlap in the U V plane. Leggett (1992) assign these objects also to the young-old disk group. This suggest that two of our MEBs could be metal-poor but our spectral index measurements in Section 5 are not accu- The solid red lines are the model fits to the primary RVs and the dashed green lines are the fits to the secondary RVs, fixed to the systemic velocity of their respective primaries. The horizontal dotted lines mark the systemic velocities. The error bars are from iraf.fxcor but are scaled so that the reduced χ 2 of the model fit is unity. They are merely an indication of the signal-to-noise of the individual spectra and the mismatch between the template and data. Under each RV plot is a panel showing the residuals of the best-fits to the primary and secondary RVs. Note the change in scale for the y-axis. The typical RV error for each component is given in Table 10 by the RMS of their respective residuals. Figure 9 . The UVW space motions with respect to the Sun for our MEBs. The errors have been propagated according to Johnson & Soderblom (1987) . The solid ellipses are the error ellipses for the young disk defined by Leggett (1992) . The dashed vertical lines in the lower plot mark the W boundary within which the young-old disk population is contained (Leggett 1992) . rate enough to confirm this. We would require, for example, higher resolution, J-band spectra to assess the metallicities in detail (Önehag et al. 2011) . Comparisons with space motions of solar neighbourhood moving groups do not reveal any obvious associations (Soderblom & Mayor 1993) . Figure 10 shows the positions of our MEBs in the massradius plane and compares them to literature mass-radius measurements derived from EBs with two M-dwarfs, EBs with an M-dwarf secondary but hotter primary, eclipsing M-dwarf -white dwarf systems, and inactive single stars measured by interferometry. We only show values with reported mass and radius errors comparable to or better than our own errors. The solid line marks the 5 Gyr, solar metallicity isochrone from the Baraffe et al. (1998) models (solid line), with a convective mixing length equal to the scale height (Lmix = HP), while the dash-dot line shows the corresponding 1 Gyr isochrone.
DISCUSSION
The mass-radius diagram
It is clear that some MEBs, both in the WTS and in the literature, have an excess in radius above the model predictions, and although there is no evidence to say that all MEBs disagree with the models, the scatter in radius at a given mass is clear, indicating a residual dependency on other parameters. Knigge et al. (2011) measured the average fractional radius excess below 0.7M⊙, but based on the findings of Chabrier et al. (2007) and Morales et al. (2010) , split the sample at the fully-convective boundary to investigate the effect of inhibited convection. The dashed line in Figure 10 marks the average radius inflation they found with respect to the 5 Gyr isochrone for the fully-convective mass region below 0.35M⊙ and in the partially-convective region above (7.9% for > 0.35M⊙, but only by 4.5% for > 0.35M⊙). The WTS MEBs sit systematically above the 5 Gyr isochrone but appear to have good agreement with the average radius inflation for their mass range. It is interesting to note that we find similar radius excesses to the literature despite using infrared light curves. At these wavelengths, we crudely expect lower contamination of the light curves by sinusoidal star spots signals and less loss of circular symmetry, on account of the smaller difference between the spectral energy distributions of the star and the spots in the J-band. If one could eliminate the ∼ 3% systematic errors in MEB radii caused by polar star spots (Morales et al. 2010) by using infrared data, yet still see similar excess, this would be evidence for a larger effect from magnetic fields (or another hidden parameter) than currently thought. Unfortunately, the errors on our radii do not allow for a robust claim of this nature, but it is an interesting avenue for the field.
The components of our new MEBs do not seem to converge towards the standard 5 Gyr isochrone as they approach the fully-convective region. In fact, our lowest mass star, which has a mass error bar that straddles the fullyconvective boundary, is the most inflated of the six components we have measured. The lower panel of Figure 10 illustrates this inflation more clearly by showing the radius anomaly R obs /R model as a function of mass, as computed with the standard 5 Gyr isochrone. The errors on the radius anomaly include the observed error on the radius and the observed error on the mass (which propagates into the value of R model ), added in quadrature. The spread in radii at a given mass is clearer here, and we discuss why stars of the same mass could be inflated by different amounts in Section 9.3 by considering their rotational velocities.
A comparison of the measured radii of all known MEBs to the model isochrones shown in Figure 10 might lead one to invoke young ages for most of the systems, because stars with M⋆ 0.7M⊙ are still contracting onto the pre-main sequence at an age 200 Myr and therefore have larger radii. While young stars exist in the solar neighbourhood (as shown by e.g. Jeffries & Jewell (1993) who found an upper limit of 10-15 young stars within 25pc), it is highly unlikely that all of the known MEBs are young. Indeed, the derived surface gravities for our MEBs are consistent with older main-sequence stars. We see emission of Hα in all three systems, which can be an indicator of youth, but close binary systems are known to exhibit significantly more activity than wide binaries or single stars of the same spectral type (see e.g. Shkolnik et al. 2010) . We therefore do not have independent evidence to strongly associate the inflated radii of our MEBs with young ages.
The mass-T eff diagram
As discussed in Section 1, there is some evidence for a radiusmetallicity correlation (Berger et al. 2006; López-Morales 2007) amongst M-dwarfs. Model values for effective temperatures depend on model bolometric luminosities, which are a function of metallicity. Metal-poor stars are less opaque so model luminosities and effective temperatures increase while the model radii shrink by a small amount (Baraffe et al. 1998) . Figure 11 shows our MEBs in the mass-T eff plane plus the same literature systems from Figure 10 where effective temperatures are available. The two lines show the standard 5 Gyr isochrone of the Baraffe et al. (1998) models for solar metallicity stars (solid line) and for metal-poor stars (dot-dash line).
The large errors in the mass-T eff plane for M-dwarfs mean that it is not well-constrained. Section 5 has already highlighted some of difficulties in constraining effective temperatures and metallicities for M-dwarfs, but one should also note that effective temperatures reported in the literature are determined using a variety of different methods, e.g. broad-band colour indices, spectral indices, or model atmosphere fitting using several competing radiative transfer codes. It also involves a number of different spectral type -T eff relations, and as Reyle et al. (2011) have demonstrated, these can differ by up to 500 K for a given M-dwarf subclass.
While the intrinsic scatter in the effective temperatures at a given mass may be caused by metallicity effects, the overall trend is that models predict temperatures that are too hot compared to observed values, especially below 0.45M⊙. Our new MEBs, which we determined to have metallicities consistent with the Sun, also conform to this trend. Furthermore, several studies of the inflated CM Dra system have found it to be metal-poor (Viti et al. 1997 (Viti et al. , 2002 , whereas models would suggest it was metal-rich for its mass, based on its cooler temperature and larger radius (see Table A3 for data). In this case, the very precisely measured inflated radius of CM Dra cannot be explained by a high metallicity effect. In fact, the tentative association of two of our new MEBs with the slightly metal-poor young-old disk population defined by Leggett (1992) , would also make it difficult to explain their inflated radii using the metallicity argument.
The scatter in the mass-T eff plane can also arise from spot coverage due to the fact that very spotty stars have cooler effective temperatures at a given mass, and consequently larger radii for a fixed luminosity. Large spot coverage fractions are associated with high magnetic activity, which is induced by fast rotational velocities. Table 11 gives the synchronous rotational velocities of the stars in our MEBs along with their theoretical timescales for tidal circularisation and synchronisation. Among our new systems, 19c-3-01405 contains the slowest rotating stars (∼ 4 km/s) on account of its longer orbital period, and its components have stellar radii that are the most consistent with the standard 5 Gyr model. The other faster rotating stars in our MEBs have radii that deviate from the model by more than 1σ. We discuss this tentative trend between radius inflation (Chabrier & Baraffe 1997 ). The dashed line shows the 5 Gyr isochrone plus the average radius excess found by Knigge et al. (2011) , assuming a discontinuity at the fully-convective transition. Above 0.35M ⊙ , the model is inflated by 7.9%, but below it is only inflated by 4.5%. The bottom panel shows the radius anomaly, R obs /R model computed using the 5 Gyr isochrone and again the dashed line shows the corresponding average radius excess found byKni11. The literature data used in these plots are given in Table A3. and rotational velocity (i.e. orbital period, assuming the systems are tidally-locked) in the next section.
A mass-radius-period relationship?
In a recent paper, Kraus et al. (2011) presented six new MEBs with masses between 0.38 − 0.59M⊙ and short orbital periods spanning 0.6 − 1.7 days. Their measurements combined with existing literature revealed that the mean radii of stars in systems with orbital periods less than 1 were different at the 2.6σ level to those at longer periods. Those with orbital periods < 1 day were systematically larger than the predicted radii by 4.8 ± 1%, whereas for periods > 1.5 days the deviation from the Baraffe et al. (1998) models are much smaller (1.7 ± 0.7%). The implication is that a very short orbital period, i.e. very high level of magnetic activity, leads to greater radius inflation, and one then expects the level of radius inflation to decrease at longer periods. Figure 12 shows the radius anomaly (R obs /R model ) as a function of period for our new MEBs plus literature values whose reported errors are compatible with our own measurements (σM obs < 6% and σR obs < 6.5%). We used the 5 Gyr, solar metallicity isochrone from the Baraffe et al. (1998) models, with Lmix = HP, to derive the radius anomalies. The models were linearly interpolated onto a finer grid with intervals of 0.0001M⊙, and the model photospheric radii were calculated using R model = L model /4πσT Figure 11 . The mass-T eff diagram for low mass stars. Two different metallicity isochrones from the Baraffe et al. (1998) 1 Gyr models are over-plotted to show the effect of decreasing metallicity. The vertical dotted line marks the fully-convective boundary (Chabrier & Baraffe 1997) . The data used in this plot are given in Table A3 .
dard deviation (σ) of the radius anomaly for three different period ranges: i) all periods, ii) periods 1 day and, iii) periods > 1 day. The boundary between the 'short' and 'long' period samples was chosen initially to match the analysis by Kraus et al. (2011) . A T-test using the weighted mean and variances of the short and long period samples shows that their mean radii are distinct populations at a 4.0σ significance, in support of Kraus et al.'s findings. However, the significance level is strongly dependent on the chosen period boundary, and is skewed by the cluster of very precisely measured values near 1.5 days. For example, a peak significance of 4.8σ is found when dividing the sample at 1.5 days, but sharply drops to ∼ 1σ for periods of 1.7 days or longer. At short periods, it rises gradually towards the peak from 1σ at 0.3 days.
Instead, we have attempted to find a very basic mathematical description for any correlation between radius inflation and orbital period, but we appreciate our efforts are hampered by small number statistics. We fitted the distribution of the radius anomaly as a function of period, using first a linear model and then as an exponentially decaying function. We used the idl routine mpfitfun to determine an Table 12 . A statistical analysis of the mean radius inflation for different period ranges. σ is the weighted sample standard deviation.
error weighted best-fit and the 1σ errors of the model parameters. The results are reported in Table 13 and the best-fit models are over-plotted in Figure 12 , but neither model is a good fit (although the exponential fairs moderately better). While there is marginal evidence for greater inflation in the shortest period systems, we find that the expected convergence towards theoretical radius values for longer period, less active systems is not significantly supported by the available observation data. There are two pertinent observations worth ad- Figure 12 . The radius anomaly as a function of orbital period using the 5 Gyr solar-metallicity isochrone from the Baraffe et al. (1998) models. Our new MEBs are shown by the red open squares. Literature radius anomalies with radius errors < 6.5% are also plotted. The errors are a quadrature sum of the measured radius error plus a propagated error from the observed mass which determines the model radius. The dashed and dotted lines show the best-fit from a straight-line and exponentially decaying model to the data, respectively. The coefficients and goodness of fit for these fits are given in Table 13 . The data used in this plot are given in Table A3 .
R obs /R mod = a 0 + a 1 P 1.0401 ± 0.0017 −0.000386 ± 0.000086 -490.5 46 10.7 R obs /R mod = a 0 + a 1 e a 2 P 1.0221 ± 0.0027 0.089 ± 0.015 −1.57 ± 0.33 401.6 45 8.9 Table 13 . Results from an error weighted modelling of the radius anomaly as a function of period. a i are the coefficients of the models and P is the orbital period in days. Neither of these simple models provide a statistically good fit, indicating a more complex relationship between the radius anomaly and orbital period.
dressing, namely the low-mass eclipsing binaries LSPM J1112+7626 and Kepler-16 (Irwin et al. 2011; Doyle et al. 2011; Bender et al. 2012) , which were announced after the Kraus et al. (2011) study. These systems significantly extended the observed orbital period range, with almost identical 41-day orbital periods, and both containing one fullyconvective component (M⋆ ∼ 0.35M⊙, Chabrier & Baraffe 1997) and one partially convective component (see Table A3 ). The radius inflation differs significantly between these two systems, as shown on the right-hand side of Figure 12 . While the more massive, partially-convective component of Kepler-16 is well-described by the 1 Gyr model isochrone Baraffe et al. (1998) (see Figure 10) , the other three stars suffer significant radius inflation, with no obvious correlation between the amount of inflation and the masses, even though one of them is a partially-convective star. This residual inflation, particularly for the fully-convective stars at long periods, may pose a challenge to the magnetic activity hypothesis as the sole reason for discrepancies between models and observations, especially given the extremely high-quality measurements of Kepler-16. However, one should note that other studies have suggested that the presence of a strong magnetic field can alter the interior structure of a low-mass star, such that is pushes the fullyconvective mass limit for very active stars to lower values (Mullan & MacDonald 2001; Chabrier et al. 2007 ), so these stars may still suffer from a significant inhibition of convective flow. The radius anomaly raises concern over the usefulness of the known MEBs in calibrating models for the evolution of singular M-dwarf stars that are the favoured targets of planet-hunting surveys searching for habitable worlds. Kraus et al. (2011) argue that the high-activity levels in very close MEBs make them poor representatives of typical single low-mass stars and that the observed radius discrepancies should not be taken as an indictment of stellar evolution models. However, we have seen that radius inflation remains in MEBs systems with low magnetic activity and furthermore, the inflated components of LSPM J1112+7626 do not exhibit Hα emission that is typically associated with the high activity levels in MEBs with inflated radii. West et al. (2011) used Hα emission as an activity indicator to determine that the fraction of single, active, early M-dwarfs is small (< 5%), but increases to 40 − 80% for M4-M9 dwarfs. Yet, it may be that the amount of activity needed to inflate radii to the measured values in MEBs is small and therefore below the level where observable signatures appear in Hα emission. This would then question the reliability of Hα emission as an activity indicator, meaning the fraction of 'active', single M-dwarfs may be even higher than the West et al. (2011) study. Given that these very small stars are a ripe hunting-ground for Earth-size planets, we must be able to constrain stellar evolution models in the presence of magnetic activity if we are to correctly characterise planetary companions. We note that even the very preciselycalibrated higher-mass stellar evolution models (Andersen 1991; Torres et al. 2010) do not reproduce the radii of active stars accurately (see Morales et al. (2009) who found 4 − 8% inflation in a G7+K7 binary with a 1.3 day orbit).
In order to establish a stringent constraint on the relationship between mass, period and radius, we need further measurements of systems that i) include 'active' and 'nonactive' stars that span the fully-convective and partiallyconvective mass regimes, and ii) a better sampled range of orbital periods beyond 5 days to explore systems that are not synchronised. We may ultimately find that activity does not account for the full extent of the radius anomaly, and as suggested by Irwin et al. (2011) , perhaps the equation of state for low-mass stars can still be improved. On the other hand, perhaps the importance of tidal effects between M-dwarfs in binaries with wider separations has been underestimated, as it has been shown that the orbital evolution of M-dwarf binary systems is not well-described by current models .
CONCLUSIONS
In this paper, we have presented a catalogue of 16 new lowmass, detached eclipsing binaries that were discovered in the WFCAM Transit Survey. This is the first time dynamical measurements of M-dwarf EBs have been detected and measured primarily with infrared data. The survey light curves are of high quality, with a per epoch photometric precision of 3 − 5 mmag for the brightest targets (J ∼ 13 mag), and a median RMS of 1% for J 16 mag. We have reported the characterisation of three of these new systems using followup spectroscopy from ground-based 2 − 4 m class telescopes. The three systems (i = 16.7−17.6 mag) have orbital periods in the range 1.5 − 4.9 days, and span masses 0.35 − 0.50M⊙ and radii 0.38 − 0.50R⊙, with uncertainties of ∼ 3.5 − 6.4% in mass and ∼ 2.7 − 5.5% in radius. Two of the systems may be associated with the young-old disk population as defined by Leggett (1992) but our metallicity estimates from lowresolution spectra do not confirm a non-solar metallicity.
The radii of some of the stars in these new systems are significantly inflated above model predictions (∼ 3 − 12%). We analysed their radius anomalies along with literature data as a function of the orbital period (a proxy for activity). Our error-weighted statistical analysis revealed marginal evidence for greater radius inflation in very short orbital periods < 1 day, but neither a linear nor exponentially decay model produced a significant fit to the data. As a result, we found no statistically significant evidence for a correlation between the radius anomaly and orbital period, but we are limited by the small sample of precise mass and radius measurements for low-mass stars. However, it is clear that radius inflation exists even at longer orbital periods in systems with low (or undetectable) levels of magnetic activity. A robust calibration of the effect of magnetic fields on the radii of Mdwarfs is therefore a key component in our understanding of these stars. Furthermore, it is a limiting factor in characterising the planetary companions of M-dwarfs, which are arguably our best targets in the search for habitable worlds and the study of other Earth-like atmospheres.
More measurements of the masses, radii and orbital periods of M-dwarf eclipsing binaries, spanning both the fully convective regime and partially convective mass regime, for active and non-active stars, across a range of periods extending beyond 5 days, are necessary to provide stringent observational constraints on the role of activity in the evolution of single low-mass stars. However, the influence of spots on the accuracy to which we can determine the radii from light curves will continue to impede these efforts, even in the most careful of cases (see e.g. Morales et al. 2010; Irwin et al. 2011) .
This work has studied only one third of the M-dwarfs in the WFCAM Transit Survey. Observations are on-going and we expect our catalogue of M-dwarf eclipsing binaries to increase. This forms part of the legacy of the WTS and will provide the low-mass star community with high-quality MEB light curves. Furthermore, the longer the WTS runs, the more sensitive we become to valuable long-period, lowmass eclipsing binaries. These contributions plus other Mdwarf surveys, such as MEarth and PTF/M-dwarfs, will ultimately provide the observational calibration needed to anchor the theory of low-mass stellar evolution.
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