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ABSTRACT
Hybrid analog and digital beamforming (HBF) has been rec-
ognized as an attractive technique offering a tradeoff between
hardware implementation limitation and system performance
for future broadband millimeter wave (mmWave) communi-
cations. In contrast to most current works focusing on the
HBF design for orthogonal frequency division multiplexing
based mmWave systems, this paper investigates the HBF de-
sign for single carrier (SC) systems due to the advantage of
low peak-to-average power ratio in transmissions. By apply-
ing the alternating minimization method, we propose an effi-
cient HBF scheme based on the minimum mean square error
criterion. Simulation results show that the proposed scheme
outperforms the conventional HBF scheme for SC systems.
Index Terms— Millimeter-wave communications, single
carrier, hybrid analog and digital beamforming
1. INTRODUCTION
Hybrid analog and digital beamforming (HBF) architecture
has emerged as an attractive technique to significantly reduce
the hardware cost and power consumption while providing
sufficient beamforming gains for millimeter wave (mmWave)
systems with large number of antennas [1,2]. Given the large
bandwidth, HBF should be combined with broadband trans-
mission technologies such as orthogonal frequency division
multiplexing (OFDM) [3, 4]. However, the intrinsic problem
of OFDM such as high peak-to-average power ratio (PAPR) is
inherited in such systems and may become more serious due
to the high implementation cost of mmWave devices.
Nevertheless, single carrier (SC) with frequency domain
equalization (FDE) has been regarded as an alternative tech-
nology to OFDM due to its advantage of lower PAPR [5–7].
The analog beamforming for SC mmWave systems with only
one radio frequency (RF) chain has been investigated in [6,7]
with different design criteria. More recently, the authors have
studied the HBF design for SC mmWave systems with multi-
ple RF chains [5]. However, the HBF was optimized with the
consideration of only one channel path with the largest gain.
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In this paper, we investigate the HBF design for SC broad-
band mmWave systems utilizing all channel information and
aiming at minimizing the sum of the mean square errors (sum-
MSE) of the multiple data streams. To solve this non-convex
HBF problem, we first consider the case where the number
of RF chains is equal to that of data streams, and derive the
optimal digital combiners at each frequency tone. The dig-
ital precoder is optimized with the help of an auxiliary or-
thogonal constraint to simplify the problem. With these opti-
mized digital beamformers, the analog ones can be optimized
iteratively based on the alternating minimization method [4].
We further generalize the HBF design to the case of more
RF chains. Simulation results show that the proposed HBF
scheme achieves significant performance improvement over
the conventional beamforming schemes for SC mmWave sys-
tems.
2. SYSTEM MODEL
Consider a point-to-point broadband SC mmWave system in
Fig. 1, where the transmitter (Tx) with Nt antennas andNRF
RF chains sendsNs data streams to the receiver (Rx) withNr
antennas and NRF RF chains. To address the hardware limi-
tation challenge, it is assumed that min(Nt, Nr) ≫ NRF =
Ns
1. Assume that each block of a data stream contains N
independent quadrature amplitude modulation (QAM) sym-
bols. Denote the symbols of all the data streams at time n
by an Ns × 1 vector s˜n, for n = 0, 1, . . . , N − 1, with
E{s˜ns˜Hn } = INs , where E{·} and {·}H denote the expec-
tation and the conjugate transpose, respectively, and INs de-
notes theNs×Ns identity matrix. After inserting a cyclic pre-
fix (CP) for each block to deal with the channel frequency se-
lective fading [7], the Tx multiples s˜n by anNRF×Ns digital
precoding matrixVD and then up-converts the precoded sig-
nals to the carrier frequency throughNRF RF chains. To guar-
antee a low PAPR in SC transmissions, it is assumed thatVD
is invariant for the whole available bandwidth [5]. Finally, an
Nt ×NRF analog precoding matrixVRF is implemented us-
ing phase shifters to construct the signals for the transmit an-
tenna array. From the equivalent baseband point of view, the
1The extension to the general case of NRF > Ns will be addressed in
Section 3.3.
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Fig. 1. Diagram of a point-to-point SC broadband mmWave MIMO system with HBF.
transmitted signal can be represented by x˜n = VRFVDs˜n.
At the Rx side, the HBF is processed in the opposite way
of that at the Tx side. That is, first by an Nr × NRF analog
combining matrixWRF and then by a number of digital ma-
trices with the size NRF × Ns for different frequency tones.
Note that, unlike that in the design of the digital precoder,
which is same for the whole band to guarantee a low PAPR,
the digital combining matrices can be optimized for different
frequency tones. With the help of CP, the signal vector after
receive HBF at the kth frequency tone, for k = 0, . . . , N − 1,
can be represented by
yk = W
H
D,kW
H
RFHkVRFVDsk +W
H
D,kW
H
RFuk, (1)
where sk =
1√
N
∑N−1
n=0 s˜ne
−j 2pi
N
nk, Hk and uk denote the
frequency component of the transmitted signal, the channel
frequency response, and the additive noise vector at the kth
frequency tone, respectively. WD,k denotes the digital com-
biner matrix at the kth frequency tone. It is assumed that uk
satisfies the circularly symmetric complex Gaussian distribu-
tion with zero mean and covariance matrix σ2INr . Define
the processed signal vector in the time domain after inverse
Fourier transform (IFFT) as y˜n =
1√
N
∑N−1
k=0 yke
j 2pi
N
nk. In
this study, we take the streams’ sum-MSE as the HBF opti-
mization objective, which is given by
J = tr
(
E{(y˜n − s˜n)(y˜n − s˜n)H}
)
=
1
N
N−1∑
k=0
(‖INs −Gk‖2F + σ2‖WRFWD,k‖2F ),
(2)
whereGk ,W
H
D,kW
H
RFHkVRFVD. tr(·) and ‖·‖F respec-
tively denote the trace and the Frobenius norm of a matrix.
Then, the HBF optimization problem is formulated as follows
minimize
VRF,VD,WRF,WD,k
J
subject to ‖VRFVD‖2F ≤ 1;
VRF ∈ V ; WRF ∈ W ,
(3)
where ‖VRFVD‖2F ≤ 1 represents the maximum transmit
power (normalized to 1) constraint, and V andW denote the
sets of feasible analog precoders and combiners induced by
the constant modulus constraint of the phase shifters.
3. HBF DESIGN
In this section, we first optimize the low-dimension dig-
ital beamformers WD,k and VD, and then deal with the
intractable constant modulus constraint for the solution of
analog beamformers WRF and VRF. We finally extend the
HBF optimization to the general case of NRF > Ns.
3.1. Digital Beamformers Design
By fixing VD, VRF and WRF in (2), the optimalWD,k can
be obtained by differentiating J in (2) withWD,k and setting
the result to zero2. That is,
WD,k = (BkB
H
k + σ
2A−1)−1Bk. (4)
where A , (WHRFWRF)
−1 and Bk , WHRFHkVRFVD.
By substituting (4) into (2), we have
J =
1
N
tr
N−1∑
k=0
(
1
σ2
BHk ABk + INs
)−1
. (5)
Note that the optimal WD,k is now a function of VD, VRF
andWRF which can be further optimized based on (5). How-
ever, it can be seen from (5) that it is very hard to derive the
optimalVD, VRF, WRF and some algorithms are needed to
find a suboptimal solution.
To optimize the digital precoder VD, it is worth noting
that the dimension (which determines the optimization free-
dom) ofVD is much lower than that ofVRF orWRF. Thus,
from the complexity point of view, a simplification is made
for the optimization ofVD. Inspired by the method in [4], an
auxiliary orthogonal constraint is added toVD. That is,
VHDVD = γV
H
UVU = γINs , (6)
where γ > 0 andVU is a para-unitary matrix withV
H
UVU =
INs . This constraint implies that the columns of VD should
be mutually orthogonal. From the assumption of Ns = NRF
made in Section 2, it can be found that VDV
H
D = γINs , and
the eigenvalues of
(
1
σ2
BHk ABk + INs
)
are the same as those
of
(
γ
σ2
CHk ACk + INRF
)
, where
Ck ,W
H
RFHkVRF. (7)
Thus, the objective J in (5) can be represented by
J =
1
N
tr
N−1∑
k=0
( γ
σ2
CHk ACk + INRF
)−1
, (8)
2
WD,k can also be regarded as the coefficient at the kth frequency tone
of the linear frequency domain equalizer based on the MMSE criterion.
which is not associated with VU as long as VU is a unitary
matrix. This greatly simplifies the complexity in optimizing
VD. To further optimize γ, it can be seen from (8) that γ
should be set as large as possible. However, as limited by the
maximum transmit power constraint in (3), the largest γ is
1
NtNs
, which can be used to form the finalVD.
3.2. Analog Beamformers Design
Directly minimizing the objective of (8) to obtain the analog
beamformers is still difficult. According to [8], it can be
approximated that WHRFWRF ≈ NrINRF and VHRFVRF ≈
NtINRF for large-scale MIMO systems, as the optimized
analog beamforming vectors for different streams are likely
orthogonal to each other. Therefore, we add two reason-
able constraints of WHRFWRF = NrINRF and V
H
RFVRF =
NtINRF . Aiming at minimizing (8) and omitting the scalar
1
N
, we can simplify the original optimization for the analog
beamformers as follows
minimize
VRF,WRF
N−1∑
k=0
tr
(
γ
Nrσ2
CHk Ck + INRF
)−1
subject to VRF ∈ V WRF ∈ W
WHRFWRF = NrINRF , V
H
RFVRF = NtINRF .
Based on the method of alternating minimization [4], we de-
compose this problem into two subproblems where the one is
to optimize VRF with a fixed WRF and the other is to op-
timize WRF with an updated VRF. It is worth noting that
since tr(ZHZ+ I)−1 = tr(ZZH + I)−1 for a square matrix
Z, it is not difficult to find that the two subproblems can be
unified into the same form and thus optimized exactly with
the same method. In the following, we take the subproblem
of optimizingVRF with a fixedWRF as an example.
We first temporarily ignore the constant modulus con-
straint for simplification. However, the simplified problem is
still difficult to solve. Nevertheless, instead of dealing with
the objective directly, we derive its upper bound with the help
of the following theorem.
Theorem 1 Consider anm×m positive definite and Hermi-
tian matrixM and an arbitrarym×n (m > n) para-unitary
matrix R, i.e., RHR = In. Let µ1, ..., µn and λ1, ..., λn de-
note the eigenvalues in descending order of (RHMR)−1 and
RHM−1R, respectively, it can be proved that µk ≤ λk, ∀k.
Proof : According to Courant-Fisher min-max theorem [9],
λk = max
U
min
x∈U
xHRHM−1Rx
xHx
= max
U
min
x∈F
xHM−1x
xHx
,
where x is a non-zero vector, U denotes a k-dimension sub-
space of Cm and F is a new subspace after a linear trans-
form of R to U. Similarly, as 1/µk can be regarded as the
(N − k + 1)th largest eigenvalue ofRHMR, we have
1
µk
= min
U
max
x∈U
xHRHMRx
xHx
min
U
max
x∈F
xHMx
xHx
. (9)
Algorithm 1 The EVD-HBF Scheme
1: InitializeVRF, 0 andWRF, 0 randomly and set i = 0;
2: repeat
3: i← i+ 1;
4: UpdateVRF, i using the fixedWRF, i−1, and then update
WRF, i using the fixed VRF, i via the EVD based algo-
rithm in Section 3.2;
5: Until a stopping condition is satisfied;
6: VRF = VRF, i,WRF = WRF, i ;
7: Obtain VU with fixed analog beamformers using the
EVD based algorithm;
8: VD = (tr(VRFVUV
H
UV
H
RF))
− 1
2 ×VU;
9: ComputeWD according to (4).
Then,
µk = max
U
min
x∈F
xHx
xHMx
. (10)
According to the fact thatM is positive definite and by using
the Jensen’s inequality, x
H
x
xHMx
≤ xHM−1x
xHx
holds for any non-
zero vector x. Thus, the proof is completed. 
By setting Mk ,
(
γ
Nrσ2
HHk WRFW
H
RFHk + INt
)
and
using Theorem 1, we can derive that
N−1∑
k=0
tr
(
γ
Nrσ2
CHk Ck + INRF
)−1
=
N−1∑
k=0
tr
(
VHRFMkVRF
)−1
≤
N−1∑
k=0
tr
(
VHRFM
−1
k VRF
)
= tr
(
VHRF
(
N−1∑
k=0
M−1k
)
VRF
)
.
According to [10], it can be proved that the optimal VRF to
minimize the above upper bound is
√
Nt times the isometric
matrix containing the NRF eigenvectors associated with the
smallest NRF eigenvalues of
∑N−1
k=0 M
−1
k , which can be ob-
tained through eigenvalue decomposition (EVD). To further
take the constant modulus constraint into account, a simple
but effective way to form the optimized VRF is to directly
extract the phase of each elements of these eigenvectors.
The above EVD-based scheme can be applied to solve the
subproblem for optimizing WRF. Finally, using the alter-
nating minimization method and by performing iterations be-
tween the optimization of VRF and that ofWRF until a stop
condition is satisfied, a pair of optimized analog beamformers
are obtained.
3.3. HBF Design for General Cases
For the more general case of NRF > Ns, the optimization of
WD,k is the same as that in (4) and the difference is in that of
other beamformers. First, still add an orthogonal constraint
to VD. That is, V
H
DVD = γINs , it can be proved from the
Weyl Theorem [9] that the descending order eigenvalues of
γCHk ACk is item by item larger than that ofB
H
k ABk, where
the definitions of A, Bk, and Ck can be found from (4) and
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Fig. 2. Comparison of different beamforming schemes in a
64× 64 broadband SC mmWave MIMO system. (a) BER v.s.
SNR. (b) BER v.s. NRF when SNR = −18dB and Ns = 2.
(7), respectively. Then, using the relationship between a ma-
trix’ trace and eigenvalues, we can derive a lower bound of
(5) as follows
JL =
1
N
N−1∑
k=0
(
tr
( γ
σ2
CHk ACk + INRF
)−1
+Ns −NRF
)
.
(11)
As JL has a similar form to the objective function of (8) after
omitting the constant terms, the proposed algorithm in Sec-
tion 3.2 can be applied to form VRF and WRF. Finally, to
optimize VD = γVU with the optimized VRF and WRF,
by substituting the orthogonal constraint (6) and the assump-
tion A , (WHRFWRF)
−1 ≈ 1
Nr
INRF into (5), we have the
following optimization problem
minimize
VU
N−1∑
k=0
tr( γ
Nrσ2
VHUC
H
k CkVU + INs)
−1
subject to VHUVU = INs ,
(12)
which is in a similar formulation of the analog beamforming
problem in Section 3.2 and thusVU can also be obtained us-
ing the EVD-based algorithm.
It is worth noting that when NRF > Ns, the optimization
of VU, VRF and WRF is related to the factor γ, which is
now not a constant as that in the case of NRF = Ns. Thus,
there should be some iterations between the optimization of
VD (in turn γ) and that of VRF and WRF, which compli-
cates the overall algorithm. Nevertheless, in the simulation
we found that an efficient way without the iteration is to di-
rectly set γ = 1
NtNs
(the constant in the case of NRF = Ns)
in (11) and (12) for the optimization of VRF and that of
VU, respectively, and finally set γ as a power normalizing
factor, i.e., γ = 1
tr(VRFVUVHU V
H
RF
)
to obtain the optimized
VD =
√
γVU. As a summary, the overall process of our
proposed HBF scheme, which is referred to as EVD-HBF, is
displayed in Algorithm 1.
4. SIMULATION RESULTS
In the simulation, the mmWave channel samples were gen-
erated from a geometry-based spatial channel model with
NC clusters and NR rays within each cluster [7], where the
MIMO channel matrix is represented by
H(τ) =
√
NtNr
NC∑
i=1
NR∑
m=1
αijar(θ
r
ij)at(θ
t
ij)
H · δ(τ − τi),
where αij denotes the complex gain of the jth ray in the ith
cluster, ar(θ
r
ij) and at(θ
t
ij) denote the normalized responses
of the transmit and receive antenna arrays to the jth ray in the
ith cluster, respectively, with θrij and θ
t
ij denoting the angles
of arrival and departure. δ(·) is the dirac delta function, and
τi denotes the delay of the ith cluster. More detail parameter
settings can be referred to [7].
Fig. 2 (a) shows the bit error ratio (BER) performance as
a function of signal to noise ratio (SNR) for different beam-
forming schemes with 4QAM when Nt = Nr = 64 and
Ns = NRF = 2. For comparison, we also provide the per-
formance of two beamforming schemes in [5], i.e., the full-
digital (FD) scheme and HBF scheme with FDE. As a per-
formance benchmark, we also provide the performance of an
ideal FD scheme (labeled as ’IFD’) based on the MMSE cri-
terion [11]. The difference between the FD scheme in [5] and
IFD in [11] is that the former employs only one digital pre-
coder for the whole band in order to guarantee a low PAPR
while the latter employs an optimized precoder at each fre-
quency tone without considering the PAPR effect. It can be
seen from this figure that our proposed EVD-HBF scheme
significantly outperforms both the conventional FD and HBF
schemes for SC mmWave MIMO systems. This is because
these schemes were optimized only based on the channel path
with the largest gain.
Fig. 2 (b) shows the BER performance as a function of
NRF when Ns = 2 and SNR = −18dB. It can be seen that
the proposed EVD-HBF scheme still outperforms the conven-
tional FD and HBF schemes asNRF increases and approaches
to the IFD scheme.
5. CONCLUSION
We have studied the HBF design for broadband SC mmWave
MIMO systems. Our basic idea was to first optimize the dig-
ital beamformers and then obtain a simplified problem con-
taining only the analog beamforming variables. With some
mathematical operations to reduce the difficulty, the analog
precoder and combiner can be optimized alternatively via the
EVD operation. Simulation results have demonstrated the
significant improvement of the proposed EVD-HBF scheme.
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