Virtual experiments and designs of composites with the inclusion-based boundary element method (iBEM) by Wu, Chunlin
Virtual experiments and designs of composites with the inclusion-based boundary element
method (iBEM)
Chunlin Wu
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
under the Executive Committee







Virtual Experiments and Designs of Composites with the Inclusion-Based Boundary Element
Method (iBEM)
Chunlin Wu
This dissertation develops and implements an effective numerical scheme, the inclusion-based
boundary element method (iBEM), to investigate the mechanical and multi-physical properties of
the composites containing arbitrarily shaped particles. Besides the linear elasticity and transient
heat conduction problems shown in the dissertation, it can be extended to other problems, such
as potential flows and Stokes flows. Through the combination of conventional boundary element
method (BEM) and the Eshelby’s equivalent inclusion method (EIM), the local field is obtained
through superposition of the domain integral of eigen-fields and boundary integral equations.
Firstly, the boundary value problems of a composite containing various fully bonding phases
of subdomains is introduced. Due to the continuity of displacement (potential) and traction (flux)
at the interfaces between different material phases, the interfacial continuity equations are estab-
lished, which can be solved with the multi-region BEM conventionally. Thanks to Eshelby’s cel-
ebrated contribution, the material difference in inhomogeneity problems is simulated by an eigen-
strain on the inclusion domain but with the same material properties as the matrix. Therefore, the
boundary value problems with inhomogeneities can be transformed as domain integral of Green’s
function with the eigenstrain over the inclusion, where can be determined by the equivalent stress
conditions in EIM. Hence, the algorithm of iBEM is formulated and established on the basis of
boundary conditions and equivalent stress equations instead of various continuity constraint equa-
tions, which saves efforts in computational resources and pre/post-process.
The domain integral of Green’s function is the key to the algorithm of iBEM, as it bridges
the inhomogeneities and the boundary. The closed-form expression of domain integrals for el-
lipsoidal / elliptical inclusions with polynomial eigenstrain, polygonal and polyhedral inclusions
with constant eigenstrain have already existed in the literature. However, it is not applicable to arbi-
trary particles with varying eigenstrain. This dissertation derives the closed-form domain integrals
for polygon and polyhedral inclusions with polynomial eigenstrain source terms, which creates
feasibility to solve the local field and effective material properties for composites with arbitrary
particles.
Although the EIM with polynomial-form eigenstrain has been applied to simulate the material
mismatch for ellipsoidal / elliptical inhomogeneities by using the Taylor’s of eigenstrain field at
the particle center, when it is extended to angular particles, the inaccuracy is significantly reduced
due to the rapid and complicated eigenstrain variation in the neighborhood of vertices with the
strong singular effects. Therefore, the domain discretization of an angular particle is proposed
to tackle the complicated distribution of elastic fields, which keeps the features of exactness (no
approximation of interior field) and C0 continuity of eigenstrain. Hereby, the iBEM is proposed
to serve as an effective and powerful tool, which takes the advantages of both BEM and EIM. The
interaction of inhomogeneities is considered in the process of constructing EIM equations, and
boundary effects are taken into account as the contribution to displacement of the eigen-field over
inhomogeneities, hence, a complete linear equation system can be established.
For the inclusion problems with a prescribed eigenstrain, no domain discretization is required
because the exact elastic solution is obtained given the specific dimension of the geometry. Re-
garding to inhomogeneity problems, 1) the ellipsoidal / elliptical shape is versatile, which could be
switched to various of shapes by adjusting the aspect ratio and orientations; 2) though the angular
subdomain requires discretization, this method is rapidly convergent and no mesh is needed for the
matrix. Therefore, this method enables the simulation of thousands 3 and 2 arbitrary shaped
particles in a desk-top computer and the effective moduli can be obtained through virtual experi-
ments (i.e, uni-axial loading) or periodic boundary conditions. This method can be easily extended
to multi-physical problems, such as transient hear transfer, steady state heat, through changing the
fundamental solutions accordingly. Three major packages have been added to the iBEM software,
as transient heat transfer, closed-form 2D/3D domain integrals, and domain discretization method.
Some case studies demonstrate the capability and applications of this method and software. This
main contributions of the PhD studies are as follows:
1) The closed-form domain integrals for polygonal and polyhedral inhomogeneities have been
derived based on the gravitational potential theory and transformed coordinates. The solutions are
verified with the classic solution of circular and spherical potentials with polynomial source terms
(i.e, linear and quadratic) by using many triangular and tetrahedral elements. It enables to solve
the inhomogeneity problems with arbitrary particles.
2) Due to the discontinuity on the surfaces and edges of the subdomains and strong singular
effects on the vertices, the variation of eigenstrain field is complicated in the neighborhood of
edges and vertices. The domain discretization approach is proposed to provide a rapid convergent
and effective solution in the infinite space. Different from the Taylor’s expansion, the eigenstrain
is assigned exactly at the nodes with shape functions instead of at the centroid of the elements,
therefore, a C0 continuity is enforced. Here 3-node, 6-node triangular elements and 4-node, 10-
node tetrahedral elements are implemented in the code of iBEM, which agree well with FEM but
with much fewer of elements. Other types of element are also implementable in the same fashion.
3) The discretization method is applied to investigate the stress singularities of a vertex on
an isosceles triangle embedded in an unbounded matrix. Two types of stress singularities are
investigated: when the load is applied to the triangular inclusion with the same stiffness as the
matrix, the singularity is caused by the irregular load distribution, namely load singularity, and can
be exactly evaluated by integral of the potentials on the source with Eshelby’s tensor. The second
singularity, namely material singularity, is caused by the stiffness mismatch between the triangular
inhomogeneity and the matrix under a uniform far field stress, in which the material mismatch is
simulated by an eigenstrain. The relationship between the load singularity and material singularity
is investigated, and the linkages of these singularities with line distributed force, cracking, and
point force are discussed.
4) A parametric study of accuracy on stress field for uniform, linear and quadratic eigenstrain
fields was performed and case studies have been presented to demonstrate the capability of iBEM
for virtual experiments of ellipsoidal / elliptical inhomogeneities. Subsequently, combining the do-
main discretization method, iBEM is also applied to study the local elastic fields of the angular in-
homogeneities. The effective material behavior is obtained with either large number of particles or
periodic boundary condition (PBC) and some interesting discoveries of microstructure-dependent
material behavior are reported with the aid of virtual experiments.
5) The iBEM is extended to multiphysical problems. The temperature and hear flux fields
of composite materials containing phase change materials (PCM) for energy efficient buildings
is demonstrated. Different from the static EIM, the thermal property mismatch between PCM
particle and matrix phase is simulated with a uniformly distributed eigen-temperature gradient
field and a fictitious heat source on the particle. With the equivalent heat flux conditions and the
specific heat-temperature relationship, the eigen-temperature gradient and fictitious heat source
can be solved and temperature field of the bounded domain can be calculated. Verified with FEM
and laboratory measurements of the transient heat transfer within a building block containing a
PCM capsule. Parametric studies have also been conducted to study the influences of the PCM
location and volume fraction on the temperature fields of composites with multiple particles. The
virtual experiments demonstrate the energy saving and phase delay by using the PCM-concrete
wall panel.
In summary, the proposed iBEM algorithm bridges the gap between conventional EIM and
BEM for virtual experiments of composites samples. The combination of shape functions and
domain integrals of polygonal / polyhedral subdomain enables its application to arbitrary shaped
particles. It serves as a powerful tool to conduct virtual experiments for composite materials with
various geometry and investigate the effective moduli under uni-axial load of samples with large
number of particles or under the periodic boundary condition. In the future, the iBEM will be im-
plemented for time independent and dependent nonlinear behavior of composites, such as elasto-
plastic, viscoelastic, and dynamic elastic problems. In addition to the current parallel computing
scheme, GPU can be employed to speed up particle - particle interactions.
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1.1 Modeling and simulation of composites
Composite materials have been widely used in industry and research. Various micromechanics-
based methods have been developed in the literature to design, to predict and optimize the effective
mechanical, thermal and other physical properties of the composites. Due to the uncertainty and
complexity of the microstructure, analytical models that provide a deterministic prediction based
on material proportion may not accurately predict the effective material behavior of the composites.
Numerical models enable the virtual experiments of the composites with computers that predict the
effective material behavior based on the microstructure and test loads. The scale and efficiency of
virtual experiments, however, rely on the computational resource and the algorithm. Hence, it
is critical to develop an efficient, accurate, and rapid numerical method to predict the effective
material behavior under various loading conditions.
1.1.1 Micromechanical models
Several micro-mechanical models were developed using Eshelby’s solution, namely the Mori-
Tanaka method, the self-consistent scheme, the generalized self-consistent model, and the differ-
ential scheme, etc [1, 2, 3]. Although different homogenization assumptions were used in those
models, Eshelby’s solution for one particle in the infinite domain is not realistic in a composite
sample that includes a number of particles with a finite domain[4]. In general, when the number
of particles reaches a certain level, the effective material properties of the composite samples are
convergent to constant values statistically. However, the effective material behavior does change
with the particle size gradation, particle distribution pattern, among other microstructure features.
Moreover, the micromechanical models could solve the elastic field of a domain containing
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multiple inhomogeneities with abundant accuracy and efficiency. However, those models are quite
constrained to infinite [5], semi-infinite [6, 4] boundary conditions. As for a domain with pre-
scribed geometry and boundary conditions, only adopting EIM or micromechanical models could
not solve the elastic fields as it requires the specific Green’s function for the corresponding bound-
ary condition. In addition, it is very challenging or impossible to derive Green’s functions for some
irregular geometry of material specimen. Due to the above limitations, the numerical simulations
have been proposed.
1.1.2 Numerical methods
For the numerical methods, a concept, representative volume element (RVE) or a unit cell with
specific microstructural features have been introduced to compensate the drawbacks in microme-
chanical models. Given a composite sample, an RVE is selected to be large enough to sufficiently
describe the microstructure features of particles [1]. The RVE usually contains the statistically de-
tails such as particle’s shape, size, distribution, and volume fraction. When the particle distribution
is nearly periodic, a unit cell can significantly simplify the simulation with the periodic boundary
conditions (PBCs). An RVE could be considered to be an isolated specimen for material testing[7].
In order to obtain the effective modulus, a test load can be applied by boundary conditions, and
the local fields can be calculated over the RVE. The volume average of the stress and strain fields
can provide the overall material properties. Two dimensional models can be constructed in the
same fashion as the 3D cases for reduced computational costs or for specific applications, such
transverse material behavior of aligned fiber-reinforced composites[8].
Sab [9] pointed out that the response of RVE should be independent of the type of boundary
conditions, as it is a statistical representation of the specific composites. However, when the RVE
size is small, the boundary effect will make difference for the effective material properties. In
contrast to the previous RVE definition, Drughan [10] considered the size of the RVE can be as
small as twice of the reinforcement diameter. An error of 5% of the "overall" elastic modulus
was observed with the size change. The author suggested the use of half-space Green’s function
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instead of the infinite one, considering the boundary effect [10]. Mathematical homogenization
approaches may directly provide the effective material properties by internal asymptotics , but
they fails to describe response on the vicinity of outer boundary [11, 12].
When a composites body subjected to the external loading, i.e, some loading such as exten-
sion, flexure loading stress may not propagate very far into the interior, however, shear load may
greatly influence the interior field [13]. Although the boundary-layer effect decays rapidly with
the distance to the boundary, it has to be considered to solve the correct global field [12]. To in-
vestigate the effective modulus of the composites, several numerical methods has been proposed
to conduct the stress analysis of RVE with distributed inhomogeneities. Thanks to the algorithm of
Monte Carlo, Gusev [14] generated a statistically independent realization of a periodic composite
embedded with 8, 27,and 64 nonoverlapping identical spheres, and the stress field under PBC was
solved by finite element method (FEM). Xu [15] adopted the generalized stochastic principles and
involved randomly distributed multi-type of inhomogeneities with size effect of RVE. Sakata [16,
17] combined EIM with perturbation method to consider both microscopic uncertainties in geom-
etry and material properties of a micorstructure. Chen [18] employed the finite volume method
(FVM) for both elastic and viscoelastic periodic composites.
The boundary element method (BEM) and its extensions have been used in modeling of com-
posites as well. Hiroshi [19], Huang [20], Gaul [21] and Beer [22] applied the multi-region
BEM, considering the continuity equations on the interface of inhomogeneities and matrix. Dong
[23] proposed a regularized domain integral formulation, which combines the eigenstrain with the
boundary integral equation (BIE). However, this work was limited in the infinite domain (without
boundary, particles interactions) and requires the surface mesh of the inhomogeneities for appli-
cation of the BIE. Ma et. al. [24, 25] and Tang et. al. [26] further developed the BIE as an
efficient iterative algorithm for multiple-particle, boundary interactions, given the discretization of
the surface mesh of inhomogeneities. Brisard [27] proposed a variational form of the EIM, which
converges to the exact solution under mixed boundary conditions and rigorous bounds of the sta-
tistical volume element. In the previous work, the effective properties of the RVE (given the same
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material properties for different phases) are dependent on the following: (i) the spatial distribution
and volume fraction of inhomogeneities, (ii) the loading case and boundary layer effect, (iii) the
inhomogeneity gradation including directions and size.
1.1.3 Virtual experiments
Composite material are formed by combining two or more materials having quite different
properties. Due to the flexibility of fabrications, improvement in manufacturing, the material ef-
fective properties can be controlled through adding various phases of materials or changing the
microstructure. To design a composite with desired purpose, several processes of material charac-
terization and testing are required to obtain meaningful results, such as the trial and error iterations,
which makes the above process time consuming and expensive. Besides the testing and prepara-
tions, another annoying issue is how to interpret, understand the testing results, because many
factors introduced by testing errors, manual mistakes may greatly influence the reliability. How-
ever, the application of virtual experiment, which is conducted by the computer could avoid lots of
the above issues.
The virtual experiments, namely, refer to the simulation and reproduction of physical / labo-
ratory measurements through the computer and they are established upon the reliable algorithms.
Therefore, the benchmark of the algorithms is straightforward as comparing the results with a
physical experiment or a theoretical solution. One of the advantages for the virtual experiment is
the cross-scale modeling. Taking the conventional multi-scale modeling as instance, the concept
of representative volume element (RVE) defines the scale of modeling. However, the scale is not
clearly defined and the effective properties are sensitive to it. If the scale of material sampling is
too large, it is easy to lose the focus, otherwise it may not represent the material well. In a com-
mon sense, a material sample containing hundreds of particles with various shapes, dimension and
distribution can be used to represent the material. Therefore, the cross-scale modeling becomes
increasingly important as it provides insights into relating the material properties of each phases to
the overall effective behavior of the composite.
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This dissertation has been mainly motivated by the design and development of various compos-
ites in the Carleton Strength of Materials Laboratory. An effective numerical method, iBEM, with
high-fidelity algorithm could save much efforts in conducting physical experiments to characterize
the properties of the composites. This dissertation systematically documents the development of
iBEM from the classic micromechanical method, EIM, domain integral of Green’s function, to the
combination of BEM for a finite space.
1.2 Equivalent inclusion method
Considering an infinite domain embedded with one elliptical inhomogeneity under a far field
stress, Eshelby [5] introduced the approach that replaces the inhomogeneity by an inclusion with
the same material properties as the matrix but using a non-mechanical strain, namely eigenstrain
(Y∗), to simulate the material mismatch, which can be determined by the stress equivalent condi-
tion. Through the superposition of the original and eigenstrain perturbed part, the entire elastic
field could be obtained, which is called the Eshelby’s equivalent inclusion method (EIM).
In this section, a brief review is provided to introduce the background to formulate the inclu-
sion problem for the infinite or finite domain. The local strain field at a certain point x for the
inhomogeneity embedded in an infinite matrix under the far field strain Y0 is decomposed into a
far field and a disturbed strain as,
Y(x) = Y0(x) + Y′(x) (1.1)
where, the disturbed strain n′(x) represents the elastic material mismatch between the inhomo-
Figure 1.1: Illustration of equivalent condition in EIM
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 (x − x′) 0 Y∗(x′) 3x′ (1.2)
where, 0 is the stiffness tensor of the matrix material. It is noticed that in Eq.(1.2), the disturbed
strain is only related to matrix material and the eigenstrain in the inhomogeneity domain. Let 1
denote the stiffness tensor of the inhomogeneity, one could use the stress equivalent condition in
the inhomogeneity to determine the eigenstrain Y∗ as Eq.(1.3),
0 : (Y0 + Y′) = 1 : (Y0 + Y′ − Y∗) (1.3)
where, the eigenstrain n∗ could be solved by multiplying the inverse matrix mathematically. Notice
that in the above formulation, the eigenstrain should be a function related to the point x′. Since the
EIM is based on the concept of Green’s function, it has been applied to other fields such as, thermal
conductivity analysis [28, 29], magneto-electro-elastic problem [30], and stokes flow of drops [31].
In micromechanical modeling, EIM is a powerful tool [32] to predict the effective modulus of the
composite material by spatially averaging the local field [33, 34], which bridges the micro- and
macro-mechanical behavior of the composite [35, 36, 37]. Besides its extension to multi-physical
problems by switching the fundamental solutions, based on the continuous feature of eigenstrain,
Moschovidis [38] and Mura [33] proposed to express eigenstrain in polynomial series through
the Taylor expansion at the centroid of the inhomogeneity so that the particle interactions can be
simulated. Moreover, Mura [33] has made significant contributions in the ellipsoidal particles that
one can adjust the geometric parameters, i.e, the aspect ratio of three axis to analyze versatile
problems, such as penny-shape, fiber, etc. As an analytical method, EIM requires the domain
integral of Green’s function over the source subdomain, which could be ellipsoidal / elliptical,
polygonal and polyhedral. The EIM has been applied to the infinite [5] and semi-finite space [4,
6]. For composites with certain boundary conditions, the boundary element method can be applied.
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1.3 Boundary element method
Nearly all physical phenomena occurring in nature can be described by differential equations
and boundary conditions. In the solution of those boundary value problems, we aim to determine a
response to given boundary conditions [22]. Previously named as the Boundary integral equation
(BIE) method, BEM is an analytical approach to calculate the boundary integrals and solve the
linear partial differential equations under the specific boundary conditions. Using the well-known
reciprocal theorem of Betti [39] and the Green’s theorem, the volume (3D) and surface (2D) inte-
grals can be reduced to one-dimension lower boundary (surface) integrals. However, at the initial
stage of the BEM, the difficulty to evaluate of boundary integrals prevented matching the success
of the finite element method (FEM). After the introduction of isoparametric element to the BEM
by Lachat and Watson [40], the BIEs could be solved numerically through the Gauss integration
method and became much less forgiving when it comes to the accuracy of the integrals. Hence,
BEM is an ideal choice to save both computational / storage resources since it reduces the problem
to lower dimensions, which only requires the boundary mesh.
In Section 1.1.2, several numerical methods and their extensions have been listed as solution to
the heterogeneous composites. Except BEM, the others can be classified as the domain discretiza-
tion method, which use small elements to describe the fields. Because the establishment of BEM
is based on the Green’s theorem, thus, the subdomains are meshed in their boundary and the conti-
nuity equations (displacement, traction as unknowns) serve as the auxiliary equations. Therefore,
the boundary value problem of interfaces between phases is reformulated as a system of linear
equations. Although, such discretization strategy avoids the mesh problems in the matrix phase,
there exists problems for the cross-scale modeling. When the dimension of particles vary over a
large range, i.e, 10 times smaller. Moreover, even the particles may share the similar shapes or
size, the simulation of angular subdomains, i.e, vertices of polyhedrons, requires careful handling
and an improper mesh may fail to describe the singular effects. In general, it is challenging to find
an appropriate element size for the boundary discretization and integration. Combining EIM and
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BEM provides a feasible way to avoid such problems by using the concept of equivalent inclu-
sions, which shares the material properties as the matrix but with a eigenstrain to be determined by
equivalent stress conditions.
1.4 Inclusion-based boundary element method
In Section 1.2 and Section 1.3, EIM and BEM are introduced in their previous applications
and limitations to investigate the composites. The EIM is particularly successful in description of
local fields around the inhomogeneities in the infinite and semi-infinite domain, where the bound-
ary effects are neglected; whereas the advantages of BEM are 1) reducing the problem with one
dimension lower; 2) requiring less computation storage, resources; 3) analytical expressions for all
internal fields; but the assumption that material is homogeneous constrains its further applications.
The algorithm of iBEM aims to tackle the dilemma of two classic approaches by combining them
together, hence, it could be applied to simulate the composite with prescribed boundary condi-
tions. With the various types of domain integrals on elliptical / ellipsoidal particles and domain
discretization method of arbitrary shaped particles, the effects by the inhomogeneities are fully
introduced by the technique of Green’s function. This method is very attractive due to its high
computational efficiency for a large particle system and high accuracy for characterizing particle-
particle interactions and boundary effects comprehensively.
Currently, the iBEM software package is developed as the solver and post-processor and the
detail implementation is illustrated as follows. In the preprocess, the input file requires: 1) infor-
mation of boundary mesh, ellipsoidal / elliptical particles (orientation, length) and domain mesh
of angular particles; 2) material properties for subdomains; 3) loading informations, such as body
force, thermal strains (prescribed eigenstrain). Notice that no mesh is needed for the matrix. With
the mesh information, the global boundary element matrix can be established and the boundary
effects is considered by the domain integral of subdomains. Subsequently, the particle-particle in-
teractions are introduced by setting the equivalence conditions of each unknown eigen field (cen-
troid for ellipsoidal / elliptical partcles, Gauss point for angular particles). In the solving process,
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various boundary conditions are considered by manipulating the global matrix and Gauss elimina-
tion method with pivot is developed to solve the system of linear equations. Notice that to speed
up the solving process, an alternative multi-thread solver is provided by compromising certain ac-
curacy, which could save much time for effective moduli test for a large particle system. In the
postprocess, the iBEM maintains the advantage of BEM that all the internal fields are calculated
analytically without any approximation. Similar to the input file, the output file lists coordinates of
the observing points and the elastic solution is obtained through the superposition of the boundary
integral equations and domain integrals of the subdomains.
Considering most numerical methods, which require the discretization of both volume and sur-
face areas of the particles, problems may arise for such discretization methods. When the number
of inhomogeneities increases, particularly with different sizes, the generation of a well-conditioned
computational model could require high computational costs already not to mention the high de-
mand for the actual simulation. In such case, it is challenging to simulate a large particle system
with > 1000 particles. Alternatively, iBEM exhibits the unique advantages, 1) For ellipsoidal or el-
liptical inhomogeneities, no internal mesh is required either for the matrix nor for the subdomains,
and a polynomial eigenstrain can provide tailorable accuracy to the exact solution. 2) For arbitrary
polygonal / polyhedral inhomogeneities, a piece-wise eigenstrain on a discretized inhomogeneity
ensures the high accuracy with the C0 continuity of the eigenstrain field. Refining particle dis-
cretization can approach the exact solution for the inhomogeneity problems. 3) Because no mesh
is required in the matrix, and Eshelby tensors on inhomogeneities are size independent, the ill-
conditioned mesh is avoided, and the size gradation of inhomogeneities could be simulated given
the dimensions and locations. Notice that although the ellipsoidal or elliptical inhomogeneities
have been simulated with traditional Eshelby’s tensors [41], it can also be reproduced by a num-
ber of polyhedrons or polygons numerically [42] or represented by the integral of infinitesimal
polygonal / polyhedral elements analytically.
With the above advantages, the iBEM is particularly suitable for modeling the effective mate-
rial behavior containing a large variety of inhomogeneities in size, shape, and material properties.
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It can be used for particle interaction crossing size-scales and virtual experiments of a physical
composite specimen. It can predict both the local field and non-local behavior of a composite
specimen. We compare the iBEM with the existing methods in the literature as follows:
1) The EIM has been applied to simulate the elastic fields of ellipsoidal or elliptical inhomo-
geneities, which served as the foundation for several micromechanics models, i.e, Mori-Tanaka
method, the self-consistent scheme, and the dilute model [43, 1, 2] using various homogenization
assumptions without directly considering the boundary effect and the effect of particle-particle in-
teractions. The iBEM easily addressed the boundary effect by the boundary integral, moreover,
it extended the particle shape to arbitrary shapes of inhomogeneities. Hence, iBEM is not only
applicable to micromechanics, but also serves a versatile computational method for materials or
structures with heterogeneous microstructure.
2) Due to the limitations of micromechanics models, several numerical methods were developed
to conduct the virtual experiments of composite under various boundary conditions (BC). In the
previous work, the traditional BEM adopts the multi-region [22, 29, 20], which meshes the bound-
ary of subdomains and collocate the boundary nodes with continuity conditions of tractions and
displacements. Proposed by Beer [44], the major disadvantage of the multi-region method is the
introduction of additional equations and unknowns to the linear system of equations. Therefore, it
is expensive and uncertain to obtain the stable and convergent solution for angular shape of par-
ticles, particularly for a large number of particles. The present iBEM uses the same fundamental
solution for the whole domain with stress equivalence and avoids the interface continuity equa-
tions.
3) Helsing [45] proposed an adaptive algorithm based on the Fredholm’s integral equation for mul-
tiple cracks and investigated the effective elastic properties under 10, 000 cracks in 2D problem. Fu
et al. [46], Fu and Rodin [47] and Lai and Rodin [48] developed the fast Galerkin BEM for domain
containing many particles. Liu [49] and Liu and Shen [50] applied the fast multipole algorithm.
Wu et al. [51] extended it for two-dimensional nonlinear interface debonding problem. Although
the fast multipole method (FMM) can significantly save the computational cost, it still relies on
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the interface continuity equations for the multi-region domain. On the contrary, the iBEM can use
very few or even merely one element for each particle with analytical integral of particle domain
to achieve high accuracy. The concept of FMM has also been used in iBEM to define an influence
zone or particle interaction cutoff given a certain error limit, so that iBEM can theoretically achieve
the same level of computational efficiency.
4) To avoid the multi-region issue, the revised boundary-domain [23], eigen-field based boundary
integral equations [52, 53, 25] are proposed. The dual reciprocity BEM (DRBEM), introduced by
Nardini and Brebbia [54], avoids the volume / area integral of non-homogeneous terms (i.e, body
force) through approximation with basis functions [55, 56]. Although DRBEM could solve the
problem with BEM in original form, its numerical accuracy is highly determined by selections of
basis functions, locations of the domain points [44, 57]. Ingber et al. [58] conducted a comparison
of domain integral with the DRBEM and particular solution method, and proved better accuracy
for method with domain integral. However, all those methods rely on the numerical integrals over
the particle, which bring difficulties for different shapes of particles. For example, a spherical
particle needs a lot of linear elements to match the geometry. The iBEM integrates the analytical
domain integral for ellipsoidal/ellipitical and polyhedral/polygonal particles into the computation
and represents the highest accuracy for the domain integral.
5) Another extension of the FEM / BEM is the combination of isogeometric analysis (IGA) [59],
namely IGAFEM [60, 61, 62] and IGABEM [44, 63, 64, 65, 66], whose advantage is the seamless
integration with CAD. Beer et al. [44, 67] proposed an iterative scheme to simulate the inclusion
problem, which converts the mismatch initial stress to body force and traction increments. And
such body force increments in a general inclusion could only be treated by numerical domain inte-
gral of the Green’s function. Compared with FEM or FVM, iBEM exhibits advantages in a much
lower degree of freedom (DOF); different from IGABEM [67], the iBEM is based on the closed-
form area (2D) or volume (3D) integrals of the Green’s function and avoids the numerical stability
and convergence in iterations.
6) Moreover, besides the BEM, most numerical methods require the discretization of the entire do-
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main, such as finite element method (FEM) and finite volume method (FVM). Sukumar et al. [68]
and Du et al. [69] proposed the extended finite element method (xFEM) to solve the inhomogene-
ity problems, in which the FEM approximation is enriched by additional discontinuous functions.
Benowitz and Waisman [70] later used the numerical spline-based enrichment function with inclu-
sion internal boundary discretization. The iBEM contains the singularity in the Eshelby’s tensor as
well, but only the integral over the particle is required. Therefore, much fewer degrees of freedom
is needed to solve the problem.
Particularly, the iBEM is suitable for cross-scale modeling and simulation because the Es-
helby’s tensor is size independent and dimensionless. It can predict the effective material per-
formance with a given microstructure conveniently because the traction and displacement on the
boundary are the principal variables to solve [41]. As the effective material behaviors do change
with the shapes (i.e, aspect ratio, orientations), size gradation (i.e, dimension) and distribution of
the inhomogneities, the iBEM can capture the difference caused by these microstructural features.
The iBEM’s using analytical integrals on inhomogeneities can avoid the numerical integral issues
and provide higher accuracy in comparison with the above BEM methods.
1.5 Scope
The primary objective of the dissertation is to introduce and verify iBEM and apply it to virtual
experiments to study the effective material behavior of various composites. The structure of this
work is listed as follows:
Chapter 2 revisits the Eshelby’s celebrated work of EIM in the infinite space, which requires
the integral of fundamental solution over the source subdomain. Based on the Hardmard’s regular-
ization, the Eshelby’s tensor for plane strain problem could be derived from the 3D fundamental
solution. As illustration, the Eshelby’s tensor of circular cylindrical fiber is presented. For polyg-
onal subdomain, using the Green’s theorem, the domain integral is converted to line (contour)
integrals over the polygonal cross section and evaluated by the direct integral scheme. Following
Mura’s work, the chapter also formulates the method to derive linear, quadratic and higher order
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of the Eshelby’s tensor in the polynomial form for arbitrary, convex polygonal shape of inclusions.
Extending the solution to 3D problem with the Gauss’ theorem, the volume integrals are converted
to area integrals and evaluated with polynomial form eigenstrain. Numerical case studies were
performed to verify the analytic results with the original Eshelby’s solution for a uniform, linear
and quadratic strain in an ellipsoidal domain.
Chapter 3 utilizes the closed-form domain integral for 2D and 3D space to solve the triangular /
tetrahedral inhomogeneity problem with continuously distributed eigenstrain. The eigenstrain field
is approximated by Taylor series of polynomials, which is expanded at the centroid of the inclu-
sion with uniform, linear and quadratic order terms. Although such approximation could provide
tailorable accuracy of the elastic solutions with the EIM, for both 2D and 3D cases, the stress dis-
tribution in the inhomogeneity exhibits a certain discrepancy from the finite element results at the
neighborhood of the vertices due to the singularity effect due to the singularity of Eshelby’s ten-
sors, which makes it inaccurate to use the Taylor series of polynomials at the centroid to catch the
eigenstrain at the vertices. This chapter formulates the domain discretization with triangular / tetra-
hedral elements to accurately solve for eigenstrain distribution and predict the stress field. With
the eigenstrain determined at each node, the elastic field can be predicted with the closed-form
domain integral of Green’s function. The parametric analysis shows the performance difference
between the polynomial eigenstrain by the Taylor expansion at the centroid and the C0 continuous
eigenstrain by particle discretization. Because the stress singularity is evaluated by the analytical
form of the Eshelby’s tensor, the elastic analysis is robust, stable and efficient.
Chapter 4 applies the exact solution for an infinite domain containing a polygonal inclusion
with a polynomial eigenstrain to investigate the stress singularities at the neighborhood of a vertex
of a triangular inhomogeneity with Eshelby’s equivalent inclusion method (EIM). Under a dis-
tributed misfit strain and body force on the inhomogeneity and a far field stress in the matrix, the
material mismatch is simulated by an eigenstrain on the equivalent inclusion. Because the Es-
helby’s tensor exhibit a ln A singularity on the vertex, the eigenstrain components approach 0 or
∞ in the rate 1ln A and ln A, respectively. The distributed eigenstrain can be represented by particle
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discretization with the C0 continuity, which provides a tailorable accuracy to the exact solution
by refining the mesh. Because the influence zone of the singularity is small, very few mesh can
provide high accuracy. Two types of stress singularities are investigated: when the load is applied
to the triangular inclusion with the same stiffness as the matrix, the singularity is caused by the
irregular load distribution, namely load singularity, and can be exactly evaluated by integral of the
potentials on the source with Eshelby’s tensor. The second singularity, namely material singularity,
is caused by the stiffness mismatch between the triangular inhomogeneity and the matrix under a
uniform far field stress, in which the material mismatch is simulated by an eigenstrain. The rela-
tionship between the load singularity and material singularity is investigated, and the linkages of
these singularities with line distributed force, cracking, and point force are discussed.
Chapter 5 develops and implements the inclusion-based boundary element method to simulate
the mechanical behavior of particulate composites with ellipsoidal / elliptical particles dispersed
in a continuous matrix. Numerical simulation with different order of accuracy (uniform, linear,
quadratic expansion) results are compared with FEM for both 2D and 3D problem. Some para-
metric studies are presented on the effective modulus of the RVE about the inhomogeneity volume
fraction, number of inhomogeneities under the same volume fraction, size gradation, etc.. Using
the iBEM virtual experiments, some size-dependent and microstructure-dependent material behav-
iors are discovered.
Chapter 6 extends the iBEM algorithm to arbitrary shaped inhomogeneities. The iBEM is ver-
ified with the FEM results for the convergence performance and accuracy. Thanks to the closed-
form domain integral, only 1 element for the inclusion can provide the exact solution for the un-
bounded domain and high fidelity solution for bounded domain with iBEM. For inhomogeneity
problems, the iBEM exhibits a high convergent rate as well. Then, the inhomogeneity problems
with the case studies of close interactions of multiple particles and boundary is illustrated and the
singularity of eigenstrain and its influence zone on the stress distribution is discussed as well. Ef-
fective moduli is investigated for periodic boundary conditions and large number tests under the
uni-axial load.
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Chapter 7 uses iBEM to study the variation of heat fields influenced by the embedded PCM
particles. The results have been verified with both finite element analysis and laboratory measure-
ments for 48 hour period. Some parametric studies have been conducted to investigate the effects
of the PCM locations and volume fraction on the temperature field of the composites with multiple
particles, which demonstrate the energy saving and phase delay by using the PCM-concrete wall
panel.
Some lengthy and complex derivations or formulations are provided in Appendixes for the ease
of reading. Some conclusive remarks and exciting future research directions are also discussed at
the end.
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Chapter 2: Domain integrals of the Green’s function and their derivatives
This chapter studies the Eshelby’s first problem, inclusion problem, in the infinite space. Fol-
lowing Mura’s work [33], the continuous eigenstrain field is approximated by the Taylor series
of polynomials expanded at the centroid of the subdomain, which requires the domain integral of
Green’s function. To complete the analysis of elliptical, polygonal and polyhedral problems, the
closed-form expressions for the domain integral are presented.
2.1 Overview
Considering an ellipsoidal inhomogeneity embedded in the infinite elastic medium, Eshelby
[5, 71] provided the solution through substituting the inhomogeneity by the matrix with continu-
ous eigenstrain field to simulate the material mismatch, which is named as the equivalent inclusion
method (EIM). The generic name, "eigenstrain", refers to nonelastic strains, such as phase transfor-
mation [72], plastic deformation [73] and thermal expansion [74], etc. Thanks to the EIM, several
homogeneization theories and models are proposed such as the Mori-tanaka, self-consistent and
their extensions [75, 76, 77, 25, 78, 79, 80]. In Eshelby’s celebrated paper [5], the eigenstrain
is uniform over the ellipsoidal domain because the Eshelby’s tensor for a uniform eigenstrain is
a constant. However, when particle shape is angular, the Eshelby’s tensor that is composed of
fourth-derivative of the biharmonic potential Ψ and second-derivative of the harmonic potential Φ
becomes non-uniform, which was documented in Rodin’s original work ([81]) and our recent work
[41, 42]. The non-uniform features of eigenstrain can be caused by particle shapes, loading condi-
tions, boundary effects, and interactions between inhomogeneities [33]. Therefore, it is meaning-
ful to derive the Eshelby’s tensor of arbitrary shaped polyhedral inclusions with polynomial-form
eigenstrain.
16
In the literature, Eshelby’s tensors for polynomial eigenstrains have been well studied for the
ellipsoidal / elliptical inclusions [82, 33]. Special shaped inclusions have been explored but limited
to uniform eigenstrain, such as cuboid [83, 84, 85], Jewish star [86], non-convex or polynomial
order surface [87] and weakly non-circular [88]. Regarding the arbitrary shaped inclusions, on the
basis of the Newtonian potential by Waldvogel [89], Rodin [81] derived the closed-form solution
to the Eshelby’s tensor over arbitrary polygonal / polyhedral inclusions. Taking the advantages
of geometric construction, the domain (volume / area) integrals are evaluated directly whereas
the effort to obtain their derivatives is reduced by divergence theorem. Subsequently, based on
Mura’s notation of ellipsoidal integral [33], Nozaki and Taya [90, 91] creates a unit auxiliary circle
with rays connecting observing points and vertices on the polygon. Ru [92] provided analytical
solution for Eshelby’s problem for full plane and half-plane cases. Recently, Trotta and colleagues
[93, 94, 95] improved the expressions by directly adopting coordinates of vertices. Subsequently,
the special properties of polygonal inclusions and its associated average Eshelby’s tensor were
investigated by Xu and Wang [96], among others [97, 98]. With the above works, the effective
mechanical properties of the reinforced composite can be evaluated based on the assumption of
uniform eigenstrain over the inhomogeneity.
Among the solutions of the higher order Eshelby’s tensor, Liu and Gao [99], Gao and Ma [100]
combined it with the strain gradient theory [101] and compared the strain gradient based Eshelby’s
tensor with the classic one inside the polygon / polyhedral. Their motivation is to involve the
one of the microstructural effects, the size effect, in the tensors. Li et al. [102] focused on the
displacement field caused by a linear distributed eigenstrain in a polygonal inclusion. In [42] and
[103], Wu and Yin derived the closed-form expressions of linear, quadratic along with the integral
scheme to obtain higher order Eshelby’s tensors.
2.2 Inclusion problem
Following Eshelby’s procedure, shown as Fig.(2.1), consider an inclusion problem that the
subdomain Ω exhibits the same stiffness as the matrix of 0
8 9 :;
but is subjected to a body force 18
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Figure 2.1: Schematic plot of the an inclusion Ω subjected to body force 18 and prescribed eigen-
strain Y∗
8 9
embedded in the infinite space D
and a eigenstrain Y∗
8 9
. Demonstrated in Section 2.1, the eigenstrain refers to inelastic strains, i.e,
thermal strain. Now, the governing equation can be rewritten as Eq.(2.1),
(_0 + `0)D8,8 9 + `0D 9 ,88 − 08 9 :;Y
∗
:;,8 + 1 9 = 0 (2.1)
where, the prescribed eigenstrain Y∗
8 9
is continuous over the inclusion Ω only and is zero on the
matrix D. Since Eq. (2.1) is uniform over the whole domain D with the sources of eigenstrain
and body force on the inclusion Ω. Because the material is uniform, the far field stress will create
a uniform stress over the whole domain, which can be superposed to the elastic field caused by the









where, 8 9 (x, x′) is the Green’s function or fundamental solution to describe the field at x caused
by a point source load at x′ as Eq.(2.3),





16c`(1 − a) (2.3)
where, k = |x− x′| and q = 1|x−x′ | ;_, ` are two lame constants and a =
_
2(_+`) is the Poisson’s ratio.
Therefore, the displacement at x can be simplified by applying the Gauss’ theorem to Eq.(2.2) [43],
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given only a source of eigenstrain,
D8 (x) = −
∫
D

































In Eq.(2.4), the eigenstrain only exists in the inclusionΩ and the contour integral is at outer surface
with zero eigenstrain. Based on the reciprocity of the Green’s function, the partial derivative could
be applied with respect to −G<. To pave the way for the inhomogeneity problem, let us consider the





















represent the 0Cℎ, 1BC
and 2=3 orders of the eigenstrain. Thus, the displacement field D8 could be rewritten as Eq.(2.5),























′n∗2:; ?@ + ... (2.5)
where, the integrals of multiplication of m8 9
mG<
and stiffness tensor< 9:; are defined as Eshelby’s ten-
sor for displacement. Following Mura’s notation, 0Cℎ, 1BC and 2=3 Eshelby’s tensor for displacement






















respectively. Thus, the displacement field disturbed by the eigenstrain in the infinite domain
is obtained. The explicit form of Eshelby’s tensor for spherical inclusions has been derived by
Moschovidis and Mura [38]. Through Hadamard’s regularization, Dyson’s 3D potential integral
formula [82] and Mura’s work in ellipsoidal potential integral [33], the potential integral of a
plane strain problem could be considered as a cylindrical inclusion with infinite long third axis















< . . . 3x′. Hence, the displacement field
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caused by a polynomial eigenstrain in the inclusion Ω can be expressed by,
D8 (x) = 68:;Y∗0:; + 68:; ?Y
∗1
:; ? + 68 9 :; ?@Y
∗2
:; ?@ + . . . (2.6)
where 68:;<?@... and (8 9 :;<?@ are the polynomial form Eshelby’s tensor for the displacement and
strain, respectively [42, 103],
68:;<?@... =
1
8c(1 − a) {Ψ<?@...,8:; − 2aX:;Φ<?@...,8 − 2(1 − a) (X8;Φ<?@...,: + X8:Φ<?@...,;)} (2.7a)
(8 9 :;<?@... =
1
8c(1 − a) {Ψ<?@...,:;8 9 − 2aX:;Φ<?@...,8 9 − (1 − a) (X8;Φ<?@..., 9 : + X8:Φ<?@..., 9 ;
+ X 9 ;Φ<?@...,8: + X 9 :Φ<?@...,8;)}
(2.7b)
The explicit form of the harmonic and biharmonic potentials for the elliptical particles (up to 2
order) for displacement are presented in Appendices A for both 2D (circular) and 3D (spherical)
cases. And the Eshelby’s tensor for polygonal and polyhedral particles are derived in Section 2.2
and Section 2.3, respectively.
2.3 Eshelby’s tensor for the polygonal inclusion
2.3.1 Uniform Eshelby’s tensor for polygonal inclusion
For the 2D problem, based on the assumption of the third axis G3, it can be classified as ei-
ther plane stress or plane strain. The above two problems can be converted to the other by simply
changing the elastic moduli, therefore, without the loss of any generality, the chapter assumes the
plane strain problem, where the Ω could be considered as the cross section of an infinite long arbi-
trary cylindrical inclusion. Using the Hadmard’s regularization [52, 99, 43], the two components
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(a) Observing point and the 5 Cℎ triangle of the
polygon
(b) Transformed coordinates at the 5 Cℎ edge
Figure 2.2: Schematic plot of the geometry construction of the transformed coordinates




−|x − x′|2 ;=|x − x
′|2 − 1
2




−;=|x − x′|2 3(x′) (2.8b)
where  is an integral constant and it could be eliminated by partial differentiation in the process
to obtain the Eshelby’s tensor.
In the following, the integrals over polygonal inclusions will be derived. Without the loss of
any generality, consider a #-sided cross section of the cylindrical inclusion in the G1 − G2 plane.
Let x and x′ denote the observing and source points respectively. Following Rodin’s [81] work,
transformed coordinates (TC) are constructed on each of the edge in Fig.(2.2). The base vectors
of the 5 Cℎ TC, namely the unit tangent, outward normal vectors of the 5 Cℎ edge in the right-hand




, respectively. And the variables of the TC at the 5 Cℎ edge are given
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where 1 5 is the perpendicular distance between the observing point to the edge. The vector be-






(x′ − x) is the position of the source point on the edge. To derive the Eshelby’s tensor,
partial derivatives of the potentials are required, therefore, Green’s theorem could be utilized to
simplify potentials as contour integrals. However, this work uses an alternative scheme to solve
the potentials through direct integral over the source domain. Shown in Fig.(2.2b), the integral of
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0
F (d)d 3d3\ (2.10)
Let FΦ = ;=|x−x′|2 and FΨ = FΨ = −|x−x′|2 ;=|x−x
′ |2−1
2 the analytical solution of the integral of the
harmonic potential and biharmonic potentials are obtained as Eq.(B.3) and Eq.(B.4), respectively
in Appendix B.
2.3.2 Higher order Eshelby’s tensor for polygonal inclusion
Following the definition in [33], the two components for the domain integral are, Φ<?@... =∫
Ω











@ ... 3(x′) for the 2D prob-
lem. Since only the partial derivatives of the above potentials are of interest, the area integral can
be transferred to the boundary by using the Green’s theorem. Shown in Fig.(2.2b), the integral





+ [2 when the source point is on the 5 Cℎ edge. The detailed differentiation pro-
cess and analytical solution to the uniform Eshelby’s tensor can be found in the previous work [99,
94], which will be used in the following derivation.
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2.3.3 Linear Eshelby’s Tensor for the Polygonal Inclusion
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(2.11b)

















could be differentiated as below,
P,8 = −(_05 )8
mP
m1 5








and the higher order differentiation formulas are presented in (Appendix A – polygonal inclusion)
similarly. Notice that, in Fig.(2.2b) the source point x′ exists in the area, and to apply the Green’s
theorem, the distance vector at the 5 Cℎ edge x′−x is simplified as 1 5λ05 +[η
0
5
. Thus, the derivatives
of the two above linear potentials, which will be used in the fourth-rank linear Eshelby’s tensor,
are written as:
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1 denote the contour integrals are available in Eq.(B.6) and Eq.(B.7),
respectively. The derivatives of the potentials Ψ and Φ (Appendix B) could be derived through





)8 (Ψ 50 ), 9 :; by the Green’s theorem. Notice that the linear Eshelby’s
tensor for the displacement field contains X?8Φ, which requires the analytical solution to the har-
monic potential in Eq.(B.3). Finally, the substitution of Φ? and Ψ? potentials into Eq.(2.7) yields
the linear Eshelby’s tensor.
2.3.4 Quadratic Eshelby’s Tensor for the Polygonal Inclusion
As previously shown in Section. 3.1, the derivation of linear Eshelby’s tensor uses the observ-
ing points and the distance vector, G? + (G′? − G?), to express the first order source term G′? in the
contour integrals. Similarly, the second order term G′?G
′
@ can be expressed as (G′? − G?) (G′@ − G@) −
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= −G?G@Ψ + G?Ψ@ + G@Ψ? +
∫
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(−|x − x′|2 ;=|x − x
′|2 − 1
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(−;=|x − x′|2) [(G′? − G?) (G′@ − G@) − G?G@ + G?G′@ + G@G′?] 3(x′)
= −G?G@Φ + G?Φ@ + G@Φ? +
∫
Ω2
(−;=|x − x′|2) (G′? − G?) (G′@ − G@) 3(x′)
(2.14b)
where the terms G?G′@ and G@G
′
? with the integrals are simplified to G? (Φ/Ψ)@ and G@ (Φ/Ψ)?
respectively. Since the uniform/linear potentials have been derived in the previous sections, the an-
alytical solution to the last term in Eq.(2.14) lead to the closed-form expression of the quadratic Es-
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helby’s tensor. The derivatives of the two quadratic potentials, which will be used for the quadratic
Eshelby’s tensor, are presented as Eq.(B.5) in Appendix B. The same procedure can be extended
to derive Eshelby’s tensor for higher-order eigenstrains.
2.4 Eshelby’s tensor for polyhedral inclusion
2.4.1 Uniform Eshelby’s tensor for polyhedral inclusion
Following the previous work [81, 89], the potentials will be derived in a 3D transformed coor-
dinate (3DTC). Without the loss of any generality, let # and # denote the number of surfaces
and number of edges on the  Cℎ surface ; x and x′ denote the observing and source points. Shown in
Fig.(2.3), the 3DTC is built upon the Cℎ edge (defined by two vertices E±

) in the  Cℎ surface. The
geometric parameters are introduced as follows, (1) ξ0

is the unit outward normal vector of the  Cℎ
surface; (2) 0 = ((E+)< − G<) (b0 )< is the perpendicular "distance" between the observing point





are the unit outward normal and directional vector, respectively; (4)
1 = ((E+)< − G<) (_0)< is the perpendicular "distance" between the projection (of observing
points) x? and Cℎ in the  Cℎ surface; (5) ;± = ((E±)< − G<) ([0)< is the "distance" along the 
Cℎ
edge in the  Cℎ surface. It is noted that Rodin [81] has provided a scheme to obtain volume integral
over a tetrahedron, however, in this dissertation, we offer an alternative approach with clear defini-
tions of the integral limits. Indicated in Fig.(2.4), for any arbitrary piece-wise function G(|x− x′|),
its domain integral over the entire polyhedron is expressed as Eq.(2.15),
∫
Ω
















ℎ2 + d2) d3d 3ℎ 3\ (2.15)
where, d is the triangular ray starting at the projection x?; \ is the angle between the ray and λ ;
ℎ is the height coordinate starting at the observing point x. Let GΦ = |x − x′|−1 and GΨ = |x − x′|,
the harmonic and biharmonic potentials are obtained as Eq.(C.5) and Eq.(C.6) in Appendix C,
respectively.
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Figure 2.3: Schematic plot of the 3D transformed coordinates for an arbitrary polyhedral on the
Cℎ edge on the  Cℎ surface
Figure 2.4: Schematic plot of the alternative approach with integral limits of a tetrahedron by
observing points, its projection and the Cℎ edge of the  Cℎ surface
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Since the Eshelby’s tensor is combination of partial derivatives of the above two potentials, the
application of Stoke’s theorem [100] or Gauss’ theorem [81] could save the effort taking derivatives
of order 1. The original form of Ψ and Φ, however, are needed to construct quadratic Eshelby’s
tensor, thus the explicit expressions are provided here.
2.4.2 Higher order Eshelby’s tensor for polyhedral inclusion
Following our recent work [42], separate the source term G′? as the combination of observing
term G< and components of distance vector G′? − G?. Starting from the linear Eshelby’s tensor, the




|x − x′| (G? + G′? − G?)3x′ = G?Ψ +
∫
Ω




G? + G′? − G?
|x − x′| 3x




|x − x′| 3x
′ (2.16b)
Using the Gauss’ theorem, the first order derivatives of Ψ? and Φ? are simplified as summation of
the surface integrals,








|x − x′| (G′? − G?)3x′ (2.17a)









|x − x′| 3x
′ (2.17b)
where, in the 3DTC, the components of the distance vector is expressed as G′? − G? = 0 (b0 )? +
d cos \ (_0

)? + d sin \ ([0)?. Here d and \ are defined as Fig.(2.4) when the source point x
′ is in






















H= (0 , 1 , ;+ , ;−) = F= (0 , 1 , ;+) − F= (0 , 1 , ;−), = = 1, 2, 3, . . . , 12 (2.19)
The original integral expressions of FG functions are listed as Tab.(2.1) and the explicit form of F1
to F12 are available in Appendix C.3. Rewrite the integral of the third term in Eq.(2.17a, 2.17b),∫

G′? − G?




0 (b0 )? + d cos \ (_
0
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∫
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 )? + d cos \ (_
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With the Gauss’ theorem, the source terms move on the surfaces,thus the integral limits are adjusted
as, (1) d ∈ [0, 1
√








]]. The partial differentiation chain
Table 2.1: Table of the integrand functions listing from F1 to F12




+ d2 Terms from the distance vector
F1 -1 d
F2 -1 d2 cos \
F3 -1 d2 sin \
F4 1 d
F5 1 d2 cos \
F6 1 d2 sin \
F7 -1 d3 cos2 \
F8 -1 d3 cos \ sin \
F9 -1 d3 sin2 \
F10 1 d3 cos2 \
F11 1 d3 cos \ sin \
F12 1 d3 sin2 \
rule is proposed in [81], therefore, only the fourth-derivatives of Ψ? and second-derivatives of Φ?
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are listed as follows; whereas the components of other derivatives are provided in (Appendix B –
polyhedral inclusion). To simplify the notations, the reduction functions H= (0 , 1 , ;+ , ;−) are
written in concise formH=.
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− (b0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Notice that for the Eshelby’s tensor of displacement (third-rank tensor), it involves the original
form of Φ in Eq.(C.5). Following the same fashion, the quadratic term is derived by splitting the
source terms into observing terms and components of distance vector as G′?G
′
@ = (G′? − G?) (G′@ −
G@) − G?G@ + G′?G@ + G′@G?. By substituting into the quadratic domain integrals, the two potentials






(G′? − G?) (G′@ − G@) − G?G@ + G′?G@ + G?G′@
)
3x′
= −G?G@Ψ + G?Ψ@ + G@Ψ? +
∫
Ω





(G′? − G?) (G′@ − G@) − G?G@ + G′?G@ + G?G′@
|x − x′| 3x
′
= −G?G@Φ + G?Φ@ + G@Φ? +
∫
Ω
(G′? − G?) (G′@ − G@)
|x − x′| 3x
′
(2.22b)
where the product of source terms such as G′?G@ can be written as G@Ψ?. With the closed-form
expressions of uniform and linear potentials, the quadratic potentials are obtained once the last
integral terms in Eq.(2.22) are solved. In Tab.(2.1), the integrand functions (F7 - F12) are named
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according to the source terms as Eq.(2.23). Since the derivation for the two quadratic potentials
are similar, only the harmonic potentials are exhibited for illustration,∫

(G′? − G?) (G′@ − G@)
|x − x′| = 0
2
 (b0 )? (b
0






































In the following, the fourth-derivative ofΨ?@ and second-derivative ofΦ?@ are provided as Eq.(C.4)
in Appendix C.2. Following the same procedure, this method can be extended to higher order
Eshelby’s tensor. Notice that for inhomogeneity problems, although higher order eigenstrain dis-
tribution can provide better accuracy, it is impossible to approach the exact solution by increase
the order of the polynomial eigenstrain [104, 105] because the eigenstrain changes at the neighbor-
hood of each vertex which makes it ineffective to use a single polynomial eigenstrain to describe
the whole particle with multiple vertices. However, particle discretization with piecewise contin-
uous polynomial eigenstrain can achieve the goal, which is shown in the next chapter. Therefore,
for simplicity, the higher order terms than quadratic polynomial eigenstrain are not considered in
this chapter.
2.5 Verification of polynomial-form Eshelby’s tensors
2.5.1 Polygonal inclusion problem
A #-side polygon with an equal side length is considered in this subsection. When # in-
creases, the polygon can converge to a circular (radius 0 = 1<) domain which recovers Eshelby’s
classic solution. Consider a homogeneous infinite domain with the Young’s modulus 0 = 70%0
and Poisson’s ratio E0 = 0.3 subjected to a local temperature change Δ) in the polygonal inclusion
only, which can be represented by an eigenstrain or thermal strain n∗
8 9
= UΔ)X8 9 , where U denotes
the thermal expansion coefficient. Shown in Fig.(2.5a), let # equal 3, 4, 6, 9, 18, 720 and centers
of the polygonal inclusions locate at the origin point$. Fix one of the vertex at (0, 1) and the other
30
vertices are evenly distributed on the circle with the radius 0 = 1m. Beginning at the fourth-rank
uniform Eshelby’s tensor, the strain field at the neighborhood of the vertices have logarithm sin-
gularity issues [90], the comparison at the vertex ((0, 1) and (0,−1)) are not exactly showed for
# = 4, 6, 18, 720. In Eqs.(2.13) and (B.5), the linear and quadratic Eshelby’s tensors have the
components of the uniform tensor, thus the singularity issue also exists in linear, quadratic strain
field too. Let  = UΔ) = 10−4, and assign uniform (X8 9 ), linear (G2X8 9 ), and quadratic (G22X8 9 )
thermal strain to the polygonal inclusion, respectively. Figs.(2.5-2.7) show the variation of stresses
along the G2 axis. The following features of stress distributions can be observed:
1) When # increases, the results for polygonal inclusions approach the classic solution for the
circular inclusion, which verifies the consistency and accuracy of the present formulation of polyg-
onal inclusions.
2) The stress variation is concentrated in the neighborhood of the inclusion with singularity on the
vertices, and the far field stress approaches zero quickly.
3) Except the case of the triangle (# = 3), the stress variations on the inner zone of the inclusions
follow the similar trend of the temperature distributions, namely uniform, linear, and quadratic
distributions, but exhibit bigger differences close to the boundary of the inclusion.
By the Combination the polynomial terms of eigenstrain distribution, the present formulation can
be used to predict the elastic field caused by continuous eigenstrain on polygonal inclusions with





Figure 2.5: Variation of stresses (a) f11 and (b) f22 along G2 for different #-side polygonal and
circular inclusions subjected to a uniform thermal strain 10−4
(a) (b)
Figure 2.6: Variation of stresses (a) f11 and (b) f22 along G2 for different #-side polygonal and
circular inclusions subjected to a linear thermal strain 10−4G2
(a) (b)
Figure 2.7: Variation of stresses (a) f11 and (b) f22 along G2 for different #-side polygonal and
circular inclusions subjected to a quadratic thermal strain 10−4G22
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2.5.2 Polyhedral inclusion problem
The following considers a centrally symmetric polyhedral subdomain with the center at the ori-
gin $ containing # triangular surfaces with # = 3 embedded in the infinite elastic medium. For
an inclusion problem, the subdomain contains the exact same material as the matrix but exhibits an
eigenstrain. With the increase of # , the polyhedron gradually approaches a spherical subdomain
(radius = 1m), which should reproduce the Eshelby’s classic solution. It is noted that the original
analytical solution of the potentials is based on Dyson’s [82] formula for ellipsoidal with various
densities and this section serves as both verification and tribute.
To illustrate the inclusion problem, consider an infinite homogeneous domain of aluminum
alloy, whose mechanical properties are as follows: (1) Young’s modulus 0 = 70GPa; (2) Pois-
son’s ratio a0 = 0.33; (3) Thermal expansion coefficient U0 = 1.2 × 10−5−1. In the polyhe-
dral subdomain, an artificial temperature of 20 degree is introduced to induce an eigenstrain of
 ≡ U0ΔC = 2.4 × 10−4. For the purpose of the comparison, the uniform X8 9 , linear X8 9G3 and
quadratic X8 9G23 thermal strain are prescribed to the polyhedral inclusion, respectively. Instead of
directly setting the number of surfaces, we assign the global element size as 0.4, 0.3, 0.2, 0.1 and
0.07 (m), which leads to # equal to 136, 284, 622, 2562 and 5328, accordingly. In Eq.(2.16) and
Eq.(2.22), the linear and quadratic potentials contain the components of uniform potentials. There-
fore, the singularity issues exist in both linear and quadratic Eshelby’s tensor as well. Notice that,
unlike the polygonal problem, the singularity on the vertices (0 = 1 = 0, ;4 → 0) is the com-
bination of ln A and A−1, which can be justified in Eq.(25b); whereas for the edges (0 = 1 = 0,
;4 ≠ 0), the order is ln A , which is similar to the vertices of the polygons. Shown in Figs.(3-5), the
variation of normal stresses f11 and f33 are predicted along the G3 axis in the range of [−3, 3] (m).
The following features of stress distributions can be observed: 1) As the # gradually increases
from 136 to 5328, the predicted results approaches the analytical solution for the spherical inclu-
sion with uniform, linear and quadratic eigenstrains, which indirectly shows the accuracy of the
proposed formulation for polyhedral inclusions.
2) The disturbed stress field, introduced by the thermal strain in the inclusion, exhibits concentra-
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(a) (b)
Figure 2.8: Variation of stresses (a) f11 and (b) f33 along G3 for different #-surface polyhedron
and spherical inclusions subjected to a uniform thermal strain 2.4 × 10−4
tion within the subdomain and rapid fluctuation in the neighborhood of vertices. With the distance
from the inclusion increases, the stress field approaches 0 quickly, which agrees with the features
of the Green’s function.
3) The interior stress distribution is similar to the thermal strains applied. Comparing the cases of
# = 136 and the analytical solution, it is observed that the stress is highly concentrated around the
vertices in only 33 direction, though the singularity issue is expected in 11 direction as well. This
phenomenon can be interpreted that because the horizontal components for the surfaces around
vertex (0, 0, 1) and (0, 0,−1) is symmetric, thus the singularities are cancelled out.
Based on the numerical verification, the proposed closed-form provides the exact solution of the
elastic disturbed field caused by a continuous eigenstrain with polynomial distributions over a
polyhedral subdomain. In the following section, the solution will be extended to a tetrahedral
inhomogeneity problem solved by the EIM using uniform, linear and quadratic eigenstrains.
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(a) (b)
Figure 2.9: Variation of stresses (a) f11 and (b) f33 along G3 for different #-surface polyhedron
and spherical inclusions subjected to a linear distributed thermal strain 2.4 × 10−4G3
(a) (b)
Figure 2.10: Variation of stresses (a) f11 and (b) f33 along G3 for different #-surface polyhedron
and spherical inclusions subjected to a quadratic distributed thermal strain 2.4 × 10−4G23
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2.6 Conclusions
In this section, the integral schemes for the linear, quadratic and higher order terms of eigen-
strain for the isotropic elastic arbitrary-shaped polygonal / polyhedral inclusion has been presented.
Therefore, an inclusion problem with a polynomial eigenstrain can be analytically solved. The
closed-form formulation of the linear and quadratic potentials on a polygonal / polyhedral are
derived as an extension of the existing result for the uniform potential, which paves the way for
the equivalent inclusion method with polynomial eigenstrain for arbitrary inhomogeneities in the
following section.
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Chapter 3: The equivalent inclusion method and domain discretization
method
In Chapter 3, the domain integral of Green’s function is derived for ellipsoidal / elliptical,
polygonal and polyhedral inclusions, which paves the way for the equivalent inclusion method.
This chapter extends the polynomial-form EIM to the polygonal and polyhedral inhomogeneities
in the infinite space. Although the polynomial-form EIM provides high fidelity prediction for the
ellipsoidal / elliptical inhomogeneities, only approximation with compromised accuracy can be
obtained for polygon and polyhedrons. Alternatively, the particle domain discretization method is
introduced to provide higher accuracy.
3.1 Overview
Eshelby’s equivalent inclusion method (EIM) simulates the material mismatch by an inclusion
with an eigesntrain but the same elasticity as the matrix. For an ellipsoidal inhomogeneity, because
the Eshelby’s tensor is a constant inside the particle, the EIM provides the exact solution with the
Eshelby’s tensor. However, for a polygonal inhomogeneity, this feature does not exist due to the
non-uniform Eshelby’s tensor. Therefore, the EIM with a uniform eigenstrain is not sufficient for
an accurate solution. Similar problems also exist in the size effects caused by either microstructure
[99] or surface energies of the nano-inclusions [72].
On the basis of the pioneer works, to capture the microstructural effects, one typical strategy
is to increase the order of continuous eigenstrain field, such as the combination of strain gradient
theory [101, 52, 99], approximation by the Taylor series expansion [38, 33]. Alternatively, like
other numerical methods, the domain discretization helps to capture the eigenstrain variation. In
the literature, the domain discretization approaches includes two categories: (1) Discretize the en-
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tire inhomogeneity domain with basic cubic [106, 107] / rectangular [108] elements. The authors
simply assumed the uniform eigenstrain distribution over such small elements, thus the equiva-
lent stress conditions are set up at the centers. As demonstrated, merely the singularity effects
has significant impact on the neighborhood of vertices, such as the tetrahedron, which may leads
to large number of elements. On the other hand, such discretization approach disobeys the fun-
damental features of continuity, since numerical jumps are allowed between basic elements. (2)
Discretize the entire domain in the same fashion as FEM, where the eigenstrain field (FEM using
displacement field) is distributed based on the shape functions of the element, which ensures the
C0 continuity of eigenstrain over the inhomogeneity. Nakasone et al. [109] provides the imple-
mentation scheme of numerical EIM, and Wu et al. [103] extended it as a semi-analytical approach
by deriving the closed-form solution of shape function interpolated domain integrals (of Green’s
function). In the same fashion, this chapter will propose the similar shape function based domain
integrals for 10 - node tetrahedron (quadratic shape function) as illustration. This method can be
extended to other order shape functions, i.e linear 4 - node elements, with the Eshelby’s tensor at
various order of polynomial eigenstrains.
In this chapter, the polynomial-form EIM is applied for triangular and tetrahedral inhomogene-
ity and the results have been compared with finite element analysis. Subsequently, the particle
domain discretization method is proposed and illustrated by 6-node triangular element and 10-
node tetrahedral element, respectively. In addition, the convergence of the discretization method
and the eigenstrain fields are compared.
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3.2 Equivalent inclusion method for inhomogeneity
Following Mura and Moschovidis [38], the equivalent stress conditions for the polynomial-
form eigenstrain expanded at the centroid can be expressed as Eq.(3.1),
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is the far-field stress. In the Section. 2.4.1 and Section 2.4.2, a verification of uni-
form, linear and quadratic Eshelby’s tensor is provided by the comparison with circular cylindrical
and spherical inclusion, respectively. Although the Eshelby’s tensors are not uniform as the clas-
sic case for circular and spherical inclusions, because polynomial polynomial eigenstrains can be
considered, Eshelby’s equivalent inclusion method can still be applied to solve the polygonal and
polyhedral inhomogeneity problem. In the following, the isosceles triangular cylindrical inhomo-
geneity and tetrahedral inhomogeneity will be used to demonstrate the accuracy and feasibility of
the polynomial-form eigenstrain.
3.2.1 A triangular cylindrical inhomogeneity problem
Consider one isosceles triangular cylindrical inhomogeneity embedded in an infinite domain
with a uniform far field stress. The stress in the neighborhood of the inhomogeneity will be dis-
turbed by its material mismatch with the matrix. In the following, an air void (Young’s modulus
taken as 1 = 0) / stiffer fiber (Young’s modulus 2 = 210?0 and Poisson’s ratio a2 = 0.3) is
embedded in a homogeneous infinite matrix (Young’s modulus 0 = 70%0 and Poisson’s ratio
a0 = 0.3). The height of the triangle is 1< and the width of it varies from 0.5, 1 and 2<. Consider
two cases of the far-field uniform stress load, (i) f022 = −1"%0; (ii) f
0
11 = −1"%0. If the Es-
helby’s tensor is uniform over the inhomogeneity, which is the case of circles, uniform eigenstrain
and stress on the inhomogeneity can be obtained and the linear or higher order eigenstrain terms
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Figure 3.1: FEM mesh example for a small triangle embedded in a large domain
will be zero. However, unlike the circular case, the stress field in the triangular inhomogeneity is
not uniform. Using only the constant term will cause the loss of accuracy. When higher orders
of eigenstrain are applied, it could better describe the actual solution. The finite element method
(FEM) is used to evaluate the accuracy of the stress variation along the G2 axis under the aforemen-
tioned two cases of load with different shapes of isosceles triangular inhomogeneities. To address
the singularity, very fine mesh has been used in the neighborhood of the triangle’s vertices. Fig.
(3.1) shows one example of width F = 0.5<. The total domain dimension is 20 times as the trian-
gle to mimic an infinite domain. Notice that in the following case studies, the EIM is applied at the
centroid of the triangular inhomogeneity, which means the local Taylor expansion is based on the
centroid. The accuracy will reduce with the distance from the centroid in general. Although other
points on the inhomogeneity can be used to conduct the stress equivalent conditions, overall the
centroid can be the most representative, so that this dissertation focuses on this case. To illustrate
the stress distribution, the observing points are evenly distributed along the G2 axis in the range of
3< higher / lower to the centroid of the triangle. To avoid the singularity issue at the top vertex
(0, G?2 ), two close neighbor points (0, G
?
2 ± 10
−3) are used for demonstration.
Figs. (3.2) and (3.3) show the stress variations along G2 under two far-field stresses, respec-
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(a) (b)
Figure 3.2: Variation of stresses (a) f11 and (b) f22 along G2 for triangular void with the width and
height at 1 under f011 = −1"%0
(a) (b)
Figure 3.3: Variation of stresses (a) f11 and (b) f22 along G2 for triangular void with the width and
height at 1 under f022 = −1"%0
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tively. The following features of stress distributions can be observed:
1) The stress variation is concentrated in the neighborhood of the inclusion, and the far field stress
approaches the applied load quickly.
2) Stress singularity occurs at the top vertex but not at the mid-point of the bottom edge.
3) Overall, the uniform, linear, and quadratic cases asymptotically approach the finite element re-
sults although the trend is not 100 % consistent. It confirms the present formulation can provide
tailorable accuracy by using higher-order terms of eigenstrain.
4) When a horizontal compressive stress is applied in Fig. (3.2), both f11 and f22 are in the com-
pressive range; whereas the vertical compressive stress produces tensile horizontal stress at the
bottom of the triangular void in Fig. (3.3), which may lead to open-mode cracking by compres-
sion.
5) Although the stress vector around the air void surface is relaxed, the internal stress in the neigh-
borhood of the void can be higher with the disturbed stress flow. However, no stress concentration
factor can be defined due to the singularity.
When the inhomogeneity becomes stiffer, the stress on the inhomogeneity can be higher. Fig.
(3.4) shows the comparison of the stress distribution for an air void and a stiffer inhomogeneity
(fiber). As Figs(3.2) and (3.3) confirm the accuracy of the uniform, linear and quadratic cases,
and the quadratic order performs the best among them, in the following, only the quadratic case is
shown.The following features can be observed:
1) Unlike the void case with zero stress, the stress on the stiffer inhomogeneity exhibits the same
sign as the far-field load, i.e, compressive stress caused by compressive load for both f011 and f
0
BB.
Moreover, the stress value on the inhomogeneity is higher than the far-field load.
2) Although stress singularity still exists at the top vertex, the EIM uses two points to approximate
the stress field and the results are close to that of FEM. The agreement between EIM and FEM is
better for the case of a stiffer inhomogeneity because the deformation of the inhomogeneity can be
approximated better with a quadratic eignestrain.
3) In both cases of the uniform horizontal and vertical far-field load conditions, the stress distribu-
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(a) (b)
Figure 3.4: Variation of stresses (a) f11 under f011 = −1"%0 and (b) f22 under f
0
22 = −1"%0
along G2 for triangular void / stiffer fiber with the width and height at 1
tion along G2 reverses the trend of the void case, which could be well explained with the Eq.(3.1).





duces series of eigenstrains with opposite signs. When the aspect ratio (AR) (AR=width/height) of
triangle changes, the stress distribution could also be significantly different. Figs. (3.5a) and 3.5b)
show the variation of the stress comparison along the G2 with different width 0.5, 1 and 2< of a
triangular void; whereas Figs. (3.5a) and (3.5d) show the case for stiffer inhomogeneity (fiber).
The following features can be observed:
1) Under a horizontal compressive far-field stress, f11 at the mid of the bottom edge increases with
a shorter width, which could be caused by the higher influence by two bottom vertices.
2) For the air void case, when a vertical compressive far-field stress is applied, the stress f22 around
the top vertex increases significantly with the aspect ratio. It even causes a tensile stress for AR
=2.
3) When AR is far from 1, the difference between the FEM and EIM results becomes larger. Be-
cause the selection of equivalent stress point is the centroid of the triangle, the irregularity of the
triangle may lead to the loss of the accuracy of eigenstrain approximated by the Taylor expansion.
Higher order terms of eigenstrain may provide better results.




Figure 3.5: Variation of stresses (a) f11 under f011 = −1"%0 and (b) f22 under f
0
22 = −1"%0
along G2 for triangular void ; (c) f11 under f011 = −1"%0 and (d) f22 under f
0
22 = −1"%0 along
G2 for triangular stiffer fiber with the different width 0.5, 1, 2 and height at 1
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3.2.2 A tetrahedral inhomogeneity problem
Similar to the section 3.2.1, the eigenstrain is expanded at the centroid of the inhomogeneity
with uniform, linear and quadratic order terms. For the polygonal problem (triangular cylindrical
fiber), it is observed that the quadratic order improves the overall accuracy of the predicted elastic
fields. In this section, because the singularity order for polyhedral vertices is 1/A, which is higher
than polygonal vertices, hence, a more rapid fluctuation is expected in the neighborhood of the
vertices. Moreover, there exist singularities with ln A order on the edges. To demonstrate the above
singularity effects, the tetrahedral will be used.
Consider a structural steel (B = 200GPa,aB = 0.3) tetrahedron with height ℎ = 1m (along G3
axis) and equilateral (edge ; =
√
3m) triangular bottom surface embedded in the infinite aluminum
alloy (0, a0) under the uniform far-field load f033 = −1MPa. For the polynomial-form EIM,
the stress equivalence is satisfied at the centroid (0, 0, 0) of the tetrahedron, and the accuracy
decreases with the distance from the centroid. As demonstrated in the polygonal case [42], the
usage of just uniform and even linear terms leads to compromised accuracy, since the Eshelby’s
tensor in a tetrahedron is non-uniform. The finite element (FEM) is applied to provide reference
of an accurate solution of normal stresses along G3 axis. Due to effect of the singular vertex, the
size of elements for the tetrahedron is 0.03m and the number of nodes and elements are 4309991
and 3184212, respectively.
To compare and illustrate the stress distributions, the 1201 observing points are evenly dis-
tributed in range [−3, 3]m. Notice that when the observing points are on the surface and vertex,
the Eshelby’s tensor cannot be evaluated due to the jump condition and strong singularity. Thus,
to exhibit the two phenomenons, observing points are placed close to them as ±10−4m.
Shown in Figs.(3.6a) and (3.6b), the stress variation mainly concentrates in the neighborhood
of the vertices of the tetrahedron and it rapidly decreases with the distance. Though the uniform
and linear terms could asymptotically predict the stress distribution, the quadratic term provides
best comparison among them. However, in 33 direction, apparent difference between FEM is ob-
served. In such case, higher order eigenstrains could provide better but not accurate results, which
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(a) (b)
Figure 3.6: Variation of stresses (a) f11 and (b) f33 along G3 in range [−3, 3] m under far-field
stress f033 = −1Mpa through uniform, linear and quadratic order EIM
is caused by the assumption of distribution of the eigenstrain field. Observing the case studies
in section 3.2.2, for the polyhedral inhomogeneity problem, the strong singularity effects makes
it difficult to represent the eigenstrain with a single polynomial. Actually, the initial conclusion
can be extended to the polygonal vertices. Although the solution to several triangular cylindrical
fiber can be approximated with polynomial-form EIM, when the material filled in the subdomain
becomes stiffer or softer or the aspect ratio increases, it is barely possible and challenging to ap-
ply the EIM of such form. Therefore, in the following, the particle domain discretization method
is proposed to capture the rapid variation of eigenstrain effects caused by several microstructural
effects.
3.3 Particle domain discretization and integrals
In Section 2, the components of uniform, linear and quadratic Eshelby’s tensor are derived in
the transformed coordinates in both 2D and 3D space. The above integral formulations can be
applied to simulate the inhomogeneity problem with the EIM, whose advantages are computation-
resource friendly and simple implementation. However, although the eigenstrain is continuous
in the particle domain, because of the singularity of Eshelby’s ensor, the eigenstrain variation in
the neighborhood of vertices of a particle is sensitive to the angle of each vertex and particle’s
aspect ratio, a Taylor expansion of polynomial eigenstrain referred to one point, for example at the
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centroid for ellipsoid [33], may not approach to the exact solution for polyhedral particles. Using
piece-wise continuous polynomial eigenstrain by particle discretization provides a practical way
to accurately solve for eigenstrain distribution and elastic fields.
3.3.1 Polygonal domain discretization and shape function
Consider the inhomogeneity domain Ω and discretize it into multiple small elements. Similar
to the FEM, the unique eigenstrains are assigned at nodes, and thus the eigenstrain field inside the
element is written in terms of the shape functions, which ensures the C0 continuity. As demonstra-
tion, the 6-node quadratic triangular element is employed in this section and the extension to other
types of elements (i.e, the 3-node linear triangular element) is discussed in Section 3.5. Without the
loss of any generality, let  and # denote the number of elements and nodes. Therefore, a math-
ematical closed problem can be established with the system of linear equations with 3 × ∑=1 # 
equations, i.e the 6-node quadratic triangular element. The elastic fields, namely displacement and
stress of arbitrary point insideD due to the sources onΩ can be obtained through the superposition
in the same fashion as Eq. (1.3). The only difference is the mismatch eigenstrain is needed. In
[109], the stress equivalent equations are set up at the node itself with the help of triangular polar
coordinate [110]. Though the domain integrals on each vertex is claimed to be analytical, it merely
works for the linear shape functions and numerical integration must be applied for quadratic shape
functions, which downgrades the merit of the solution scheme. To avoid the strong singularities
at the vertices, instead of following the point collocation, a subdomain collocation method is pro-
posed by setting up the equations in the 6 Gauss integral points provided by [111]. Notice that
because the Eshelby’s tensors on the particle depends on its shape instead of the absolute dimen-
sions, it exhibits excellent numerical stability in refining the particle domain discretization.





















2) the mid-points on each side of the triangle, which
can be written in term of the first three nodes. The eigenstrain distribution in the element can be
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written in terms of eigenstrain on the nodes through their shape functions as
Y∗8 9 (x′) =
6∑
==1
(Y∗8 9 )=#= (3.2)
where the shape function for 6-node quadratic triangular element is,
#= =

2(!=)2 − != n = 1, 2, 3. Corner node
4! ! n = 4, 5, 6. Mid-node of  Cℎ&Cℎ node
(3.3)
in which the superscript = represents the quantity associated with node =, and no index summation
rule is applied with it; superscript; != = U= + V=G1 + WG2 is the area coordinates of the triangular
element; U , V and W  are the components of shape functions of the  Cℎ local node as follows, in
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In Eq.(3.2), the eigenstrain of an interior point is obtained through quadratic interpolation of the
shape functions. Obviously, for both corner and middle points, the interpolation functions contains
uniform, linear and quadratic components, which can be integrated with the potential functions.





!  (x′) |x − x′|2 ;=|x − x
′|2 − 1
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! ! (x′) |x − x′|2 ;=|x − x
′|2 − 1
2
3x′ = UUΨ + (UV + UV)Ψ1
+ (UW + UW )Ψ2 + (VW + VW )Ψ12 + VVΨ11 + W WΨ22
(3.5)
where Ψ,Ψ8 and Ψ8 9 are uniform, linear and quadratic biharmonic potentials defined in Section
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2.3. Similarly, the shape function interpolated harmonic potentials could be expressed by Γ and








! ! (x′);=|x − x′|23x′ = UUΦ + (UV + UV)Φ1
+ (UW + UW )Φ2 + (VW + VW )Φ12 + VVΦ11 + W WΦ22
(3.6)


















(2Λ  − Λ) (Y∗8 9 )= −
6∑
==4




(2Γ  − Γ) (Y∗8 9 )= −
6∑
==4
4Γ (Y∗8 9 )= (3.8b)
3.3.2 Polyhedral domain discretization and shape function
In this subsection, following the derivation in Section. 3.3.1, the eigenstrains are assigned at
each nodes. As demonstration, the 10-node tetrahedral element with quadratic shape function is
used for the approach, which can be straightforwardly reduced to the 4-node tetrahedral element
with linear shape functions as well. Without the loss of any generality, consider one tetrahedral




3), i = 1,2,3,4 are 4 corner nodes and i = 5, . . . , 10 are 6 mid-
nodes, the eigenstrain distribution in the element can be written in terms of eigenstrain on the nodes
as,
Y∗8 9 (x′) =
4∑
==1
(2!= − 1)!= Y∗=8 9 +
10∑
==5
4! ! Y∗=8 9 (3.9)
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where the superscript = represents the quantity associated with node =, and no index summation
rule is applied with it; U , V , W  and j are the components of the volume coordinates (linear shape
function) of the  Cℎ local corner node and the complete form can be written as !  = U + VG1 +





















































































































where + is the volume of the element. For corner node , the shape function is constructed
as (2!  − 1)!  , whereas the one for mid-node between  Cℎ and Cℎ corner nodes can be written
as 4! ! . Obviously, the products of two shape functions contains uniform, linear and quadratic
source terms, which can be treated in the same fashion as we derived the linear, quadratic potentials
by separating the source terms into field and distance vector components. Since the shape functions
includes the products of two corner nodes, in the following, we list the domain integral of !  and








! ! (x′) |x − x′|3x′ = UUΨ + (UV + UV)Ψ1 + (UW + UW )Ψ2 + (U j + U j)Ψ3
+ (VW + VW )Ψ12 + (V j + V j)Ψ13 + (V j + V j)Ψ23 + VVΨ11 + W WΨ22 + j jΨ33
(3.11b)
Similarly, the domain integral of !  and ! ! with |x − x′|−1 can be expressed by Γ and Γ ,
respectively. Then, using the technique of Green’s function, the disturbed displacement field D8 (x)
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(2Λ  − Λ) (Y∗8 9 )= −
10∑
==5






(2Γ  − Γ) (Y∗8 9 )= −
10∑
==5
4Γ (Y∗8 9 )= (3.12b)
Notice that in Eq.(3.12), the domain integral with quadratic shape function interpolation is rear-
ranged into uniform, linear and quadratic potential components, which can be obtained in Section
2.4. With the implementation of the above expressions, the eigenstrain’s effect can be taken into
account analytically, which maintains the advantage of the Green’s function. Different from the
finite element method (FEM) that uses the shape function to interpolate the displacement field, this
approach uses the same shape function to interpolate the eigenstrain field on the particle instead.
Moreover, because the stress singularity is evaluated by Eshelby’s tensor, the computation is robust
and stable.
Notice that although for demonstration of the method, only 6-node triangular element and 10-
node tetrahedral elements were employed. The method can be extended to other types of elements
as shown in Appendix. D.
3.4 Handling of strong singularities and implementation
The domain discretization method proposed in Section. 3.3 is a subdomain collocation method
with the stress equivalent equations established on the particle domain. Because of the stress field
has been represented by the eigenstrain on all nodes in the particle discretization, which includes
3× # (2D) or 6× # (3D) unknowns totally to be solved. If one can establish the same number of
linearly independent equations, the eigenstrain field can be solved and the elastic field is obtained
through the domain integral with above shape functions. It is natural to establish the equations
exactly at the nodes themselves. However, there exists discontinuity of edges (2D), surfaces (3D)
and strong singularities of vertices (2D & 3D) and edges (3D), which requires a proper handling
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to obtain a practical solution.
In the conventional boundary element method (BEM), there exist strong singularities of the
potential / displacement kernel functions when the source coincides with field points, which are
recognized as Cauchy Principal Value (CPV). Besides the well established rigid body motion (cre-
ating a uniform potential / displacement) method, in the literature, Li et al. [110] proposed a
triangle-polar coordinate, which maps the 4-node linear tetrahedral element into a cubic element.
Nakasone et al. [109] later extended the treatment to approximate the singularity of polygonal
vertices. Although using the triangle polar coordinate could approximately solve the 2D problem,
it downgrades the merit of analytical domain integrals of the Eshelby’s tensor and is challenging to
be extended to 3D problems. Therefore, in this dissertation, an alternative scheme is proposed to
set up interior stress equivalent equations instead of exactly on the nodes itself, which avoids the
singularity issue.
Notice that the choice of interior stress equivalent points is not arbitrary, close attention should
be paid to the numerical instability as follows:
(1) Avoid choosing points close to its original boundary nodes. Since the domain integral tends to
infinity at the boundary nodes on the edges, if the distance of interior points to the original node is
close, a small change could results in significance increase, leading to the numerical instability.
(2) A number of points close to the original boundary nodes must be included to consider the
geometry effect. Because the effect of Green’s function decays rapidly with the distance, if all
stress equivalent points are selected far from the boundary, less contribution from the boundary
nodes may lead to inaccuracy results.
(3) Avoid choosing the stress equivalent points close to each other, which leads to an ill-conditioned
matrix as well by reducing the linear independence of the equations.
There are several methods to set up the linear equation system to solve for eigenstrain as follows:
(1) Set up the stress equivalent equation on the Gauss integral points within the element with the
weight of volume, and combine the weighted equations to the corresponding nodes to form the
closed system of linear equations.
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(2) Use the continuity of eigenstrain distribution, express the eigenstrain of the interior points in
terms of 6 (2D),10(3D) nodes by shape function interpolation, so as to avoid the equation on the
boundary nodes.
(3) Set up the stress equivalent equation on a new set of control points instead of the original nodes.
For the first option, because the number of elements can be higher or lower than the number
of nodes, extra cautions should be taken to balance the accuracy and computational cost by using
more Gauss integral points. For the second option, the results may vary with the interpolation
methods, i.e the rational range of shape functions. Particularly a small error of eigenstrain on
the edge may lead to a large change of stress in its neighborhood, which results in the stability
of its solution. The third one can be simplest and robust, but there exist many ways to construct
the system of linear equations. The uniqueness and convergence of the numerical solution are
questionable.
In this chapter, the first choice is proposed as the alternative method, which set up stress equiv-
alent equations on the Gauss integral poinsts instead of one the node itself, which avoids the sin-
gularity issue, as follows: 1. For each element, derive the stress residual on each Gauss integral
point from Eq. (1.3) as
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is the prescribed inelastic strain. The residual f3 is supposed to
be zero. However if the equation is exactly executed, the number of equations will be much higher
than the number of unknowns and no solution can be obtained.
2. Apply the weight of each Gauss point on its stress residual f3 and distribute it on the nodes of
the element. For simiplicity, this dissertation uses the same number of Gauss points as the nodes in
the element and assign the residual to the closest node. However, more Gauss points can be used
and other distribution method can be used.
3. Collect the weighted stress residuals on each node and make the sum equal to zero. If one node
only exhibits on one element, no summation is necessary. Otherwise, the contribution from each
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element should be considered.
Therefore, we can set up the closed linear equation system. Notice that Steps 2 and 3 can be
implemented by the collection of stress residuals on a node by integrating the weighted residual on
the neighboring Gauss points by a kernel function [112].
Notice that the integral weight on the stress residual on a vertex node is trivial when it is asso-
ciated with only one element or Gauss point but it is necessary for other nodes that are located at
multiple elements as the element’s areas (2D) and volumes (3D) can be different. Solve the system
of linear equations for eigenstrain on the elements, one can use them to calculate the displacement
field by the domain integral in Section 3.2 and Section 3.3. Therefore, the strain and stress fields
can be obtained. Although the particle discretization leads to numerical errors with a quadratic
function of eigenstrain distribution, because the influence zone of errors is small and the domain
integral is based on the exact solution, the algorithm can provide high-fidelity results to the elastic
field with low mesh sensitivity.
3.5 Evaluation of domain integral at interior nodes
The Eshelby’s tensor is singular at the edge points (3D) and vertices (2D & 3D) and discontin-
uous on the other boundary surface points, which can be illustrated numerically by the stress in the
neighborhood. Since the 2D problem and 3D problem are similar, in this Section, only the han-
dling in 3D is proposed. For the interior nodes, the Eshelby’s tensor is supposed to be continuous
and bounded, but for one single element, its domain integral on each node is not well defined. To
treat this problem, the singularity isolation method can be used by creating a infinitesimal spher-
ical region around the interior nodes [113, 22]. The domain integral of the infinitesimal sphere is
considered as the free term, which is also recognized as the interior uniform spherical Eshelby’s
tensor. Since the singular terms cancels out with a spherical shell, the singularity of 1/A is reduced
to ln A with the application of Gauss’ theorem, which could be numerically evaluated.
In this Section, with the obtained uniform and polynomial components of potentials that are de-
rived the corresponding order of eigenstrains, a simple technique is proposed here to avoid any un-
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necessary numerical integral. Firstly, as Eq.(2.16) and Eq.(2.22) indicate, the linear and quadratic
potentials are obtained by dividing into field point related and distance vector related components.
There exists no singularity issues at edges and vertices for linear and quadratic potential parts with
distance vector components, which implies that the singularity is caused by the uniform eigen-
strain only. Secondly, in Eq.(3.11a) and Eq.(3.11b), when the field point coincides with a vertex,
the shape functions for other nodes yield zero, including the field point related components in-
troduced by linear and quadratic potentials, thus the coefficients for uniform potentials become
1, which means handling Ψ and Φ together on the coinciding vertex. When it mentions the uni-
form potentials, or uniform Eshelby’s tensors, such potentials can be directly written in term of the
eigenstrain on the boundary node without a volume integral. Therefore, no numerical integral is
necessary and the analytical integrals can exactly evaluate the stresses at interior nodes when the
eigenstrains on all the nodes are given.
3.6 Verification of particle domain discretization method
3.6.1 An equilateral triangular cylindrical inhomogeneity problem
Considering an equilateral triangular steel inhomogeneity is embedded in an infinite aluminum
space under an uniform far-field stress f022 = −1"%0. Without the loss of any generality, length of
edge equals 1< and its centroid locates at the origin. In Fig.(3.7), the variation of normal stresses
along G2 axis is compared with FEM in the range of [−1, 1]<. For a fair comparison, both FEM
and DD employ the 6-node quadratic triangular element in the inhomogeneity domain, and the
numbers of element are shown in Fig.(3.7). Notice that this case study is conducted in the infinite
large space, to reduce the boundary effect, in FEM we have used 10× 10<2 square domain, which
requires more elements outside of the inhomogeneity. For example, the " − 9648 case reaches
the convergent results but uses 141, 625 nodes and 47, 224 elements for the overall FEM model.
However, for the present DD method, no mesh is needed for the matrix domain.
In the present DD method, although the 1 element case exhibits a small disparity from the
convergent FEM results (9648 elements), it predicts the trend and singularity of elastic solutions
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(a) (b)
Figure 3.7: Comparison of the stress distribution (a) f11 and (b) f22 along the G2 axis in the
range of [−1, 1]< between the FEM and present domain discretization (DD) method under an
uniform far-field load f022 = −1"%0 on an equilateral triangular inhomogeneity embedded in
infinite aluminum matrix
pretty well, because the Eshelby’s tensor of the particle plays the dominant role and the influence
zone of a singularity of eigenstrain is very small. It is impossible for FEM to use a small number
of elements to describe singularity because a high number of nodes is necessary to show the large
variation of a curve with the displacement on the nodes. For example, when 416 and 2278 elements
on the inhomogeneity were used for the FEM modeling, the distribution of stress is not smooth at
all because the displacement exhibits a 0 continuity. Indeed, more elements can illustrate the
eigenstrain distribution more accurately. The  − 124 case reach the convergent results for both
normal stresses, especially it catches the stress singularity very well. Notice that the elastic field
of the present DD method is calculated by the domain integral of the Green’s function with the
eigenstrain, instead of shape functions of the displacement on nodes in the FEM, it can illustrate
arbitrarily high order variation in each element and high order continuity cross elements.
3.6.2 A tetrahedral inhomogeneity problem
This subsection continues the comparison in Section 3.2.2, where the assumption of polynomial-
form eigenstrain distribution cannot capture the rapid variation of eigenstrain in the neighborhood
of the vertices. Consider a structural steel tetrahedron with same geometry described in Section
3.2.2 embedded in the aluminum alloy matrix and the far-field load is f33 = −1"%0. In the do-
main discretization (DD) method, the mesh is conducted with uniform global element size, and the
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(a) (b)
Figure 3.8: Variation of stresses (a) f11 and (b) f33 along G3 in range [−3, 3] m under far-field
stress f033 = −1Mpa through domain discretization method with number of elements 1, 13, 79 and
235
number of nodes and elements are given as 4 cases: (i) 10 & 1; (ii) 42 & 13; (iii) 190 & 79; (iv)
468 & 235, respectively.
Shown in Figs.(3.8a) and (3.8b), in comparison to the polynomial-form EIM, the quadratic
domain discretization (DD) method provides same accurate results as the quadratic EIM in the 11
direction, which agrees well with the FEM. However, in the 33 direction, DD accurately captures
the stress variation except the stress at the top vertex. As demonstrated in Section 4.1, 10 Gauss
integral points of each element are applied for stress equivalent equations, and the shape functions
and weights can be found in [114]. Notice that for the case of f11 direction, except the 1 element
case, all other cases agree well with FEM, which implies the good convergence of the method. In
33 direction, with more elements, it could provide better prediction of stress singularity.
Shown in Figs.(3.9a) and (3.9b), the eigenstrain distributions along the G3 axis is plotted within
the tetrahedron G3 ∈ [−0.25, 0.75]m. For uniform, linear and quadratic EIM, since the stress




vanishes at the centroid. Comparing the eigenstrain at centroid, it is observed that the uniform
components of the eigenstrain are influenced by other components. Regarding to the DD method,
due to the application of quadratic shape function interpolation, the eigenstrain maintains the fea-
ture of a quadratic polynomial, which is continuous in the first-order derivatives. Similar to other
domain discretization method, there exists C0 of continuity at nodes. In linear, quadratic EIM and
57
(a) (b)
Figure 3.9: Variation of eigenstrain (a) Y∗11 and (b) Y
∗
33 along G3 in the tetrahedron under far-field
stress f033 = −1Mpa of uniform, linear, quadratic and domain discretization method (1, 13, 79 and
235 elements)
the DD method, the eigenstrain increases when it is closer to the top vertex, which explains the
stress concentration effect of vertex in an alternative way. Comparing the 3 cases of DD with 13,
79 and 235 elements, the eigenstrain Y∗11 does not vary much with the mesh, which explains why
the stress f11 are close for the 3 cases. With more elements, the eigenstrain Y∗33 increases in the
neighborhood of the vertex at G3 = 0.75. Because of the singularity of the Eshelby’s tensor at
this subdomain, a small difference of the eigenstrain will produce a considerable variation of the
stress in this subdomain. However, because of the attribute of Green’s function, the effect to other
domain with a larger distance to the vertex will be rapidly reduced. Therefore, the small difference
of the eigenstrain at the vertex exhibits very minor effect on the comparison of stress distributions
in Fig. (3.8).
Overall, because the stress singularity for the angular particles is evaluated Eshelby’s tensor,
the present method to solve the elastic field of inhomogeneity problems by eigenstrain field on the
particle domain exhibit the following advantages:
(1) Because the eigenstrain variation is much smoother than stress and the domain integral from
eigenstrain to stress is exact, very few elements can provide high accuracy of the solution.
(2) Because the basic unknow is eigenstrain and the displacement fields are derived per the integral
of modified Green’s function with the eigenstrain, the smoothness of the displacement field is one
order higher than eigenstrain that exhibits a 0 continuity in domain discretization of the particle.
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(3) Because the influence of a point source per the Green’s function rapidly reduces with the dis-
tance, a small error in a local point exhibits very minor effect to the accuracy of the overall solution.
3.7 Conclusions
In this chapter, the polynomial eigenstrain has been applied to solve the inhomogeneity prob-
lem for the triangular and tetrahedral inhomogeneities. Though the quadratic order could pro-
vide good simulation results for 2D polygonal particles, its extension to the polyhedral particles
cannot capture the rapid change of eigenstrain in the neighborhood of the vertices. Therefore, a
domain discretization method is introduced, which maintains the continuity of eigenstrain field.
The numerical results show that the combination of many small tetrahedral inclusions into a larger
spherical inclusion can reproduce Eshelby’s solution. Using the formulation in the EIM, the single
polynomial function of eigenstrain may not provide accurate solution due to the singularity effect
of the vertex; while the domain discretization method could provide acceptable prediction of the
stress field with 13 elements.
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Chapter 4: Stress singularity of a vertex of a triangle
Based on the exact domain integral and particle domain discretization method, this chapter
investigates the stress singularities at the neighborhood of a vertex of a triangular inhomogene-
ity. Two types of stress singularities are investigated: when the load is applied to the triangular
inclusion with the same stiffness as the matrix, the singularity is caused by the irregular load dis-
tribution, namely load singularity, and can be exactly evaluated by integral of the potentials on
the source with Eshelby’s tensor. The second singularity, namely material singularity, is caused
by the stiffness mismatch between the triangular inhomogeneity and the matrix under a uniform
far field stress, in which the material mismatch is simulated by an eigenstrain. In this chapter, the
relationship between the load singularity and material singularity is investigated, and the linkages
of these singularities with line distributed force, cracking, and point force are discussed.
4.1 Overview
Stress singularity has been a fascinating problem in solid mechanics. The strong singularity
caused by point force can be traced back to the fundamental elastic solution [115], Boussinesq’s
problem [116], Mindlin’s problem [117], which exhibits a stress singularity in A−2 and A−1 in the
three-dimensional (3D) and two-dimensional (2D) space [118], respectively. Stress singularities
can also been induced by material discontinuities [119], geometric features [120], and loading
aspects [121]. Due to the divergence of the stress at the singularity, it is challenging to evaluate
the local field directly. Surface integral (3D) [122] and contour integral (2D) [123, 124]have been
often used to quantify the singularity. Analytical solution of singularity provides a straightforward
and robust approach to directly show the local field in the neighborhood of the singularity.
There are several analytical methods for singularity analysis in the literature. Four methods
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are reviewed as below. Williams [120] uses the Airy stress function and separation of variables
to study the single-material wedge under different boundary conditions. A similar approach using
complex potentials can solve the single-material wedge problem [125, 126] with a compact nota-
tion. The third technique [119], applied to the bi-material wedge, employs the Mellin transform to
evaluate the singularity caused by the material mismatch. The last method use Eshelby’s solution
to an ellipsoidal inhomogeneity embedded in an infinite domain. By changing the aspect ratio of
the ellipsoid, the analytical solution provides the local fields for penny-shaped cracking, slit-like
cracking, flat ellipsoidal cracking, etc. [33, 127].
This chapter follows the last method and extends Eshelby’s theory from ellipsoidal inhomo-
geneity [5, 33] to a triangular inhomogeneity embedded in an unbounded matrix. Following Wald-
vogel’s [89] algorithm with the potential theory, Rodin [81] obtained the Eshelby’s tensor for
polygonal or polyhedral inclusion with a uniform eigenstrain. Sevostianov and Kachanov [104]
investigated the effective elastic properties of ellipsoids and compared it with the non-ellipsoidal
cases, which implies the challenge to deal with the inhomogeneity problem with conventional EIM.
Zou and Zhen [105] proved that when the inhomogeneity is not ellipsoidal, it is challenging to ap-
ply the conventional EIM solve the elastic field with either uniform or non-uniform distribution of
eigenstrain. Moreover, Zhou et al. [108] investigated the necessity to apply semi-analytical solu-
tion schemes for cases of multiple and complex shaped inclusions. Our recent work [42] extended
Rodin’s work to polynomial eigenstrain distribution on a polygonal inclusion, which can be used
to solve the inhomogeneity problems with the EIM [5] by simulating the inhomogeneity with an
inclusion with an distributed eigenstrain.
Indeed, using a polynomial eigenstrain can provide an estimate of the solution rapidly, but
cannot approach the exact solution by increasing the order of polynomial eigenstrain due to the
singularity of the Eshelby’s tensor at the vertices [105]. Because the variation of eigenstrain is
localized at the neighborhood of the vertices, a polynomial eigenstrain by a single function over
the whole particle is not effective. However, by particle discretization with exact integrals of
Eshelby’s tensor over each element, a piecewise continuous eigenstrain distribution may provides
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a tailorable accuracy to the exact solution by refining the mesh.
Notice that because the error in eigenstrain exhibits small influence zone to the elastic field
and Eshelby’s tensor shows the singularity directly, few elements of eigenstrain interpolation can
reach high accuracy of elastic field. Given an accurate eigenstrain, the stress can be calculated
by Eshelby’s tensor exactly [81, 42]. Although the finite element method (FEM) can evaluate
stress singularity, it is very sensitive and challenging to assure the accuracy at the neighborhood of
vertices because the intensive variation of stress is illustrated by the mesh and commonly a very
dense mesh is required to illustrate the stress singularity. Using Eshelby’s tensor provides a new
way to address and evaluate stress singularity analytically. The exact solution of Eshelby’s tensors
to polygonal inclusions with polynomial eigenstrain distributions enables an elegant way to solve
for the eigenstrain.
Particularly, this chapter focuses on the singularity on the top vertex of an isosceles triangle
embedded in an unbounded matrix. A polynomial mismatch strain and a constant body force
are distributed on the particle and a uniform far field stress is applied. When the stiffness of
the particle is the same with the matrix, the inhomogeneity problem is reduced to an inclusion
problem. Rodin [81] has provided the solution for a triangle with a uniform eigenstrain in an
infinite domain. This dissertation will show the stress caused by the polynomial eigenstrain and
a uniform body force, which can be corresponding to expansion and dragging force of a wedge
[128] in an infinite matrix. Using the superposition principle, the displacement caused by constant,
linear, and quadratic eigenstrains and constant body force are provided separately. They change
with the angle at the top vertex of the triangle.
When the particle exhibits different stiffness, Eshelby’s equivalent inclusion method (EIM) is
used and an eigenstrain on the particle is introduced to simulate the material mismatch. Due to
the non-uniformity of the Eshelby’s tensor, this eigenstrain is not uniform any more. A piece-wise
continuous eigenstrain with a C0 continuity is constructed to solve for the inhomogeneity problems
with tailorable accuracy by particle discretization. Because Eshelby’s tensor is size independent,
particle discretization can approach the convergent solution rapidly. The singularities caused by
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the angle, material mismatch, and sample size are numerically analyzed. When the stiffness of
the triangle is zero, it can simulate a defect or void in the infinite domain with a ln(A) singularity.
When the angle shrinking to zero, the defect becomes a crack, the stress singularity increases to
√
A
−1. When the triangle further shrinks to one point, the stress singularity caused by the force
increases to A−1.
In Section 4.2, the load singularity caused by the angle in the inclusion problem is analyzed.
Section 4.3 evaluates the material singularity depending on the angle and material mismatch and
discusses the relation of the load singularity and material singularity in the context of different
stress singularities in elasticity.
4.2 Singularity of the inclusion problem
4.2.1 Exact domain integrals and singularity level of a triangular inclusion
In Section 2.2, the inclusion problem is proposed that the subdomainΩ exhibits the same mate-




. And the governing equation is expressed as Eq.(2.1). In this section, consider an triangular
inclusion with the height ℎ and top angle \ shown in Fig.(4.1), thus, the potentials at any point
along G2 axis can be obtained through the integral over the three subtriangles, which are formed by
the point with each pair of three vertices,
The parameters in the transformed coordinate for each triangle are also provided in the figure.
Following the above two papers, the two potentials are obtained as




























































51(ℎ + G2)2ℎ tan
\
2
+ 13ℎ3 tan3 \
2
























































ln G2(1 + sin2
\
2












Notice that when G2 → 0, although ln G2 is not defined, the above potentials are continuous at
the origin because (G2 ln G2) → 0. However, to solve for strain or stress in the eigenstrain problem,
taking derivative twice for Φ and four times for Ψ, one can see ln G2 singularity straightforwardly.
64
4.2.2 Load singularity
When the material is uniform, the distribution of an eigenstrain on the triangle lead to stress
singularity on the vertex. Inclusion problems can often be observed in engineering applications,
for example, in shrink fitting of a core and tube, refilling the holes by material sampling, repairing
the pothole of a pavement. Although the inclusion material can be exactly the same as the surround
one, a misfit strain are commonly induced by temperature, moisture, or other factors. The stress
singularity will be critical to the applications.
This Section will use a structural steel plate as an example with Young’s modulus B =
200%0, Poisson’s ratio aB = 0.30, and thermal expansion coefficient UB = 1.2 × 10−5 <<.◦ . When
a triangular sample is taken out, to repair the hole, one can cool down a slightly larger triangle to
the perfect matched size of the hole to fill it. When temperature reach equilibrium, the expansion of
the triangle will make the inclusion to tightly fill the hole without welding. Consider an equilateral
triangle with the height ℎ = 1(<) and the angle \ = c3 , where the width of bottom line 21 = 2 cot
\
2 .
The displacement along G2 caused by body force 12 = 1"%0, constant eigenstrain Y?022 =
10−4</< and linear eigenstrain Y?1222 = 10
−4</<2 are illustrated in Figs.(4.2a, 4.2c) and (4.2e).
Here an infinitely large structural steel plate including an equilateral triangular inclusion with
Young’s modulus B = 200%0, Poisson’sratio aB = 0.30 is used for illustration.
Figs.(4.2b,4.2d) and (4.2f) show the normal stresses f11 and f22 along G2 for the three cases,
respectively. Notice that when the field point is located on the edge of a polygon subdomain, the
domain integral can only be evaluated through letting x be infinitesimally close to the edge in
interior or exterior side, which could be interpreted as a finite discontinuity. The numerical results
clearly show the continuity of displacement field for all cases. There is no stress singularity for
body force or linear eigenstrain. However, the constant eigenstrain produces stress singularity at
the ln A level. The analytical function of the displacement D2 and stresses f11 and f22 for their





Figure 4.2: Variation of displacement and normal stresses along the G2 axis in the range of
[−2, 1] (<): (a) displacement and (b) stress caused by body force 12 = 1"%0; (c) displacement
and (d) stress caused by uniform eigenstrain n22 = 10−4; (e) displacement and (f) stress caused by
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2(1+aB) is the shear modulus. It is apparent that the stress shows a ln(G2) singularity.
The higher order terms of eigenstrains do not induce stress singularity. Therefore, for a smoothly
distributed eigenstrain on a triangle, the stress singularity is proportional to the eigenstrain on the
vertex, which will be proved in Section 4.4.
When the angle changes, the stress distribution along the G2 axis is shown in Fig. (4.3) for








100c. Here f11 exhibits discontinuity at the bottom edge and
singularity at the top vertex. With the increase of \, f11 increases but the variation decreases over
Ω. Interestingly, the stress outsideΩ for both \ = 1100 and
99
100c reduces to zero rapidly with a small
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(a) f11 (b) f22
Figure 4.3: Variation of normal stresses (a) f11 and (b) f22 along the G2 axis with a uniform









transition zone in the neighborhood of the discontinuity and singularity points. The stress f22 is
continuous at the bottom of the inhomogeneity due to the stress continuity condition. It reaches the
highest over the inhomogeneity when \ = 1100c. Although the singularity exists for five cases, the
changing rates are significantly different for \ = 1100c because of a different order of singularity
will be induced when \ → 0, which will be discussed in Section 4.4. Notice that the results for
inclusion problem are based on the exact integrals so no particle discretization is needed.
4.3 Singularity of the inhomogeneity problem
The load singularity is caused by the load distribution area that exhibits an angle or disconti-
nuity of the tangential vector along the boundary, particularly for the eigenstrain distribution. This
Section investigates another singularity caused by the material mismatch. In this case, even if the
load on the boundary is uniform, for example of a uniform far field stress, the stress at the vertex
of the triangle can still be singular due to the material singularity. Surely, the loads on the particle
also leads to singularity as well. In the following, three loading cases will be investigated for a
body force, a thermal eigenstrain, and a far-field stress, respectively.
Following the example in the last section, when the filling material changes to another type of
material, say aluminium with material elastic constants 0 = 70%0, a0 = 0.33. Similarly to




= 24 × 10−5X8 9 </<, and a far field stress f022 = −1.5"%0 in Fig. (4.4). To make
the stress equivalence condition satisfied, particle discretization is conducted.
Here the stress singularity is provided by the Eshelby’s tensor. Although a denser mesh is used
to investigate the eigenstrain distribution in the neighborhood of the vertices, we do not need it to
illustrate the stress singularity as FEM. However, although this method has no stability issue to
capture the singularity, due to the singular nature of Eshelby’s tensor at a vertex, a tiny change of
eigenstrain value at the vertex may cause a considerable difference of the stress in its neighborhood.
Therefore a denser mesh in the neighborhood of the vertices is helpful to obtain the convergent
results. Notice that because the Green’s function decay with distance rapidly, the effect of the
eigenstrain at a vertex is limited to the neighborhood and a minor error will not significantly reduce
the overall accuracy. The number of nodes and elements used in Fig.(4.4) are 633 and 286.
The stress singularity exhibits in all three loading cases. For the load cases of the body force
and prescribed eigenstrain, compared with the inclusion problem in Figs. (3b) and (3d), the stress
changing trends remain the same but the magnitudes are different due to the material mismatch.
For the load case of a uniform far field stress, stress discontinuity is observed for f11 at the bottom
of the triangle and stress singularity occurs at the top vertex for f22.
Now consider a uniform load f022 = −1.5"%0 is applied on the top and bottom boundary
with free surface in G1 direction. No prescribed eigenstrain or body force is considered. The
analytical formulation is stable for different material parameters. Based on Dundurs’ [129] work,
for a plane strain problem without an internal body force, the stress distribution depends on two
parameters. Here two extreme cases (U → 1 and −1) are illustrated with the inhomogeneity’s
stiffness 1
8 9 :;
= 0.1 and 100
8 9 :;
, in which the inhomogeneity is to simulate a void or a rigid
particle, respectively. Fig. (4.5) show the stress and mismatch eigenstrain distributions as well.
For a very soft inhomogeneity, Figs. (4.5a) and (4.5b) show the stress distribution for different
\ values. Stress discontinuties occur at G2 = −1 of the bottom of the triangle for f11 and stress
singularities occurs at G2 = 0 of the vertex of the triangle for f11 and f22. Interestingly, when





Figure 4.4: Variation of normal stresses and eigenstrain field along the G2 axis in the range of
[−2, 1] (<): (a)normal stresses and (b) eigenstrain field caused by body force 12 = 1"%0;
(c)normal stresses and (d) eigenstrain field caused by a thermal loading n8 9 = 24 × 10−4X8 9 </<,
and; (e)normal stresses and (f) eigenstrain field caused by the uniform load f022 = −1.5"%0.
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in Section 4.4. The corresponding eigenstrain distribution is shown in Figs. (4.5c) and (4.5d).
Figs. (4.5e-h) show the results for a very stiff inhomogeneity in a compliant matrix. The stress
f22 exhibits a strong variation at the neighborhood of the vertex while remains a stable value
otherwise. The case of \ → 0 is still different from other cases due to a different singularity mode






Figure 4.5: Variation of normal stresses and eigenstrain field along the G2 axis in the range of
[−2, 1] (<) under a uniform far-field stress f022 = −1.5"%0: (a)f11 and (b) f22 for 
 = 0.10;
(c) Y∗11 and (d) Y
∗
22 for 
 = 0.10; (e)f11 and (f) f22 for   = 100; (g)Y∗11 and (h) Y
∗
22 for
  = 100
72
4.4 Result and discussion
The exact integral of Eshelby’s tensor for an uniform eigenstrain over a polygonal area [81]
provides a straightforward and robust description of stress singularity on the vertex. Our recent
work [42] extended the exact integral to polynomial eigenstrains, which make it feasible to solve
the inhomogeneity problems. This dissertation uses particle discretization to successfully solve the
elastic fields for triangular inhomogeneities with tailorable accuracy to the exact solution. In the
following, we use the method and formulation to investigate the properties of the two singularities
and their relationship with other stress singularities in the literature. The conclusions for the sin-
gularity on the vertex of a triangle can be generalized to polygonal inclusions or inhomogeneities
as well.
4.4.1 The mismatch eigenstrain distribution in the particle
Without loss of the generality, we investigate the singularity at the top vertex of an isosceles
triangular inhomogeneity with top angle \ and height ℎ embedded in an infinite domain  sub-
jected to a far field stress f0
8 9
as Fig.4.6(a) in the Cartesian Coordinate of G1 − G2 plane with the
origin at the top vertex. The equivalent inclusion problem is also shown in parallel in Fig. 4.6(b),
in which an eigenstrain on the particle is introduced to simulate the stiffness mismatch between
the inhomogeneity and matrix. If the stress equivalent condition in Eq. (3.13) is satisfied at each
position on the inhomogeneity, the equivalent inclusion problem provides the exact solution to
the inhomogeneity problem. Therefore the material singularity in a triangular inhomogeneity is
equivalent to the load singularity with a distributed eigenstrain loading on the subdomain.
Although the continuity of the eigenstrain inside the particle is guaranteed by the elastic equa-
tions in the continuum, due to the singularity of Eshelby’s tensor [81], the distribution of eigen-
strain in the neighborhood of the vertex is open for investigation. Section 4 has shown that the
inhomogeneity problem under three loads can be solved by EIM. Here we use the uniform far field
stress f0
8 9
as an example investigate the distribution of eigenstrain on the vertex. The proof can be
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Figure 4.6: Equivalent inclusion method for an inhomogeneity embedded in an infinite domain:
(a) an inhomogeneity embedded in a matrix is simulated by (b) an equivalent inclusion with an
eigenstrain




is singular at the vertex, the equation cannot be solved exactly at the vertex, which
may produce a misconception that the eigenstrain must approach the infinite at the vertex as well.
Following we can investigate the distribution of mismatch eigenstrain in the particle. In Fig. 4.6(b),
a tiny circular area ΩX with the radius of X and the center at x0 is introduced. The integral of Y′
:;
over ΩX can be written as,
∫
ΩX





















:;<= (x,x′) = −
1
2
[:8, 9 ; (x,x′) +  ;8, 9 : (x,x′)]08 9<=
=
1
8c(1 − a) |x-x′|2
[−(1 − 2a)X:;X<= + (1 − 2a) (X:<X;= + X:=X;<)
+ 2X:;=<== + 2(1 − 2a)X<==:=;
+ 2a(X:<===; + X;<===: + X:==<=; + X;==<=: ) − 8=:=;=<==]
(4.4)





(x′ − x0) is the Eshelby’s tensor for the small domain ΩX.
(X:;<= (x





8(1−a) (X:<X;= + X:=X;<), for x
′ ∈ (ΩX)
d2
8(1 − a) [(d
2 + 4a − 2)X:;X<= + (d2 − 4a + 2) (X:<X;= + X:=X;<)
+ 4(1 − d2)X:;=<== + 4(1 − 2a − d2)X<==:=;
+ 4(a − d2) (X:<===; + X;<===: + X:==<=; + X;==<=: )
+ 8(3d2 − 2)=:=;=<==], for x′ ∉ (ΩX)
(4.5)





|x′−x0 | with x replaced by the circle center at x
0 in Eq. (4.4). For
x′ ∈ (ΩX), Eshelby’s tensor is a constant, namely (2
:;<=
. For x′ ∉ (ΩX) or |x′ − x0 | > X, comparing
Eqs. (4.4) and (4.5), one can rewrite the Eshelby’s tensor as follows:
(X:;<= (x
′ − x0) = cX
2
2
:;<= (x′, x0) +
X4
8(1 − a) ( |x′ − x0 |)4
[X:;X<= + (X:<X;= + X:=X;<)
−4X:;=<== − 4X<==:=; − 4(X:<===; + X;<===: + X:==<=; + X;==<=: ) + 24=:=;=<==]
(4.6)
Here Eshelby’s tensor can evaluate the strain caused by a unit uniform eigenstrain over a source
domain, which is applicable to an arbitrary shape. It exhibits the following properties:
Lemma 1: Eshelby’s tensor S is dimensionless and its distribution depends on the shape of
source domain and relative location. The integral of Eshelby’s tensor of an inclusion over
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the inclusion itself is proportional to the area or the square of its length scale, referred to the
similar shape of inclusion with a unit area.
For example, the inhomogeneity with height ℎ and top angle \, its Eshelby’s tensor can be obtained
by mapping the value of Eshelby’s tensor of a unit triangle Ω1 with height ℎ1 and top angle \ (here
ℎ21 tan(\) = 1 for the unit triangle) to the above-mentioned triangle with a length scaling factor
ℎ/ℎ1. Therefore the stress distributions caused by the same eigenstrain on the similar triangles
exhibits the same value on the relative location referred to the unit triangle. This property can be
easily demonstrated by elliptical inclusion as well. For instance, the Eshelby’s tensor for a circular
integral domain obviously satisifies it as the Eshelby’s tensor is constant for any size of circle.
Because Eshelby’s tensor can be written in term of the potentials [42] as
(8 9 :; =
1
8c(1 − a) [Ψ,:;8 9 − 2aX:;Φ,8 9 − (1 − a) (X8;Φ, 9 : + X,8:Φ, 9 ; + X 9 ;Φ,8: + X 9 :Φ,8;)] (4.7)
Obviously, Eshelby’s tensor (:;<= is dimensionless. Through mapping the Eshelby’s tensor points
by points with the area scaling factor for 2D case, the integral of Eshelby’s tensor should be scaled
with (ℎ/ℎ1)2. For example, when a circular inclusion exhibits the constant Eshelby’s tensor in the
circle so the integral is directly proportional to the area. It can be extended to 3D case with the
cubic of length scale. The integral domain can be extended to other parts of integral areas or other
shape of inclusions as long as the mapping with the unit triangle remains.
Lemma 2: Although Eshelby’s tensor S may exhibit ln A singularity at the neighbor-
hood of an vertex, its integral over the inclusion is positive definite and bounded with 0 <∫
Ω
S(x′)3x′ < I, where the unit tensor :;<= = 12 (X:<X;= + X:=X;<).
This property can be confirmed by the simple fact: if the surrounding material of the triangle is
removed, the final strain will be exactly the eigenstrain and the integral any unit eigenstrain com-
ponent is the area. However, the surround material will constrain the strain, which makes the final
strain over the inclusion smaller with a ratio between 0 and 1. This property can be applicable to
arbitrary shapes of inclusions. For example of a circular inclusion, any component of the Eshelby’s
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tensor of S2 in Eq. (4.5) is less than 1, so that the integral obviously over a circle with a unit area





One can see 0 < S1 < I.
Lemma 3: The Eshelby’s tensor of an area formed by the complement of a large inclusion
including a small one is the difference of the Eshelby’s tensor of the larger triangle from the
smaller one. When two triangles share the same vertex and orientation with heights ℎ! > ℎ(,
the Eshelby’s tensor on the vertex of the complement is proportional to ln( ℎ!
ℎ(
).
This property can be proved by using the superposition of the larger triangle with the same
eigenstrain and the smaller triangle with the opposite eigenstrain. When two similar triangles
share the same vertex and orientation, the complement is an isoceles trapezoid. It may conclude
that the Eshelby’s tensor at the shared vertex is zero, but it is not true because the difference of
the two singularities cannot be defined. For example, replace the circle in Fig. 4.6(b) by a small
triangle with the top vertex at the origin and the height ℎX, define the Ω = Ω − ΩX, where Ω is a
quadrilateral area if X 0 0. The Eshelby’s tensor of Ω at the vertex or origin is written as








(_=): ([=); ([=)8 ([=) 9 − 2aX:; (_=)8 ([=) 9
− 4(1 − a) (X8: (_=) 9 ([=); + X8; (_=) 9 ([=): + X 9 : (_=)8 ([=); + X 9 ; (_=)8 ([=): )
] (4.9)
where, _= and [= are outward and directional vector of =Cℎ edge (excluding two parallel edges);
_1 = (− cos \2 , sin
\













Eq.(4.9) can be obtained by the superposition. The contribution of two parallel edges of the trape-
zoid cancels out themselves, therefore, the Eshelby’s tensor at the vertex is only related to the
Poisson’s ratio, angle \ and the ratio ℎ/ℎX.
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Moreover, the rule can be applicable to other shapes of inclusion as well. For example, when
one circle is embedded in another circle, the stress in the small circle caused by a uniform eigen-
strain in their complementary area is zero, which is the inverse of the Tanaka-Mori Theorem [33]
that the integral of stress or strain over the complementary area caused by any eigenstrain in the
small circle will be zero.
Now consider the eigenstrain distribution in the triangle in Fig. 4.6(b). First let ΩX ∈ Ω, so
that its center x0 cannot be either on the boundary or outside of Ω. The integral in Eq. (4.3) can be
written in two parts from ΩX and Ω with their areas indicated by X and . Because Eq. (1.3) is
supposed to be satisfied at every point on the triangle Ω, with the aid of Eq. (4.3), the integral of











′ − x0)Y∗<= (x′)3x′
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where X = cX2 is the area of ΩX, Δ8 9 :; = 18 9 :; −
0
8 9 :;
and Y<=∗X is the average eigenstrain of the
circle. The Eshelby’s tensor in the second term of the above equation is a constant, namely (2
:;<=
,
as the eigenstrain is within the circle. The third term is well defined because |x′ − x0 | > X in the
domain Ω. Due to the continuity of eigenstrain, Using the mean value theorem (MVT), Eq. (4.10)



















where Y∗<= is the eigenstrain a certain point in Ω. Using Eq. (4.6), when X → 0, the higher order






′ − x0)3x′ =
∫
Ω
:;<= (x′, x0)3x′ = (Ω:;<= (x
0) − (2:;<= (4.12)
where (Ω
:;<=
(x0) is the Eshelby’s tensor of the large triangle Ω at x0. Here Lemma 3 is used. For
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If x0 is far from the vertices, (Ω
:;<=







≠ 0. Therefore, the above equation can be solved. When x0 → x0, (Ω
:;<=
(x0) ∝
ln |x0 |. Notice that Y∗<= is withinΩ, but its location will also change with x0. Define its relationship
to Y8 9 ∗X as
Y8 9
∗X = '8 9<=Y
∗
<= (4.14)
Therefore, Eq. (4.13) can be rewritten as
Y∗X8 9 = −
[






8 9<= (x0) − (28 9<=)'−1<=:;
]−1
Y0:; (4.15)
If R is a definite tensor between 0 and∞, Eq. (4.15) will provide Y∗X
8 9
→ 0 because (Ω
8 9<=
(x0) →
∞, which makes R→ 0. Therefore, R can only be either 0 or∞:
(1) When R→ 0, Y∗X
8 9
→ 0 at 0 at a rate of 1ln |x0 | in the neighborhood of the vertex;
(2) When R→∞, Y∗X
8 9
→∞ at 0 at a rate of ln |x0 | in the neighborhood of the vertex.
Theorem: When an angular elastic inhomogeneity embedded in another elastic solid is
subject to an external load, the mismatch eigenstrain approaches either zero or the infinite
at a rate of 1ln A or ln A, respectively, which leads to the stress singularity up to ln
2 A.
Now consider a continuously distributed eigenstrain field with the singular eigenstrain in the
neighborhood of the vertex, namely ΩX, in Fig. 4.6(b) by moving the circle center x0 to 0. Based
on Lemma 3, the contribution of eigenstrain in Ω to the strain at the vertex decays in a loga-
rithmic scale, which is not singular, so that the singularity of elastic stress or strain will increase
proportionally only with the eigenstrain Y∗0<= in Ω
X. Because the Eshelby’s tensor exhibits a ln A
singularity, the stress at the vertex will exhibit a ln2 A singularity in case that the eigenstrain ap-
proach the infinite at a rate of ln A . It is still a weaker singularity than A−= with = > 0, but it is
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higher than the inclusion problem with a constant eigenstrain. It is illustrated in Fig. (4.8) and will
be discussed again later.









where x0 ∈ lX based on the MVT. For a weak singularity of the eigenstrain at the rate of ln A, the
integral over the ΩX is definite. When X → 0, one can obtain x0 → 0, so that the contribution of
the singular eigenstrain at the vertex decays at the rate of 1
A2
based on the definition of :;<= in
Eq. (4.4). Therefore, although the value of eigenstrain on the vertex is not defined, its effect to the
overall solution is minimal as illustrated in Fig. (3.7).
Moreover, the term with Δ−1
:;8 9
in Eq. (4.15) plays a unique role on the solution for eigen-
strain in the neighborhood of the vertex. When the stiffness of the inhomogeneity becomes the
same as the matrix, Δ−1
:;8 9
→ ∞, so that the mismatch eigenstrain is always zero because of no
material mismatch. When the material approaches perfectly rigid, this term becomes zero. When
the inhomogeneity is very compliant, it approaches −I. It will affect the numerical stability in the
calculation as seen in Fig. (4.5).
Notice that this stress singularity level of ln2 A is lower than the classic crack at the order
of 1/
√
A measured by the stress intensity factor, which can, however, be obtained by the present
method taking the limit of \ = 0 and 1
8 9 :;
= 0. Subsection 5.3 will demonstrate it as well. There-
fore, eigenstrain and its distribution at the neighborhood of the vertex can serve the measurement
of stress singularity which is similar to the stress intensity factor for cracks. As many researchers
found difficulties to use 1/
√
x′ to explain the size effect with fracture strength [130], the stress
singularity of ln2 |x′| may shed some lights on the size effect of materials. Following the example
in the last Section, the eigenstrain contour lines are shown in Figure (4.7) for \ = c3 under three
types of the loads.
Here the mismatch eigenstrain is triggered by the load. Under the body force on the inhomo-





Figure 4.7: Contour plot of the eigenstrain field inside the triangular subdomain. (a) Y∗11 and (b)
Y∗22 caused by the body force 12 = 1"%0; (c) Y
∗
11 and (d) Y
∗
BB caused by the prescribed uniform
thermal strain n8 9 = 24 × 10−5, and; (e) Y∗11 and (f) Y
∗
22 caused by the uniform far-field stress
f022 = −1.5"%0
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(4.7a) and (4.7b). The mismatch eigenstrain caused by prescribed strain field increase from the
top to the bottom. For the load case of a uniform far field stress, the eigenstrain is in the range of
1.364× 10−6-9.674× 10−6 and exhibits higher variation in the neighborhood of vertexes, in which
a denser mesh can be used in particle discretization for higher accuracy.
Through the EIM, the material singularity can be evaluated by the load singularity with an
eigenstrain, which depends on the loading condition, particle geometry, and material mismatch.
The material singularity follows the inclusion problem with the superposition of the singularity
caused by the prescribed eigenstrain and body force and the singularity caused by the mismatch
eigenstrain. Therefore, the mismatch eigenstrain is the key factor for material singularity. In the
following, we focus on the uniform far field stress to investigate the material singularity.
4.4.2 Stress singularity changing with top angle
In Section 3, the displacement and stress distributions for different values of \ for the inclusion
problem have been illustrated in Fig. (4.2) and for the inhomogeneity problem in Fig. (4.5),
respectively. With the decrease of \, the singularity pattern changes. Particularly, when \ → 0,
another level of singularity shows up.
Fig. (4.8) compares the stresses of f11 and f22 and the eigenstrains of Y∗11 and Y
∗
22 distribution
along the G2 axis with the logarithm scale in the neighborhood of the vertex for a steel plate (stiff-
ness C0 containing: (i) an aluminium, (ii) a compliant (0.10
8 9 :;
), and (iii)a stiff (100
8 9 :;
) particle
under a far-field stress f011 = 1.5"%0, respectively. Two angles of \ = 0.025c and \ = 0.25c
are demonstrated. For the stress distribution, to illustrate the stress singularity changing with G2,
the logarithm scale of G2 is used. In Figs. (4.8a) and (4.8b), with the increase of the stiffness of
the inhomogeneity, the stress f11 reduces because the stiffer inhomogeneity takes more load in
general, so the stress outside is relaxed. When the angle is smaller, the stress level becomes lower.
The stress f22 is much lower than f11 as it is perpendicular to the load direction. When the particle
stiffness changes from a softer to a stiffer one, f22 changes from tensile to compressive stress. In
the logarithmic scale, most stress curves exhibit an increasing slope toward the origin, which show
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a stress singularity higher than ln A . It confirms the ln2 A singularity in the Theorem.
Figs. (4.8c)-(4.8b) show the stress and eigenstrain distribution along G2 within the particle. The
eigenstrain distribution depends on the stiffness ratio. When the particle is stiffer than the matrix,
Y∗11 is negative but Y
∗
22 is positive. As discussed before, although the stress equivalence cannot
be exactly established at the vertex or boundary, the overall trend of eigenstrain is approximately
linear in the logarithmic scale for its ln A singularity. When the particle is more compliant, the
eigenstrain Y∗11 exhibits a higher value. However, when \ = 0.025c, the eigenstrain’s variation
is fairly different from the case of \ = 0.25c at the neighborhood of the vertex, which will be
discussed in the next section. The stress distribution within the particle significantly changes with
the particle stiffness. For the rigid particle, f11 decreases toward the vertex; whereas the compliant
particle exhibits a larger f11.
Notice that the eigenstrain at the vertex is independent from the particle size but changes with
the stiffness and shape. When \ → 0, the material in the inhomogeneity becomes an interface.
If 1
8 9 :;
= 0, the case becomes a crack in fracture analysis, which will be discussed in the next
subsection.
4.4.3 Stress singularities for the extreme cases at top angle approaching zero and height
approaching zero
Section 4.2 shows that no stress singularity exists for a body force distributed in a triangular
area. When \ → 0, the case is corresponding to a surface force or eigenstrain distributed along a
line along the G2 axis with the ending points at the origin $ (0, 0) and (0,−ℎ). The body force
and eigenstrain can be written as
18 (x) = 109X(G1) [ (G2 + ℎ) −  (G2)]
Y∗8 9= 9 (x) = 4∗8 X(G1) [ (G2 + ℎ) −  (G2)]
(4.17)
where = 9 = (1, 0) is the normal vector of the line, X(G1) is the one-dimentional Dirac Delta func-





Figure 4.8: Variation of normal stresses and eigenstrain field along the G2 under uniform far-field
stress f011 = 1.5"%0; (a) f11 and (b) f22 normal stresses in ln G2 of the range [
1
120 , 1]<; (c)
f11 and (d) f22 norma stresses and (e) Y∗11 and (f) Y
∗
22 eigenstrain field in ln(−G2) of the range
[−1,− 1120 ]< within the particle
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eigenstrain component. In this case, the two eigenstrain components are Y∗11 and Y
∗
21, which shows
the displacement discontinuities cross the line of $. Using the two discontinuity functions, the
integrals can be conducted in the same fashion as before, which essentially changes the area in-
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For the case of uniform body force, the stress depends on Φ,8 and Ψ,8 9 : , so it exhibits a sin-
gularity at ln A. For the case of a uniform eigenstrain on the line, the stress or Eshelby’s tensor
exhibits a singularity of 1/A, which is however not physical because the crack should be closed at
the crack tip. The eigenstrain is convergent to zero at:







is the coefficient of eigenstrain to approach zero at the neighborhood of the vertex [33],
which can also been observed in Fig. (4.8c) and Fig.(4.8d). Therefore, the actual stress singularity
eventually is at the level of 1/
√
A.
Notice that based on equilibrium equation, the elastic field caused by the source of body force
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exhibits one order lower than the Eshelby’s tensor by the source of eigenstrain. Because the eigen-
strain approaches zero, it changes the level of stress singularity by 1/2. When the stiffness of the
line is different from zero, the eigenstrain can be calculated in the same fashion. Therefore, the
eigenstrain value measures the singularity level. When it is zero,  4
8
in Eq. (4.20) measured the
lower level of singularity.
Although the distributed body force shrinks to a line is clearly equivalent to a surface force on
the inclusion problem, the physical meaning of the eigenstrain is not straightforward as the line is
equivalent to an interface without a bulk volume/area. However, one can imagine the interface as
a material with a thickness C → 0, so that the eigenstrain can still be calculated with the present
method. For example, when the interfacial material exhibits a zero stiffness, the inhomogeneity
becomes a physical crack and a displacement discontinuity along the two sides of the interface
will be induced. Using other stiffness, this model can be used to evaluate to interfacial strength.
Obviously a strong interface will improve the overall material strength compared with the pure
bulk materials [131].
Therefore, when \ → 0, although the eigenstrain follows the same fashion with other \ values,
the stress singularity level changes at \ = 0. When the 3D problems are studied, the concept of
eigenstrain can be similarly used but the stress singularity level will be different.
When the height of the triangle ℎ also approaches zero, the line distributed force reduces to a
point force %8X(x). Here X(x) is the Dirac delta in the 2D space. The potentials caused by a unit
point force at $ (0, 0) are written as:
Φ(x) = ln |x|2 (4.21)
and




The stress caused by a point force 1 9 shows a singularity at 1/A . In the 3D domain, the point
force in 2D domain is equivalent to a line distributed force in G3 [118]. If the force is further shrink
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Table 4.1: Summary of the stress singularity levels for load singularity and materials singularity at
a vertex
Problems Uniform Force Uniform Eigenstrain Material inhomogeneity
2D triangle No Singularity ln A ln2 A
2D line ln A A−1 A− 12
2D point A−1 A−2 Not Applicable
3D point A−2 A−3 Not Applicable
to a point in the 3D domain, the displacement is reduced to the Kelvin solution [115], which is
corresponding to a stress singularity at 1
A2
. For eigenstrain on a point, we can assume
Y∗8 9 = (X8 9X(x) (4.23)
where Mura’s index notation [33] is used for anisotropic normal strains, and ( show eigenstrain
intensity in the 8 direction. Currently no physical model exists yet. However, we can clearly see
the stress singularity level at 1
A2
for a 2D domain and 1
A3
for a 3D domain, which is corresponding
to forces from one point to all directions to expand the point to a volume.
In summary, using the solution for a triangular inhomogeneity, this method provides a harmonic
description of stress singularities for different scenarios shown in Table. 4.1,
1. For inclusion problems with an uniform eigenstrain on the triangular area, a load singularity
is caused by an eigenstrain on the vertex at the order of ln A. The body force or higher order
eigenstrains do not produce singularity.
2. For inhomogeneity problems, all loads will produce a material singularity, which leads to
an eigenstrain with a ln A singularity at the vertex. The stress exhibits a singularity at the order of
ln2 A measured by eigenstrain value at the vertex.
3. When \ → 0, the singularity at the vertex caused by a uniform eigenstrain is 1/A. The
mismatch eigenstrain distribution approach
√




4. When \ → 0, the body force is reduced to a line surface force. The stress singularity is at
the order of ln A.
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5. When \ → 0 and ℎ→ 0, the body force is reduced to a point force, and the stress singularity
is at the order of 1/A in the 2D problem and 1/A2 in the 2D problem. A nonphysical eigenstrain on
the vertex leads to singularity orders of 1/A2 and 1/A3 for 2D and 3D problems respective.
4.5 Conclusions
The material difference is simulated by a mismatch eigenstrain, which is continuously dis-
tributed in the triangular subdomain even though a ln A singularity exists in the neighborhood of
the vertex. Because the integral of eigenstrain in the neighborhood of the weak singularity is finite,
and its influence decays at a rate of 1
A2
, although the numerical error always exists on the vertex,
its influence zone is minimal and a small number of elements in the particle discretization can
provide high-fidelity results of the elastic fields. The load singularity and material singularity are
investigated and both of them can be measured by the eigenstrain value or its variation rate on the
vertex. Because the exact integral of Eshelby’s tensors is used, the EIM provides a straightforward
and robust evaluation of stress singularity with excellent numerical stability and simplicity. By
changing the top angle and height of the triangle, the method can be extended to the cases of a
crack or point force.
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Chapter 5: The inclusion-based boundary element method for virtual
experiments and cross-scale modeling of ellipsoidal / elliptical particulate
composites
In this chapter, the inclusion-based boundary element method (iBEM) is introduced to calculate
the elastic fields and effective moduli of a composites containing ellipsoidal / elliptical particles
for both 2D and 3D problems. Considering a finite bounded with many inclusions, the isotropic
Green’s function has been applied to obtain the elastic fields caused by source fields on inclusion
domains and applied loads on the boundary. Thanks to the EIM and explicit domain integrals of
ellipsoidal / elliptical shaped inclusions, no mesh is needed for particles and matrix, except the
boundary, which enables the possibility for virtual experiments with large number of particles with
various dimensions. The simulation results have been verified with the finite element analysis for a
single particle, particle-boundary interactions and multiple particle interactions. Parametric study
of accuracy on stress field for uniform, linear and quadratic eigenstrain fields was performed and
case studies have been presented to demonstrate the capability of iBEM for virtual experiments of
composites.
5.1 Overview
In Section 1.1, the limitations of several micromechanics models and numerical methods are
illustrated, such as ignorance of boundary effects and excessive requirement of computational
resources, which will not be repeated here. Following Song’s initial work [132, 133], in this
section, the algorithm of iBEM for isotropic elastic composites is proposed for both 2D and 3D
problems. Although the method is applicable to other shape of particles, as illustration, this chapter
only includes spheres for 3D and circular cylinders for 2D. To extend the study to ellipsoid or
89
elliptical cylinder, one could follow Moschovidis and Mura’s work [38] through changing the
integral formulae in the Appendix A.
In the following, Section 5.2 presents the general problem as the prescribed boundary condi-
tions with finite number of inhomogeneities in both 2D and 3D. Subsequently, Section 5.3 extends
the inclusion problem from the infinite space (in Section 2.2) to bounded domain, which involves
the boundary integral equations and domain integral of Green’s function. In Section 5.4, numerical
simulation with different order of accuracy (uniform, linear and quadratic expansion terms) results
are compared with FEM for both 2D and 3D problems. In Section 5.5, some parametric studies are
presented on the effective moduli of the RVE about the inhomogeneity volume fraction, number
of inhomogeneities under the same volume fraction, size gradation, etc. Using the iBEM virtual
experiments some size-dependent and microstructural material behavior are discovered.
5.2 Problem statement
Consider a domain D containing multiple inhomogeneities subjected to prescribed boundary
conditions shown in Fig. 5.1, where C8 and D8 stand for stress and displacement vectors on the
boundary, respectively. Two assumptions are made: (i) the material of each phase could be con-
sidered as an isotropic solid [134, 132]; (ii) perfect interfaces between the matrix D − Ω and
inhomogeneities without any debonding [135]. In below, ` and a denote the shear modulus and
Poisson ratio. Notice that the Lamé constants of _ and ` are often used as well to replace a and
` with _ = 2`a1−2a for an isotropic elastic material. The superscript I on `
 , a denotes the ma-
terial domains, say  = 0, 1, 2, 3... representing the matrix for  = 0, and inhomogeneities Ω







1−2a X8 9X:; + `
 (X8:X 9 ; + X8;X 9 : ). For the perfectly bounded interface, the continuity of
displacement and surface traction is required by Eq. (5.1),
f+8 9 (x)=+9 (x) = f−8 9 (x)=−9 (x) on mΩ
D+8 (x) = D−8 (x) on mΩ
(5.1)
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Figure 5.1: Schematic illustration of multiple inhomogeneities embedded in a domain D with
prescribed boundary conditions
where Ω stands for the  Cℎ inhomogeneity domain with mΩ being the interface; the super-
scripts +,− represent the outer and inner surface of the interface, respectively; = 9 is the surface
normal vector. Therefore, a boundary value problem has been formed with elastic governing equa-
tions on particle and matrix domains and boundary conditions as well as the above interface conti-
nuity equations. In most cases, the inhomogeneities exhibit non-zero stiffness. When they become
voids, however, the interface becomes a free surface. Although it can still be considered as an in-
homogeneity with zero stiffness, extra attention should be paid to address the impotent eigenstrain
problem [33] when the applied load is in a polynomial form.
5.3 Formulation of inclusion-based boundary element method
5.3.1 Boundary element method for elasticity problem
Consider a domain D with a homogeneous material subjected to prescribed displacements D8
and surface tractions C8. Based on the fundamental solution, the displacement vector at an arbitrary
point x located inside D could be expressed by the boundary integral equations (BIE) [22],
D8 (x) = −
∫
mDC
)8 9 (r)D 9 (x′)3x′ +
∫
mDD
8 9 (r)C 9 (x′)3x′ (5.2)
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where the vector r = x - x′; 8 9 (r) is the fundamental solution of elasticity problem, which pro-
vides 8Cℎ displacement at point x due to a unit point force at point x′ in the 9 Cℎ direction. And )8 9 (r)
is the surface traction tensor, which could be written in terms of 8 9 and surface normal vector n
as )8 9 (r) =
8<:; (: 9,;+; 9 ,: )
2 =<.
In order to obtain the numerical solution of the boundary value problem, shape functions #?@
are introduced to discretize the surface tractions and displacements on mD as C? = #?@C4@, D? =
#?@D
4
@, respectively [22], where the superscript 4 represents the tractions, displacements are the
nodal value of element 4. Since the nodal values are constant, the discretization of BIE could be












where 8 9 =
∫
(4
)<8 (r)#< 9 (x) 3( and *8 9 =
∫
(4
*<8 (r)#< 9 (x) 3(; # is the number of elements.
By assemblying the local BIE equations into a global linear equation system, the problem can
be eventually solved. Since the fundamental solution is for a homogeneous domain, it cannot
be directly applied to the problem described in the previous section unless the mesh of mΩ8 is
provided and equations like Eq.(5.1) are implemented into the matrix. Beer [22] and Gaul[21]
have proposed an algorithm for this case. However, the mesh of multiple inhomogeneities will
result in large increase of the number of equations, which causes computational inefficiency. In the
following sections, iBEM treats the inhomogeneities as the same matrix material but with series
eigenstrain to represent the material mismatch.
For an isotropic material, the fundamental solution of 3D elasticity problem is written as the
following:
8 9 (r) =
1
16c`(1 − a) [(3 − 4a)
1
|r| +
(G8 − G′8) (G 9 − G′9 )
|r|3
]
)8 9 (r) =
1
8c(1 − a) |r|2
[(1 − 2a)X8 9 + 3A,8A, 9
A:=:
|r| − (1 − 2a) (1 − X8 9 ) (=,8A,8 − =,8A, 9 )]
(5.4)
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For the 2D case, the fundamental solution in G1 − G2 plane can be obtained by integrating the
Eq.(5.4) with respect to the third axis G3 by considering a uniformly distributed-line load applied
along the G3 axis. Therefore, the fundamental solution is further reduced to a plane strain problem.
Using the Hadamard regularization of the finite-part integral [43], one can write
8 9 (r) =
1
8c`(1 − a) [−(3 − 4a);=|r| + A,8A, 9 ]
)8 9 (r) =
1
4c(1 − a) |r|2
[(1 − 2a)X8 9 + 2A,8A, 9
A:=:
|r| − (1 − 2a) (1 − X8 9 ) (= 9A,8 − =8A, 9 )]
(5.5)
5.3.2 Inclusion problem for a bounded domain
In Section 2.2, the inclusion problem for an infinite domain in proposed that the elastic fields is
obtained through the domain integral of fundamental solutions over the subdomains. This section
extends the formulation to a bounded domain by superposing the boundary conditions (BIE). In
Section 5.2, one domain D containing = inclusions, Ω8 (8 = 1, 2, ..., =), with a certain eigenstrain
n∗
8 9
under prescribed boundary condition of D8 and C8, is presented. The combination of the tradi-
tional BEM of Eq.(5.2) and the eigenstrain field of Eq.(2.4) provides the displacement field inside
the D as,


























According to the compatibility law, the strain field at point x could be derived through taking
derivatives with repect to G8 and G<, respectively,



























where, (8 9 :; , (8 9 :; ? and (8 9 :; ?@ are Eshelby’s tensor for uniform, linear and quadratic eigenstrain












()=8,< (r) + )=<,8 (r))#= 9 (x′)3B(x′) (5.9)
5.3.3 Equivalent inclusion method for a bounded Domain
In the previous section, the displacement and strain field of any internal point x caused by the
loads on the boundary and eigenstrain on the inclusions is expressed through combination of BIE
and Eshelby’s tensor on the polynomial form of eigenstrains. The material mismatch between an
inhomogeneity, say Ω , and the matrix can be simulated by an eigenstrain on the domain, which
is called an inclusion [33]. As mentioned in Section 3.2, a higher order of the polynomial-form
eigenstrain usually provides higher accuracy of the field. The eigenstrain polynomials are con-






on each inhomogeneity, since in the inhomogeneities,
the eigenstrains shows the mismatch of the material properties under certain boundary condition.
Following Eshelby’s equivalent inclusion method (EIM) [5], the eigenstrain must satisfy the stress
equivalence between the actual inhomogeneity and the simulated inclusion. With the local coordi-
nate origin setting on the center of the inhomogeneity, the constant, linear, and quandratic terms of
eigenstrain should satisfy:
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where the superscript 0 and  represents the material phase in the composite. The Y1
:;
is the strain
field caused by the load on the boundary and Y′
:;
is the disturbed strain field caused by the eigen-
strain. For a single inhomogeneity in the infinite matrix, Y′
:;
= (:;8 9 : Y∗8 9 on the inhomogeneity
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with a constant eigenstrain. The EIM equations could be directly added into the linear system of
BEM global matrix as follows,




































. Similarly, the linear and quadratic EIM equations could be adjusted
as,





























:;A = 0 (5.14)































:;FA) = 0 (5.15)
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The assembly of the equations on the boundary points and inhomogeneities provide the global
iBEM equation system as follows:

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where B is a diagonal matrix to deal with the singularity of the boundary integral that the field
point and source point are overlapped. The strong singularity O(A−2) can be evaluated by the
Cauchy principal value, but it is hard to implement numerically. Using the concept of the rigid
body motion [132, 22], the diagonal components of B can be calculated as B  =
∑##
=1,≠  .
The rank of the matrix are marked under itself. Here ## is the total degree of freedom of the
boundary elements associated with the boundary nodes; # is the total number of eigenstrain
components at different level of accuracy for all inhomogeneities. The interactions between the
 Cℎ inhomogeneneity and boundary are introduced by the tensor 6 . The superscript of  represents
the order of partial derivatives at the  Cℎ inhomogeneity, and the superscripts of 0, 1, 2 represent the
uniform, linear and quadratic terms corresponding to the eigenstrains, which follows Eqs.(5.13 -
5.15). Through solving the linear equation system, the unknowns on the boundary points and
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eigenstrain on inhomogeneities can be obtained. Therefore, the displacement and strain field could
be explicitly calculated through Eqs.(5.6) and (5.7). The stress field could be further solved by the
constitutive law.
5.4 Numerical verification of iBEM
The above-mentioned algorithm has been implemented in the software package of iBEM to
solve problems with prescribed boundary conditions. In order to verify the algorithm and the ac-
curacy of eigenstrain expansion with different order (0, 1, 2), a numerical study with Neumann and
Dirichlet boundary conditions was set up. In general, higher order expansion of eigenstrain would
improve the coverage of the field when the inhomogeneities is close to the boundary and there exist
interactions between inhomogeneities. In the following subsections, the stress fields solved by the
present iBEM were compared with the FEM results. Since the ordinary EIM proposed by Eshelby
was proved to be accurate in the infinite space, the comparison focused on close inhomogeneities’
interactions and inhomogeneity-boundary interactions. The boundary conditions in the entire sec-
tion are, (1) the top surface(3D) / line(2D) is subjected to a uniform downward pressure 104 %0;
(2) the side surfaces(3D) / lines(2D) are free, and; (3) the displacements of bottom surface(3D) /
line (2D) are constrained at zero. The elastic properties for the matrix material are, 0 = 106%0 for
young’s modulus and a0 = 0.25 for the Poisson ratio. The comparisons are shown in Figs. 5.3-5.5.
In all the virtual experiments, the boundary mesh (line, surface) keeps the same: (i) For 2D line
mesh, the 3-node quadratic element is selected, and the numbers of nodes and elements are 400
and 200, respectively; (ii) For 3D surface mesh, the 4 - node quadrilateral element is selected, and
the numbers of nodes and elements are 1178 and 1176, respectively.
5.4.1 One inhomogeneity-boundary interaction
Shown in Fig. 5.2, one inhomogeneity (sphere, circle) with radius 0 = 0.05< is placed at the
center plane/line of the solid body with a distance 0.50 to the bottom boundary for 3D and 2D case
respectively. As for the inhomogeneities, both stiffer (  = 2 × 106%0 and a = 0.25) and softer
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(a) Inhomogeneity-boundary interaction (b) Inhomogeneity at centroid
Figure 5.2: Geometry and boundary conditions for inhomogeneity-boundary interaction and inho-
mogeneity at centroid
(   = 1 × 105%0 and a  = 0.25) material properties are considered. The results for both 2D and
3D are illustrated in Figs. 5.3 and 5.4. (i) For 2D surface mesh, the 4 - node quadrilateral element
is selected, and the numbers of nodes and elements are 132142 and 43789, respectivly. (ii) For 3D
volume mesh, the 4 - node tetrahedral element is selected, and the numbers of nodes and elements
are 1607282 and 1179599, respectively. For all cases, the curves for iBEM-quadratic case agree
well with the FEM results in two normal stress f11, f22 along the vertical center line. Although
for stiffer inhomogeneity case, the linear and uniform cases also provide good results, for softer
inhomogeneity case, the difference becomes considerable, particularly for the region close to the
inhomogeneity itself or the bottom boundary. Relatively, the linear expansion is acceptable if the
computational cost is considered. The 2D and 3D results show similar comparisons.
When the inhomogeneity is moved to the center, Fig. 5.5 show the stress comparisons again.
Since the distance to the boundary is comparatively large to the radius, the boundary effect of the
loading produces little influence on the stress field around the inhomogeneity. Thus, all of the
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(a) Stiffer inhomogeneity-boundary interaction (b) Softer inhomogeneity-boundary interaction
Figure 5.3: Comparison of the stress distribution along G2 between FEM and iBEM (3 levels of
accuracy) on inhomogeneity-boundary interaction for 2D case
(a) Stiffer inhomogeneity-boundary interaction (b) Softer inhomogeneity-boundary interaction
Figure 5.4: Comparison of the stress distribution along G3 between FEM and iBEM (3 levels of
accuracy) on inhomogeneity-boundary interaction for 3D case
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(a) Softer inhomogneity at centroid for 2D (b) Softer inhomogneity at centroid for 3D
Figure 5.5: Comparison of the stress distribution along G2(2D) or G3(3D) between FEM and iBEM
(3 levels of accuracy) on inhomogeneity at centroid for 2D case
3 orders of expansion (uniform, linear and quadratic) exhibit similar results. If we assume the
ratio of inhomogeneity radius and its distance to the boundary is large enough, then the loading
could be regarded as far loading and a uniform eigenstrain will be induced according to Eshelby’s
conclusion. In general, the variation of the stress field in a circular or spherical inhomogeneity is
small, so a uniform or linear eigenstrain may produce acceptable accuracy. However, when the in-
homogeneity is close to the boundary or another inhomogeneity, the variation can be considerable.
Particularly when the inhomogeneity is softer than the matrix. Therefore, the quadratic eigenstrain
can provide higher accuracy. In the following, the particle interaction is considered.
5.4.2 Numerical verification with FEM of inhomogeneity interactions
Besides the inhomogeneity-boundary interaction, another important issue is the interactions
between inhomogeneities, especially when they are close, which is very common for particulate
composites. Firstly, the stress field of two stiffer inhomogeneities with radius 0 = 0.05<, under
the same boundary conditions shown in Fig. 5.2. Along with the numerical comparison,shown
in Fig. (5.6-5.11), the two inhomogeneities were placed as top-down and side-by-side positions.
Instead of specifying the distance, the ratio of radius to the distance to the boundary and the ratio
of radius to the distance between two inhomogeneities are selected as 1.5, 2 for top-down case
and 1, 1.5 for side-by-side case. (i) For 2D surface mesh, the 4 - node quadrilateral element is
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selected, and the numbers of nodes and elements are 151295 and 50172, respectively. (ii) For 3D
volume mesh, the 4 - node tetrahedral element is selected, and the numbers of nodes and elements
are 1719570 and 1263575, respectively. (for side-side and top-down case, the mesh are similar,
thus only showing the numbers of top-down case.)
Secondly, adjust the radius one of the inhomogeneities to be 0.10. In that case, to generate
the good-conditioned volume / area mesh, dramatic increase of degree of freedom (DOF) in FEM
is required, since the dimension of the inhomogeneities is relatively small, which requires much
more refined elements to catch the geometry for accuracy. (i) For 2D surface mesh, the 4 - node
quadrilateral element is selected, and the numbers of nodes and elements are 364319 and 121008,
respectively. (ii) For 3D volume mesh, the 4 - node tetrahedral element is selected, and the numbers
of nodes and elements are 1737524 and 1276973, respectively. (for side-side and top-down case,
the mesh are similar, thus only showing the numbers of top-down case.)
Thirdly, shown in Fig.(5.12), 7 inhomogeneities with radius 0 = 0.05 were placed around
the center of the block domain, and the ratio of radius to the distances between neighbor inhomo-
geneities are selected as 1.5. The domain mesh in FEM: the 4 - node tetrahedral element is selected,
and the numbers of nodes and elements are 1467304 and 1074979, respectively. Two normal stress
fGG ,fHH or fII were compared and the difference between "quadratic term" and FEM was very
small. The other two cases with uniform term and linear term approached the FEM results in gen-
eral, but they cannot capture some extreme points in the curve. Since the stress field was observed
along the center line, the middle point in the curve has the shortest distance, which exhibits largest
difference between those two curves. Hence, if the inhomogeneities interaction does not dominate,
"uniform" and "linear" term could still provide good results compared with FEM. The 3D cases
exhibit higher variation for the stress distribution compared with the 2D alternatives. The iBEM
can capture particle-particle interaction and particle-boundary interaction accurately for difference
size of particles with the same computational cost.
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(a) Equal-sized inhomogeneities (b) Large(A = 0) and small(A = 0.10) inhomogeneities
Figure 5.6: Comparison of the stress distribution along G2 between FEM and iBEM (3 levels of
accuracy) on top-down inhomogeneity interaction case for 2D
(a) Equal-sized inhomogeneities (b) Large(A = 0) and small(A = 0.10) inhomogeneities
Figure 5.7: Comparison of the stress distribution along G3 between FEM and iBEM (3 levels of
accuracy) on top-down inhomogeneity interaction case for 3D
(a) Equal-sized inhomogeneities (b) Large(A = 0) and small(A = 0.10) inhomogeneities
Figure 5.8: Comparison of the stress distribution along G1 between FEM and iBEM (3 levels of
accuracy) on side-by-side inhomogeneity interaction case for 2D
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(a) Equal-sized inhomogeneities (b) Large(A = 0) and small(A = 0.10) inhomogeneities
Figure 5.9: Comparison of the stress distribution along G2 between FEM and iBEM (3 levels of
accuracy) on side-by-side inhomogeneity interaction case for 2D
(a) Equal-sized inhomogeneities (b) Large(A = 0) and small(A = 0.10) inhomogeneities
Figure 5.10: Comparison of the stress distribution along G1 between FEM and iBEM (3 levels of
accuracy) on side-by-side inhomogeneity interaction case for 3D
(a) Equal-sized inhomogeneities (b) Large(A = 0) and small(A = 0.10) inhomogeneities
Figure 5.11: Comparison of the stress distribution along G3 between FEM and iBEM (3 levels of
accuracy) on side-by-side inhomogeneity interaction case for 3D
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Figure 5.12: Comparison of the stress distribution along G1 between FEM and iBEM (3 levels of
accuracy) on 7 inhomogeneity interaction case for 3D
5.5 Parametric study
5.5.1 Effective modulus under periodic boundary condition
To consider the effective mateiral properties of a composite, PBC is a common approach using
a unit cell to represent the microstructure features. For example of a 2D problem, the constraint
equations of displacements and surface tractions(stress)can be written as Eq.(5.17),
D)8 = D

8 + ¯YHH;H, D'8 = D!8 + ¯YGG;G
f)8 9 = f

8 9 , f
'




where, ), , ', ! represents the top, bottom, right, left line of the square and ¯n8 9 is macro-averaged
strain. ;G , ;H are the length of the square in horizontal and vertical directions. However, the bound-
ary conditions in Eq.(5.17) cannot be directly integrated into the iBEM global matrix, since they
are constraint equations not prescribed displacements or surface traction [136]. The boundary con-
straint equations increases the size of the linear equation system (5.16), which leads to a higher de-
mand in computation resources. In order to implement the aforementioned PBC in iBEM without
increasing the size of the global matrix, the constraint equations are employed to reduce unknowns
as below, which combines the coefficients of constrained quantities, such as quantities at left/right
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edges or top/bottom edges, as follows
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where, the superscript 5 and  represents the expansion order of eigenstrain and the  Cℎ inhomo-
geneity, respectively. Eq. (5.18) is derived from Eq. (5.16) that, the constraint equations are all
applied to combine coefficients of (right/left, top/bottom) unknown quantities.
However, close attention should be paid to address the corner nodes or edge nodes in 3D
problems on the boundary as they are subjected to more than 1 of constraint equations because
they exhibit periodic feature in different directions. For example, for a 2D problem with four
corner points, assigning the displacements for 1 corner node, then the displacements at the other
3 corner nodes are known, which makes the number of unknowns less than the original iBEM. A
least square solver could address the issue [19], while it requires to assign displacement at least to
one node. The treatment in Eq. (5.18) avoid the problem by keeping the number of the equations
and unknowns.
Virtual experiments are conducted for periodic particulate composites. The matrix material
properties remains the same as Section. 5.4 and the corresponding stiffer inhomogeneity is applied,
i.e (0 = 1× 106%0 and a0 = 0.25,   = 2× 106%0 and a = 0.25). For the convenience of virtual
experiments, the macro-averaged strain is ¯YGG = −0.01 for both 2D and 3D cases with all other




Figure 5.13: Effective modulus with variation of volume fraction of inhomogeneity located at the
centroid
composite body and through changing the volume fraction from 5% towards 40%. According to the
surface tractions on the boundary, the effective young’s modulus and Poisson’s ratio are calculated
and shown in Fig. 5.13. The effective Poisson’s ratio is evaluated by the average surface traction
through applying the Green’s theorem, a = fHH
fHH+fGG . With the increase of the volume fraction, the
effective Young’s modulus increases and the Poisson ratio decrease. Notice that although both the
matrix and inhomogeneity exhibit the same Poisson ratio, the effective Poisson ratio reduces with
the volume fraction of stiffer particles.
Both 2D and 3D provide the similar trend but the 3D results of Young’s moduli are slightly
higher than the 2D case. The 3D virtual experimental results are compared the Mori-Tanaka model
and the dilute model. Because no particle interaction is considered, it provides the lowest pre-
diction of the effective Young’s modulus; the Mori-Tanaka model addresses the effect of particle
interaction, and it gives a better prediction; whereas the current method with PBC provides the
highest prediction, which is consistent with the comparison in the literature [33, 2].
5.5.2 Effect of Number of Inhomogeneities on Effective Modulus
In previous section, the effective modulus has been obtained under PBC with one inhomo-
geneity embedded at the centroid. In this section, the effect of number of inhomogeneities will be
investigated through keeping the same volume fraction 40% with a uniform spatial distribution.
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(a) 2D case (b) 3D case
Figure 5.14: Effective modulus of same volume fraction and different number of inhomogeneities
Considering boundary effect, in contrast to the PBC, the boundary conditions were set to be a
standard uni-axial loading test with fGG = −104%0. For 2D case, 9, 49, 100, 400, 900 equal-sized
inhomogeneities will be uniformly distributed in the composites in the simple square lattice, while
for 3D case, 8, 64, 125, 512, 1000, 3375 in the simple cubic lattice will be added. For both 3D and
2D cases, with the increase of the inhomogeneities, the effective Young’s modulus increases and
Poisson ratio decreases, which shows the same trend of adding more stiffer components into a
matrix. Shown in Fig. 5.14a, the differences in 9 and 900 cases are 1.07% and 1.42% for effective
young’s modulus and Poisson ratio, respectively. Similarly, for 3D test, the differences are 2.27%
and 2.55% for effective Young’s modulus and Poisson ratio between 8 and 3375 cases. Compared
with the Mori-Tanaka model in Fig.(5.13b), the differences between the virtual experiment(3375
particles) and micromechanical model are 3.17% and 3.33% for effective Young’s modulus and
Poisson ratio. Due to the particle interaction, the Young’s modulus increases whereas the Pois-
son’s ratio reduces with the number of particles even the volume fraction keeps the same. When
the number is higher, the effective modulus approaches the constant value.
5.5.3 Effect of Random Distribution on Effective Modulus
In this section, equal-sized stiffer inhomogeneities of 30% volume fraction will be randomly
distributed in the composites. The numbers of inhomogeneities in the case study were set as
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(a) Effective Young’s modulus (b) Effective poisson ratio
Figure 5.15: Effective modulus of randomly distributed equal-sized inhomogeneities at 30% vol-
ume fraction
8, 64, 125, 512, 1000. Due to the random distribution, there exists fluctuations in the modulus.
Hence for each case of the same number inhomogeneities, 5 cases were calculated for a error-bar
test. In Fig. 5.15, each marker is placed with the average value. Larger difference in both effective
modulus is observed in the case of 8 number inhomogeneities. As an overall approximate but not
exactly trend, the higher the number of inhomogeneities, the lower the variation of the effective
modulus, the higher the averaged effective Young’s modulus.
5.5.4 Case Study of Size Gradation and Random Distribution on Effective Modulus
In Section. 5.1, effective modulus of a simple cubic RVE is calculated with different volume
fraction of uniform inhomogeneities. As a case study, the author investigated the effect of size gra-
dation and random distribution on the effective modulus, as illustrated in Fig. 5.16. Again, stiffer
inhomogeneities were chosen. The radius of inhomogeneities obeys the uniform distribution in
range of [0.03, 0.075]. Then 1154 non-overlapping inhomogeneities were randomly distributed in
the composites. Shown in Fig. 5.17, with the increase of the volume fraction, it is obvious that the
effective young’s modulus increases and the Poisson ratio decreases, which agrees well Fig. 5.13b.
Compared with the Mori-Tanaka model in Fig.(5.13b), the differences between the virtual experi-
ment and micromechanical model are 0.17% and 0.1% for effective Young’s modulus and Poisson
ratio. In summary, the iBEM is a powerful tool for virtual experiments of particulate composites
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Figure 5.16: Microstructure of random distributed inhomogeneities with a size gradation
Figure 5.17: Effective modulus of various and randomly distributed inhomogeneities
for both 2D and 3D cases. Because no mesh is needed for particles, it is ideal for composites with
particle size gradation. It can be used for numerical experiments for actual composite samples.
5.6 Conclusions
The algorithm of inclusion-based boundary element method (iBEM) has been proposed to in-
vestigate the isotropic elasticity problem for both 3D and 2D cases. To illustrate the algorithm, the
elastic Green’s function is implemented in the software package, was verified with FEM and the
classic Eshelby’s analytical solution of infinite space. Through coupling EIM with BEM, the in-
homogeneity problem in the bounded domain under various boundary conditions could be solved.
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The major advantage of this algorithm over other existing continuum mechanics computational
methods is the avoidance of complicated interior mesh with multiple sub-domains. With the Tay-
lor expansion of eigenstrain, each inhomogeneity could be simulated by a constant number of
eigenstrain terms, which enables to simulate thousands of inhomogeneties at one time. The case
studies of iBEM for particle-boundary interaction, particle-particle interaction, effective modulus
changing with microstructure, number of particles and particle size gradation demonstrate the pow-
erfulness of this method. It can be applied to other virtual experiments of particulate composites
for both 2D and 3D cases.
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Chapter 6: The inclusion-based boundary element method for virtual
experiments and cross-scale modeling of arbitrary-shaped particulate
composites
This chapter extends the algorithm of iBEM to arbitrary-shaped polygonal and polyhedral in-
homogeneities. Because a polynomial eigenstrain may not provide enough accuracy for irregular
shape of particles with the singularity effects. Hence, combining the closed-form domain integral
in Chapter 2 and particle domain discretization method in Chapter 3, the eigenstrain distribution
is represented by the piece-wise interpolation, which ensures the C0 continuity over the particle
domain. Although the superposition of polynomials serves as the approximation to exact solution,
high-fidelity results are obtained with much fewer elements. Moreover, the homogeneization is
introduced to yield the effective or non-local material behavior from the local fields.
6.1 Extension of inclusion-based boundary element method with domain discretization method
In Section 5.3.3, the polynomial EIM is combined with BEM for a bounded domain. In this
section, the algorithm of iBEM is extended to include arbitrary-shaped polygonal / polyhedral
particles through changing the polynomial form Eshelby’s tensor to closed-form domain integral
with specific shape functions. Derived in Section 3.3 and verified in Section 3.5, the particle
domain discretization method could provide accurate simulations with much fewer elements. To
involve the prescribed boundary conditions, the Y0
8 9
in Eq.(3.13) changes to Y1
8 9
, which is the strain
contributed by the boundary integral equations,
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and Y′
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the strain caused by the domain integral as follows:





[:8, 9 ; (x,x′) +  ;8, 9 : (x,x′)]08 9<=Y∗<= (x′)3x′ (6.3)
Subsequently, the particle discretization method can be implemented with iBEM as follows
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(also including the ellipsoidal / elliptical particles),
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where 38< = 2 or 3 for the 2D or 3D problem, respectively; Q is diagonal matrix introduced by
the rigid body method to eliminate the singularity issues of BEM [22], and K and F  denote the
summation of domain integrals of Green’s function regarding to displacement and strain fields of
the Cℎ node, respectively. The rank of the matrix is marked under itself. Again, #1 is number of
boundary nodes; #4;; is the number of elliptical inhomogeneities; # 8 is the total number of nodes
of polygonal / polyhedral inhomogeneities. Here the interactions between inhomogeneities and
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boundary are considered as follows: 1) The interactions between inhomogeneities and boundary is
introduced by the components, i.e 60 , K , where the superscripts ,  represent the  Cℎ elliptical
inhomogeneity and Cℎ polygonal internal node, respectively. The superscript 0, 1, 2 denote the
uniform, linear and quadratic terms with respect to the eigenstrains.
2) The interactions between inhomogeneities is considered in stress equivalent equations in-
serted below the traditional BEM global matrix, where ′ means the partial derives of the Eshleby’s
tensor. Eq. (6.4) considers the uniform, linear and quadratic eigenstrain terms, although lower
order terms could predict the field accurately for some cases, such as dilute particle distributions
and stiffer fibers.
Once the eigenstrain distribution is obtained, the displacement and strain/stress fields could be
calculated. Unlike other methods with numerical integrals or approximation of the internal fields,
the iBEM algorithm keeps the advantage of BEM that all the elastic fields could be expressed in
the analytical form.
6.2 Numerical verification and comparisons with FEM
The aforementioned algorithm has been implemented in the software package to conduct vir-
tual experiment with various boundary conditions. To verity its accuracy, this section conducts two
numerical cases studies: 1) subdomain with prescribed eigenstrain, i.e, thermal strain; 2) inhomo-
geneity embedded matrix under a vertical uniform load. Shown in Fig.(6.1), the isosceles triangle
(2D) / tetrahedral (3D) with edge and height F = ℎ = 0.1< are embedded in the matrix, whose
bottom are fixed. The load is applied on the subdomain or the boundary. For the boundary element
part, 1) 200 3-node line elements (2D); 2) 1, 176 4-node quadrilateral elements (3D) are applied,
while the domain discretization in the subdomains vary in cases.
6.2.1 Inclusion problem for a subdomain with prescribed eigenstrain
Firstly the inclusion problem is considered as the subdomain exhibits the same stiffness as the
matrix. Structural steel is selected with Young’s modulus B = 200%0, Poisson’s ratio a = 0.3
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(a) 2D (b) 3D




and thermal expansion coefficient UB = 1.2 × 10−5 <<.◦ . When a triangular / tetrahedral sample is
taken out, to repair the hole, a similar larger sample is cooled down (  = 0) 20◦ to tightly refill
it without welding. The misfit strain can be described by the thermal strain as well in form of a
prescribed eigenstrain Y∗
8 9
= 2.4 × 10−4X8 9 .
Due to the eigenstrain, the displacement / strain field around the neighborhood of the inclusion
is disturbed. The elastic field can be analytically expressed with the integral of the inclusion
domain and boundary integral as well. Hence, the domain discretization in iBEM is unnecessary
and a single element produces the convergent results shown in Fig.(6.2),
However, the FEM requires many elements to illustrate the variation of the elastic field due to
the singularity at the vertex. A refined mesh with 0.052< (2D) (178, 436 elements) and 0.12< (3D)
(1, 418, 222 elements) sized element are selected with . Indicated in Fig.(6.2), good agreement with
the convergent results of FEM is observed with a single element for the inclusion problem of the
iBEM, since it is the analytical domain integral of the Green’s function. In addition, the cases with
coarse FEM meshes at the height of 1.25 and 0.3125cm are illustrated to show the convergence
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(a) f11 2D (b) f22 2D
(c) f11 3D (d) f33 3D
Figure 6.2: Comparison of the stress distribution (a)f11 (b) f22 (2D); (c) f11 (d) f33 (3D) along
the G2 and G3 for 2D and 3D, respectively, in the range of [3, 17]2< between FEM and iBEM on
inclusion problem with the prescribed eigenstrain Y?
8 9
= 2.4 × 10−4X8 9
situation of the FEM.
Although overall the FEM could provide convergent results with refined mesh, it is observed
that the numerical instability at the vertex, particularly for 3D case, because it exhibits higher
singularity level of 1/A than the 2D case of ln A [81, 42, 103]. Because iBEM has included the
singularity into the analytical integral of the Eshelby’s tensor, it is robust and stable once the
eigenstrain is prescribed.
Fig. (6.3) shows the converged stress distribution with stress concentration and singularity at
the neighborhood of the vertices for the 2D case. Due to the boundary confinement at the bottom,
the variation of stress field exhibits a gradation pattern in the G2 direction with in the subdomain,
and the variation at the vertices at the bottom is smaller than the top vertex.
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(a) f11 (b) f22
Figure 6.3: Contour plot of the normal stresses field in the square of the range G1 ∈ [1, 19]2< and
G2 ∈ [1, 19]2< for the inclusion problem with prescribed eigenstrain for the 2D problem
6.2.2 Triangular / tetrahedral inhomogeneity under a uni-axial load
In this section, the subdomain in Section 6.2.1 is substituted with an aluminum alloy with
Young’s modulus 0 = 70%0 and Poisson’s ratio a0 = 0.33. In addition to the boundary condi-
tions prescribed in Fig.(6.1), a downward uniform axis load 1"%0 is applied at the top line (2D)
/ surface (3D). Other sides are free of traction. Therefore, it becomes an inhomogeneity problem
for the material mismatch between the particle and matrix. Herein the mismatched eigenstrain is
used the simulate the material difference in the equivalent inclusion problem, and it varies in an
angular particle. The domain discretization will be used and the results will be compared with
the FEM results as Fig.(6.4). For the 2D triangular problem, 1, 4 and 25 elements are applied in
the inhomogeneity. Interestingly, when a single element is used on the inclusion, though the so-
lution exhibits a small disparity from the convergent FEM results (178, 436 elements), it predicts
the trend and singularity of elastic solutions pretty well, because the Eshelby’s tensor of the parti-
cle plays the dominant role and the influence region of the eigenstrain singularity is quite limited,
which is shown in Appendix D. When the number of elements increase, say 4, the difference be-
tween FEM and iBEM rapidly reduces and it agrees well even in the neighborhood of vertex. It is
observed that a more refined mesh indeed improves the results, as the number of elements increase
25. However, the disparity between 8" − 25 and 8" − 4 is negligible, which implies the
good convergence behavior. Similarly, for the 3D problem, 1, 8 and 64 elements are employed.
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Due to the higher order of singularities and discontinuity of the surfaces, the 8 element case has
little discrepancy around the bottom part of the tetrahedron. The stress curve 8" − f11(8) is
parabolic in [0.05, 0.10]<, exactly inside one element, which suggests a refined mesh will provide
better stability. Hence, in the 64 element case, the solution agrees well with the convergent FEM
results (1, 418, 222 elements). Moreover, for FEM, it is barely possible to describe stress singular-
ities with such small number of elements, since a high number of nodes is necessary to shown the
large variation of a curve with displacement on the nodes.
Fig. (6.5) shows the contour plot of the stress field. In comparison with Fig. (6.3) for the inclu-
sion problem, the stress in the inhomogeneity problem varies more intensively because eigenstrain
is not uniform as the inclusion problem. As shown in Appendix D, because the eigenstrain may
approach infinite or zero at the vertices, the stress singularity in the inhomogeneity problem can be
at a higher level than the inclusion problem with a uniform eigenstrain.
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(a) f11 2D (b) f22 2D
(c) f11 3D (d) f33 3D
Figure 6.4: Comparison of the normal stress distribution (a)f11 (b) f22 (2D); (c) f11 (d) f33 (3D)
along the G2 and G3 for 2D and 3D, respectively, in the range of [3, 17]2< between FEM and iBEM
on inhomogeneity problem with a uniform boundary pressure on the top line / surface of the square
/ cube
(a) f11 (b) f22
Figure 6.5: Contour plot of the normal stresses field in the square of the range G1 ∈ [1, 19]2< and
G2 ∈ [1, 19]2< for the 2D inhomogeneity problem under a uni-axial load
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6.3 Results and discussion
This section will use the iBEM to solve inhomogeneity problems and demonstrate its unique
capability to simulate heterogeneous material systems. Although both 2D and 3D cases are imple-
mented in the iBEM, this section mainly uses 2D cases to illustrate the method unless it is specified
for 3D cases. However, most conclusions in 2D cases can be generalized to 3D cases as well.
6.3.1 Mesh choice of polygonal inhomogeneities
Discussed in Section 6.2.2, there exists singular effect of stresses in the neighborhood of the
vertices, where the eigenstrain exhibits a larger variation in comparison to the eigenstrain field
of the central part. In this section, the contour plots of eigenstrain field with 3 different global
element size are applied below as, (1) 52< (4 elements); (2) 22< (25 elements); and (3) 0.52<
(426 elements). Shown in Fig.(6.6), each contour plot contains 24 levels to exhibit the difference.
The Y∗22 is concentrated around the middle part, whereas Y
∗
11 concentrates around the two side
vertices. Although the overall distribution follows the similar pattern for three element resolutions,
obviously smaller elements can capture the eigenstrain singularity better with a larger distribution
range. Refiner mesh does not improve much in the middle parts, because the singularity effect is
limited to the neighborhood of the vertices. The peak eigenstrain is located at the top area along
the edges, where the dark red area (Y22 > 2.7 × 10−6) reduces as the global elements decreases.
The above observations provide an alternative mesh strategy to improve both the accuracy and
efficiency that: (1) for interior middle part, one could simply use larger / coarse mesh; (2) extra
attentions could be paid on the neighborhood of the vertex and edges, if one pursues the high accu-
racy. Notice that because Eshelby’s tensor is size independent, iBEM can maintain good numerical
stability even with very fine elements. However, in the comparison with FEM in Fig.(6.4), 4 and
25 elements cases have already predicted accurate results, which implies that the change of eigen-
strain at some "sensitive" regions (i.e, around vertices or edges) only produces limited influences
to the global solutions. In the common sense, no special measurements are required to be applied
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at those regions during the mesh process, a uniform mesh is acceptable. Because the elastic field
is obtained by the integral of eigenstrain over the particle domain and the influence of the eigen-
strain at one point decays at 1/A2 or 1/A3 for 2D or 3D problems respectively, a minor error at one
point may not affect the overall accuracy significantly. Particularly, although the eigenstrains at the
vertex and boundary nodes are sensitive to the mesh, their effects on overall results of the stress
distribution are localized on their neighborhood. That is the reason why even a single element can
provide good prediction of the trend of elastic field variation.
6.3.2 Inhomogeneity-boundary interactions
Shown in Fig.(6.1), the triangular inhomogeneity is located at the center of the square along
the G2 axis, where the distance between the bottom line and boundary is 52<. In order to observe
the boundary effect, the distances are modified as 0.5, 2, 4, 62<, respectively. In Fig.(6.7(a)), the
variation of normal stresses are compared along the G2 direction in the range of [0.1, 17]2<. The
stress discontinuity exists at the bottom for f11 only while f22 remains continuous, whereas the
singularity is observed for both stresses at the top vertex. When the inhomogeneity moves toward
the center, stress discontinuity at the bottom difference grows, because the boundary confinement
reduces.
The other example in this section investigate the effect of the dimension of the triangles, say
F = ℎ = 2, 5, 10 and 182<. Shown in Fig.(6.8), the variation of normal stresses are compared
along the G2 axis, when 3 = 0.52<. With the increase of the triangle size, the boundary confine-
ment reduces the levels of stress discontinuity and singularity. It provides some insight that grain
boundary could strengthen materials although the interfacial strength can be an issue.
6.3.3 Interactions between inhomogeneities
In the previous section, the boundary effect on the stress field is significant if the inhomo-
geneity is close to the boundary. Besides the boundary interactions, another important issue is
inhomogeneity interactions, especially when they are close to each other. Without changing the
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(a) Y∗11 (b) Y
∗
22
(c) Y∗11 (d) Y
∗
22
(e) Y∗11 (f) Y
∗
22
Figure 6.6: Contour plot of the eigenstrain over the triangular inhomogeneity domain under the
uni-axial downward pressure 1"%0. (a) eigenstrain Y∗11 and (b) Y
∗
22 with global element size 52<;
(c) eigenstrain Y∗11 and (d) Y
∗
22 with global element size 22<; (e) eigenstrain Y
∗
11 and (f) Y
∗
22 with
global element size 0.52<
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(a) f11 (b) f22
Figure 6.7: Normal stresses variation along the G2 axis in range of [0.1, 17]2< with different
particle locations, whose distances to the bottom boundary are 0.5, 2, 4, 62<
(a) f11 (b) f22
Figure 6.8: Normal stresses variation along the G2 axis in range of [0.1, 19.5]2< with different
particle sizes, whose width are 2, 5, 10 and 182<
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(a) (b)
Figure 6.9: Schematic plot of the placements and boundary conditions of the two triangular inho-
mogeneities, (a) top - down; (b) side by side
matrix geometry shown in Fig.(6.1), inhomogeneities are rearranged as shown in Fig.(6.9) as top-
down (2 triangular inhomogeneities), side by side (2 triangular inhomogeneities). The material
assignment keeps the same as previous sections, but one case study is added by switching the ma-
terial properties of matrix and inhomogeneities. Since the interactions between inhomogeneities
are dependent on the ratio of the distance to the width F of inhomogeneity, therefore, the ratio is
set as 0.05 for an intensive interaction. In addition, the boundary effect is also included by setting
the exactly same distance 3 = 0.52<. The dimensions of the triangles are modified as ℎ = 9.252<
and F = 102< to satisfy the above conditions.
6.3.4 Top-down inhomogeneity interaction
Shown in Fig.(6.10), the normal stresses distribution along the G2 (symmetric center line) is
plotted for both stiff and soft inhomogeneity cases by switching steel and aluminum for the inho-
mogeneity and matrix, respectively. When aluminum is particle, the stress on the particles changes
small due to the boundary confinement. However, when steel is particle, the stress increases sig-
nificantly in the loading direction.
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Figure 6.10: Normal stresses variation along G2 axis in range of [0.1, 19.9]2< with top-down
inhomogeneity interactions
Figure 6.11: Normal stresses variation along G1 axis in range of [0.1, 19.9]2< with side by side
inhomogeneity interactions
6.3.5 Side-by-side inhomogeneity interaction
Shown in Fig.(6.11), the normal stresses distribution along the G1 (symmetric center line) is
plotted for both stiff and soft inhomogeneity cases for the side-by-side particle interaction. The
stress distribution on the particles exhibit opposite trends between stiff and soft particle cases.
Stress is relaxed slightly between the two vertices. Although a compressive uni-axial load is ap-
plied along G2 direction, significant tension is induced in G1 direction for stiff particle case when
particles are close to each other.
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Figure 6.12: Schematic plot of the placements and boundary conditions of the one triangular and
one circular inhomogeneities
6.3.6 Top - down circular and triangular inhomogeneities interaction
In this section, the top triangle is replaced by a circular inhomogeneity with radius 0 = 32< as
shown in Fig.(6.12). The normal stresses distribution along the G2 (symmetric center line) is plotted
for both stiff and soft inhomogeneity cases in Fig. (6.13). Stress f22 exhibits singularity still at the
vertex of the triangle but no singularity at the circle boundary. Although stress discontinuity exists,
it is a small gap compared with the singularity. Compared with Fig. (6.10), the circular particle
case exhibits lower stress variation for both stiff or soft particle cases. Therefore, if possible,
angular inhomogeneities shall be avoided for minimizing the local stress variation.
Fig. (6.14) illustrates the detailed stress distribution. Around the circular inhomogeneity, stress
concentration of f22 occurs at two sides of the aluminum particle in compression; while tensile
stress of f11 is induced on its top and bottom. For the case of the circular steel particle, the stress
level on the particle is much higher than the aluminum case due to the stiffer particle. Around
the triangular inhomogeneity, the stress variation mainly occurs around the neighborhood of the
vertex and is relatively small in the other range, which also confirms that the eigenstrain is more
uniform, so that coarse mesh may provide a reliable result. Particularly, because the singularities
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Figure 6.13: Normal stresses variation along G1 axis in range of [0.1, 19.9]2< with top-down
circular and triangular inhomogeneity interactions
are localized at the vertices, the effect to the overall material behavior may be averaged out, which
will be discussed in the following section.
As demonstrated in the above cases, because the iBEM only uses mesh on the particle or
inclusion and boundary elements, when particle moves in the matrix, the same mesh can be used.
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(a) f11 of aluminum inhomogeneities (b) f22 of aluminum inhomogeneities
(c) f11 of steel inhomogeneities (d) f22 of steel inhomogeneities
Figure 6.14: Contour plot of the normal stresses field in the square of the range G1, G2 ∈ [1, 19]2<
for top-down circular and triangular inhomogeneity interactions under a uni-axial load
6.4 Effective elasticity of a material sample
In Section 6.2, we have verified the iBEM algorithm with case studies of inclusion and in-
homogeneity problems by comparisons with the FEM results for the local fields. Although the
results for inhomogeneity problem are sensitive to the mesh, convergent results can be obtained
with small number of elements. Even a single element provides a good prediction of the trend of
the stress variation. For an actual material sample containing some inhomogeneities or particles,
when we test the material properties, from the relationship of overall load and deformation, one
can calculate the effective elasticity, which is based on the average stress and strain instead of the
local elastic field. It creates a possibility that a very few elements in iBEM can predict the effective
elastic moduli.
Actually, the iBEM is particularly suitable for the prediction of effective material properties
by the boundary information. Given a test load on the boundary, say traction, the response of
the displacement along the boundary can immediately provide information for the stiffness of the
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Table 6.1: The effective modulus of the composite containing one 12.5% triangular inhomogeneity
with different number of division seed, where soft and stiff represents the aluminum and steel
inhomogeneities, respectively
#(443 #elements  (soft) (GPa) a (soft)  (stiff) (GPa) a (stiff)
1 1 173.699 0.304714 78.236 0.327353
2 4 173.704 0.304676 78.256 0.327304
3 9 173.706 0.304663 78.259 0.327299
5 25 173.708 0.304656 78.261 0.327294
15 181 173.708 0.304652 78.261 0.327294
material system. Therefore, iBEM can be a powerful tool for virtual experiments. This section will
illustrate the convergence of the effective elasticity with the number of elements in a particle and
also the size of a representative volume of element (RVE).
In Fig. (6.7), with the refined global element size, the eigenstrain field exhibits mesh-related
property merely in the neighborhood of the vertices, which implies the local field shares the same
features. To investigate the effective mechanical behavior of the composites, several methods
could be applied, such as (1) classic micromechanical analysis; (2) a unit cell under the periodic
boundary conditions (PBC);(3) an adequately large RVE with a test loading. The limitation of mi-
cromechanical models have been discussed in the introduction, and the PBC will be implemented
and discussed in this section. In the following, the effect of refinement of mesh on the effective
modulus is investigated under the uni-axial loading.
6.4.1 Effective modulus for one triangular / tetrahedral inhomogeneity
In Fig.(6.1) of Section 6.2, one triangular / tetrahedral inhomogeneity is located inside a plate /
cube (edge 202<) . For the effective modulus test, the bottom constrained displacement condition
is only applied to the G2 direction, and the top pressure keeps the same as 1"%0. Listed in Table
(6.1), the effective modulus is collected with different size steps. Since the Eshelby’s tensor is
dimensionless, thus, instead of specifying the global element size, the number of division seed
(#(443) along the edge is applied.
In Table (6.1) and Table (6.2), we can observe the good convergence behavior of iBEM in the
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Table 6.2: The effective modulus of the composite containing one 1.8% tetrahedral inhomogeneity
with different number of division seed, where soft and stiff represents the aluminum and steel
inhomogeneities, respectively
#(443 # elements  (soft) (GPa) a (soft)  (stiff) (GPa) a (stiff)
1 1 196.770 0.300111 71.397 0.329230
2 8 196.771 0.300098 71.411 0.329186
3 27 196.770 0.300094 71.413 0.329174
4 64 196.771 0.300092 71.414 0.329169
8 324 196.771 0.300092 71.414 0.329168
modeling of effective modulus. Let the bottom line data serve as the reference of convergent re-
sults, we can see the following aspects of the convergence of elastic moduli:
1) For softer triangular inhomogeneity, 5.18 × 10−3%, 2.30 × 10−3%, 1.15 × 10−4% and 0;
2) For stiffer triangular inhomogeneity, 3.19 × 10−2%, 6.39 × 10−3%, 2.56 × 10−3% and 0;
3) For softer tetrahedral inhomogeneity, 5.08 × 10−4%, 0, 5.08 × 10−4% and 0;
4) For stiffer tetrahedral inhomogeneity, 2.38 × 10−2%, 4.2 × 10−3%, 1.4 × 10−3% and 0.
Notice that the results are round to three decimal place, thus the difference 0 is actually a non-zero
small number and can be neglected in the sense of engineering applications. In the above cases,
a single element for one particle could provide an acceptable prediction of the effective, which
saves efforts in computation and enables virtual experiments of large particle systems. However,
the interactions between inhomogeneities and boundary is relatively low due to the low volume
fraction. Hence, in the following case study, the volume fraction of triangle and tetrahedral inho-
mogeneity increase to 30% and 6.6% and the similar trends is exhibited in Table (6.3) and Table
(6.4), respectively. For a reference, an FEM case study is conducted with 20,228 elements for the
3D case with 30% of particles.
The differences between the 1 element (no discretization) case and the bottom line case do
not exceed 0.14%, which implies that even the boundary interactions is considered, the iBEM still
provide good results for very few element mesh. For the 2D case at 30%, comparing the FEM and
1 element iBEM case, the differences are:
1) for soft inhomogeneity, 4.4×10−2% and 1.26×10−1% for young’s modulus and Poisson’s ratio,
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Table 6.3: The effective modulus of the composite containing one 30% triangular inhomogeneity
with different number of division seed, where soft and stiff represents the aluminum and steel
inhomogeneities, respectively
#(443 # elements  (soft) (GPa) a (soft)  (stiff) (GPa) a (stiff)
1 1 143.910 0.313749 91.949 0.324680
2 4 143.947 0.313584 91.999 0.324628
3 9 143.960 0.313544 92.003 0.324624
5 25 143.966 0.313522 92.008 0.324619
15 181 143.970 0.313511 92.009 0.324618
" 20, 228 143.974 0.313353 92.004 0.3247831
Table 6.4: The effective modulus of the composite containing one 6.6% tetrahedral inhomogeneity
with different number of division seed, where soft and stiff represents the aluminum and steel
inhomogeneities, respectively
#(443 # element  (soft) (GPa) a (soft)  (stiff) (GPa) a (stiff)
1 1 188.627 0.300792 75.328 0.327344
2 8 188.626 0.300730 75.388 0.327203
3 27 188.627 0.300718 75.400 0.327173
4 64 188.700 0.0.300704 75.441 0.327164
8 324 188.711 0.300696 75.450 0.327157
respectively;
2) for stiff inhomogeneity, 5.97 × 10−2% and 3.17 × 10−2% for young’s modulus and Poisson’s
ratio, respectively.
Considering its excellent convergence performance in prediction of effective modulus, even includ-
ing the boundary and inhomogeneity interactions, only #(443 = 1, 2 will be used in the following
section. The case studies of elliptical / ellipsoidal inhomogeneities can be referred in [41], and no
repeat discussion will be added below. Here we show the case of multiple triangular / tetrahedral
inhomogeneities.
6.4.2 Effective modulus with multiple triangular / tetrahedral inhomogeneities
In this section, the particle interactions are introduced by adding more inhomogeneities into the
simulation domain. Again, the effective moduli are compared through changing various division
seed (#(443) of the edges. Without the loss of any generality, 25 equal sized isosceles and 27
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Table 6.5: The effective modulus of the composite containing 25 triangular inhomogeneity (30%
volume fraction) with different number of division seed, where soft and stiff represents the alu-
minum and steel inhomogeneities, respectively
#(443 # elements  (soft) (GPa) a (soft)  (stiff) (GPa) a (stiff)
1 25 147.568 0.303659 94.958 0.317976
2 100 147.530 0.303955 94.980 0.317757
Table 6.6: The effective modulus of the composite containing 27 tetrahedral inhomogeneity (6.7%
volume fraction) with different number of division seed, where soft and stiff represents the alu-
minum and steel inhomogeneities, respectively
#(443 # elements  (soft) (GPa) a (soft)  (stiff) (GPa) a (stiff)
1 27 188.578 0.300192 75.437 0.326844
2 216 188.457 0.300196 75.571 0.326824
tetrahedrons are uniformly distributed in the square / cube with the total volume fraction equals
30% and 6.6%, as illustrated in Section 5.1. Because Eshelby’s tensor decreases rapidly with the
distance between field and source point (Appendix D), thus it is reasonable to setup a global cutoff
"distance ratio d" to minimize the computation efforts. Taking the 2D domain integral for instance,
define d = L|x′−x| , where L =
√
2 is the characteristic length of the triangular element and  is
the area. Similarly, define d = (6+)1/3 for tetrahedral elements in 3D and + is the volume. When
d > 15, the domain integral plays a small role in the elastic solution, hence, the contribution can
be neglected. The cut-off can be redefined with the required accuracy. Notice that the choice of d
may influence the accuracy of the solution, however, the accuracy could be compromised to save
computational efforts if the error is controlled.
Shown in Table (6.5), when d = 15, the errors increase up to 0.82% but it is still acceptable
with the single element case. Notice that if global cutoff is not considered, the effective young’s
modulus for are 147.544GPa and 95.066GPa for softer and stiffer inhomogeneity, respectively.
Moreover, in the case of division seed #(443 at 2, the differences are comparatively small, which
is due to the sizes of the element are larger, so the "cutoff" condition is not triggered frequently.
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6.4.3 Effective modulus under periodic boundary condition
Directly applying a test load on the boundary of a small sample in the virtual experiments may
not be representative for actual composites which cover a large area of volume. To consider the
effective material properties of a composite, the periodic boundary condition (PBC) is commonly
used on a unit cell to represent the microstructure features. The effective modulus can be calculated
in the similar fashion from the averaged stress and strain relation under the PBC [41]. Fig.(6.15)
illustrates the volume fraction of aluminum inhomogeneities varying from 0 to 40%. At each
volume fraction step, 1, 9 and 25 equal-sized inhomogeneities are uniformly distributed in the
square plate with the PBC.
Given a volume fraction of particles, the effective moduli can reach a convergent solution with
one inhomogeneity unit cell under the PBC as it is overlapped with the cases of 9 or 25 particles,
which is different from the virtual experiments in the last Section. Therefore, only one inhomo-
geneity could provide accurate results under the present case, because the interactions are partially
considered in the PBC constraint equations in displacements and traction of the unit cell. How-
ever, it is observed that the disparity between the 9 case and 25 case starts when volume fraction
is larger than 30%. Such phenomenons leave an initial impression that when the particle interac-
tions become much more intensive, even the PBC cannot predict the effective moduli. However, it
should still be cautious to generalize this observation to every case and particle interactions may be
stronger for different shapes and stiffness ratios between the particle and matrix. In Fig.(6.15), the
effective Young’s modulus obtained under PBC are very close to each other with the inhomogene-
ity interactions; whereas the Poisson’s ratio shows slight difference when the volume fraction is
higher. Besides more intensive interactions, another issue is that the accuracy of boundary element
part decreases due to the increase of inhomogeneities. Taking the 2D problem as example, in Sec-
tion 6.2, 50 elements are applied for each edge of the square plate. Because the Eshelby’s tensor is
dimensionless, even the distance between particles and boundary decrease, the ratio between the
distance and characteristic length of the particle remain the same, given the uniform alignment.
Therefore, the interaction between particles and boundary does not change too much. However,
133
Figure 6.15: Effective elastic moduli of inhomogeneities under the periodic boundary condition
with 1, 9 and 25 particles with the same boundary element mesh (400 elements)
when the particles are closer to the boundary, the accuracy decreases because fewer boundary ele-
ments are applied to describe the field. Shown in Fig.(6.15), the maximum error between case 25
and case 1 is 0.06%, which is small and the closer results (as 1) can be obtained through a refined
boundary mesh (i,e 1600 boundary elements).
For 3D problem, because the maximum volume fraction of a tetrahedron is 16 , to simulate
higher volume fractions, a smaller cube is discretized with 12 tetrahedrons. Shown in Fig.(6.16),
the effective moduli are compared with the classic micromechanical models, namely the dilute and
Mori-tanaka models [33] as reference. Notice that the two classic micromechanical models are
based on the Eshelby’s tensor of circular or spherical particles; whereas the present iBEM results
are based on the angular particles, which is in between the two micromechanical models. Gener-
ally, the dilute model does not consider the interaction of inhomogeneities and underestimates the
effective elasticity. Therefore, the iBEM results are reasonable. Although the local elastic field
is significantly affected by the particle shape, the effective elasticity does not change significantly
by the particle shape, but closely depends on the particle volume fraction. The iBEM provides a
powerful tool to predict the effective stiffness of composites with arbitrarily shaped particles.
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(a) 2D (b) 3D
Figure 6.16: Comparison of the iBEM results with the dilute and Mori-Tanaka models for the
effective elastic moduli of composites under the periodic boundary condition in (a) 2D and (b) 3D
cases
6.4.4 Virtual experiments of size gradation and random distribution of particles on the
effective elasticity
In Section 6.4.3, the effective moduli are solved through uni-axial loading, unit cell under
periodic boundary conditions and verified with FEM and micromechanical models. In this section,
to exhibit the robustness of the method, instead of considering a RVE or unit cell, the virtual
experiment with over 1, 137 tetrahedral and 3, 470 triangular particles are used for a composites
with 50% volume fraction. Shown in Fig.(6.17), for example, 1591 triangular inhomogeneities are
created in a 0.2< × 0.2< square plate. The mesh is generated by the following steps:
1) Mesh the square with triangular elements;
2) use pesudo-random library in C++ to select elements;
3) shrink the elements again using the pesudo-random functions.
In Section 6.4.1 and Section 6.4.2, we have demonstrated the good convergence performance
with very few number of elements to represent an inhomogeneity. Therefore, in this section, trian-
gles and tetrahedrons are represented by 1 element. Shown in Table. 6.7,the effective moduli are
compared with different numbers of inhomogeneities: for 2D problem, 6, 500 and 3470 particles
are included; whereas for 3D problem, 61, 338 and 1137 particles are included, respectively. Al-
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(a) 2D (b) 3D
Figure 6.17: Schematic plot of 2D and 3D inhomogeneities distribution with 50% volume fraction
Table 6.7: The effective modulus of virtual composite samples with 50% of aluminum particles
randomly distributed in a steel matrix
# 2D particles  (%0) (2) a(2) # 3D particles  (%0) (3) a(3)
6 115.168 0.311444 61 125.776 0.305335
500 115.509 0.311746 338 124.4481 0.306705
3470 115.334 0.311482 1137 124.698 0.306706
though the orientation and size of particles are relatively random, the effective Young’s modulus
and Poisson’s ratio are stable for the virtual experiments of the samples with different number of
particles under the same volume fraction at 50%. The 3D case shows a higher Young’s modulus
than the 2D case.
6.5 Conclusions
This chapter continues the algorithm presented in chapter 5 to investigate the elastic fields for
particulate composites containing arbitrarily shaped inhomogeneities. The displacement field is
calculated by surface or line integral on the boundary and volume/area integral on the inclusions
for 3D and 2D problems, respectively. For ellipsoidal or elliptical particles, the eigenstrain is writ-
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ten in the Taylor expansion at the centroid; whereas for angular particles, domain discretization
is used. The domain integral over the volume or area is conducted analytically with the exact so-
lution, which leads to more rapid convergence with fewer elements. Adapted to various kinds of
loading conditions, effective material properties are obtained through both virtual experiments or
periodic boundary conditions. Some highlights of iBEM are provided as follows:
1. The iBEM predicts the stress singularity by Eshelby’s tensor with high stability and convergence
by particle discretization for polygonal particles;
2. The iBEM can provide very accurate prediction of local fields for composites containing arbi-
trarily shaped particles with analytical integrals of triangular and elliptical inclusions;
3. Because Eshelby’s tensor is size independent, the iBEM can simulate a large size range of par-
ticles;
4. For angular particles, Eshelby’s tensor handles with the singularity analytically. Although the
eigenstrain exhibits singularity, its influence zone is very small and produce minor effects on over-
all accuracy;
5. No mesh is need in the matrix, so that iBEM can simulate the particle motion without the re-
generation of mesh;
6. The iBEM can predict the effective material behaviors with a single or very few elements on
each particle, so that virtual experiments of actual samples with a large number of particles can be
conducted.
The virtual experiments with many particles show that the composite sample with randomly dis-
tributed particles can reach a convergent effective elasticity with relatively small number of parti-
cles.
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Chapter 7: Virtual and Physical Experiments of Encapsulated Phase
Change Material Embedded in Building Envelopes
This chapter introduces the iBEM application to investigate the temperature and heat flux field
of composite materials containing phase change materials (PCM) for energy efficient building
envelopes. The fundamental solution to the transient heat conduction is applied to derive the
heat fields and take into account the boundary effects. Based on the Eshelby’s EIM, the ther-
mal property mismatch between the particle and matrix is simulated with a uniformly distributed
eigen-temperature gradient field and a fictitious heat source. Coupling with the boundary element
method, one can assemble the system of linear equations from boundary integral equations, eigen-
field and the fictitious heat source. Therefore, the heat field can be obtained from the EIM with
prescribed boundary conditions for any boundary domain. The method has been verified by the
finite element anaylysis and physical experiments of the transient heat transfer within a building
block containing a PCM capsule. Parametric studies have also been conducted to study the in-
fluences of the PCM location and volume fraction on the temperature field of composites with
multiple particles. The virtual experiments demonstrate the energy saving and phase delay by us-
ing the PCM-concrete wall panel. This method will be very useful for the design and thermal
analysis of building envelopes.
7.1 Overview
About 20% of total energy consumption in the U.S. comes from the heating and cooling of
buildings using conventional sources like fossil fuels and electricity [137]. The applications of
phase change materials (PCMs) in building envelopes have shown that it is an effective method
to mitigate heating/cooling loss and control the temperature variations across building walls [138,
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139, 140, 141], because PCMs can absorb heat during a hot period and release stored heat during a
cold period [142, 143], thereby significantly reducing the temperature variation inside the building.
The use of PCMs has also been shown as a means to shift the energy consumption peak and
stabilize power grid, which provides more resilient energy services and infrastructure [144, 145].
PCM embedded building materials may consist of different types and amounts of cement com-
positions and PCMs reflected in a wide range of thermalphysical properties [146, 147]. In the
design of energy-efficient building materials, it is critical to select appropriate PCM for a cer-
tain mix formula to achieve the desired thermal performance before mixing them together. While
numerous studies qualitatively investigated the influences of PCMs on the thermal response of
cementitious building materials in terms of flattening temperature curves and delaying peak tem-
perature,it is highly demanded of the quantitative understanding and accurate prediction of the
overall performance to develop performance-based design criteria of the cementitious composites.
To simulate the heat transfer and phase change of a PCM particulate composite, there are three
schools of models based on the grid-fixed grid [148, 149, 150], deforming grid [151] and hybrid
grid [152] models. The fixed grid models employ the auxiliary equations to track the solid/liquid
boundary and has wide applications. Based on the name of thermal quantities in the auxiliary
equations for the latent heat evolution of the PCM, the enthalpy, heat capacity, and heat source
methods are introduced in the literature. The enthalpy method combines the specific heat and
latent heat fusion as an auxiliary temperature-enthalpy function [151, 153, 154, 155]; the heat
capacity method, proposed by Hsiao [156], approximates the apparent heat capacity as a function
of temperature [157, 149]; whereas the heat source method divides the enthalpy term into the
enthalpy method with specific heat and latent heat, where the latent heat serves as a heat source
[158, 159]. Different from the above fixed grid models, the deforming grid model explicitly tracks
the solid/liquid boundary since the grid nodes can move along with the boundary layer; whereas
the hybrid grid model combines the merits of the above two models, and uses the fixed gird and
front tracking scheme together [146].
Robust design of PCM embedded building materials requires quantitative evaluation of the
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influence of PCMs on their thermal performance. Many models and methods were developed to
characterize the heat flux within building materials with inhomogeneities and phase transition of
PCMs in the literature. Typically, for a bounded domain with prescribed boundary conditions
and initial conditions, the heat equation can be solved by finite difference method (FDM) [153],
finite element method (FEM) [160, 161] and boundary element method (BEM) [162, 163]. FDM
discretizes the time and spatial domain instead of taking derivatives, and it is usually applied to
solve diffusion equations. However, the solutions of FDM are sensitive to time discretization and
discontinuity issues [164]. FEM requires discretization of the entire spatial domain including the
inhomogeneities, and its accuracy is dependent on the quality of mesh , which is a tremendous
challenge when micro-sized PCMs are incorporated in building envelopes. In contrast, BEM only
meshes the boundary of the domain but requires fundamental solution for each material domain.
For a composite containing many PCM particles, it is still very expensive to mesh each particle
surface and simulate an actual composite with interface continuity conditions.
Our recent work has revealed that the inhomogeneity problem of PCM particles in a matrix can
be transferred to an inclusion problem based on Eshelby’s equivalent inclusion method [5, 28, 29]
that bridges the macro-behavior of a composite to its micro-structural composition. Nevertheless,
for a domain with prescribed geometry and boundary conditions, only adopting EIM or micro-
mechanical models cannot solve the thermal fields as it requires the specific Green’s function with
boundary conditions. In addition, it is inconvenient to derive Green’s function for all types of
the domain, especially for some irregular geometry [132, 133, 165].Therefore, an inclusion-based
boundary element method (iBEM) provides advantages that avoid meshing the particle surface and
can use the fundamental solution or Green’s function for the infinite domain.
In this section, EIM, BEM and heat capacity method are coupled to solve the heat transfer
problem where phase change occurs in a composite containing spherical PCM capsules under si-
nusoidal air temperature variations. By assembling the equivalent flux equations of the particle into
BEM global matrix, the PCM particle-boundary interaction as well as particle-particle interactions
are simulated during the phase change process and the size effects of the samples are demonstrated
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simultaneously. After the thermal fields of the bounded domain are validated by the experimental
results and verified by the finite element simulation, this method has been used in the virtual ex-
periments of PCM composites for building applications. This numerical method provides a simple
yet rigorous tool to design and evaluate the thermal benefits of phase-change building materials.
7.2 Boundary element for transient heat conduction
Consider a spatial domain  subjected to boundary conditions such as a heat flux of @12 and
a prescribed temperature of D12 during time domain Ω with a given initial condition (Figure 7.1).
Using the Green’s function technique, the temperature field at x and C can be expressed by boundary





















) (r, g)D123C′ 3x′
(7.1)
where the transient Green’s function in the infinite domain and its derivative are written as











in which r = x− x′, g = C − C′ and U = :
?
, as ? and : denote the specific heat on unit volume and
thermal conductivity, respectively. The superscript 0 represents the initial condition, and & and Λ
are the heat source and its domain;  (g) is the Heaviside function; the Green’s function  (r, g)
is also called the fundamental solution due to an impulse heat source at x′ and time C′; ) (r, g) is
the derivative of the Green’s function with respect to the surface normal n [163]; the first term in
Eq.(7.1) involves the initial temperature field.
To numerically evaluate the boundary integral in Eq.(7.1), Gupta [163] interchanged the inte-
gral sequence and derived the analytical form with respect to time Ω from C0 to C , in which C0 and
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Figure 7.1: Schematic illustration of multiple inhomogeneities embedded in a domain D with
prescribed boundary conditions
C are the start time and ending time (or the observing time). Discretize Ω by # time steps with
time coordinate C8, 8 = 0, 1, 2, ..., # and the time intervals C8 − C8−1 (8 = 1, 2, ..., #) are not neces-
sarily to be the same, although in this dissertation, equal time intervals are used for convenience.
Assume that the thermal responses remain the same over one time step, thus the influences from
thermal source during the time interval C 5−1 to C 5 and location x′ are handled by time integral of
the Green’s function over the time interval of C 5 − C 5−1. The time integrals of  and ) defined in
Eq.(7.2) for each time step are written as  (r, CΩ, 4C) and ) (r, CΩ, 4C), where CΩ is the duration of
the overall time domain, i.e. CΩ = C − C 5 , and the time interval is defined as 4C = C 5 − C 5−1. They
can be explicitly expressed with the incomplete gamma functions (IGF), which are presented in
Appendix A. Eq.(E.2) can be numerically integrated by the approximation of temperature and heat





























where #4 and #= are the numbers of elements and nodes, respectively, in the corresponding el-




 (r, CΩ, 4C)#8 3B and (8) 5 = U
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m
) (r, CΩ, 4C)#8 3B, in which #8 denotes the shape func-
tion; the subscript 5 the thermal source active time interval during time C 5−1 and C 5 . Based on
the concept of Green’s function, the heat fields at any future time are dependent on the past heat
quantities, it is necessary to store the previous matrices and boundary solutions.
7.3 Inclusion Problem for Infinite and Finite Domain
Without the loss of generality, consider an infinite homogeneous domain, 8= 5 , containing an
eigen-temperature gradient n∗
8
and heat source &∗ at the subdomain Λ . Here eigen-temperature
gradient denotes a prescribed temperature gradient that does not contribute to any heat flux, i.e.
@8 = −: (D,8 − n∗8 ) [2, 35]. Now introduce a fictitious quantity &′ = &∗ − : n∗8,8, which is an
equivalent heat source caused by n∗
8
and &∗. The temperature field caused by the source &′ in
Eq.(7.1) can be rewritten as [132, 133],
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(7.4)
where the subscript 5 represents the thermal quantities existing during time C 5−1 and C 5 . Here only
the second term in Eq.(7.1) exists and the Gauss theorem is used to transfer the domain integral to
the boundary of the subdomain Λ . In Eq.(7.4), the fictitious quantity only exists in the subdomain
Λ , and the contour integral at the outer surface yields zero. Therefore, only the domain integral
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where " 5 and  5 ,8 denote the influence of the eigen-temperature gradient and heat source of the
inclusion (Λ) existing during time C 5−1 and C 5 in an infinite domain. Combined the ordinary BEM
Eq.(7.3) and the disturbed field by fictitious quantity Eq.(7.4), the temperature field at x (G ∈ )
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 (r, C)D0 3x′ (7.6)
where #( denotes the number of subdomains. The above equation is based on the homogeneous
material with the boundary effects as well as heat sources on a number of subdomains or inclusions.
However, actual composites contain phase change material (PCM) particles that are different from
the matrix. The same Green’s function cannot be used for both PCM particles and the matrix due
to the different governing equations. Traditional BEM uses boundary integrals over each material
domain with the boundary continuities, which requires numerical boundary integrals on the sub-
domains with high computational costs. In the following, iBEM is introduced to use Eq.(7.6) to
avoid the numerical boundary integral of the subdomains.
7.4 Phase Change Process
Following Eshelby’s work[2], PCM capsules can be treated as inclusions with eigen-temperature
gradient and heat source, which can be determined by the equivalence of heat flux to simulate
the material mismatch. One challenge involved in the modeling is that PCM’s specific heat in-
creases during phase change. Hsiao [156] proposed a piece-wise specific heat function in terms of
temperature for numerical simulation of phase change process. For a pure material, it has sharp
freezing/melting temperature, thus a small temperature interval is desirable and vice versa. In gen-
eral, the PCM capsules used in the building envelopes feature a comparatively larger temperature
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interval, measured by differential scanning calorimetry (DSC) [166],
? (D) =

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(7.7)
where ?,B and ?,; are specific heat for the solid and liquid phases of PCM, DB and D4 are the
temperatures that the phase changing starts and ends, respectively; and Δ< is the latent heat
fusion per unit mass of PCM. Since the volume of each PCM capsule is small, one assumption
was made that the entire status of the particle can be described by spatial-averaged temperature of
sampling points. Therefore, the heat capacity the entire particle can be considered as uniform.
7.5 Inclusion-based Boundary Element Method for Transient Heat Conduction with Phase
Change Process
In Sec. 7.3, the equation for the bounded inclusion problem is built with eigen-temperature
gradient and fictitious heat source. EIM treats each particle with a different thermal conductivity
as the same material as the matrix but an eigen-temperature gradient and a fictitious heat source are
introduced to simulate the effect of material difference on the heat transfer. Therefore, the bound-
ary value problem for a finite domain with many inhomogeneities can be solved with a uniform
material with the corresponding inclusions of source field of eigen-temperature gradient and heat
source. The iBEM formula combines BEM and EIM using the equivalent flux condition within
the inhomogeneity domain Λ . For each inhomogeneity, 2 more thermal quantities, namely eigen-
temperature gradient and fictitious heat source, are introduced to describe the material mismatch
and phase change process.
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7.5.1 Implementation of EIM
Consider a bounded domain  with #( embedded PCM inhomogeneities Λ ,  = 1, 2, 3....
Denote material properties of matrix and inhomogeneities as :0, 0? and :  , 

?, respectively, where
: and ? are thermal conductivity and specific heat, respectively. Notice that here the specific
heat is based on unit volume and can be transferred from mass-based specific heat by multiplying
density. The equivalent conditions are built upon the heat flux field within the inhomogeneity to
match the thermal conductivity difference and product of density and specific heat at each time
step as,









where the temperature gradient D,8 can be obtained by taking derivative with respect to G,8 in
Eq.(7.6). Since the boundary response remains the same at each time step, thus the derivatives
are only taken with the coefficients of*, , ",  and . As for the temperature changing rate mD
mC
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Written the temperature and its changing rate in terms of the boundary integral and volume integral









7.5.2 Equivalent Heat Flux Condition with the Heat Capacity Method
The physics of PCM is that when the temperature is in the range of phase change temperature
window, the heat capacity ?, i.e. the product of density and specific heat, is larger than that in
other temperature ranges. By modifying the heat equation, the left-hand side heat capacity can
be expressed as ? (D), which is the function of temperature. As assumed in Sec. 4, a spatial-
averaged specific heat is considered for the entire PCM particle, which is a piece-wise function of
146
temperature. Therefore, a heat source term& A2 is used to match the heat capacity difference, which




PCM particle in the mushy state with solid/liquid co-existing respectively, they both serve to match
the heat capacity difference. Therefore, it is natural to consider a heat source &∗

(D) as a general
form for heat capacity mismatch in Eqs.(7.7) and ( 7.9). In Eq.(7.6), the temperature at any point
and time, can be expressed. The heat source term &∗

is dependent on the temperature changing
rate and the heat capacity difference Δ ?. Employing a backward finite difference scheme [167],







Since the time interval and temperature at the previous time step are known, the key of the scheme
is to express the temperature at current time step by Eq.(7.6). According to Hsiao’s work [156],
the heat capacity of the PCM particle is computed at the previous time step. The explicit scheme
will be presented in Eq.(7.14) in the next subsection.
7.5.3 Assembly of the Global Matrix of iBEM
To solve the problem, the global matrix of iBEM can be assembled as follows: Firstly, as-
semble the boundary element equation related with boundary nodes’ temperature and surface el-
ement fluxes. Secondly, assemble EIM equations and phase change process constraint equations
of Eq.(7.9). In Sec. 7.5.1 and Sec. 7.5.2, the equations will be solved for the material properties
mismatch and phase change process simultaneously with modified coefficients of the variables
n∗, &∗. The initial conditions are implemented in Eq.(7.6), where they are multiplied with Green’s
function and then integrated in the spatial domain. The implementation of boundary conditions are
the same as BEM, which involves computed coefficients matrix multiplying the boundary variable
vectors. The superscript (′) denote the spatial derivative and let the spatial integral of Green’s func-
tion be 8=C . Following the pioneer work on BEM [163], a direct iBEM for phase change problem
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is shown below. Based on Eq.(7.8), the modified EIM equation is written as,
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(7.11)
where the subscripts 5 and 2 represent the thermal quantities existing during time C 5−1, C 5 and




















[(*′8 @128 ) − (′8 D128 )]2 +
#(∑
=1
("′& ∗ + ′8 n 8 )2 + ′8=C (r, C)D0 = 0
(7.12)
where the modified coefficient of (n ∗
8





−1 and Δ:  = :0−:  . Note that the modified co-
efficient does not exist in the domain of dependence except the current time step matrix. Similarly,
the modified coefficient for the heat source can be obtained as " 5 −
C 5 −C 5 −1
Δ?
 and Δ ? = 
0
? −  ?.
Finally, the modified constraint equation of PCM particle temperature can be expressed. Note that
the heat capacity  ? is function of D
=

, which is the spatial-average temperature of the  Cℎ subdo-
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Combined the above equivalent equations with BEM equations, the main matrix and variable vec-
tors for iBEM can be formed. To simplify the notation of main matrix, denote*, , , " to repre-
sent the coefficient matrix for the variable vectors @12, D12, n∗, &∗. And denote the coefficients of
initial conditions as the vector 0D. Thus, the direct form of the iBEM is obtained as,

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To reduce the computational cost, keeping the same time intervals, there is only one coefficient
matrix to be solved and stored at each time step, which brings the influence of the beginning
thermal field.
7.6 Numerical Verification
7.6.1 Verification of the Temperature of One Centered PCM Particle
The above mentioned algorithm for the phase change process has been implemented into the
software package of iBEM, which combines both the EIM ([35, 2]) and the BEM [133, 22]. If
the surface mesh elements and specific boundary conditions are known, the field can be solved. In
order to verify the solver, we have prepared a concrete block with a paraffin-based PCM capsule
placed at the center to resemble part of a wall panel. As shown in Figure 7.2, the top surface
of the block was subjected to a daily sinusoidal temperature load,D(C) = 25 + 15(8=( c12 C), while
other surfaces were thermally insulated. The diameter of the spherical PCM particle was 1 2< and
its specific heat was a function of temperature measured by the differential scanning calorimetry
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(DSC). Five Type T thermocouples with the measurement accuracy within 0.5 ◦ were embedded
to monitor temperature evolution at different locations, as shown in Figure (7.2) - inside the PCM
capsule, 0.62< below the PCM center, 1 2< right to the PCM center, and top surface and air above
the block. The thermal properties of concrete and the PCM are shown in Tab.(7.6.1); whereas their
density and thermal conductivity are considered to be constant due to the relatively small temper-
ature change during the experiment. A commercial FEM software ANSYS was used to solve the
temperature field subjected to the same boundary conditions. To prepare for the FEM simulation,
the body element size was chosen as 0.5 2< with a 3 times refined region for the PCM particle,
which leads to the numbers of nodes and elements being 68138 and 49342, respectively. The
minimum and maximum time intervals were 0.1 and 0.5 hour, respectively, and the specific time
intervals are automatically controlled by the software in the above range. For the phase change
process to be consistent with the heat capacity method, the specific heat of the PCM was replaced
by a piece-wise function with an equivalent latent heat (i.e., 160 KJ/Kg) and a 5-degree phase
change window [16, 21]◦. However, the specific heat - temperature relationship is different be-
tween the heating and cooling cycles. Following Kumarasamy et al. [168], the specific heat and
temperature curve is constructed in Fig.(7.4a). During the heating process, the phase change win-
dow is [19, 23]◦ [166]; whereas during the cooling process, two 3-degree phase change windows
are used - [17, 20] and [20, 23]◦ - while the latent heat remains the same. In contrast, the iBEM
takes advantages of surface meshing only 866 nodes and 864 quadrilateral elements. The subdo-
main, i.e, the PCM particle, was treated as the same material as the concrete matrix along with
3 unknowns of eigen-temperature gradient field(n ∗
8
) and 1 unknown of the fictitious source & ∗
at each time step. Thus, for each time step, the number of system linear equations is #= + 4#(,
which is significantly less than that in the FEM modeling. The time intervals in iBEM was set to
be equally 0.2 hour to save the computational resources. In addition, the iBEM can use the same
mesh for the particle with different sizes or locations; whereas the FEM has to re-mesh the domain.
The initial temperature of the concrete is 25 ◦, and the test duration is 48 ℎ. The temperature-
time curves obtained from the experiment agree well with the iBEM predictions, regardless of the
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(a) Boundary conditions and geometry dimensions
(b) Experiment setup
Figure 7.2: Schematic illustration of the dimensions, boundary conditions of the concrete block
with a spherical PCM particle and thermal probes
Figure 7.3: Specific heat of microencapsulated PCM (MPCM24D) as a function of temperature
measured by DSC with a temperature ramp rate of 1◦/<8= with the piece-wise numerical model
of [18, 22]◦ phase change temperature window
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Thermal properties of concrete and PCM
Parameters Values
density of the concrete 1965 :6/<3
density of the PCM 900 :6/<3
thermal conductivity of the con-
crete
1,/<◦
thermal conductivity of the PCM 0.21,/<◦
specific heat of the concrete 1530 /:6 ◦
latent heat of the PCM 160 kJ/kg
Table 7.1: Thermal properties of the concrete and PCM
location in the concrete block, as shown in Fig. (7.4). The FEM simulation results also show
very good agreement with iBEM and experimental results, which further confirms the accuracy of
our iBEM method through cross-validation. According to the specific heat change of the PCM,
when temperature is higher than the upper bound of the phase change window, the PCM particle
behaves as an inhomogeneity in the domain. During this stage, although the temperature curve
is sinusoidal, a slight phase delay exists inside the concrete compared to top surface temperature
due to thermal diffusion. As the ambient temperature decreases, the PCM particle starts to solidify
and the specific heat increases rapidly, performing as a heat sink, which prevents the decrease
of the temperature. When the latent heat is released, the temperature curve becomes sinusoidal
again until the next phase change process. The FEM and iBEM provide the similar prediction of
the temperature change, which agree well with the experiments of the temperature at the center
of the PCM particle in Fig. (7.4a). However, the slight difference is observed at 12< right or
lower to the PCM particle. It can be caused by the assumption of the uniform properties and
temperature gradient field on the PCM particle, in which the moving phase change boundary is
not considered. Because only one small PCM particle is used in the experiment, the influence of
the phase change process to the entire temperature field is limited. However, the slope change of
the temperature curve during the phase change process can be observed in Fig.(7.4a). To consider
particle interactions in actual composites, multiple PCM particles are considered in the following.
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(a) Center of the PCM particle
(b) 1 2< right to the PCM particle
(c) 0.62< lower to the PCM particle
Figure 7.4: Comparison of the temperature change with time at 3 locations shown in Fig.(7.2) by
the experiment v.s. the iBEM and FEM predictions
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7.6.2 Verification of the Temperature Field with Particle Interactions
In the previous section, the iBEM has been compared to both the experimental and the FEM
prediction of the temperatures at three locations of single PCM particle. To further illustrate the
validity of the aforementioned algorithm under multiple particle interactions,7 12< - diameter
PCM particles were placed around the center of the box, shown in Fig.(7.5). And the variations
of temperature fields along the height direction have been compared with the FEM results under
the same boundary conditions as Sec. 6.1. Notice that the temperature fields at near height are
showing close results, therefore the curves only exhibit fields at 2, 4, 6 cm from the bottom surface.
However, to keep consistent with the heat capacity method, the phase change process in both
methods are simulated by a averaged piece-wise specific heat function of 4-degree phase change
temperature window [16, 20]◦. The horizontal and vertical distance between neighbor particles
are one-quarter of the radius as 0.252<. At the three locations, temperature curves agree well
with each other. Before the phase change process, the temperature curves were similar to the
sinusoidal function, and temperature fields at different height exhibit obvious phase lag due to
the thermal diffusion. During the phase change process, the temperature at 42< height which
has more interactions (center of the 7 particles), exhibits a slope change starting at 20◦ due to
sudden increase of the heat capacity and ending at 16◦, and the pattern repeat in next period. The
maximum temperature of the second period decreases by 0.1◦ due to the phase change effect.
Notice that iBEM involves solving a linear equation system with a full matrix, while FEM uses a
sparse matrix, because the degree of freedom of iBEM is much smaller, and no mesh is needed,
iBEM is particularly convenient for virtual experiments of PCM composites with random particle
distributions.
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Figure 7.5: Comparison of the variation of temperatures with time at 3 heights (2, 4, 62<) under
particle interactions
7.7 Energy Prediction of a PCM-Concrete Wall
The implementation of the iBEM algorithm is verified in the previous section with the FEM and
experimental results under the sinusoidal temperature, insulated boundary conditions. However,
in industrial applications, wall panels are subjected to air convection at both indoor and outdoor
surfaces, as well as heat conduction and irradiation with the environment. The key design factor
of an energy efficient building is the energy consumed to remain a desirable indoor temperature,
i.e. 20◦ in this dissertation. In order to simulate a daily energy consumption, the boundary
conditions are changed as follows, (i) The outdoor sinusoidal ambient temperature, D(C) = 20 +
10(8=( cC12 −
2c
3 ). (ii)Absorbed sunlight (for 9 hour) heat flux, @(C) = 52(8=(
cC
12 ), C ∈ [8, 17], (iii)
Constant indoor temperature 20◦, (iv) All side surfaces insulated for a 1-d heat transfer. The heat
transfer coefficients are ℎ8 = 8,/<2 and ℎ> = 20,/<2 for indoor and outdoor concrete surfaces,
respectively. The ℎ8 is consistent with experimental measurement of mixed and natural convection
[144, 169] and ℎ> [170, 171] was obtained through the numerical simulation of walls under the
outdoor weather condition.
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7.7.1 Virtual Experiment Setup with Boundary Condition and Energy Measurement
The convection type boundary condition is defined as, the heat transfer rate, ¤& = ℎΔD, where
ΔD = DB−D∞ is the temperature difference between indoor surface and near-surface air temperature.
As the temperature difference in each time step is implicit, an iteration algorithm is needed. As a
BEM-based method, the algorithm to solve the matrix is to separate unknown parameters. Based
on the BEM algorithm, one modification can be made to solve the convection problems (at the
observing time C) following Eq.(7.15).
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where, the subscript =>A stands for boundary conditions with prescribed temperature or the
temperature gradient, and the subscript 2>= represents the convective boundary condition; D∞ is
the convection film temperature. Substituting the definition equation of air equation above into the
@2>=, the BEM coefficient matrix at  time step changes accordingly by relating the convection
surface node temperature with  +2>= ℎ: and all other parameters in the matrix remain the same.
Three case studies are launched to investigate the influence of the volume fraction and location
of the PCM particles on the heat transfer and energy consumption through a builidng wall. In
the first study, energy consumption and temperature at various heights of the different volume
fraction (Φ?) of 0%, 5%, 10%,15% and 20% are compared. Considering the real application, the
non-overlapping PCM particles are randomly generated in terms of both positions and diameters
(ranging between [0.5, 0.75]2<). Thus, in each case of different volume fractions, 0,15,28,41 and
57 particles are generated in the domain with a narrower dimension !×,× = 2×2×82<, where
the 1-d heat transfer happens at I - axis with a height of 8cm. The material thermal properties of
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the PCM particles changes in the phase change temperature window of [18, 22]◦; otherwise they
remain the same. The thermal properties of the concrete is temperature independent. In the second
case study, the effect of phase change temperature window is investigated. Defined in Sec. 4, the
phase change temperature window is [DB, D4], and it could be further split as [D2 − ΔD, D2 + ΔD],
where D2 =
DB+D4
2 and ΔD =
D4−DB
2 are introduced as the melting temperature (midpoint of the
phase change window) and range of phase change temperature around the D2. In order to study the
influence of the phase change temperature range ΔD, the authors fix D2 = 20◦ and change ΔD =
0.5, 1, 2 when the volume fraction of PCM Φ? = 0.10 under the same boundary conditions of the
first case study. The temperature at the center and indoor heat flux are compared in the 5 cases. As
for the third case study, 23 particles are randomly generated in the box domain (!×,× = 2×2×2
cm)shown in Fig.(7.10), with diameter falls in the range [0.4, 0.6]2<, then through adjusting the
heights of the 23 particles at 5 different levels (1, 2, 3, 4, 5 2<), the indoor heat flux curves are
compared with the one with random distribution of the same volume fraction Φ? = 7.5%.
7.7.2 The Effect of the PCM Volume Fraction
Since the PCM particles are randomly placed in the sample domain, the indoor heat flux is
measured through averaging the boundary responses (temperature gradient) multiplied with ther-
mal conductivity : . Shown in Fig.(7.6), the virtual experiment monitors the 24-hour heat flux
change, between the noon C = 12?< and C = 12?<(+1). WhenΦ? = 0, the indoor heat flux curves
is the a sinusoidal function of time with a phase delay due to the thermal diffusion. With the in-
crease of theΦ?, an obvious trend is observed that the peak heat flux in both positive/negative parts
reduces gradually. The maximum difference of the peak flux occurs in the Φ? = 20% curve, with
heat flux reduction up to 25.01,/<2 compared to the plain wall.The phase change temperature
window is set as [18, 22]◦. It is noted that phase lags exist in all PCM-embedded cases except the
Φ? = 20% one. One explanation is that when the temperature at higher location are in the phase
change process, larger volume of PCM particles absorbs more heat, which leads to the particles
at lower height stays in the phase change process in the entire period. Therefore, the heat flux
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Figure 7.6: Indoor surface heat flux as a function of time (C) of a 82<-thick concrete panel
with different volume fraction (0%, 5%, 10%, 15%, 20%) of PCM particles, here the latent heat
is 160:/:6, D2 = 20◦ and ΔD = 2◦
curve with Φ? = 20% also performs as a sinusoidal function without phase lags due to absence of
the phase change. Other heat flux curves, experiencing the phase change process, show the phase
delay of the peak heat flux, i.e., 0.6, 1, 2.8ℎ for Φ? = 5%, 10%, 15%, respectively. Fig.(7.7) shows
the variation of temperature at the center of the sample domain, the same trend is observed that
higher volume fraction of PCM particles reduces the peak temperature and shift the phase later.
However, the phase delay is relatively smaller than the heat flux one since the temperature field is
compared at ℎ = 42<. In the second half of the period, the phase change lags of Φ? = 15%, 20%
are not observed due to the larger mass PCM particles serving as heat source, which reduces the
peak negative temperature amplitude. The overall energy input needed for the room to maintain
20◦ can be calculated by integrating the absolute indoor flux with time. As we can see in the
Tab.(7.2), by adding PCM particles in a building wall, we can reduce building energy consumption
by 79% when 20% PCM is used.
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Figure 7.7: Temperature at the center of the sample as a function of time (C) of a 82<-thick concrete
panel with different volume fraction (0%, 5%, 10%, 15%, 20%) of PCM particles, here the latent
heat is fixed as 160:/:6, D2 = 20◦ and ΔD = 2◦
Φ? = 0% 5% 10% 15% 20%
0.564:, · ℎ 0.415:, ·ℎ 0.284:, ¤ℎ 0.171:, ·ℎ 0.116:, ·ℎ
Table 7.2: Energy consumption by the integral of averaged indoor heat flux in 24 hour with differ-
ent volume fraction of randomly distributed PCM particles
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7.7.3 The Effect of Phase Change Temperature Window
In this section, the scale of the phase change window is modified to investigate its influence
on the indoor surface heat flux and temperature field at the center of the PCM-concrete wall.
Based on Eq.(7.7), changing ΔD leads to different values of the specific heat to match the same
latent heat during the phase change process. A higher material mismatch, shown in Eq.(7.9),
causes a larger eigen heat source term & ∗
5
in the phase change process, resulting in sudden larger
slope change of both temperature and heat flux field. Shown in Fig.(7.8), the heat flux curve with
smaller phase change temperature window tends to have a flattened slope at the beginning, and the
reason is that during the first 2 − 3ℎ, most PCM particles are in the mushy status, which absorbs
the heat causing a smaller change of the heat flux field. In addition, a smaller ΔD enlarges the
specific heat since the total latent heat remains the same. Then, the heat flux field of smaller phase
change window ends the phase change process sooner due to a comparatively small phase change
temperature window. After the phase change process, the heat flux increases more rapidly than
others that have larger phase change window, and the peak heat fluxes are equivalent in all curves
with Φ? = 10%. As mentioned in Sec. 7.2, the phase change process exists when the temperature
decreases around 10%" , and the opposite trend is observed here that the heat flux curve with
smaller ΔD begins the phase change process later. However, it could be resulted from the effect
of the fixed D2 in the sense that a smaller ΔD requires the temperature of the PCM particles to
drop below D2 + ΔD. The temperature field, seen in Fig.(7.9), exhibits a similar same trend as the
heat flux field. Initially, the four curves almost overlap, which is due to the effect of the uniform
initial condition. By integrating the absolute indoor flux with time, the overall energy consumption
required to maintain the thermal comfort at 20◦ could be obtained. As shown in Tab.(7.3), with
smaller ΔD, more energy could be saved. For example, given the same latent heat, a PCM with a
phase change window ΔD = 0.5◦ would reduce 13% more building enerngy consumption than
one with ΔD = 2◦.
It is interesting to note that this finding differs from previous claims that phase change tempera-
ture window has insignificant effects on the energy flux reduction and phase delay of PCM-concrete
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ΔD Φ? = 0% 0.5◦ 1◦ 1.5◦ 2◦
0.564:, · ℎ 0.210:, ·ℎ 0.227:, ¤ℎ 0.248:, ·ℎ 0.284:, ·ℎ
Table 7.3: Energy consumption by the integral of averaged indoor heat flux in 24 hour with phase
change temperature window of randomly distributed PCM particles
Figure 7.8: Indoor surface heat flux as a function of time (C) of a 82<-thick concrete panel with
various phase change temperature window length (ΔD = 0.5, 1, 1.5, 2◦), here the latent heat is
160:/:6, D2 = 20◦
composites [144]. It is speculated from our study that such statement should be conditioned on the
assumptions that (i) the melting temperature of PCM D2 is lower enough than the sinusoidal peak
temperature, and (ii) the daily temperature fluctuation range should fully cover the phase change
window of the PCM. When D2 is close to the peak temperatures, we may take advantage of our
current finding and design PCMs with optimized phase change temperature window to maximize
energy savings achieve desirable delay in peak energy flux, so that we could achieve maximized
cost savings while stabilizing the power grid.
7.7.4 The Effect of Particles Distribution within a Wall
In this section, 23 PCM particles are randomly generated in a small cube 22<. These particles
took up 30% of the cube, which itself was part of a 2G2G82< simulation box to mimick a 82<
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Figure 7.9: Temperature at the center of the sample as a function of time (C) of a 82<-thick concrete
panel with various phase change temperature window length (ΔD = 0.5, 1, 1.5, 2◦), here the latent
heat is 160:/:6, D2 = 20◦
thick wall. Thus the PCM volume fraction in the entire wall was Φ? = 7.5%. Shown in Fig.(7.10),
the distance between the small cube center to the indoor surface is ℎ, through changing the height
of the cube, the indoor heat flux are monitored. To better illustrate the effect of particle gather-
ing, location, the author create another case of random distributed Φ? = 7.5% PCM particles. It
is observed that when the PCM particles are closer to the indoor surface, not only the peak heat
flux field decreases but also the effect shift the phase later. The similar trend is shown in the case
of increasing the volume fraction of PCM particles. However, the volume fraction is only 7.5%,
such amount of PCM particles fails to reproduce the same phenomenon as seen in Fig.(7.6), as
the overall latent heat are not sufficient to absorb the heat which keeps the indoor neighbor tem-
perature inside the phase change temperature window. The energy consumption is provided as
Tab.(7.4). Because the phase change temperature is close to the desirable room temperature, When
the PCM particles are concentrated to the indoor surface, it produces the highest energy saving at
0.564 − 0.183 = 0.381:,.ℎ; whereas ℎ = 52< at 0.564 − 0.328 = 0.236:,.ℎ. A 50% increase
of energy saving to move the PCM cube from the outside surface to inside can be obtained. Notice
that the randomly distributed PCM configuration produces the lowest energy saving although the
uniform particle distribution provides benefits in mechanical and structural performance and man-
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Figure 7.10: Indoor surface heat flux as a function of time (C) of a 82<-thick concrete panel with
various PCM particles gathering height, here specific heat 160:/:6, D2 = 20◦ and ΔD = 2◦
Height (cm) 1 2 3 4 5 random
0.183:, · ℎ 0.243:, ·ℎ 0.276:, ·ℎ 0.301:, ·ℎ 0.328:, ·ℎ 0.339:, ·ℎ
Table 7.4: Energy consumption by the integral of averaged indoor heat flux in 24 hour with various
PCM particles gathering height
ufacturing process. This is common that laminate materials/structures perform favorably from the
homogeneous alternatives for heat insulation.
Given a specific daily temperature change pattern, the energy saving and phase delay can be
significantly changed by PCM’s phase change temperature window, volume fraction, and distri-
bution. Optimization of the PCM-concrete design might lead to large saving for energy efficient
buildings. The iBEM algorithm provides a powerful tool for virtual experiments of different ma-
terial designs.
7.8 Conclusions
The algorithm of phase change process has been implemented in the iBEM to investigate the
transient heat transfer problem of PCM particle embedded concrete for energy efficient building
envelope applications. The present method was verified with the experiments and FEM simula-
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tions. For a prescribed domain with known PCM particle, the heat field can be solved with iBEM
and the heat source algorithm. Rather than meshing the inhomogeneity to multiple of grids, the
inhomogeneities are treated as same material of the matrix with an eigen-temperature gradient and
fictitious heat source. Hence, the same BEM model can be used in iBEM for virtual experiments
of material sample with multiple PCM particles. The iBEM is verified by FEM and validated
by the experiments. The virtual experiments show that iBEM can be a powerful tool for the de-
sign and optimization of PCM-concrete composites, which can lead to 50% energy saving with
micro-structure optimization for the specific example. The effect of volume fraction, phase change
temperature window, and particle concentration zone on the energy consumption and phase delay
are illustrated.
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Chapter 8: Conclusions and future works
8.1 Summary
This dissertation systematically presents the extension of an efficient numerical method for de-
sign, modeling and simulation of the mechanical and multi-physical behavior of composite materi-
als containing arbitrary-shaped particles. Starting with the infinite space, the Eshelby’s equivalent
inclusion method is introduced for solution of polygonal and polyhedral particles. In order to ob-
tain elastic solution with better accuracy, the closed-form domain integral of the Green’s function
with linear, quadratic and higher order polynomial source terms was derived in the dissertation for
any arbitrary convex polygonal and polyhedral inclusion. Subsequently, assuming the continuous
eigenstrain with the Taylor polynomial series expanded at the centroid, results with tailorble accu-
racy can be obtained with the Eshelby’s equivalent inclusion method. However, since such EIM
cannot capture the rapid variation of eigenstrain in the neighborhood of the vertices, a subdomain
collocation method, particle domain discretization (DD) method is proposed to approximate the
stress singularities. Applying the DD method to one triangular subdomain, two types singularities,
load and material singularity are investigated and the distribution of eigenstrain around the vertices
is discussed. For the composites with bounded domain, the algorithm of inclusion-based boundary
element method (iBEM), is illustrated with the isotropic elasticity in both 2D and 3D. Effective
mechanical behaviors and microstructural effects are investigated through the virtual experiments
with many particles and periodic boundary conditions. Extending the algorithm with DD method,
arbitrary-shaped particles can be simulated with much simpler mesh and fewer elements, which
exhibits good convergence performance. Moreover, coupling the fundamental solution of transient
heat conduction, EIM and heat capacity method, parametric studies of the location, volume frac-
tion and distribution of phase change material capsules are investigated for a concrete wall panel.
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Compared with other numerical methods, the iBEM is particularly suitable for virtual experiments
of composites with large number of particles and the four highlights are listed as follows,
(i) For the ellipsoidal / elliptical particles, the mesh is avoided. Based on the assumption of
polynomial eigenstrain (up to quadratic term), for each particle, 60 (3D) and 18 (2D) independent
equations are required for equivalent stress conditions. This algorithm can simulate thousands of
particles efficiently and the complexity is increased linearly with respect to the number of parti-
cles. For the arbitrary-shaped particles, although the mesh on the particles cannot be avoided, the
domain discretization method can provides the same accurate results as FEM with much fewer
elements. Because the Eshelby’s tensor for strain field is only related to the geometry shape and
dimensionless, thus the numerical results are stable.
(ii) The interactions between particles are fully considered in the equivalent stress equations to
solve eigenstrains; whereas the boundary effects are introduced as setting up the boundary integral
equations exactly on the boundary nodes. As a semi-analytical method, although solving the iBEM
global matrix requires numerical procedures and approximation (residual not equal zero), iBEM
maintains the superb advantages of BEM, where the internal fields are all expressed analytically
without any approximation. Moreover, inherited from the Green’s function, the influence or exci-
tation caused by the source domain integral decreases rapidly with distances. Hence, the "cut-off"
ratio can be set accordingly to save computational resources for particle interactions.
(iii) For angular particles, Eshelby’s tensor handles with the singularities analytically. Although
both the eigenstrain and stress field cannot be evaluated, its influence zone is very small and pro-
duces minor effects on overall accuracy. In the virtual experiments of many particles, since the
effective moduli is obtained or calculated in the average sense, therefore, very few elements are re-
quired for each particle to provide high-fidelity results, which enables the simulation of thousands.
(iv) Because both EIM and BEM are based on the technique of fundamental solutions, the
iBEM algorithm can be easily extended to other multi-physical problems. Although the imple-
mentation of discretization methods of other problems may take efforts, to my best knowledge,
steady-state heat conduction, stokes flow can be conducted directly based on Section 2 of this
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dissertation, which only requires Φ.
The iBEM packages has been developed with C++ by parallel computing and the software is
versatile for virtual experiments and constitutive modeling of particulate composites.
8.2 Key results
8.2.1 Closed-form domain integral of Green’s function with polynomial source terms
The dissertation extends the previous work in the literature of uniform Eshelby’s tensor over
the polygonal and polyhedral inclusion by adding the polynomial source terms. Two methods have
been proposed, i) direct area / volume integral; ii) applying the Gauss’ theorem in the process of
partial differentiation. The significance of the domain integrals is that it paves the way to apply the
EIM with polynomial eigenstrains and combination of domain discretization methods to simulate
the inhomogeneity problems.
8.2.2 Particle domain discretization method
Following Mura’s work, which assumes the continuous eigenstrain field as a Taylor series poly-
nomials, uniform, linear and quadratic equivalent stress equations can be set up at the centroid of
the particle. In the case studies of triangular cylindrical fiber and tetrahedral, it is proved that such
assumption could provide tailorable accuracy of the elastic solution, however, the rapid variation
of eigenstrain distribution is barely possible to be simulated with a single polynomial. Similar to
the FEM or other discretization method, the particle domain is meshed into small triangular and
tetrahedral elements, where the eigenstrain is uniquely assigned at the nodes. In this case, the
eigenstrain is distributed by the shape function inside a single element and maintains C0 continuity
over the entire domain.
To avoid the strong singularities of vertices and discontinuities of the surfaces or edges, the
equivalent stress conditions are satisfied as summation of weight at the Gauss integral points in-
stead of on the nodes themselves. Moreover, unlike any other numerical methods, the algorithm to
analytically evaluate stress / strain at the interior node is proposed.
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The method has been verified with FEM and compared with several different mesh by changing
the global element size. With even a few, i.e 13 elements, the method could provide very similar
results as FEM, which enables the subsequent study of stress singularities and effective modulus
of the composite by iBEM.
8.2.3 Stress singularities and eigenstrain distribution
Unlike any other numerical methods, given a prescribed eigenstrain, the domain integral of
Green’s function or Eshelby’s tensor handles the stress / strain singularities despite that its eval-
uation is impossible. The two types of singularities have been investigated for a vertex of the
triangle, which is caused by loads, material mismatch or the combination of them. Both of them
can be measured by the eigenstrain value or its variation rate on the vertex.
Three lemmas of the Eshelby’s tensor are proposed and the distribution of eigenstrain around
the vertex is studied with the mean value theorem. The influence zone of singular eigenstrain of
the vertices is proved to decay at a rate of 1
A2
, which produces very small effects on the overall
elastic fields. The observation provides sound support to the particle discretization method that
even the numerical errors always exists at the vertex, a small number of elements could provide
high-fidelity results.
8.2.4 Virtual experiments and effective moduli
In chapter 5 and chapter 6, the iBEM algorithm has been applied to conduct virtual experiments
of the composites. In order to obtain the effective moduli, two approaches are used, i) a unit cell
under the periodic boundary condition (PBC); ii) RVE with many particles.
For the PBC, both 2D and 3D provide the similar trend but 3D results of Young’s moduli are
slightly higher than the 2D case. The 3D virtual experimental results have been compared with the
two micromechanics models, the dilute and Mori-Tanaka and it provides the highest prediction.
Subsequently, a parametric study was conducted about the number of inhomogeneities. Keeping
the same volume fraction of 40% and uniform spatial distribution, i) for 2D case, from 9 to 900
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particles; ii) for 3D case, from 8 to 3375 particles in the simple lattice are added into the matrix.
It is observed that due to the particle interaction, the Young’s modulus increases and the Poisson’s
ratio decreases given the same volume fraction. When the number is higher, the effective mod-
ulus approaches the constant value. Another virtual experiment studied the influence of particle
distribution that the equal-sized stiffer inhomogeneities of 30% are randomly distributed in the
matrix (from 8 to 1000). For each cases, 5 tests were conducted to plot the error bar. Despite the
fluctuations of effective moduli, it is observed that the higher the number of inhomogeneities, the
lower the variation of the effective modulus, the higher the averaged effective Young’s modulus.
In order to investigate the effect of particle size gradation, the radius of inhomogeneities were
selected in the range of [0.03, 0.075] obeying the uniform possibility distribution. Then 1154 non-
overlapping inhomogeneities were randomly distributed in the composites and the results are close
to the Mori-Tanaka model.
In chapter 6, the particle domain discretization method was verified with FEM in both inclu-
sion and inhomogeneity cases. For inclusion, owing to the closed-form domain integral, only 1
element (no domain discretization) is enough to provide the elastic fields. Comparing the number
of elements used in FEM to achieve similar solution, the iBEM is excellent for inclusion prob-
lem. Regarding the inhomogeneity, because of the quadratic distribution over the elements, iBEM
could only approximate the exact solution. Comparing the number of elements used in FEM, 8
elements case has little discrepancy and only 64 elements case agrees well with FEM. The two
cases demonstrate the advantages of iBEM to deal with angular particles.
Subsequently, the strategy of mesh is discussed through changing the global element size.
From 4 to 426, with the contour plot, eigenstrain distribution did not vary much for the interior
field but in the neighborhood of the vertices, which implies the same conclusion made in chapter
4 of the stress singularity problem. Several case studies were shown, considering the intensive
boundary effects, particle interactions and size effects. Particularly, the iBEM could simulate the
elliptical particles with polynomial eigenstrain expanded at the centroid, one case study was shown
of interactions of triangle and circle.
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For the virtual experiments, the convergence of iBEM is compared through various global
element size. The good convergence behavior suggests the simulation of effective moduli by RVE
requires very few (i.e, 1 element) elements and the difference between 1 element case and FEM
is only 4.4 × 10−2%. For angular particles under PBC, 1, 9 and 25 particles were added in a unit
cell and the effective moduli was compared with different volume fractions. Slight difference was
observed due to particle interactions and boundary element mesh. Both 2D and 3D cases were
compared again with dilute and Mori-Tanaka model and the results of iBEM stays between them,
which is reasonable. A particle size gradation test was conducted, i) for 2D case, 6, 500 and 3, 470
particles; ii) for 3D case, 61, 338 and 1137 particles were added. The particles were generated
by pesudo-random function of C++ selecting elements from the mesh of square plate and cube,
respectively. With 50%, the 3D case exhibits higher Young’s modulus than the 2D case.
8.2.5 Efficient building envelopes containing PCM capsules
The chapter 7 is one example of multi-physical problems extending from the iBEM algorithm
by changing the fundamental solution. Coupling the EIM and BEM, the transient heat conduction
problem can be simulated for composites. Considering the phase change process, the heat capacity
method is introduced, which adds the heat capacity mismatch during the mushy status of PCM,
hence the effect of latent heat is considered. The algorithm was verified with FEM and laboratory
measurements for one PCM capsule embedded in the concrete wall panel. The handling of air
convection boundary condition was proposed and applied to conduct virtual experiments. The
positions, phase change temperature window, and volume fraction of PCMs have been studied
under a real daily condition, considering the air convection, sunlight flux.
8.3 Future works
Although the boundary element method (BEM) has been in the literature for decades with ele-
gant mathematics and unique capability to simplify problems, it is not a mainstream software like
the finite element method (FEM) yet. The main drawbacks of BEM are the inconveniences to han-
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dle with multi-region domain or inelastic behavior as the BEM relies on the fundamental solution
of the Green’s function. Eshelby’s equivalent inclusion method uses the eigenstrain concept to re-
lease these two constraints to BEM by using inelastic strains, either material mismatch eigenstrain
or plastic strain in the specific subdomains. Particularly, the breakthrough of the domain integral
of polynomial eigenstrain in arbitrary subdomain enables to solve general problems for 2D and
3D, static and dynamic, linear and nonlinear problems, and creates the opportunity to make iBEM
a mainstream method in computational mechanics. To make a new era of iBEM, the following
future works are envisioned:
1. The closed-form domain integral of the Green’s function is exact but complicated and cumber-
some to be applied for the community.It takes time to establish the linear equation system. It is of
significance to simplify those formulae and standardize the functions, especially for the polyhedral
problem, so that the algorithm can be generalized to actual applications straightforwardly.
2. The linear equation system for the particle domain discretization method is established on the
specific points by the collocation method, although good results are obtained with a very few ele-
ments, a new way to minimize strain energy with the variational method can be explored, so that
a symmetric matrix can be obtained for the linear equation system and the singularity issue can be
automatically addressed in the integral.
3. The domain discretization only considers the element shape of triangle or tetrahedron, it can
be straightforwardly extended to multiple shapes of elements, such as cylinder, cone, or sector of
them.
4. When the accuracy is allowed to be compromised, alternative numerical integral method can be
explored to expedite the equation construction.
5. As for the BEM part, the isoparametric elements and their related numerical integration scheme
have been proposed in the literature [59, 67, 44] and can be used in the iBEM as well.
6. The fundamental solution for the bi-material infinite domain can be introduced to the iBEM so
that we can solve inhomogeneity problems in layered materials.
7. We can generalize the eigenstrain concept to plastic strain, displacement discontinuity, disloca-
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tion, among other physical phenomena and solve those problems by iBEM.
8. To accelerate the modeling and simulation, the concept of the fast multipole method can be
used, so that a cut-off of particle interaction distance can be introduced and parallel computing
schemes can be explored.
Overall, with the development of new materials and structures, iBEM can be a powerful tool for
virtual experiments and computer-aided design of the material systems.
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Appendix A: Domain integrals of elastic Green’s function for a circular or
spherical case
A.1 I-type and V-type Integrals for Circular Plane Strain Inclusion
This dissertation presents the I-type and V-type integrals for 2D problems following Mura’s
notation in 3D problems [33], which has been implemented in the open-source software package
-iBEM.
A.1.1 I-type Integrals for Circular Plane Strain Inclusion
The I-type integral defined by Moschovidis [38] as,













where, 01, 02, 03 are three axis length of the inhomogeneity. _ = 0 for interior points. For exterior








= 1. For circular cylindrical inclusion
problem, let the third axis 03 →∞ and 01 ≈ 02 = 0. The explicit form of the I-type integral is,








Since we are interested in the derivative of the I integral,  (_) is a constant, thus it will not affect
the results later in V-type integral.
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Based on the property of the I-type integrals, (1) Interior points:
1 = 2 = 2c (A.6)
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If one of the index equals 3, the I-type integral is 0.
A.1.2 V-type Integrals for Circular Plane Strain Inclusion
The V-type integral defined by Moschovidis [38] as,
+ (_) = 1
2




[8 (_) − GAGA '8 (_)] (A.14)
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The explicit form for V-type integrals is,
+ (_) =

−c |G |2 + 1, |G | ≤ 0
−2c02;=|G | + 2, |G | > 0
(A.15)
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(A.18)
A.1.3 Integrals components for circular Eshelby’s Tensor for Circular Plane Strain Inclusion
Denote 0 as the radius of the circular inhomogeneity and d = 0|G | . =8 =
G8
|G | .
(1) Integrals components for circular uniform Eshelby’s tensor:
Φ,8 =

−2cG8, |G | ≤ 0
−2cd2G8, |G | > 0
(A.19)
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Ψ,8 9 : =

−c(X8 9G: + X8:G 9 + X 9 :G8), |G | ≤ 0
c[(d4 − 2d2)X8 9G: + (d4 − 2d2) (X8:G 9 + X 9 :G8) + 40(−d3 + d)=8= 9=: ], |G | > 0
(A.20)
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For interior points (|G | ≤ 0),
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For exterior points (|G | > 0),
Ψ?,8 9 : = 0
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The Ψ integral is constructed with + type integral for simplicity,
Ψ<=,8 9 : =
04 [(X<8X= 9 + X=8X< 9 )G 9 (+" − 02+#" )
+ ((X<8X=: + X=8X<: )G 9 + (X<8G= + X=8G<)X 9 : ) (+" − 02+#")
+ (X< 9G= + X= 9G<)G 9 (+" − 02+#"),:
+ (X< 9 (X=:G8 + X8:G=) + X= 9 (X<:G8 + X8:G< + X8 9 (X<:G= + X=:G<)) (+"# − 02+"# )
+ (X< 9G=G8 + X= 9G<G8 + X8 9G<G=) (+"# − 02+"# ),:
+ (X<:G=G8 + X=:G<G8 + X8:G<G=) (+"# − 02+"# ), 9
+ G<G=G8 (+"# − 02+"# ), 9 : ]
+ 02X<= [−X8 9G: (+ − 202+" + 04+" )
− (X8:G 9 + X 9 :G8) (+ − 202+" + 04+")
− G8G 9 (+ − 202+" + 04+"),: ]
(A.25)
where, the derivatives are enclosed as following,
(1) Interior points






























































































A.1.4 Numerical Integral Scheme for Higher-order Eshelby’s Tensor Integral Components for
Circular Plane strain Inclusion
In general, the second order eigenstrain expansion could provide accurate enough results com-
pared with FEM. At the same time, pursuing a higher-order eigenstrain expansion terms causes
difficulty to obtain the analytical expression for the potential integral. Instead of computing the
integral in a 3D infinite long cylindrical inclusion, the scheme would introduce the 2D circular
inclusion. With similar process as Mura [33], the Eshelby’s tensor for displacement could be ob-
tained through the 2D Green’s function,
68:; =
1 − 2a
























































































where, ;8 = −
G8−G ′8
|G−G ′ | . Mura provided a scheme to compute the 3D integral by transforming the
























where the contour 3( = A3\ and ;1 = cos \, ;2 = sin \ for circular inclusion. And the upper
and lower limit of the integral in \ and < are entirely dependent on the observing point (inte-
rior or exterior). For interior point, \ ∈ [0, 2c] and < ∈ [0, V], where V is largest root of
the equation (G1 + V;1)2 + (G2 + V;2)2 = 02 based on the law of cosines. For exterior points,
\ ∈ [− arcsin 0|G | + arccos
G
|G | , arcsin
0
|G | + arccos
G
|G | , ], and < ∈ [V
−, V+], where V− and V+ are the
roots of the above equation. Using Gauss quadrature, the numerical results could be obtained.
A.2 I-type and V-type Integrals for Spherical Inclusion
The I-type and V-type integrals were well established by Moschovidis and all the following
content in the Appendix is cited from [38]. In the supplementary of the work [38], potential
integrals were provided in a general ellipsoidal form. To accommodate the case studies in this
dissertation, only the spherical potential integral will be exhibited here.
A.2.1 I-type Integrals for Spherical Inclusion
With the same definition of I-type integrals as eq. A.2, and let 01 = 02 = 03 = 0 as radius of
the sphere, the I-type integrals follows the below regulations with = subscript,
8 9 ...: =
4c03
(2= + 1) (02 + _)=+0.5
(8, 9 , ..., : = 1, 2, 3) (A.40)




A.2.2 V-type Integrals for Spherical Inclusion
Defined by eq. A.14, V-type integrals also follows similar regulations as I-type integral with =
subscript,
+8 9 ...: = 2c03 [
1
(2= + 1) (02 + _)=+0.5
− GAGA
(2= + 1) (02 + _)=+1.5
] (8, 9 , ..., : = 1, 2, 3) (A.41)
Following the the procedure in Appendix.A.3, the Eshelby’s tensor could be obtained.
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Appendix B: Domain integrals of polygonal inclusion




Based on Rodin and Liu’s work [99, 81], the differentiation chain rule utilize the geometry
construction of the variable 1 5 , ;−5 , ;
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)< ) are discarded.
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B.2 Domain integral of Φ and Ψ and their derivatives


















































































B.3 Expression of the fourth derivative of Ψ?@ and second derivative of Φ?@
Ψ?@,8 9 :; = [X?8Ψ@, 9 :; + X? 9Ψ@,8:; + X?:Ψ@,8 9 ; + X?;Ψ@,8 9 : + G?Ψ@,8 9 :;]
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Derivatives of the Potential Components
























































































































































































































































− 31 5 ;=[125 + (;
−
5 )














































m1 5 m (;+5 )2
















m1 5 m (;−5 )2





























































= 1 5 [−;=(125 + (;
−
5 )









































































41 5 (125 + (;
−
5 )

















m1 5 m (;+5 )2



































































The derivatives with respect to ;−
5
is similar to Eqs.(23(b),23(c),23(d)).
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Appendix C: Domain integrals of polyhedral inclusion





C.1 Partial differentiation chain rules in 3DTC
(1) First derivative:












(2) Second order derivative:
m2F (0 , 1 , ;4)
mG8mG 9



















) 9 + (b
0









) 9 + (b
0









) 9 + (_
0






(3) Third order derivative:
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C.2 Expression of the fourth derivative of Ψ?@ and second derivative of Φ?@
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− (X? 9X@: + X@ 9X?: )Ψ,8; − (X? 9X@; + X?;X@ 9 )Ψ,8: − (X? 9G@ + X@ 9G?)Ψ,8:; − (X?8X@: + X?:X@8)Ψ, 9 ;
− (X?8X@; + X@8X?;)Ψ, 9 : − (X?8G@ + X@8G?)Ψ, 9 :; − (X? 9X@8 + X?8X@ 9 )Ψ,:; + X8?Ψ@, 9 :; + X? 9Ψ@,8:;
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Φ?@,8 9 = −G?G@Φ,8 9 − (X? 9G@ + X@ 9G?)Φ8 − (X?8G@ + X@8G?)Φ 9 − (X? 9X@8 + X?8X@ 9 )Φ
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C.4 Explicit form of F (0 , 1 , ;4) functions
F1(0 , 1 , ;4) = 0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F11(0 , 1 , ;4) =
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Partial derivatives of the integrand functions F1, . . . F12
Derivatives of harmonic potentials
The implementation of Eshelby’s tensor for displacement and strain only require the original
and first order derivative of harmonic potentials.
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Derivatives of biharmonic potentials
The implementation of Eshelby’s tensor for displacement and strain only require the second
and third order derivative of biharmonic potentials.
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Appendix D: Extension to other types of elements for particle domain
discretization method
In Section. 3.3, the 6-node triangular and 10-node tetrahedral quadratic elements are applied,
which could map most of geometries of subdomains. Since the elastic fields are solved by domain
integrals as Eq.(3.7), one only needs to modify the shape functions in Eqs.(3.5a, 3.5b, 3.11a, 3.11b)
respectively. In the following, some examples of domain integral coupled with shape function are
listed.
D.1 Domain integral with linear shape functions
When mentioning the linear shape functions, 3-node linear triangular element and 4-node linear
tetrahedral element are the only choices for 2D and 3D problem, respectively. Recall the Eq.(3.4)
and Eq.(3.10), where the area and volume coordinates of the elements are provided. For 2D prob-
lem, consider the =Cℎ node, != = U= + V=G1 + W=G2, thus the domain integral with shape function




Λ (Y∗8 9 )=, B8 9 =
3∑
==1
Γ (Y∗8 9 )= (D.1a)
where, Λ and Γ are defined in Eq.(3.5) and Eq.(3.6). Similarly, for 3D problem, != = U= +






Λ (Y∗8 9 )=, B8 9 =
4∑
==1
Γ (Y∗8 9 )= (D.2a)
Notice that although the implementation of linear shape function is straightforward and sim-
ple, there exists comparatively higher numerical errors especially in the neighborhood of vertices,
which requires more elements to capture the variation of eigen fields. Similar phenomenon can be
observed for other domain discretization method, i.e FEM, as well. Hence, it is not recommended
to use the linear elements alone, especially in the neighborhood with rapid fluctuations, which is
discussed in Appendix D.4.
D.2 Domain integral with bilinear / quadratic shape function
In the Section. 3.3, the quadratic elements are applied for two types only. However, one
could follow the same procedure to derive domain integrals combined with other elements, such
as 4-node quadrilateral element and 8-node hexahedral element, whose advantage is simple im-
plementation for the numerical integral (iso-parametric natural coordinates). It is natural to utilize
its numerical features instead of transform it back to the area / volume coordinates, although par-
tial merits of the method is lost by dropping the closed-form domain integral. Using the Gauss
quadrature as [172, 173], the domain integrals (including the interior points) can be handled with-
out singularity because the stress equivalent equations are setting up at the Gaussian integral point
of the elements.
D.3 Combination of several types of elements
In previous derivations, the implementation of linear, bilinear and quadratic elements are in-
troduced. The most straightforward way, of course, is to use one of those elements instead of
combining them. However, the use of quadratic elements relatively consumes more computational
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resources to construct the stress equivalent conditions because of the long formulae of domain in-
tegrals. Shown in Fig.(4.7), the mesh strategy and its influence on the accuracy of the local elastic
fields have been discussed in details that the improvement (or refinement) of the mesh only exhibits
better accuracy in the neighborhood of the vertices. In such case, an interpretation could be made
that because the eigen fields may not change rapidly in the interior parts, hence, for the interior
part, linear elements can provide good results without increasing the number of elements much.
Although higher order elements, say cubic order of eigenstrain, might provide sound improvement
in both mesh quality and convergence, the quadratic elements perform well with a few more ele-
ments as shown in the following case studies, so that this chapter have implemented the algorithm
up to quadratic shape functions so far.
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Appendix E: Modified Green’s function for transient heat conduction and
comparison of mesh
E.1 Explicit Time-Integral Form of ,) and Discussion of Singularity
The explicit time integrals of the Green’s function and its derivative are provided as follows
[163],
 (r, CΩ, 4C) =
∫ C 5
C 5 −1









) (r, CΩ, 4C) =
∫ C 5
C 5 −1









where Γ is the upper incomplete gamma function.
Because the Green’s function is singular at the source points, the integrals over spatial domain
should be carefully conducted. The singularities can be divided into two kinds, weakly singular and
strongly singular. As for weakly singular, the integral of the kernel function poses no problem [22],
and the approach will not be discussed here. However, the strongly singular generates problems in
numerical implementation, and Beer proposed to use method of rigid body motion, which creates
one uniform temperature field (similar to displacement in elastic problem) with zero gradient.
Thus, the diagonal elements in , can be expressed by negative summation of all other elements
in the same row. The merit of the method is not only save computation resources for strongly
singular but also avoid errors in matrix of direct BEM method. The method of rigid motion works
well with steady-state problems, but modifications are required for its application on transient
problems. Dargush and Banerjee proposed the method to seperate the kernel integral into two
parts, where one is time-dependent and the other is time-independent [174]. Similarly, the kernel
228
function for boundary nodes’ temperature can be separated as,
∫
m












where Γ(B), W(B) are complete gamma function and lower incomplete gamma function and Γ(B, C) =
Γ(B) − W(B, C) is applied. In most cases that CΩ = C − C 5 ≠ 0 (not the first coefficient matrix), the
Equation. E.3 does not have singular as the entire asymptotic series is $ (A3). Whens the time
step coincide, W(1.5, A24UCΩ ) = W(1.5,∞) ≈ Γ(1.5), which is a constant in the integral equation.
Therefore, there exist strong singularities and it can be solved by seperating constant and lower
incomplete gamma function series as, ( − 5 = 0)
∫
m












where the first term in Eq.( E.4) is the similar term derived in steady-state heat conduction prob-
lems. Similarly, the  matrix can be divided into ‘steady-state’ and ‘transient’ part, and the method
of rigid body motion can only be applied to the ‘steady-state’ part. As a consequence of applying
method of rigid body motion directly on , the solved heat field will be steady-state.
E.2 Comparison of the Mesh for the Experiment verification
In Section 7.6.1, a verification was performed with the iBEM, FEM and experiment. Shown in
Fig.(E.1), the iBEM only requires a surface mesh and the number of element seeds on each edge
is 12, thus 144 elements are generated for each surface with totally 866 nodes. The particles in the
domain, are treated as just 4 unknowns of the eigen field, therefore no internal mesh is needed. The
same surface mesh for iBEM could be used for various cases unless the external geometry changes.
However, the FEM requires the internal volume mesh. With just one particle, the volume mesh
includes 49342 elements. Considering more particles with size gradation, it is quite challenging
since the difference between neighbor element sizes is strictly limited for accuracy purposes.
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(a) iBEM surface mesh
(b) FEM volume mesh
Figure E.1: Schematic illustration of surface/volume mesh for the iBEM and FEM for one PCM
particle case
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