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A COUNTEREXAMPLE TO C2,1 REGULARITY
FOR PARABOLIC FULLY NONLINEAR EQUATIONS
LUIS A. CAFFARELLI AND ULISSE STEFANELLI
Abstract. We address the self-similar solvability of a singular parabolic prob-
lem and show that solutions to parabolic fully nonlinear equations are not
expected to be C2,1.
1. Introduction
Locally bounded solutions to the fully nonlinear parabolic equation ut = F (D
2u)
where F is uniformly elliptic and convex are known to be locally C2,α for some
α ∈ (0, 1) [8, 26, 27, 28, 29]. The aim of this note is to show that C2,1 regularity
is generally not to be expected. To this end, we focus from the very beginning on
the simplest fully nonlinear parabolic equation, namely
ut = max
{
∆u,∆u/2
}
. (1.1)
The latter equation has some interest in itself since it arises in a variety of different
applicative frames ranging from control theory [4, 7, 21, 22, 23, 24], to mechanics
[5, 6], combustion [9, 25], biology [10, 11, 15], and finance [2, 3, 20, 16].
The C2,α regularity theory for (1.1) is due to Evans & Lenhart [13]. By
letting γ(r) := (3 + sign(r))/4 , equation (1.1) can be rewritten as ut = γ(∆u)∆u
or even β(ut) = ∆u for β(r) := 2r − r+. In particular, by differentiating (1.1)
with respect to time and letting w = ut we get that
β(w)t = ∆w. (1.2)
The Ho¨lder regularity of w follows from classic parabolic theory [12, 19] by
observing that v = β(w) solves the equation in divergence form vt = div (γ(v)∇v).
We shall prove here that w cannot be expected to be Lipschitz continuous, which
implies that the corresponding u fails to be C2,1. To this aim, we will provide a
full description of radial self-similar solutions to (1.2). In particular, we are here
interested in locally bounded positively-homogeneous solutions, namely
w(x, t) = (−t)α/2f(|x|/√−t) x ∈ RN , t < 0, α > 0
for some smooth self-similar profile f . We prove that, in order for a locally bounded
self-similar solution to exist, some specific choice for α has to be made.
Our main result reads as follows.
Theorem 1.1. There exist two sequences α+k and α
−
k such that
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i) a locally bounded α-homogeneous solution w with w(0,−1) = ±1 exists
iff α = α±k for some k ∈ N,
ii) α+k and α
−
k are such that the corresponding self-similar profile changes
sign exactly k times,
iii) α±k are strictly increasing and unbounded,
iv) 0 < α−1 < 2 < α
+
1 ,
v) α−k < α
+
k+1 < α
−
k+2 for all k ∈ N.
In particular, we prove that there exists a locally bounded solution w to (1.2)
such that w(0, t) = −(−t)α−1 /2 for t ∈ (−1, 0). Hence, owing to Theorem 1.1.iv,
one has that w fails to be Lipschitz and we have the following.
Corollary 1.2. Equation (1.1) admits locally bounded solutions which are not C2,1.
A remarkable feature of this construction is that it is not symmetric with respect
to sign changes. Namely, the only (up to multiplication by positive constants)
non-Lipschitz locally bounded radial self-similar solution w to (1.2) is such that
w(0,−1) < 0 and w(·,−1) has exactly one sign change, i.e. w(·,−1) is negative
inside some given ball centered in 0 and positive outside. In particular, all locally
bounded radial self-similar solutions w to (1.2) with w(0,−1) > 0 turn out to
be Lipschitz. The same Lipschitz regularity holds for all locally bounded radial
self-similar solutions such that w(·,−1) changes sign more than once.
Clearly, the counterexample to C2,1 regularity for (1.1) is not requiring the full
extent of Theorem 1.1. We however provide here a detailed description of the self-
similar solvability of (1.2) for the sake of completeness. In particular, we directly
focus on solutions for α > 0 in Sections 2-3 and then, by developing some suitable
duality technique based of the so called Appell transformation, we discuss the case
of self-similar solutions for α < 0 in Section 4.
Let us recall that the related case of solutions of (1.1) of negative homogene-
ity has been already considered by Kamin, Peletier, & Vazquez [1, 17, 18].
Our analysis, although completely independent, presents some reminiscence of the
former as we comment in Section 4 below.
2. Self-similar solutions
We are interested in positively-homogeneous solutions of (1.2), namely functions
w such that w(µx, µ2t) = µαw(x, t) for all µ > 0, x ∈ RN , t < 0 and some α > 0.
We are thus imposing
w(x, t) = (−t)α/2ϕ(x/√−t) x ∈ RN , t < 0
for some smooth function ϕ.
Plugging the latter expression into the relation λwt = ∆w for λ > 0 one easily
checks that ϕ solves
−∆ϕ+ λ
2
x√−t · ∇ϕ =
λα
2
ϕ.
Let us assume now ϕ to be radially symmetric and use the symbol s for the
self-similar variable |x|/√−t. Hence, the function f(s) = ϕ(x/√−t) fulfills
f ′′(s) +
(
N − 1
s
− λs
2
)
f ′(s) +
λα
2
f(s) = 0. (2.1)
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In view of the expected regularity of w at the origin for t < 0, we must have
f ′(0) = 0. On the other hand, since we aim at locally bounded solutions w, we will
require s 7→ s−αf(s) to remain bounded as s goes to +∞.
In particular, f ∈ C1,1[0,+∞) is said to be a self-similar profile if


f(0) 6= 0, f ′(0) = 0,
f ′′(s) +
(
N − 1
s
− s
)
f ′(s) + αf(s) = 0 where f < 0, s > 0
f ′′(s) +
(
N − 1
s
− s
2
)
f ′(s) +
α
2
f(s) = 0 where f > 0, s > 0.
(2.2)
and, additionally,
s 7→ s−αf(s) is bounded. (2.3)
Clearly, Problem (2.2) can be solved for any α > 0 by means of a direct construc-
tion argument. One has to find a solution to the corresponding Cauchy problem
up to the first zero (which always exists, see Lemma 3.1 below). Then, one restarts
a second Cauchy problem with the other equation. At this point, either the solu-
tion is unbounded or it has a zero. In this second case, one again solves a Cauchy
problem and the procedure goes on up to finite termination (see below).
Among all candidate self-similar profiles constructed as above, we prove that
the boundedness assumption (2.3) can be fulfilled only by specific choices of α. In
particular, Theorem 1.1 entails that Problem (2.2)-(2.3) admits countably many
solutions, each of which is uniquely determined (up to multiplication by positive
constants) by the sign of f(0) and the number of sign changes. All other self-similar
profiles will show exponential growth at infinity instead.
By directly considering (1.2) or computing on (2.2), we shall explicitly observe
that
f > 0 solves (2.2) in the interval I ⊂ [0,+∞)
iff g(s) = −f(
√
2s) solves (2.2) in I/
√
2. (2.4)
This change of variables will turn out to be useful later on.
Let us now draw a relation between Problem (2.2)-(2.3) and some suitable eigen-
value problem. Namely, we remark that (2.1) may be rewritten as
− (sN−1e−λs2/4f ′(s))′ = sN−1e−λs2/4λα
2
f(s). (2.5)
Let now µ+ and µ− be the absolutely continuous measures given by
dµ+(s) = sN−1e−s
2/4ds, dµ−(s) = sN−1e−s
2/2ds.
Moreover, for all intervals I ⊂ [0,+∞), we define the spaces
H+(I) = L2(I, µ+), V +(I) = {f ∈ H+(I) : f ′ ∈ H+(I)}
W+(I) = {f ∈ V +(I) : f(ι) = 0 if ι ∈ {inf I, sup I} \ {0,+∞}},
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and the spaces H−(I), V −(I), and W−(I) correspondingly by means of the mea-
sure µ−. Let us consider the eigenvalue problems
find f ∈ W+(I), f 6= 0, such that (2.6)∫
I
f ′g′ dµ+ =
α
2
∫
I
fg dµ+ ∀g ∈W+(I)
find f ∈ W−(I), f 6= 0, such that (2.7)∫
I
f ′g′ dµ− = α
∫
I
fg dµ− ∀g ∈ W−(I)
It is straightforward to check that a non-negative f ∈ W+(I) solves (2.5) iff it
solves (2.6). On the other hand, a non-positive f ∈W−(I) solves (2.5) iff it solves
(2.7). For the sake of later purposes, let us introduce some notation for the Rayleigh
quotients
R+(f, I) =
∫
I
(f ′)2dµ+∫
I
f2dµ+
, R−(f, I) =
∫
I
(f ′)2dµ−∫
I
f2dµ−
,
which are defined for f 6= 0 and f ∈ V +(I) (f ∈ V −(I), respectively).
3. Proof of Theorem 1.1
Let us start by observing that the strictly positive lower bound in Theorem 1.1.iii
is obviously ensued from the above recalled C2,α regularity theory. Namely, all
locally bounded solutions to (1.2) are Cα/2 in time for some α > 0 depending just
on N (and on β). The proof of Theorem 1.1 will follow from a direct construction
argument.
3.1. Shooting from 0. Let us start from the following.
Lemma 3.1. For all α > 0, the solution f to (2.2) has a zero.
Proof. Let us consider f(0) > 0 (the case f(0) < 0 being completely analogous).
Taking the limit as s→ 0+ in the equation one gets that
lim
s→0+
f ′′(s) = −αf(0)/(2N) < 0.
Hence f ′ < 0 at least locally in a right neighborhood of zero. Indeed, f ′ < 0 as long
as f > 0. By contradiction let s¯ be the first point where f ′ vanishes and assume
f > 0 on (0, s¯). One computes from (sN−1f ′(s))′ = sN−1(sf ′(s)− αf(s))/2 that
0 =
∫ s¯
0
(sN−1f ′(s))′ds =
1
2
∫ s¯
0
sNf ′(s) ds− α
2
∫ s¯
0
sN−1f(s) ds < 0,
a contradiction. Assume now f > 0 everywhere. Then, for s2 > 2(N − 1) one
has that f ′′(s) < −αf(s)/2 < 0 and f is concave and decreasing. Hence, it has a
zero. 
Owing to the latter lemma, we will denote by s+α the first zero of f
+
α where
α > 0 is given and f+α solves (2.2) with f
+
α (0) > 0 (recall that the latter functions
are defined in all of [0,+∞)). One has that the unique solvability of (2.2) entails
in particular that (f+α )
′(s+α ) < 0. At the same time, owing to (2.4), we shall let
s−α = s
+
α/
√
2 and notice that s−α is the first zero of a solution to (2.2) starting from
a negative value.
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Figure 1: The parabolas |p+| and −|p−| (N = 1)
We can now make precise the argument of Section 2 by observing the following.
Lemma 3.2. For any α > 0, the minimal eigenvalue of Problem (2.6) on (0, s+α )
is α and the corresponding eigenfunction is f+α .
Proof. Classical results [14, Thm 8.38, p. 214] ensure that, for all s > 0, the
minimal eigenvalue of Problem (2.6) on (0, s) is strictly positive and simple and
the corresponding eigenfunction is the only eigenfunction which does not change
sign on (0, s). On the other hand, f+α solves (2.2) and does not change sign on
(0, s+α ), whence the assertion follows. 
Clearly, the dual statements on Problem (2.7) on (0, s−α ) hold true as well. By
exploiting continuous dependence and the characterization of Lemma 3.2, we easily
deduce that the functions α 7→ s+α and α 7→ s−α are continuous, strictly decreasing,
and onto (0,+∞). We shall denote their inverses by α+ and α−, respectively.
Moving from (2.4), we readily have that α+(s) = α−(s/
√
2) for all s ≥ 0. It is
moreover a standard matter to consider the parabolas (see Figure 1)
p+(s) = −s2/(2N) + 1 and p−(s) = −p+(
√
2s) = s2/N − 1
in order to check that s+2 =
√
2N and s−2 =
√
N , or, equivalently
α+(
√
2N) = 2 = α−(
√
N). (3.1)
Hence, let us summarize the above results by stating the following.
Lemma 3.3. The functions α+ and α− are continuous, strictly decreasing, and
onto.
Before closing this subsection, we shall explicitly remark that all solutions f
to (2.2) turn out to be definitely strictly monotone. Indeed, this may be proved
by simply adapting the proof of Lemma 3.1 since a self-similar profile is forced to
change sign after any critical point and all self-similar profiles change sign a finite
number of times.
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3.2. Shooting from +∞. Let us now consider the possibility of solving (2.2) for
f after its first zero (which always exists due to Lemma 3.1). As mentioned above,
two situations may occur. It could happen that f never changes sign or that it
comes back to zero again. In any case, by gluing together pieces, one can construct
a C1,1 solution to the differential problem in (2.2).
We shall hence discuss the possibility of fulfilling the bound (2.3) by proving the
following.
Lemma 3.4. For any α > 1 there exists s˜+α > 0 such that, letting f solve (2.2)
for s > s˜+α with f(s˜
+
α ) = 0 < f
′(s˜+α ), one has that f is positive for s > s˜
+
α and
s 7→ s−αf(s) is bounded.
Proof. We change variables by letting h(t) := tαf(1/t), and transform (2.2) into

h(0) 6= 0, h′(0) = 0,
t2h′′(t)− (2α+N − 3) th′(t) + h
′(t)
t
+ α(α +N − 2)h(t) = 0
if h < 0,
t2h′′(t)− (2α+N − 3) th′(t) + h
′(t)
2t
+ α(α +N − 2)h(t) = 0
if h > 0.
(3.2)
The initial condition h′(0) = 0 is forced by the fact that we ask the latter singular
differential problem to be uniquely integrable.
We shall check that, for any α > 1, the solution h to (3.2) admits indeed a zero.
Let us focus from the very beginning on the case h(0) > 0 (the other case being
analogous) and check that
lim
t→0+
h′′(t) = −2α(α+N − 2)h(0) < 0.
Namely, h′ < 0 in a right-neighborhood of 0. We have that h′ < 0 as long as
h > 0. Indeed, h cannot have a positive minimum in t > 0 since, in that case,
t2h′′(t) + α(α +N − 2)h(t) = 0,
which leads to h′′(t) < 0, a contradiction. On the other hand, we have that
−(2α+N − 3) + 1/(2t) < 0 for t large and hence
t2h′′(t) + α(α+N − 2)h(t) < 0 for t large,
and h is concave and decreasing as long as h > 0. Hence, it has a zero.
We denote by t+α > 0 the first zero constructed above, changing variables back
as f+α (s) := s
αh(1/s), and letting s˜+α = 1/t
+
α , we have found the unique solution
to (2.2) for s > s˜+α with f
+
α (s˜
+
α ) = 0 < (f
+
α )
′(s˜+α ). The latter does not change sign
and grows as sα at infinity 
The restriction α > 1 in Lemma 3.4 is actually needed in the latter proof only
for N = 1 and one could ask α > 1/2 for N = 2 and α > 0 for N ≥ 3, instead.
On the other hand, as it will be clear later, the above mentioned restriction is
irrelevant for the purposes of our analysis.
The self-similar profile f+α constructed in the proof of Lemma 3.4 is hence an
eigenfunction of Problem 2.6 on (s˜+α ,+∞) and does not change sign. Again, this
amounts to say that α is the minimal eigenvalue of Problem 2.6 on (s˜+α ,+∞).
Namely, we have the following.
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Lemma 3.5. For any α > 1, the minimal eigenvalue of Problem (2.6) on (s˜+α ,+∞)
is α and the corresponding eigenfunction is f+α .
Clearly, again exploiting (2.4), Lemmas 3.4 and 3.5 can be rephrased for negative
self-similar profiles as well. In particular, for all α > 1 one finds s˜−α > 0 such that
any self-similar profile f−α fulfilling (2.2) for s > s˜
−
α with f
−
α (s˜
−
α ) = 0 > (f
−
α )
′(s˜−α )
does not change sign and is such that s 7→ s−αf−α (s) is bounded. Moreover, α
is the minimal eigenvalue of Problem (2.7) on (s˜−α ,+∞). In particular, we have
defined the functions α 7→ s˜+α and α 7→ s˜−α which turn out to be strictly increasing.
We shall denote their corresponding inverses by α˜+ and α˜−, respectively (recall
that α˜+(s) = α˜−(s/
√
2) for all s > 0). By considering again the parabolas p+
and p− we observe that
α˜+(
√
2N) = 2 = α˜−(
√
N). (3.3)
Let us recall that we have checked the following.
Lemma 3.6. The functions α˜+ and α˜− are continuous and strictly increasing.
In order to clarify the meaning of the functions α˜+ and α˜− one can again
exploit the relation with the eigenvalue Problems (2.6) and (2.7). In particular, let
us fix α > 1 and the related s˜+α . We shall consider Problem (2.6) in a sequence
of increasing intervals Ir := (s˜+α , r) for r → +∞. The corresponding minimal
eigenvalues α+r are positive and simple and their eigenfunctions f
+
r do not change
sign on Ir . Moreover, the function r 7→ α+r is continuous, strictly decreasing,
and unbounded as r ց s+α . By exploiting Lemma 3.5 and standard compactness
arguments, one can easily check that
lim
r→+∞
α+r = α,
and the corresponding eigenfunctions converge locally uniformly to the self-similar
profile f+α . Indeed, we have that limr→+∞ α
+
r =: α exists and, by suitably renor-
malizing and extracting not relabeled subsequences, there exists f such that
fr → f weakly in W+(s˜+α ,+∞).
Hence, the positivity of f follows along with the fact that f solves (2.2) with α
replaced by α. Finally, f is the eigenfunction corresponding to α by Lemma (3.5),
namely α = α. Let us rephrase these facts in the following lemma.
Lemma 3.7. Let α, β > 1 be given and f solve (2.2) with α replaced by β for
s > s˜+α with f(s˜
+
α ) = 0 < f
′(s˜+α ). Then
i) if α < β then f changes sign,
ii) if α = β then f does not change sign and grows as sα at infinity,
iii) if α > β then f does not change sign and grows exponentially at infinity.
Proof. Lemma 3.4 entails ii). As for i) and iii), owing to the above discussion, we
readily check f has a zero in r iff β = α+r > α and we have proved i). If β < α
then surely f 6∈ W+(s˜+α ,+∞) owing to the minimality of α. In particular, the
exponential growth of f follows. 
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3.3. Zeros. Let us collect here some remark from the above shooting constructions.
Given any α > 1, let f±α denote the solutions to (2.2) starting from f
±
α (0) = ±1
and solving successively the corresponding Cauchy problems up to the last zero.
We shall denote by s±,kα the k-th zero of f
±
α (namely, k ranges on a finite set
of indices which will be proved to be increasing with α). Moreover, let g±α be
the outcome of the variable transformation s = 1/t applied to the solution h±α of
(3.2) starting from h±α (0) = ±1 and built by solving successively the corresponding
Cauchy problems up to the last zero. We let s˜±,kα the k-th zero of g
±
α , ordered
starting from s = 0.
The characterization of α as minimal eigenvalue of Lemmas (3.2) and (3.5)
and the corresponding monotonicity properties of Lemmas 3.3 and 3.6 entail the
following monotonicity properties for the zeros of f±α and g
±
α .
Lemma 3.8. The functions α 7→ s±,kα are continuous and strictly decreasing. The
functions α 7→ s˜±,kα are continuous and strictly increasing.
Proof. Continuity obviously follows from continuous dependence and the mono-
tonicity of α 7→ s±,1α and α 7→ s˜±,kα has already been proved in Lemmas 3.3 and
3.6. Assume by contradiction that s+,2α is not strictly decreasing with α. Namely,
assume there exist α1 < α2 such that the corresponding self-similar profiles have
at least two zeros and s+,2α1 ≤ s+,2α2 . Letting Ij := (s+,1αj , s+,2αj ) for j = 1, 2 and
observing that I1 ⊂ I2, one has that
α2 = R
−(f+α2 , I2) ≤ R−(f+α1 , I1) = α1 < α2,
a contradiction. Once we have established that indeed α 7→ s+,2α is strictly de-
creasing, this same argument can be iterated inductively up to the last zero of
f+α . Clearly the monotonicity of α 7→ s−,kα follows with minor changes. Moreover,
the very same proof can be exploited for g±α as well (from its last to its first zero
though). 
3.4. Construction of solutions changing sign once. We shall now combine the
results of the previous subsections in order to build self-similar profiles changing
sign exactly once. By considering again the parabolas p+(s) = −s2/(2N) + 1 and
p−(s) = s2/N−1 and, in particular, owing to (3.1) and (3.3), we readily check that
we cannot find a solution to Problem (2.2) by gluing together two semi-profiles of
homogeneity 2 (see Figure 1). In particular, we have observed that
s+,12 =
√
2N > s˜−,12 =
√
N.
By means of Lemma 3.8, we shall increase α and find the unique α+1 such that
s+,1
α+
1
= s˜−,1
α+
1
.
The two semi-profiles corresponding to this specific homogeneity α+1 can be glued
together in order to form a solution of (2.2). Moreover, we readily have that α+1 > 2
by construction.
On the other hand, starting from the fact that
s−,12 =
√
N < s˜+,12 =
√
2N,
we argue as above and decrease α in order to check that there exists a unique
α−1 < 2 such that
s−,1
α−
1
= s˜+,1
α−
1
.
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Figure 2: Constructing α−1 .
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Figure 3: Constructing α+1 .
This construction could be achieved also by exploiting Lemmas 3.3 and 3.6 and
defining α+1 and α
−
1 by solving the equations
α−(s) = α˜+(s), α+(s) = α˜−(s).
The solvability of the latter equations is evident from Lemmas 3.3 and 3.6 and the
the corresponding common value of the functions is exactly α−1 and α
+
1 , respec-
tively. This construction is depicted in Figures 2-3 for the case N = 1. The figures
are outputs of actual computations and have been produced with MATLABr. The
dots correspond to the case of heat polynomials of even degree 2, 4, and 6 and
have been graphically superimposed on the computed curve in order to validate the
numerical results (in particular, the curves are not interpolated from the dots). Let
us stress that the figures confirm once again that 0 < α−1 < 2 < α
+
1 .
3.5. Construction of solutions changing sign k times. The argument devel-
oped above can be extended in order to construct solutions changing sign exactly
k times.
Owing to the above discussion, for all α > α+1 the solution f to (2.2) with
f(0) > 0 changes sign at least twice. In particular, one readily has that
lim
αցα+
1
s+,2α = +∞,
by construction. Hence, we readily find α > α+1 such that
s+,2α > s˜
−,1
α .
Now, exploiting Lemma 3.8, one may increase α up to the unique homogeneity
α+2 such that
s+,2
α+
2
= s˜−,1
α+
2
(note that α+1 < α
+
2 ). Equivalently, one could define s 7→ α+,2(s) as the inverse of
α 7→ s+,2α (which is well-defined due to Lemma 3.8) and then solve.
α+,2(s) = α˜+(s). (3.4)
The latter equation admits the unique solution α+2 , see Lemmas 3.6 and 3.8. Figures
5 below shows the (computed) outcome of the above described construction in the
case N = 1. In particular, in analogy with Lemma 3.7, a self-similar profile f with
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Figure 4: Constructing α+2 .
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Figure 5: Constructing α−2 .
homogeneity α > 1 and f(0) > 0 has exactly two sign changes iff α+1 < α ≤ α+2 .
Moreover, among all these self-similar profiles, the only one that grows as sα for
large s is the one corresponding to α = α+2 .
The argument can be iterated for determining a strictly increasing sequence α+k
such that all self-similar profiles f with f(0) > 0 changing sign exactly k times
(k > 2) are given by the homogeneities α such that α+k−1 < α ≤ α+k . Finally, α+k
can be easily proved to be unbounded by contradiction. Hence, Theorem 1.1.i-iii
follows. Finally, it should be clear that the positivity assumption f(0) > 0 plays
no specific role and the above discussion could be repeated for self-similar profiles
which are negative in 0 as well. This will eventually give rise to the corresponding
sequence α−k and Figure 4 reports the construction of α
−
2 in the same spirit of
(3.4).
Let us close this subsection by remarking that Figures 5 and 4 show in particular
that the ordering α−k < α
+
k which holds at level k = 1 is however not to be
expected in general (recall however that some ordering property holds for all k
holds by Theorem 1.1.v).
Finally, we shall explicitly observe that whenever α = α±k for some k, we have
that
s±,jα = s˜
±,j
α for j = 1, . . . , k. (3.5)
3.6. Proof of α−k < α
+
k+1 < α
−
k+2. This fact is again to be obtained by exploit-
ing Lemma 3.8 and explicitly matching shooting semi-profiles by triggering the
corresponding homogeneity. In particular, by recalling (3.5) we readily check that
s+,1
α+
k+1
= s˜+,1
α+
k+1
< s−,2
α+
k+1
,
where the inequality is a straightforward consequence of the minimality in Lemma
3.2. In particular, by letting f± be the self-similar profiles corresponding to α+k+1
with f±(0) = ±1, one readily checks that
R+
(
f−,
(
s−,1
α+
k+1
, s−,2
α+
k+1
))
= α+k+1 = R
+
(
f+,
(
0, s+,1
α+
k+1
))
,
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which clearly leads to a contradiction if s+,1
α+
k+1
≥ s−,2
α+
k+1
, namely if
(
s−,1
α+
k+1
, s−,2
α+
k+1
)
⊂
(
0, s+,1
α+
k+1
)
.
Hence, in order to find a self-similar profile f which is negative in 0 and changes
sign k+2 times, we shall increase the corresponding homogeneity above α+k+1 and
determine the unique value α−k+2 such that
s˜+,1
α−
k+2
= s−,2
α−
k+2
.
Conversely, we readily check from (2.4) and (3.5) that
s−,1
α+
k+1
=
s+,1
α+
k+1√
2
< s+,1
α+
k+1
< s+,2
α+
k+1
= s˜+,2
α+
k+1
,
so that, by decreasing the homogeneity below α+k+1 we eventually find a unique
value α−k such that
s−,1
α−
k
= s˜+,2
α−
k
.
The latter corresponds to the homogeneity of a self-similar profile which is negative
in zero and changes sign k times.
4. An Appell transform argument
Let φ be the (rescaled) fundamental solution of the heat equation and w be a
caloric function for t < 0. Then, its Appell transform [30]
v(x, t) := φ(x, t)w
(
x
t
,−1
t
)
for t > 0
is again caloric. Moreover, the function v is −(N + α)-homogeneous iff w is
α-homogeneous. Indeed, by letting
w(x,−t) = tα/2f(|x|/
√
t), φ(x, t) = t−N/2ψ(|x|/
√
t) for t > 0,
with ψ(r) := exp(−r2/4) for r > 0, we readily check that
v(x, t) = t−(N+α)/2ψ(r)f(r) =: t−(N+α)/2g(r) for r = |x|/
√
t. (4.1)
We aim to exploit this construction in order to reformulate our results for self-
similar solutions to (1.2) of negative homogeneity. The latter shall be defined for
t > 0 and possibly develop a singularity as t → 0+. To this end, we suitably
adapt Appell’s transformation to the present situation. In particular, let us assume
w to be a radial self-similar solution to (1.2) for t < 0 and denote by α > 0 its
homogeneity. Owing to Theorem 1.1 and Lemma 3.7, we readily have that w(·,−1)
changes sign exactly k times. Hence, the corresponding self-similar profile fw has
exactly k zeros, namely s1, . . . , sk. Let ψw : [0,+∞)→ R be defined as
ψw(r) = exp
(
−
∫ r
0
λ(fw(s))s
2
ds
)
for r ≥ 0, (4.2)
where
λ(y) := 1/γ(y) = 4/(3 + sign (y)) ∀y ∈ R.
Here, the function ψw plays the role of the self-similar profile of the heat kernel
φw(x, t) := t
−N/2ψw(|x|/
√
t) whose discontinuous coefficients are driven by (the
sign of) w.
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In analogy with (4.1), we shall check that the position
g := ψwfw,
gives actually rise to a solution to (1.2). To this aim, let us explicitly observe that
g ∈ C1,1[0,+∞) since fw vanishes where φw is non-differentiable. Namely, g is
exactly as regular as fw.
Let us now observe that
ψ′′w(r) +
(
N − 1
r
+
λ(fw(r))r
2
)
ψ′w(r) +
λ(fw(r))N
2
ψw(r) = 0
for 0 < s 6= s1, . . . , sk. (4.3)
More precisely, we stress that the latter equation is fulfilled in the distributional
sense in all of (0,+∞) by including the measure
− sign(fw(0))
2
k∑
i=1
(−1)iδsif ′w(si)siψw(si)
(with obvious notation for the Dirac masses) in the right hand side. We shall now
multiply equation (4.3) by fw and add it to the corresponding equation in (2.2)
multiplied by ψw. By exploiting the strict positivity of ψw we directly have that
sign(g) = sign(fw). Moreover, by making use of the fact that (see (4.2))
2ψ′w(r)f
′
w(r) = −λ(fw(r))rψ′w(r)f ′w(r) ∀r > 0,
and that δsif(·) = 0 for i = 1, . . . , k, one computes that

g(0) = f(0), g′(0) = 0,
g′′(r) +
(
N − 1
r
+ r
)
g′(r) + (N + α)g(r) = 0 where g < 0, r > 0
g′′(r) +
(
N − 1
r
+
r
2
)
g′(r) +
N + α
2
g(r) = 0 where g > 0, r > 0.
Namely, the function
v(x, t) := φw(x, t)w
(
x
t
,−1
t
)
= t−(N+α)/2g
( |x|√
t
)
is a radial self-similar solution to (1.2) for t > 0. Moreover, the bound (2.3) is
readily transformed into
r 7→ eℓr2/4r−αg(r) is bounded, (4.4)
where ℓ := limr→+∞ λ(g(r)) (which obviously exists). In particular, v is such that
lim
tց0
v(x, t) = |x|−(N+α) lim
r→+∞
rN+αg(r) = 0 for x 6= 0.
More precisely, we have obtained that
|x|N+α
( |x|√
t
)−(N+2α)
eℓ|x|
2/4tv(x, t) is bounded. (4.5)
Since ψw is strictly positive, it is a standard matter to check that, starting from
a radial self-similar solution v to (1.2) for t > 0 with homogeneity −(N +α), the
position
w(x, t) := φ−1v
(
x
t
,−1
t
)
v
(
x
t
,−1
t
)
for t < 0 (4.6)
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(with obvious notation for φv) gives rise to a radial self-similar solution to (1.2)
for t < 0. The latter relation can be rephrased for the corresponding self-similar
profiles as f = ψ−1v g. Moreover, the bound (4.5) obviously entails (2.3). It is finally
straightforward to check that the above described modified Appell’s transformation
and its inverse (4.6) compose to the identity.
Finally, by applying the above described transformation, we can recast our char-
acterization result for the case of radial self-similar solutions of (1.2) for t > 0 with
negative homogeneity.
Theorem 4.1. The sequences β+k = −N −α+k and β−k = −N −α−k are such that
i) for all β < −N , the unique β-homogeneous solution v with v(0, 1) = ±1
fulfills (4.5) iff β = β±k for some k ∈ N,
ii) for all β < 0, the self-similar profile does not change sign iff −N ≤ β < 0,
changes sign once iff β±1 ≤ β < −N , and changes sign exactly k times
(k ≥ 2) iff β±k ≤ β < β±k−1.
iii) β±k are strictly decreasing and unbounded,
iv) β+1 < −N − 2 < β−1 < −N ,
v) β−k+2 < β
+
k+1 < β
−
k for all k ∈ N.
Sketch of the proof. We shall not report here a detailed proof. Indeed, the latter can
be readily obtained by systematically exploiting the above described transformation
and Theorem 1.1 and Lemma 3.7. Let us just comment on Theorem 4.1.ii. Namely,
we aim to prove that, given −N ≤ β < 0, and g(0) = 1, for instance (the case
g(0) = −1 being completely analogous) the corresponding solution to
g′′(r) +
(
N − 1
r
+
r
2
)
g′(r)− β
2
g(r) = 0, g′(0) = 0 (4.7)
does not change sign. By contradiction let g(r) = 0 for some r > 0. Hence, the
transform argument and the eigenvalue characterization given by Lemma 3.2 entail
that β = −N − α+(r) < −N , contradicting the fact that −N < β.
More precisely, one can prove that g(r) > exp(−r2/4) for all r > 0. Indeed, we
readily compute that p(r) := g(r)− exp(−r2/4) fulfills
p′′(r) +
(
N − 1
r
+
r
2
)
p′(r) +
N
2
p(r) =
N + β
2
g(r) > 0 where g > 0. (4.8)
Moreover, we easily check that p′ > 0 in a right neighborhood of 0 (arguing for
instance as in the proof of Lemma 3.1). Assume by contradiction that there exists
r > 0 such that p(r) = 0 and p > 0 on (0, r). Then, relation (4.8) entails that(∫ r
0
sN−1es
2/4(p′(s))2ds
)(∫ r
0
sN−1es
2/4p(s)2ds
)−1
< −N
2
. (4.9)
On the other hand, since r 7→ exp(−r2/4) never vanishes and is the only solution
to (4.7) for β = −N , by arguing along the same lines of Lemma 3.2 one readily has
that (∫ r
0
sN−1es
2/4(q′(s))2ds
)(∫ r
0
sN−1es
2/4q(s)2ds
)−1
≥ −N
2
∀q ∈ L2((0, r), µ) such that q 6= 0, q′ ∈ L2((0, r), µ), q(r) = 0,
where µ is the absolutely continuous measure dµ(s) = sN−1es
2/4ds. This contra-
dicts (4.9) and the assertion follows. 
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4.1. The result by Kamin, Peletier, & Vazquez. As already mentioned, the
analysis of the radial self-similar solvability of (1.1) has been addressed in [18] for
t > 0. In particular, Kamin, Peletier, & Vazquez focus on self-similar solutions
of the form
u(x, t) = tη/2m(r) for r = |x|/
√
t, η < 0
and develop a full analysis on their relevance in determining the long-term behavior
of solutions to (1.1) with exponentially decaying, continuous, and non-negative
initial data.
Among these results, they prove in particular that there exists a unique η−1 such
that the corresponding self-similar solution u is positive and r−η
−
1 m(r) → 0 as
r→ 0 [18, Thms. 2.1-2.2]. Moreover, they directly check that
η−1 < −N + 2
and it is such that ut(·, 1) changes sign exactly once being negative inside some
given ball and positive outside [18, Lemma 2.12].
Our analysis is independent from the former since, clearly, the time derivative
of a self-similar solution is not self-similar in general. On the other hand, the
above-mentioned results are strongly reminiscent of our situation where we obtain
that, letting w be a negatively-homogeneous radial solution to (1.2) for t > 0,
the function w(·, 1) changes sign exactly once in correspondence to some specific
homogeneity range. Moreover, within the latter range we can select a specific value
β−1 < −N
such that w(x, ·) behaves nicely as tց 0. Hence, at least at this formal level, our
value β−1 plays essentially the role of η
−
1 − 2 in the analysis of [18].
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