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Abstract
In this paper we review some results about the theory of integrable
dispersionless PDEs arising as commutation condition of pairs of one-
parameter families of vector fields, developed by the authors during the
last years. We review, in particular, the basic formal aspects of a novel
Inverse Spectral Transform including, as inverse problem, a nonlinear
Riemann - Hilbert (NRH) problem, allowing one i) to solve the Cauchy
problem for the target PDE; ii) to construct classes of RH spectral
data for which the NRH problem is exactly solvable, corresponding to
distinguished examples of exact implicit solutions of the target PDE;
iii) to construct the longtime behavior of the solutions of such PDE;
iv) to establish in a simple way if a localized initial datum breaks at
finite time and, if so, to study analytically how the multidimensional
wave breaks. We also comment on the existence of recursion operators
and Backlu¨nd - Darboux transformations for integrable dispersionless
PDEs.
1 Introduction
Waves propagating in weakly nonlinear and dispersive media are well de-
scribed by integrable soliton equations, like the Korteweg - de Vries [1], the
Nonlinear Scrho¨dinger [2] equations and their integrable (2 + 1) dimensional
generalizations, the Kadomtsev - Petviashvili [3] and Davey - Stewartson [4]
equations respectively. The Inverse Spectral Transform (IST), introduced
by Gardner, Green, Kruskal and Miura [5], is the spectral method allowing
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one to solve the Cauchy problem for such PDEs, predicting that a localized
disturbance evolves into a number of soliton pulses + radiation, and solitons
arise as an exact balance between nonlinearity and dispersion [6]-[9]. It is
known that, apart from exceptional cases, soliton PDEs do not generalize
naturally to more than (2 + 1) dimensions; therefore, in the context of soli-
ton equations, integrability is a property of low dimensional PDEs. There
is another important class of integrable PDEs, the so-called dispersionless
PDEs (dPDEs), or PDEs of hydrodynamic type, arising in various problems
of Mathematical Physics and intensively studied in the recent literature (see,
f.i., [10] - [34]). Since integrable dPDEs arise from the condition of commuta-
tion [Lˆ1, Lˆ2] = 0 of pairs of one-parameter families of vector fields, implying
the existence of common zero energy eigenfunctions:
[Lˆ1, Lˆ2] = 0 ⇒ Lˆjψ = 0, j = 1, 2, (1)
they can be in an arbitrary number of dimensions [10]. Due to the lack of
dispersion, these multidimensional PDEs may or may not exhibit a gradient
catastrophe at finite time, and their integrability gives a unique chance to
study analytically such a mechanism. Also with this motivation, a novel IST
for vector fields, significantly different from that of soliton PDEs [6, 7, 9],
has been recently constructed [35, 36, 37] i) to solve the Cauchy problem
for dPDEs, ii) obtain the longtime behavior of solutions, iii) costruct distin-
guished classes of exact implicit solutions, iv) establish if, due to the lack of
dispersion, the nonlinearity of the PDE is “strong enough” to cause the gra-
dient catastrophe of localized multidimensional disturbances, and v) study
analytically the breaking mechanism [35]-[43].
This paper is the written rendition of the talk presented by one of the
authors (PMS) at the PMNP 2013 Conference, in a special session dedicated
to the memory of Sergey V. Manakov, and it contains some of the results
obtained by the authors in the period 2005-2011 (in §2 and §3), before the
premature death of Sergey, with some additional formulas and considerations
(in §4) not written before. This paper is dedicated to the memory of Sergey,
a great scientist and a loyal friend.
2 Two basic examples
Here we consider, as illustrative examples, two integrable dPDEs; the first is
associated with a Lax pair of vector fields not containing the partial deriva-
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tive with respect to the spectral parameter λ, the second containing it.
1. The N-vector PDE in (N + 4) dimensions [36]:
~ut1z2 − ~ut2z1 + (~uz1 · ∇~x) ~uz2 − (~uz2 · ∇~x) ~uz1 = ~0, (2)
equivalent to the commutativity condition [Lˆ1, Lˆ2] = 0ˆ of the (N +1) dimen-
sional vector fields
Lˆi = ∂ti + λ∂zi + ~uzi · ∇~x, i = 1, 2, (3)
where ~u(t1, t2, z1, z2, ~x) ∈ R
N , ~x = (x1, . . . , xN) ∈ R
N and ∇~x = (∂x1 , .., ∂xN ),
together with its deepest Hamiltonian reduction, the scalar PDE in (2M+4)
dimensions (for N even and M = N/2) and its Hamiltonian Lax pair [44]:
θt2z1 − θt1z2 + {θz1 , θz2}~x = c(t1, t2, z1, z2),
Lˆj = ∂tj + λ∂zj + {θzj , ·}, j = 1, 2,
{f, g}~x ≡
M∑
k=1
(fxkgxM+k − fxM+kgxk),
(4)
where c is an arbitrary function of its arguments, reducing, for N = 2, to the
well-known first and second heavenly equations of Plebanski [45]
{θz1, θz2}x1,x2 = c(z1, z2), first heavenly equation
θt2x1 − θt1x2 + {θx1 , θx2}x1,x2 = c(t1, t2), second heavenly equation,
(5)
obtained assuming respectively that θ does not depend on tj , j = 1, 2 and
that zj = xj , j = 1, 2.
2. The following system of two nonlinear PDEs in 2 + 1 dimensions and
its Lax pair of two - dimensional vector fields [37]:
uxt + uyy + (uux)x + vxuxy − vyuxx = 0,
vxt + vyy + uvxx + vxvxy − vyvxx = 0,
Lˆ1 ≡ ∂y + (λ+ vx)∂x − ux∂λ,
Lˆ2 ≡ ∂t + (λ
2 + λvx + u− vy)∂x + (−λux + uy)∂λ,
(6)
describing a fairly general Einstein - Weyl metric [46]. This system reduces,
for v = 0, to the celebrated dispersionless Kadomtsev - Petviashvili (dKP)
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equation and its Lax pair of Hamiltonian two-dimensional vector fields:
uxt + uyy + (uux)x = 0, u = u(x, y, t) ∈ R, x, y, t ∈ R,
Lˆ1 ≡ ∂y + λ∂x − ux∂λ = ∂y + λ∂x + {
λ2
2
+ u, ·}λ,x,
Lˆ2 ≡ ∂t + (λ
2 + u)∂x + (−λux + uy)∂λ = ∂t + {
λ3
3
+ λu− ∂−1x uy, ·}λ,x,
{f, g}λ,x ≡ fλgt − ftgλ,
(7)
describing the evolution of weakly nonlinear, nearly one-dimensional waves
in Nature, in the absence of dispersion and dissipation [47],[48],[43], and, for
u = 0, to the Pavlov equation [28] and its Lax pair [29] of non Hamiltonian
one-dimensional vector fields:
vxt + vyy + vxvxy − vyvxx = 0, v = v(x, y, t) ∈ R, x, y, t ∈ R,
Lˆ1 ≡ ∂y + (λ+ vx)∂x,
Lˆ2 ≡ ∂t + (λ
2 + λvx − vy)∂x.
(8)
3 The IST for vector fields
Since the Lax pair of integrable dPDEs is made of n-dimensional vector fields,
Hamiltonian in some cases, the zero - energy eigenfunctions satisfy the fol-
lowing basic properties.
1) The space of eigenfunctions is a ring. If f1, f2, . . . are solutions of the Lax
pair equations (1), then an arbitrary differentiable function F (f1, , f2, . . . ) of
them is also a solution of (1). A basis of this ring consists of n independent
eigenfunctions.
2) In the Hamiltonian reduction, the space of eigenfunctions is also a Lie
algebra, whose Lie bracket is the natural Poisson bracket. If f1, f2, . . . are
solutions of the Lax pair (1), then the Poisson bracket of any two of them
{fi, fj} is also a solution of (1).
For the sake of concreteness, we concentrate on the IST for the system (6)
[35, 36, 37, 38]. Assuming that ~u = (u, v)T → ~0 as x2 + y2 → ∞, we have
that ~ξ = (ξ, λ)T , ξ ≡ x−λy is the basic eigenfunction of Lˆ1 at x
2+y2 →∞.
We also assume that ~u = (u, v)T ∈ R2; it follows that, for λ ∈ R, the vector
fields are real.
The Direct Problem A basic role in the IST for real vector fields is played
by a suitable basis of real (Jost) eigenfunctions ~φ±(x, y, λ), defined for λ ∈ R,
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the solutions of equations Lˆ1~φ± = ~0 satisfying the boundary conditions
~φ±(x, y, λ)→ ~ξ, y → ±∞, λ ∈ R, (9)
intimately related to the system of real ODEs
dx
dy
= λ+ vx(x, y),
dλ
dy
= −ux(x, y) (10)
defining the characteristics of Lˆ1. If the potentials (u, v) are sufficiently
regular, the solution (x(y), λ(y)) of the ODE (10) exists unique globally in
the (time) variable y, with the following free particle asymptotic behavior
x(y)→ λ±y + x±, λ(y)→ λ±, y → ±∞, (11)
reducing to the asymptotics
x(y)→ λy + x±, λ(y) = λ = constant, y → ±∞, (12)
in the Pavlov reduction u = 0. Once the asymptotics λ±, x± are con-
structed in terms of the initial data x0 = x(y0), λ0 = λ(y0) of the ODE:
λ±(x0, y0, λ0), x±(x0, y0, λ0), the real eigenfunctions ~φ±, that are particular
constants of motion of the ODE, are given by
~φ±(x0, y0, λ0) = (x±(x0, y0, λ0), λ±(x0, y0, λ0)). (13)
Another important ingredient of the formalism is given by the complex eigen-
function ~ψ, defined by the asymptotics
~ψ(y, ~x, λ) ∼ ~ξ, x2 + y2 →∞, λ /∈ R, (14)
analytic for λ /∈ R, having continuous boundary values ~ψ±(x, y, λ), λ ∈ R
from above and below the real λ axis, with the following asymptotics for
large complex λ:
~ψ±(x, y, λ) = ~ξ + 1
λ
~U(x, y) + ~O
(
1
λ2
)
, |λ| >> 1,
~U(x, y) ≡
(
−yu(x, y)− v(x, y)
u(x, y)
)
.
(15)
The analyticity properties of ~ψ± and of their y → ±∞ limits follow from
those of the analytic Green’s functions G± of the undressed operator ∂y+λ∂x
G±(x, y, λ) = ± (2πi(x− (λ± iǫ)y))−1 , (16)
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exhibiting the following asymptotics for y → ±∞:
G±(x− x′, y − y′, λ)→ ± (2πi(ξ − ξ′ ∓ iǫ))−1 , y → +∞,
G±(x− x′, y − y′, λ)→ ± (2πi(ξ − ξ′ ± iǫ))−1 , y → −∞,
(17)
and entailing that: the y = +∞ asymptotics of ~ψ+ and ~ψ− are analytic
respectively in the lower and upper halves of the complex plane ξ, while the
y = −∞ asymptotics of ~ψ+ and ~ψ− are analytic respectively in the upper
and lower halves of the complex plane ξ. Similar features have been observed
first in [49]. In addition ~ψ± − ~ξ = ~O(ξ−1) as |ξ| ≫ 1.
Scattering and spectral data. The y = +∞ limit of ~φ− defines the
natural (y - time) scattering vector ~σ for Lˆ1:
lim
y→+∞
~φ−(x, y, λ) ≡ ~S(~ξ) = ~ξ + ~σ(~ξ). (18)
Since the space of eigenfunctions is a ring, the eigenfunctions ~ψ± for λ ∈ R
can be expressed in terms of the real eigenfunctions ~φ±, and this expression
defines the spectral data ~χ±β (ξ, λ):
~ψ±(x, y, λ) = ~K±−(~φ−(x, y, λ)) = ~K
∓
+(~φ+(x, y, λ)), λ ∈ R,
~K±β (
~ξ) ≡ ~ξ + ~χ±β (
~ξ), ~ξ = (ξ, λ),
(19)
where ~χ+β (
~ξ) and ~χ−β (
~ξ) are analytic wrt the first argument ξ respectively in
the upper and lower halves of the complex ξ - plane, as a consequence of
equations (17) and of the above analyticity properties of ~ψ± as y → ±∞.
We remark tha equations (19) for ~ψ− can be omitted taking account of the
symmetry properties coming from the reality of the potentials:
(u, v) ∈ R2 ⇒ ~φ± ∈ R
2, ~ψ− = ~ψ+, ~σ ∈ R2, ~χ−α = ~χ
+
α , λ ∈ R. (20)
Evaluating the second of equations (19) for ~ψ+ at y = +∞, one obtains the
following linear Riemann - Hilbert (RH) problem with a shift:
~σ(ξ, λ) + ~χ+−(~ξ + ~σ(ξ, λ))− ~χ
−
+(ξ, λ) = ~0,
|~χ±β (ξ, λ)| = O(ξ
−1), ξ ∼ ∞
(21)
equivalent to a linear Fredholm integral equation [50], allowing one to uniquely
construct the spectral data ~χ+− and ~χ
−
+ from the scattering data ~σ, under the
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hypothesis that the mapping ξ → ξ + σ1(ξ, λ) be invertible.
Soon after the introduction of the RH problem (21) in [35], an alternative
construction was proposed, based on the linear integral equations [36, 37]
~˜χ+−(~ω) + θ(ω1)
(
~˜σ(~ω) +
∫
R2
~˜χ+−(~η)Q(~η, ~ω)d~η
)
= ~0,
~˜χ−−(~ω) + θ(−ω1)
(
~˜σ(~ω) +
∫
R2
~˜χ−−(~η)Q(~η, ~ω)d~η
)
= ~0,
(22)
involving the Fourier transforms ~˜σ and ~˜χ±β of ~σ and ~χ
±
β :
~˜σ(~ω) =
∫
R2
~σ(~ξ)e−i~ω·
~ξd~ξ, ~˜χ±β (~ω) =
∫
R2
~χ±β (
~ξ)e−i~ω·
~ξd~ξ (23)
and the scalar kernel:
Q(~η, ~ω) =
1
(2π)2
∫
R2
ei(~η−~ω)·
~ξ[ei~η·~σ(
~ξ) − 1]d~ξ. (24)
To construct, say, (22) for ~˜χ+−, one applies the integral operator
∫
R
dξe−i~ω·
~ξ·
for ω1 > 0 to equation (21), using the above analyticity properties and the
Fourier representations of ~χ± and ~σ.
We remark that, in the Pavlov reduction u = 0, φ2± = ψ
±
2 = λ, implying
that σ2 = χ
±
2 = 0, while in the Hamiltonian dKP reduction v = 0 [37]:
{φ±1, φ±2}x,λ = {ψ
±
1 , ψ
±
2 }x,λ = 1, (25)
and, consequently:
{S1,S2}~ξ = {K
±
1 ,K
±
2 }~ξ = 1. (26)
Summarizing, from the initial data ~u(x, y, 0) = (u(x, y, 0), v(x, y, 0)) one
constructs the real eigenfunctions ~φ− and then the scattering data ~σ(ξ, λ)
through the solution of the ODE system (10). From the scattering data one
constructs the spectral data ~χ± through the solution of the RH problem with
shift (21). The main difficulties to make the above formalism rigorous are
associated with the proof of the existence of the analytic eigenfunctions, and
of their limits on the real λ axis from above and below. While such a proof
exists [51] for the Pavlov reduction u = 0, for the dKP reduction the existence
of the analytic eigenfunctions is proven, at the moment, only sufficiently far
from the real λ axis [52]. We remark that, while the construction of the spec-
tral data from the scattering data through the RH problem with shift (21)
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does not present difficulties, the one that makes use of the integral equations
(22) may not be easy, due to the behavior of its kernel, as pointed out in [51].
Two inverse problems The first inversion (the reconstruction of ~φ− from
the spectral data ~χ+−) is provided by the nonlinear integral equation
~φ−(x, y, λ) +Hλ~χ
+
−I(
~φ−(x, y, λ) + ~χ
+
−R(
~φ−(x, y, λ)) = ~ξ, (27)
where ~χ+−R and ~χ
+
−I are the real and imaginary parts of ~χ
+
− , and Hλ is the
Hilbert transform operator wrt λ
Hλf(λ) =
1
π
PV
∞∫
−∞
f(λ′)
λ− λ′
dλ′. (28)
Since ~χ+−(ξ, λ) is analytic wrt ξ, its real and imaginary parts must satisfy the
relation ~χ+−R+Hξ~χ
+
−I = ~0. Equation (27) expresses the fact that the RHS of
(19) for ~ψ+ is the boundary value of a function analytic in the upper half λ
plane.
Once ~φ− is reconstructed from ~χ
+
− solving the nonlinear integral equation
(27), equations (19) give ~ψ±, and (u, v) is finally reconstructed from
u(x, y) = lim
λ→∞
(
λ(ψ−2 (x, y, λ)− λ
)
,
v(x, y) = −yu− lim
λ→∞
(
λ(ψ−1 (x, y, λ)− (x− λy)
)
,
(29)
consequence of (15). This inversion procedure was first introduced in [53].
A second inverse problem can be obtained eliminating the real eigenfunc-
tions from the first of equations (19) for ~ψ±, obtaing a 2 vector nonlinear RH
(NRH) problem on the real line:
ψ+1 (λ) = R1
(
ψ−1 (λ), ψ
−
2 (λ)
)
, λ ∈ R,
ψ+2 (λ) = R2
(
ψ−1 (λ), ψ
−
2 (λ)
)
,
ψ+1 (λ) = −yλ+ x+O(λ
−1), ψ+2 (λ) = λ+O(λ
−1), λ ∼ ∞.
(30)
or, in vector form:
~ψ+(λ) = ~R
(
~ψ−(λ)
)
, λ ∈ R, (31)
for the RH data ~R, constructed, via algebraic manipulation, from the spec-
tral data. Once the analytic eigenfunctions are reconstructed through the
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solution of the NRH problem (30), the solution of the nonlinear PDE (6) is
obtained from (29).
We remark that, in the two basic reductions, the RH data are constrained
as follows:
R2(ζ1, ζ2) = ζ2, Pavlov reduction,
{R1,R2}ζ1,ζ2 = 1, dKP reduction.
(32)
Evolution of the spectral data. The evolution of the scattering, spectral,
and RH data is described by the following simple formula [37, 38]:
Σ1(ξ, λ, t) = Σ1(ξ − λ
2t, λ, 0) (33)
for the Pavlov equation, and
Σ1(ξ, λ, t) = t (Σ2(ξ − λ
2t, λ, 0))
2
+ Σ1(ξ − λ
2t, λ, 0),
Σ2(ξ, λ, t) = Σ2(ξ − λ
2t, λ, 0)
(34)
for the dKP equation.
We remark that, from the eigenfunctions ~φ±, ~ψ
± of Lˆ1, one can constructs
the common eigenfunctions ~Φ±, ~Ψ
± of Lˆ1 and Lˆ2 through the formulae
Φ±1 = φ±1 − t (φ±2)
2 , Φ±2 = φ±2,
Ψ±1 = ψ
±
1 − t
(
ψ±2
)2
, Ψ±2 = ψ
±
2 ,
(35)
and the inverse (dressing) problem for the common eigenfunctions reads as
follows.
Nonlinear Riemann - Hilbert dressing [37, 38, 39]. Let ~Ψ±(λ) be the
solutions of the following 2 vector NRH problem on the line
~Ψ+(λ) = ~R
(
~Ψ−(λ)
)
, λ ∈ R, (36)
with the normalization
~Ψ±(λ) =
(
−tλ2 − yλ+ x− 2ut
λ
)
+ ~O(λ−1), λ ∼ ∞, (37)
for the RH data ~R(~ζ) = (R1(~ζ),R2(~ζ)), ~ζ ∈ C
2. Then ~Ψ±(λ) are eigenfunc-
tions of Lˆj j = 1, 2: Lˆj~Ψ
± = ~0, j = 1, 2, and (u, v), constructed through the
analogue of formulae (29):
u(x, y) = lim
λ→∞
(
λ
[
Ψ−2 (x, y, λ)− λ
])
,
v(x, y) = −yu− lim
λ→∞
(
λ
[
Ψ−1 + t(Ψ
±
2 )
2 − (x− λy)
])
,
(38)
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are solutions of the nonlinear system (6).
If the spectral data ~R(~ζ) satisfy the reality constraint
~R( ~R(~¯ζ)) = ~ζ, ∀~ζ ∈ C2, (39)
then the solutions u, v are real: u, v ∈ R.
If the transformation ~ζ → ~R(~ζ) is simplectic:
{R1,R2}ζ1,ζ2 = 1, (40)
then v = 0, ~Ψ±(λ) are common eigenfunctions of the Hamiltonian vector
fields (7), and u satisfies the dKP equation (7).
If R2(ζ1, ζ2) = ζ2, then Ψ
±
2 (λ) = λ, u = 0 and v satisfies the Pavlov equation
(8).
From the integral equations
Ψ−1 (λ) = −λ
2t− λy + x− 2ut+ 1
2πi
∫
R
dλ′
λ′−(λ−i0)
R1
(
Ψ−1 (λ
′),Ψ−2 (λ
′)
)
,
Ψ−2 (λ) = λ+
1
2πi
∫
R
dλ′
λ′−(λ−i0)
R2
(
Ψ−1 (λ
′),Ψ−2 (λ
′)
)
,
Rj(ζ1, ζ2) ≡ ζj +Rj(ζ1, ζ2), j = 1, 2
(41)
characterizing the solutions of the RH problem (36), and from the definition
(38), one obtains the following spectral characterization of the solution u:
u = F (x− 2ut, y, t) ∈ R, (42)
where the spectral function F , defined by
F (ξ, y, t) = −
∫
R
dλ
2πi
R2
(
Ψ−1 (λ; ξ, y, t),Ψ
−
2 (λ; ξ, y, t)
)
, (43)
is connected to the initial data via the direct problem [37].
We remark that, while the IST of most of soliton PDEs provides a spec-
tral representation of the solution involving, as parameters, the space-time
coordinates, the inverse problem of system (6) provides a spectral represen-
tation (42), (43) of the solution involving, as parameter, also the solution u
itself, in the combination (x − 2ut). This is the spectral mechanism for the
breaking of a generic localized initial condition at finite time t. This spectral
mechanism is absent for the Pavlov equation (8) (u = 0), having the same
linear part as dKP, but different nonlinear part.
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The NRH dressing provides a very convenient tool i) to study the longtime
behavior of the solutions of an integrable dispersionless PDE [39, 40, 41];
ii) to easily detect if a localized initial disturbance evolving according to
such a PDE goes through a gradient catastrophe at finite time (f.i., there
is no gradient catastrophe for the second heavenly equation (5) [36, 40],
while there is a gradient catastrophe [41] for the dispersionless 2D Toda (or
Boyer - Finley) equation uxx + uyy = (exp(u))tt [54, 55]); iii) to investigate
analytically the wave breaking mechanism of such multidimensional waves
(see Figure 1) [39, 41]; iv) to construct classes of RH data giving rise to
exactly solvable NRH problems, and to distinguished exact implicit solutions
of the dispersionless PDEs through an algorithmic approach [42, 56, 39, 40,
41]; v) to detect integrable differential reductions of the associated hierarchy
of PDEs [57, 58], like the Dunajski interpolating equation vxt+vyy+cvxvxx+
vxvxy − vyvxx = 0 [46], an integrable PDE interpolating between the dKP
and the Pavlov equations, corresponding to the reduction u = cvx of system
(6).
We also remark that the mechanism responsible for this feature, in our
example, is that the vector field Lˆ2 is quadratic in λ and, at the same time, it
contains the partial differential operator ∂λ. Due to that, the unknown field
u is present in the normalization of the eigenfunctions of the vector field. It
is easy to see that these properties are shared by the whole dKP hierarchy,
associated with time operators involving higher powers of λ.
Figure 1: A small localized pro-
file evolves according to the dKP
equation into a parabolic wave
front and breaks in a point of it.
A detail of the parabolic wave
front generated by a Gaussian
initial profile around the break-
ing point at the breaking time,
obtained from the analytical for-
mula describing the wave break-
ing mechanism in the longtime
regime [39, 43].
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4 Recursion operators and hierarchies of dis-
persionless PDEs
Soliton PDEs like the KdV and NLS equations possess infinitely many sym-
metries (and constants of motions), organized in integrable hierarchies of
PDEs. These commuting flows are generated by Nijenhuis (or hereditary)
operators, and possess a multi-Hamiltonian structure [59, 60]. This pictures
generalizes to integrable soliton PDEs in (2 + 1) dimensions [61]. Soliton
equations possess also discrete symmetries: the Backlu¨nd - Darboux trans-
formations, allowing one to construct solutions from solutions through a re-
cursive procedure [7, 8]. Do we have a similar picture for multidimensional
dispersionless PDEs?
The picture is the exactly same for example (2). We first observe that the
vector equation (2) and its Lax operators (3) are nothing but the self-dual
Yang - Mills (SDYM) equation [9] and its integrability structure
[L1, L2] = 0 ⇒ Ut1z2 − Ut2z1 + [Uz1 , Uz2] = 0,
Li ≡ ∂ti + λ∂zi + Uzi, i = 1, 2,
(44)
corresponding to the Lie algebra of N dimensional and λ independent vector
fields:
U → ~u · ∇~x, ~u = ~u(~x, t1, t2, z1, z2). (45)
Since the SDYM equation plays a role of master equation in the theory of
integrable soliton PDEs [9], equation (2) should play an analogous role in
the theory of integrable multidimensional dPDEs arising as commutativity
condition of pairs of one parameter families of vector fields not containing
derivatives with respect to the parameter λ [44].
It is known that the recursion operator [62]:
R = Θ2 (Θ1)
−1 , (or R′ = (Θ1)
−1Θ2), (46)
defined as factorization of the bi-Hamiltonian structure
Θ1 = ∂z1 , Θ2 = ∂t1 + ad(Uz1),
ad(g)f ≡ [g, f ],
(47)
generates the hierarchy of symmetries of the SDYM equation. Since this
operator contains the ad operator, it is perfectly well defined also in the
vector field case (45) (the commutator of two vector fields is a vector field),
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giving rise to the following recursion operator and bi-Hamiltonian structures
of the PDE (2):
Rˇ′ =
(
Θˇ1
)−1
Θˇ2,
Θˇ1 = ∂z1 , Θˇ2
~f = ~ft1 + (~uz1 · ∇~x)
~f −
(
~f · ∇~x
)
~uz1
(48)
Also in this vector field setting, Θˇ1, Θˇ2 is a compatible pair of Hamilto-
nian operators and Rˇ is a Nijenhuis or hereditary operator, generating com-
muting symmetries of the PDE (2). The recursion operator Rˇ′ in (48) was
first derived in [63] through different considerations (see also [44] for a third
derivation of (48) and of the hierarchy of integrable flows associated with
(2)).
If we try, instead, to construct the Backlu¨nd transformations of (2) start-
ing from the recursion operator R˜ of the Backlu¨nd transformations of the
SDYM equation [62]:
R˜ = Θ˜2 (Θ1)
−1 ,
Θ1 = ∂z1 , Θ˜2 = ∂t1 + a˜d(Uz1)
(49)
depending on the generalized commutator
a˜d(Uz1)f ≡ U˜z1f − fUz1 (50)
(where U and U˜ are two solutions of SDYM), one fails, since this generalized
commutator of vector fields is not a vector field. For the same reason, one can-
not use the construction of the Darboux transformations of the SDYM equa-
tion, defined by the generalized commutator equation L˜1D = DL1, where L1
is defined in (44), L˜1 = ∂t1 + λ∂z1 + U˜z1 , and D is the unknown Darboux
operator.
These elementary considerations give a simple explanation of the difficulty
in constructing Darboux - Backlu¨nd transformations of integrable dispersion-
less PDEs.
If the Lax pair is made of vector fields containing the operator ∂λ, like in
the examples (6), (7), no results are known so far concerning the recursion
operator generating the hierarchy of commuting flows. However, elegant
alternative characterizations of such hierarchies in the case of Hamiltonian
vector fields can be found, f.i., in [14]-[20], and, in the general case, f.i., in
[57, 58].
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