Kolmogorov argued that the concept of information exists also in problems with no underlying stochastic model (as Shannon's information representation) for instance, the information contained in an algorithm or in the genome. He introduced a combinatorial notion of entropy and information I(x : y) conveyed by a binary string x about the unknown value of a variable y. The current paper poses the following questions: what is the relationship between the information conveyed by x about y to the description complexity of x ? is there a notion of cost of information ? are there limits on how efficient x conveys information ? To answer these questions Kolmogorov's definition is extended and a new concept termed information width which is similar to n-widths in approximation theory is introduced. Information of any input source, e.g., samplebased, general side-information or a hybrid of both can be evaluated by a single common formula. An application to the space of binary functions is considered.
Introduction
Kolmogorov [13] sought for a measure of information of 'finite objects'. He considered three approaches, the so-called combinatorial, probabilistic and algorithmic. The probabilistic approach corresponds to the well-established definition of the Shannon entropy which applies to stochastic settings where an 'object' is represented by a random variable. In this setting, the entropy of an object and the information conveyed by one object about another are well defined. Here it is necessary to view an object (or a finite binary string) as a realization of a stochastic process. While this has often been used, for instance, to measure the information of English texts [7, 14] by assuming some finite-order Markov process, it is not obvious that such modeling of finite objects provides a natural and a universal representation of information as Kolmogorov states in [13] : What real meaning is there, for example, in asking how much information is contained in (the book) "War and Peace" ? Is it reasonable to ... postulate some probability distribution for this set ? Or, on the other hand, must we assume that the individual scenes in this book form a random sequence with stochastic relations that damp out quite rapidly over a distance of several pages ? These questions led Kolmogorov to introduce an alternate non-probabilistic and algorithmic notion of the information contained in a finite binary string. He defined it as the length of the minimalsize program that can compute the string. This has been later developed into the so-called Kolmogorov Complexity field [15] .
In the combinatorial approach, Kolmogorov investigated another non stochastic measure of information for an object y. Here y is taken to be any element in a finite space Y of objects. In [13] he defines the 'entropy' of Y as H(Y) = log |Y| where |Y| denotes the cardinality of Y and all logarithms henceforth are taken with respect to 2. As he writes, if the value of Y is known to be Y = {y} then this much entropy is 'eliminated' by providing log |Y| bits of 'information'.
Let R = X × Y be a general finite domain and consider a set
that consists of all 'allowed' values of pairs (x, y) ∈ R. The entropy of Y is defined as
where Π Y (A) ≡ {y ∈ Y : (x, y) ∈ A for some x ∈ X} denotes the projection of A on Y.
Consider the restriction of A on Y based on x which is defined as
then the conditional combinatorial entropy of Y given x is defined as
Kolmogorov defines the information conveyed by x about Y by the quantity
Alternatively, we may view I(x : Y) as the information that a set Y x conveys about another set Y satisfying Y x ⊆ Y. In this case we let the domain be R = Π Y (A) × Π Y (A), A x ⊆ R is the set of permissible pairs A x = {(y, y ) : y ∈ Π Y (A), y ∈ Y x } and the information is defined as
We will refer to this representation as Kolmogorov's information between sets. Clearly, I(Y x : Y) = I(x : Y). In many applications, knowing an input x only conveys partial information about an unknown value y ∈ Y. For instance, in problems which involve the analysis of algorithms on discrete classes of structures, such as sets of binary vectors or functions on a finite domain, an algorithmic search is made for some optimal element in this set based only on partial information. One such paradigm is the area of statistical pattern recognition [2, 26] where an unknown target, i.e., a pattern classifier, is seeked based on the information contained in a finite sample and some side-information. This information is implicit in the particular set of classifiers that form the possible hypotheses.
For example, let n be a positive integer and consider the domain [n] = {1, . . . , n}. Let F = {0, 1} [n] be the set of all binary functions f : [n] → {0, 1}. The power set P(F ) represents the family of all sets G ⊆ F . Repeating this, we have P(P(F )) as the collection of all properties of sets G, i.e., a property is a set whose elements are subsets G of F . We denote by M a property of a set G and write G |= M. Suppose that we seek to know an unknown target function t ∈ F . Any partial information about t which may be expressed by t ∈ G |= M can effectively reduce the search space. It has been a long-standing problem to try to quantify the value of general side-information for learning (see [24] and references therein).
We assert that Kolmogorov's combinatorial framework may serve as a basis. We let x index possible properties M of subsets G ⊆ F and the object y represent the unknown target t which may be any element of F . Side information is then represented by knowing certain properties of sets that contain the target. The input x conveys that t is in some subset G that has a certain property M x .
In principle, Kolmogorov's quantity I(x : Y) should serve as the value of information in x about the unknown value of y. However, its current form (4) is not general enough since it requires that the target y be restricted to a fixed set Y x on knowledge of x. To see this, suppose t is in a set that satisfies property M x . Consider the collection {G z } z∈Zx of all subsets G z ⊆ F that have this property. Clearly, t ∈ z∈Zx G z hence we may first consider Y x = z∈Zx G z but some useful information implicit in this collection is ignored as we now show: consider two properties M 0 and M 1 with corresponding index sets Z x 0 and Z x 1 such that z∈Zx 0 G z = z∈Zx 1 G z ≡ F ⊆ F . Suppose that most of the sets G z , z ∈ Z x 0 are small while the sets G z , z ∈ Z x 1 are large. Clearly, property M 0 is more informative than M 1 since starting with knowledge that t is in a set that satisfies it should take (on average) less additional information (once the particular set G becomes known) in order to completely specify t. If, as above, we let A x 0 = z∈Zx 0 G z and A x 1 = z∈Zx 1 G z then we have I(x 0 : Y) = I(x 1 : Y) which wrongly implies that both properties are equally informative. Knowing M 0 provides implicit information associated with the collection of possible sets G z , z ∈ Z x 0 . This implicit structural information cannot be represented in (4).
Overview
In [23] we began to consider an extension of Kolmogorov's combinatorial information that can be to applied for more general settings. The current paper further builds upon this and continues to explore the 'objectification' of information, viewing it as a 'static' relationship between sets of objects in contrast to the standard Shannon representation. As it is based on basic set theoretic principles no assumption is necessary concerning the underlying space of objects other than its finiteness. It is thus more fundamental than the standard probabilitybased representation used in information theory. It is also more general than Bayesian approaches, for instance in statistical pattern recognition, which assume that a target y is randomly drawn from Y according to a prior probability distribution.
The main two contributions of the paper are, first, the introduction of a set-theoretic framework of information and its efficiency, and secondly the application of this framework to classes of binary functions. Specifically, in Section 6 we define a quantity called the information width (Definition 6) which measures the information conveyed about an unknown target y by a maximally-informative input of a fixed description complexity l (this notion is defined in Definition 9). The first result, Theorem 1, computes this width and it is consequently used as a reference point for a comparison of the information value of different inputs. This is done via the measures of cost and efficiency of information defined in Definitions 5 and 7. The width serves as a universal reference against which any type of information input may be computed and compared, for instance, the information of a finite data sample used in a problem of learning can be compared to other kinds of side-information.
In Section 7 we apply the framework to the space of binary functions on a finite domain. We consider information which is conveyed via properties of classes of binary functions, specifically, those that relate to the complexity of learning such functions. The properties are stated in terms of combinatorial quantities such as the Vapnik-Chervonenkis (VC) dimension. Our interest in investigating the information conveyed by such properties stems from the large body of work on learning binary function classes (see for instance [4, 17, 19] ). This is part of the area called statistical learning theory that deals with computing the complexity of learning over hypotheses classes, e.g., neural networks, using various algorithms each with its particular type of side information (which is sometimes referred to as the 'inductive bias', see [18] ).
For instance it is known [2] that learning an unknown target function in a class of VCdimension (defined in Definition 8) which is no greater than d requires a training sample of size linear in d. The knowledge that the target is in a class which has this property conveys the useful information that there exist an algorithm which learns any target in this class to within arbitrarily low error based on a finite samples (in general this is impossible if the VC-dimension is infinite). But how valuable is this information, can it be quantified and compared to other types of side information ?
The theory developed here answers this and treats the problem of computing the value of information in a uniform manner for any source. The generality of this approach stands on its set-theoretic basis. Here information, or entropy, is defined in terms of the number of bits that it takes to index objects in general sets. This is conveniently applicable to settings such as those in learning theory where the underlying structures consist of classes of objects or inference models (hypotheses) such as binary functions (classifiers), decision trees, Boolean formulae, neural networks. Another area (unrelated to learning theory) which can be applicable is computational biology. Here a sequence of the nucleotides or amino acids make up DNA, RNA or protein molecules and one is interested in the amount of functional information needed to specify sequences with internal order or structure. Functional information is not a property of any one molecule, but of the ensemble of all possible sequences, ranked by activity. As an example, [25] considers a pile of DNA, RNA or protein molecules of all possible sequences, sorted by activity with the most active at the top. More information is required to specify molecules that carry out difficult tasks, such as high-affinity binding or the rapid catalysis of chemical reactions with high energy barriers, than is needed to specify weak binders or slow catalysts. But, as stated in [25] , precisely how much more functional information is required to specify a given increase in activity is unknown. Our model may be applicable here if we let all sequences of a fixed level α of activity be in the same class that satisfies a property M α . Its description complexity (introduced later) may represent the amount of functional information.
In Section 7 we consider an application of this model and state Theorems 2 -5 which estimate the information value, the cost and the description complexity associated with different properties. This allows to compute their information efficiency and compare their relative values. For instance, Theorem 5 considers a hybrid property which consists of two sources of information, a sample of size m and side-information about the VC-dimension d of the class that contains the target. By computing the efficiency with respect to m and d we determine how effective is each of these sources. In Section 8 we compare the information efficiency of several additional properties of this kind.
Combinatorial formulation of information
In this section we extend the information measure (4) to one that applies to a more general setting (as discussed in Section 1) where knowledge of x may still leave some vagueness about the possible value of y. As in [13] we seek a non-stochastic representation of the information conveyed by x about y.
Henceforth let Y be a general finite domain, let Z = P(Y) and X = P(Z) where as before for a set E we denote by P(E) its power set. Here Z represents the set of indices z of all possible sets Y z ⊆ Y and X is the set of indices x of all possible collections, i.e., subsets
where Z x is the uniquely corresponding collection of M x .
The previous representation based on (1) is subsumed by this representation since instead of X we have Z and the sets Y x , x ∈ Π X (A) defined in (2) are now represented by the sets Y z , z ∈ Z x . Since X indexes all possible properties of sets in Y then for any A as in (1) there exists an x ∈ X in the new representation such that Π X (A) in Kolmogorov's representation is equivalent to Z x in the new representation. Therefore what was previously represented by the sets {Y x : x ∈ Π X (A)} is now the collection of sets {Y z : z ∈ Z x }. In this new representation a given input x can point to multiple subsets Y z of Y, z ∈ Z x , and hence apply for the more general settings discussed in the previous section.
We will view the information conveyed by x about an unknown object y through two perspectives. The first is held by the side that provides the information and the second by the side which acquires it. From the side of the provider, we denote by the subset y ⊂ Y a set of target values y, for instance, solutions to a problem any one of which the provider may wish to inform the acquirer. In general the provider provides partial information about y via an object x ∈ X which is used as a means of representing this information and as input to the acquirer.
From the acquirer's side, initially (before seeing x) the set of possible targets is the whole target-domain Y since he does not 'know' the subset y. After seeing the input x he then has a collection of sets Y z , z ∈ Z x , one of which is ensured (by the provider) to intersect the subset y. In this case we say that x is informative about y (Definition 1). Kolmogorov's representation fits the acquirer's perspective where the unknown subset y is just the whole target domain Y (known by default) and therefore x is the only variable in the information formula of (4) . In all subsequent definitions that involve y we may switch between the two perspectives simply by replacing y with Y.
Definition 1 Let y ⊆ Y be fixed. An input object x ∈ X is called informative for y, denoted x y, if there exists a z ∈ Z x with a corresponding set Y z such that y Y z = ∅.
The following is our definition of the combinatorial value of information. Definition 2 Let y ⊆ Y and consider any x ∈ X such that x y. Define by
Then the information conveyed by x about the unknown value y ∈ y is defined as
Remark 1 For a fixed x, the information value I(x : y) is in general dependent on y since different y for which x is informative (x y) may have different values of I(z : y), z ∈ Z x . The information value is non-negative real measured in bits.
Henceforth, it will be convenient to assume that I(x : y) = 0 whenever x is not informative for y.
Remark 2 We will refer to I(x : y) as the provider's (or provided) information about the unknown target y given x. The acquirer's (or acquired) information is defined based on the special case where y = Y. Here we have |y Y z | = |Y Y z | = |Y| and the information value becomes
Definition 2 is consistent with (4) in that the representation of uncertainty is done as in [13] in a set-theoretic approach since all expressions in (6) involve set-quantities such as cardinalities and restrictions of sets. The expression of (4) is a special case of (6) with Z x being a singleton set and y = Y. In defining I(z : y) we have implicitly extended Kolmogorov's information I(Y x : Y) between sets Y x and Y that satisfy Y x ⊆ Y (see (5) ) into the more general definition where one of the two sets is not necessarily contained in the other and neither one equals the whole space Y, i.e., I(z : y) ≡ I(Y z : y) is the information between the sets Y z and y where Y z is not necessarily contained in y. Here we take the underlying two-dimensional domain as R = (y Y z ) × (y Y z ) and the set of permissible pairs as
We may view the relationship between the provider and acquirer as a transformation between sets
where the provider, knowing the set y, chooses some x with which he represents the unknown value of y and for him, the amount of information remaining about y as conveyed by x is I(x : y) bits. The acquirer, starting from knowing only Y, uses x, or equivalently the corresponding collection of sets {Y z : z ∈ Z x }, as an intermediate 'medium' to acquire I(x : Y) bits of information about the unknown value of y. Note that, in general, the provider's information may be smaller, equal or larger than the acquired information. For instance, fix an x, then directly from Definition 2 for any z ∈ Z x we can compare I(z : y) versus I(z : Y) and see that if |y Y z | is closer to |Y| (or |y|) than to |y| (or |Y|) then I(z : y) > I(z : Y) (or I(z : Y) > I(z : y)) respectively. Thus taking the average over all z ∈ Z x it is possible in general to have I(x : y) smaller, larger or equal to I(x : Y).
In this paper we will primarily use the acquirer's perspective and will thus refer to the sum in (6) as the conditional combinatorial entropy which is defined next.
be the conditional entropy of Y given x.
It will be convenient to express the conditional entropy as
We will refer to this quantity ω x (k) as the conditional density function of k. The factor of log k comes from log |Y z | which from (3) is the combinatorial conditional-entropy H(Y|z).
Description complexity
We have so far defined the notion of information I(x : y) about the unknown value y conveyed by x. Let us now define the description complexity of x.
Definition 4
The description complexity of x, denoted (x), is defined as
Remark 3 The description complexity (x) is a positive real number measured in bits. It takes a fractional value if the cardinality of Z x is greater than half that of Z.
Definition 4 is motivated from the following: from Section 3, the input x conveys a certain property common to every set Y z , z ∈ Z x ⊆ Z, such that the unknown value y is an element of at least one such set Y z . Without the knowledge of x these indices z are only known to be elements of Z in which case it takes log |Z| bits to describe any z, or equivalently, any Y z . If x is given then the length of the binary string that describes a z in Z x is only log |Z x |. The set Z x can therefore be described by a string of length log |Z| − log |Z x | which is precisely the right side of (9). Alternatively, (x) is the information I(x : Z) gained about the unknown value z given x (since x points to a single set Z x then this information follows directly from Kolmogorov's formula (4)).
As |Z x | decreases there are fewer possible sets Y z that satisfy the property described by x and the description complexity (x) increases. In this case, x conveys a more 'special' property of the possible sets Y z and the 'price' of describing such a property increases. The following is a useful result.
Lemma 1 Denote by Z c x = Z \ Z x the complement of the set Z x and let x c denote the input corresponding to Z c x . Then
Proof: Denote by p = |Z x |/|Z|. Then by definition of the description complexity we have (x c ) = − log(1 − p). Clearly, 2
from which the result follows.
Remark 4
Since clearly the proportion of elements z ∈ Z which are in Z x plus the proportion of those in Z c x is fixed and equals 1 then 2 − (x) + 2 − (x c ) = 1. If the description complexity (x) and (x c ) change (for instance with respect to an increase in |Z|) then they change in opposite directions. However, the cardinalities of the corresponding sets Z x and Z c x may both increase (9) for instance if |Z| grows at a rate faster than the rate of change of either (x) or (x c ).
A question to raise at this point is whether the following trivial relationship between (x) and the entropy H(Y|x) holds,
This is equivalent to asking if (x)
or in words, does the price of describing an input x equals the information gained by knowing it ? As we show next, the answer depends on certain characteristics of the set Z x . When (4) does not apply but (6) does, then in general, the relation does not hold.
Scenario examples
In all the following scenarios we take the acquirer's perspective, i.e., with no input given the unknown y is only known to be in Y. As the first scenario, we start with the simplest uniform setting which is defined as follows:
Scenario S1: As in (2)- (4), an input x amounts to a single set Y x . The set Z x is a singleton {Y x } so |Z x | = 1 and instead of Z we have Π X (A). We impose the following conditions: (4) it follows that the description complexity of any x is (x) = log |X| 1 = log |X| and the entropy
We therefore have (x) + H(Y|x) = log |X| + log |Y| − log |X| = log |Y|.
Since the right side equals H(Y) then (10) holds. Next consider another scenario:
Scenario S2: An input x gives a single set Y x but now for any two distinct x, x , we only force the condition that |Y x | = |Y x |, i.e., the intersection Y x Y x may be non-empty. The description complexity (x) is the same as in the previous scenario and for any x, x ∈ X the entropy is the same H(Y|x) = H(Y|x ) with a value of log α|Y| |X| , for some α ≥ 1. So
Hence the left side of (10) is greater than or equal to the right side. By (11) , this means that the 'price', i.e., the description complexity per bit of information may be larger than 1.
Let us introduce at this point the following combinatorial quantity:
and represents the number of description bits of x per bit of information about the unknown value of y as conveyed by x.
Thus, letting y = Y and considering the two previous scenarios where Kolmogorov's definition (4) applies then the cost of information equals 1 or at least 1, respectively. As the next scenario, let us consider the following: Scenario S3: We follow the setting of Definition 2 where an input x means that the unknown value of y is contained in at least one set Y z , z ∈ Z x hence |Z x | ≥ 1. Suppose that |Y| |X| ≡ a for some integer a ≥ 1 and assume that for all x ∈ X, H(Y|x) = log(a). (The sets Y z , z ∈ Z x may still differ in size and overlap). Thus we have
Suppose that
The right side of (12) equals log |Y| and (10) is satisfied. If for some x, x we have |Z x | < b and |Z x | > b (with entropies both still at log(a)) then the left side of (10) is greater than or less than H(Y), respectively. Hence it is possible in this scenario for the cost κ y (x) to be greater or less than 1. To understand why for some inputs x the cost may be strictly smaller than 1 observe that under the current scenario the actual set Y z which contains the unknown y remains unknown even after producing the description x. Thus in this case the left side of (10) represents the total description complexity of the unknown value of y (on average over all possible sets Y z ) given that the only fact known about Y z is that its index z is an element of Z x . In contrast, scenario S1 has the total description complexity of the unknown y on the left side of (10) which also includes the description of the specific Y x that contains y (hence it may be longer). Scenario S3 is an example, as mentioned in Section 1, of knowing a property which still leaves the acquirer with several sets that contain the unknown y.
In Section 7 we will consider several specific properties of this kind. Let us now continue and introduce additional concepts as part of the framework.
Information width and efficiency
With the definitions of Section 3 in place we now have a quantitative measure of the information (and cost) conveyed by an input x about an unknown value y. This y is contained in some set that satisfies a certain property and the set itself may remain unknown. In subsequent sections we consider several examples of inputs x for which these measures are computed and compared. Amongst the different ways of conveying information about an unknown value y it is natural to ask at this point if there exists a notion of maximal information. This is formalized next by the following definition which resembles n-widths used in functional approximation theory [21] .
be the l th -information-width.
Remark 5
The above definition is stated from the provider's point of view. He is free to choose a fixed 'medium', i.e., a structure Z x of sets (but limited in its description complexity to l) in order to provide information at some later time about any set y ⊆ Y of objects to the acquirer. For that he considers all possible inputs x of description complexity l and measures the information it will provide for the hardest target-subset y. We refer to the above as the provider's information width. If we set y = Y then we obtain the acquirer's width of information, denoted as
which takes a simpler form of
The next result computes the value of I * (l).
Theorem 1 Denote by N the positive integers. Let 1 ≤ l ≤ log |Z| and define
Then we have
Proof: Consider a particular input x * ∈ X with a description complexity (x * ) = l and with a corresponding Z x * that contains the indices z of as many distinct non-empty sets Y z of the lowest possible cardinality. By (9) it follows that Z x * satisfies |Z x * | = |Z|2 −l and contains all z such that 1
elements z for which |Y z | = r(l). We therefore have I(x * : Y) as equal to the right side of (14) . Any other x with (x) = l must have H(Y|x) ≥ H(Y|x * ) since it is formed by replacing one of the sets Y z above with a larger set Y z . Hence for such x, I(x : Y) ≤ I(x * : Y) and therefore
The notion of width is more general than that defined above. For instance in functional approximation theory the so called n-widths are used to measure the approximation error of some rich general class of functions, e.g., Sobolev class, by the closest element of a manifold of simpler function classes. For instance, the Kolmogorov width K n (F ) of a class F of functions (see [21] ) is defined as K n (F ) = inf Fn⊂F sup f ∈F inf g∈Fn f − g where F n varies over all linear subspaces of F of dimensionality n. Thus from this more general set-perspective it is perhaps not surprising that such a basic quantity of width has also an information theoretic interpretation as we have shown in (13) . The work of [16] considers the VC-width of a finite-dimensional set F defined as
where F ⊂ IR m is a target set, H n runs over the class H n of all sets H n ⊂ IR m of VCdimension VC(H n ) = n (see Definition 8) and dist(f, H n ) ≡ inf h∈H n dist(f, h) where dist() denotes the distance between an element f ∈ F and h ∈ H n based on the l m q -norm, 1 ≤ q ≤ ∞. We can make the following analogy with the information width of (13): f corresponds to y, F to Y, h to z, n corresponds to l, H n to x (or equivalently to Z x ), the condition VC(H n ) = n corresponds to the condition of having a description complexity (x) = l, the class H n corresponds to the set {x ∈ X : (x) = l}, dist(f, h) corresponds to I(z : y), dist(f, H n ) = inf h∈H n dist(f, h) corresponds to I(x : y) = (1/|Z x |) z∈Zx I(z : y), sup f ∈F corresponds to min y⊂Y , and inf H n :VC(H n )=n corresponds to max x: (x)=l .
The notion of information efficiency to be introduced below is based on the acquirer's information width I * (l).
Definition 7 Denote by
the per-bit cost of maximal information conveyed about an unknown target y in Y considering all possible inputs of the same description complexity as x. Consider an input x ∈ X informative for Y. Then the efficiency of x for Y is defined by
where the cost is defined in Definition 5.
Remark 6 By definition of κ * (x) and κ y (x) it follows that
While we will not use it here, the provider's efficiency can be defined in a similar way. Let us consider an example where the above definitions may be applied. Let n be a positive integer and denote by [n] = {1, . . . , n}. Let the target space be Y = {0, 1} [n] which consists of all binary functions g : [n] → {0, 1}. Let Z = P(Y) be the set of indices z of all possible classes Y z ⊆ Y of binary functions g on [n] (as before for any set E we denote by P(E) its power set). Let X = P(Z) consist of all possible (property) sets Z x ⊆ Z. Thus here every possible class of binary functions on [n] and every possible property of a class is represented. Figure 1(a) shows I * (l) and Figure 1 (b) displays the cost κ * (l) for this example as n = 5, 6, 7. From these graphs we see that the width I * (l) grows at a sub-linear rate with respect to l since the cost strictly increases.
In the next section, we apply the theory introduced in the previous sections to the space of binary functions.
Binary function classes
Let F = {0, 1} [n] and write P(F ) for the power set which consists of all subsets G ⊆ F . Let G |= M represent the statement "G satisfies property M". In order to apply the above framework we let y represent an unknown target t ∈ F and x a description object, e.g., a binary string, that describes the possible properties M of sets G ⊆ F which may contain t.
Denote by x M the object that describes property M. Our aim is to compute the value of information I(x M : F ), the description complexity (x M ), the cost κ F (x M ) and efficiency η F (x) for various inputs x M .
Note that the set Z x used in the previous sections is now a collection of classes G, i.e., elements of P(F ), which satisfy a property M. We will sometimes refer to this collection by M and write |M| for its cardinality (which is analogous to |Z x | in the notation of the preceding sections).
Before we proceed, let us recall a few basic definitions from set theory. For any fixed subset E ⊆ [n] of cardinality d and any f ∈ F denote by f |E ∈ {0, 1} d the restriction of f on E. For a set G ⊆ F of functions, the set
is called the trace of G on E. The trace is a basic and useful measure of the combinatorial richness of a binary function class and is related to its density (see Chapter 17 in [5] ). It has also been shown to relate to various fundamental results in different fields, e.g., statistical learning theory [26] , combinatorial geometry [20] , graph theory [3, 10] and the theory of empirical processes [22] . It is a member of a more general class of properties that are expressed in terms of certain allowed or forbidden restrictions [1] . In this paper we focus on properties based on the trace of a class which are expressed in terms of a positive integer parameter d in the following general form:
The first definition taking such form is the so-called Vapnik-Chervonenkis dimension [27] .
The next definition considers the other extreme for the size of the trace.
For any G ⊆ F define the following three properties:
We now apply the framework to these and other related properties (for clarity, we defer some of the proofs to Section 10.2). Henceforth, for two sequences a n , b n , we write a n ≈ b n to denote that lim n→∞ an bn = 1 and a n b n denotes lim n→∞ an bn = 0. Denote the standard normal probability distribution and cumulative distribution by φ(x) = (1/ √ 2π) exp(−x 2 /2) and Φ(x) = 
Theorem 2 Let t be an unknown element of F . Then the value of information in knowing that
and the description complexity of
Remark 7 For large n, we have the following estimates:
The cost is estimated by
The next result is for property V c d . Theorem 3 Let t be an unknown element of F . Denote by a = (2 n − 2 d+1 )2 −n/2 . Then the value of information in knowing that t ∈ G, G |= V c d , is
with increasing n. Assume that d = d n > log n then the description complexity of
Remark 8 For large n, the information value is approximately
We note that the description length increases with respect to d implying that the proportion of classes with a VC-dimension larger than d decreases with d. With respect to n it behaves oppositely.
The property of having an (upper) bounded VC-dimension (or trace) has been widely studied in numerous fields (see the earlier discussion). For instance in statistical learning theory [6, 26] the important property of convergence of the empirical averages to the means occurs uniformly over all elements of an infinite class provided that it satisfies this property. It is thus interesting to study the property V d defined above even for a finite class of binary functions.
Theorem 4 Let t be an unknown element of F . The value of information in knowing that
with n and d = d n increasing such that n < d n 2 dn . The description complexity of
where
) is as in Theorem 3.
Remark 9
Both the description complexity and the cost of information are approximated as
Relating to Remark 4, while (x V d ) increases with respect to n and hence the proportion of classes with the property V d decreases as 2 − (x V d ) , the actual number of binary function classes that have this property (i.e., the cardinality of the corresponding set Z x ) increases with n since
The number of classes that have the complement property V c d also clearly increases since (x V c d ) decreases with n. We note that the description length decreases with respect to d implying that the proportion of classes with a VC-dimension no larger than d increases with d.
As another related case, consider an input x which in addition to conveying that t ∈ G with VC(G) < d also provides a labeled sample
We express this by stating that G satisfies the property
where G |ξ denotes the set of restrictions {f |ξ : f ∈ G}, f |ξ = [f (ξ 1 ), . . . , f (ξ m )] and ζ = [ζ 1 , . . . , ζ m ]. The following result states the value of information and cost for property
Theorem 5 Let t be an unknown element of F and S m = {(ξ i , t(ξ i ))} m i=1 a sample. Then the value of information in knowing that t ∈ G where
Remark 10
The description complexity is estimated by
and the cost of information is
Remark 11
The dependence of the description complexity on d disappears rapidly with increasing d, the effect of m remains minor which effectively makes (x V d (Sm) ) almost take the maximal possible value of 2 n . Thus the proportion of classes which satisfy property V d (S m ) is very small.
Balanced properties
Theorems 3 and 4 pertain to property V c d and its complement V d . It is interesting that in both cases the information value is approximately equal to 1. If we denote by P * n,k a uniform probability distribution over the space of classes G ⊂ F conditioned on |G| = k (this will be defined later in a more precise context in (20) ) then, as is shown later, P * n,k (V d ) and P * n,k (V c d ) vary approximately linearly with respect to k. Thus in both cases the conditional density (8) is dominated by the value of k = 2 n−1 and hence both have approximately the same conditional entropies (7) and information values. Let us define the following:
We may characterize some sufficient conditions for M to be balanced. First, as in the case of property V d and more generally for any property M a sufficient condition for this to hold is to have a density (and that of its complement M c ) dominated by some cardinality value k * . Representing ω x M (k) by a posterior probability function P n (k|M), for instance as in (30) for M = L d , makes the conditional entropies H(F |x M ) and H(F |x M c ) be approximately the same. A stricter sufficient condition is to have
for every k. This implies the condition that
which using Bayes rule gives
In words, this condition says that the bias of favoring a class G as satisfying property M versus M c (i.e., the ratio of their probabilities) should be constant with respect to the cardinality k of G. Any such property is therefore characterized by certain features of a class G that are invariant to its size, i.e., if the size of G is provided in advance then no information is gained about whether G satisfies M or its complement M c . In contrast, property L d is an example of a very unbalanced property. It is an example of a general property whose posterior function decreases fast with respect to k as we now consider:
Example: Let Q be a property with a distribution P * n,k (Q) = cα k , 0 < α < 1, c > 0. In a similar way as Theorem 2 is proved we obtain that the information value of this property tends to
with increasing n where a = (2−2 n p)/ 2 n p(1 − p) and p = α/(1+α). This is approximated as
For instance, suppose P * n,k (Q) is an exponential probability function then taking α = 1/e gives an information value of I(x Q : F ) log(1 + e) 1.89.
For the complement Q c , if we approximate P * n,k (Q c ) = 1 − cα k 1 and the conditional entropy (7) as
where P n (k) is the binomial probability distribution with parameter 2 n and 1/2, then the information value is approximated by
By taking α to be even smaller we obtain a property Q which has a very different information value compared to Q c .
Comparison
We now compare the information values and the efficiencies for the various inputs x considered in the previous section. In this comparison we also include the following simple property defined next: let G ∈ P({0, 1} n ) be any class of functions and denote by the identity property M(G) of G the 'property which is satisfied only by G'. We immediately have
and (x M(G) ) = 2 n − log(1) = 2 n since the cardinality |M(G)| = 1. The cost in this case is
Note that x conveys that t is in a specific class G hence the entropy and information values are according to Kolmogorov's definitions (3) and (4). The efficiency in this case is simple to compute using (15): we have I * ( (x)) = I * (2 n ) and the sums in (14) vanish since r(2 n ) = 1 thus I * (2 n ) = n and η F (x) = (n − log |G|)/n. Let us first compare the information value and the efficiency of three subcases of this identity property with the following three different class cardinalities: |G| = √ n, |G| = n and |G| = 2 n− √ n . Figure 2 displays the information value and Figure 3 shows the efficiency for these subcases. As seen the information value increases as the cardinality of G decreases which follows from (16) . The efficiency η F (x) for these three subcases may be obtained exactly and equals (according to the same order as above) 1 − (log n)/(2n), 1 − (log n)/n and 1/ √ n. Thus a property with a single element G may have an efficiency which increases or decreases depending on the rate of growth of the cardinality of G with respect to n.
Let us compare the efficiency for inputs
As an example, suppose that the VC-dimension parameter d grows as d(n) = √ n. As can be seen from Figure 4 , property V d is the most efficient of the three staying above the 80% level. Letting the sample size increase at the rate of m(n) = n a then from Figure 5 
Conclusions
The information width introduced here is a fundamental concept based on which a combinatorial interpretation of information is defined and used as the basis for the concept of efficiency of information. We defined the width from two perspectives, that of the provider and the acquirer of information and used it as a reference point according to which the efficiency of any input information can be evaluated. As an application we considered the space of binary function classes on a finite domain and computed the efficiency of information conveyed by various class properties. The main point that arises from these results is that side-information of different types can be quantified, computed and compared in this common framework which is more general than the standard framework used in the theory of information transmission.
As further work, it will be interesting to compute the efficiency of information in other applications, for instance, pertaining to properties of classes of Boolean functions f : {0, 1} n → {0, 1} (for which there are many applications, see for instance [8] ). It will be interesting to examine standard search algorithms, for instance, those used in machine learning over a finite search space (or hypothesis space) and compute their information efficiency, i.e., accounting for all side information available for an algorithm (including data) and computing for it the acquired information value and efficiency.
In our treatment of this subject we did not touch the issue of how the information is used. For instance, a learning algorithm uses side-information and training data to learn a pattern classifier which has minimal prediction (generalization) error. A search algorithm in the area of information-retrieval uses an input query to return an answer set that overlaps as many of the relevant objects and at the same time has as few non-relevant objects as possible. In each such application the information acquirer, e.g., an algorithm, has an associated performance criterion, e.g., prediction error, percentage recall or precision, according to which it is evaluated. What is the relationship between information and performance, does performance depend on efficiency or only on the amount of provided information ? what are the consequences of using input information of low efficiency ? For the current work, we leave these questions as open. The remaining parts of the paper consist of the technical work used to obtain the previous results.
Technical results
In this section we provide the proofs of Theorems 2 to 5. Our approach is to estimate the number of sets G ⊆ F that satisfy a property M. Using the techniques from [28] we employ a probabilistic method by which a random class is generated and the probability that it satisfies M is computed. As we use the uniform probability distribution on elements of the power set P(F ) then probabilities yield cardinalities of the corresponding sets. The computation of ω x (k) and hence of (6) follows directly. It is worth noting that, as in [12] , the notion of probability is only used here for simplifying some of the counting arguments and thus, unlike Shannon's information, it plays no role in the actual definition of information.
Before proceeding with the proofs, in the next section we describe the probability model for generating a random class.
Random class generation
In this subsection we describe the underlying probabilistic processes with which a random class is generated. We use the so-called binomial model to generate a random class of binary functions (this has been extensively used in the area of random graphs [11] ). In this model, the random class F is constructed through 2 n independent coin tossings, one for each function in F , with a probability of success (i.e., selecting a function into F) equal to p. The probability distribution P n,p is formally defined on P(F ) as follows: given parameters n and 0 ≤ p ≤ 1, for any G ∈ P(F ),
In our application, we choose p = 1/2 and denote the probability distribution as
It is clear that for any element G ∈ P(F ), the probability that the random class F equals G is
and the probability of F having a cardinality k is
The following fact easily follows from the definition of the conditional probability: for any set B ⊆ P(F ),
Denote by
the collection of binary-function classes of cardinality k, 1 ≤ k ≤ 2 n . Consider the uniform probability distribution on F (k) which is defined as follows: given parameters n and 1 ≤ k ≤ 2 n then for any G ∈ P(F ),
and P * n,k (G) = 0 otherwise. Hence from (19) and (20) it follows that for any B ⊆ P(F ),
It will be convenient to use another probability distribution which estimates P * n,k and is defined as follows. Construct a random n × k binary matrix by fair-coin tossings with the nk elements taking values 0 or 1 independently with probability 1/2. Denoting by Q * n,k the probability measure corresponding to this process then for any matrix U ∈ U n×k ({0, 1}),
Clearly, the columns of a binary matrix U are vectors of length n which are binary functions on [n] . Hence the set cols(U ) of columns of U represents a class of binary functions. It contains k elements if and only if cols(U ) consists of distinct elements, or less than k elements if two columns are the same. Denote by S a simple binary matrix as one all of whose columns are distinct ( [1] ). We claim that the conditional distribution of the set of columns of a random binary matrix, knowing that the matrix is simple, is the uniform probability distribution P * n,k . To see this, observe that the probability that the columns of a random binary matrix are distinct is
For any fixed class G ∈ P(F ) of k binary functions there are k! corresponding simple matrices in U n×k ({0, 1}). Therefore given a simple matrix S, the probability that cols(S) equals a class G is
Using the distribution Q * n,k enables simpler computations of the asymptotic probability of several types of events that are associated with the properties of Theorems 2 -5. We henceforth resort to the following process for generating a random class G: for every 1 ≤ k ≤ 2 n we repeatedly and independently draw matrices of size n × k using Q * n,k until we get a simple matrix M n×k . Then we randomly draw a value for k according to the distribution of (18) and choose the formerly generated simple matrix corresponding to this chosen k. Since this is a simple matrix then by (23) it is clear that this choice yields a random class G which is distributed uniformly in F (k) according to P * n,k . This is stated formally in Lemma 3 below but first we have an auxiliary lemma that shows the above process converges.
Lemma 2 Let n = 1, 2, . . . and consider the process of drawing sequences s
all of length m where the k th sequence consists of matrices M (i) k,n ∈ U n×k ({0, 1}) which are randomly and independently drawn according to the probability distribution Q * n,k . Then the probability that after m = ne 2 n trials there exists a k such that no simple matrix appears in s (k) m , converges to zero with increasing n.
Proof: Let a(n, k) = Q * n,k (S) be the probability of getting a simple matrix M n,k ∈ U n×k . Then the probability that there exists some k such that s (k) m consists of only non-simple matrices is
From (22) we have
Since ln x is increasing function of x then for any pair of positive integers 2 ≤ a ≤ b we have
and the right side of (24) is now bounded as follows
From a simple check of the derivative of b(n, k) with respect to k it follows that b(n, k) is a decreasing function of k on 1 ≤ k ≤ 2 n . Replacing each term in the sum on the right side of (26) by the last term gives the following bound
The exponent is negative provided m > n ln(2)e 2 n .
Choosing m = ne 2 n guarantees that q(n, m) → 0 with increasing n.
The following result states that the measure Q * n,k may replace P * n,k uniformly over 1 ≤ k ≤ 2 n .
as n tends to infinity.
Proof: For brevity, we sometimes write k for k n . Using Lemma 3 it suffices to show that Q * n,k (F |= L d ) tends to 1 or 0 under the stated conditions. For any set S ⊆ [n], |S| = d and any fixed v ∈ {0, 1} d , under the probability distribution Q * n,k , the event E v that every function f ∈ F satisfies f |S = v has a probability (1/2) kd . Denote by E S the event that all functions in the random class F have the same restriction on S. There are 2 d possible restrictions on S and the events
For k = k n log(2n/d) the right side tends to zero which proves the first statement. Let the mutually disjoint sets
Since the sets are disjoint and of the same size d then the right hand side equals max{0, 1
which tends to zero when k = k n = 1 + κ n , κ n (log(n))/d. The second statement is proved.
Remark 12
While from this result it is clear that the critical value of k for the conditional probability P n (L d |k) to tend to 1 is O(log(n)), as will be shown below, when considering the conditional probability P n (k|L d ), the most probable value of k is much higher at O(2 n−d ).
We continue now with the proof of Theorem 2. For any probability measure P on P(F ) denote by P(
. By the premise of Theorem 2, the input x describes the target t as an element of a class that satisfies property L d . In this case the quantity ω x (k) is the ratio of the number of classes of cardinality k that satisfy L d to the total number of classes that satisfy L d . Since by (17) the probability distribution P n is uniform over the space P(F ) whose size is 2 2 n then
We have
.
By (21), it follows therefore that the sum in (6) equals
Let N = 2 n , then by Lemma 3 and from the proof of Lemma 4, as n (hence N ) increases, it follows that
Let p = 1/(1 + 2 d ) then using (32) the ratio in (31) is
Substituting for N and p, the denominator equals
Using the DeMoivre-Laplace limit theorem [9] , the binomial distribution P N,p (k) with parameters N and p satisfies
is the standard normal probability density function and µ = N p, σ = N p(1 − p). The sum in the numerator of (33) may be approximated by an integral 1 σ
The log factor equals log µ + log(1 + xσ/µ) = log µ + xσ/µ + O(x 2 (σ/µ) 2 ). Denote by a = (2 − µ)/σ then the right side above equals
where Φ(x) is the normal cumulative probability distribution. Substituting for µ, σ, p and N , and combining with (34) then (31) is asymptotically equal to
In Theorem 2, the set Y is the class F (see (6) ) hence log |F | = n and
Combining with (35) the first statement of Theorem 2 follows. We now compute the description complexity (x L d ). Since in this setting Y is F and Z is P(F ) then, by (9) , the description complexity (x L d ) is 2 n − log |L d |. Since , the probability distribution P n is uniform on P(F ) then the cardinality of L d equals
hence it suffices to compute P n (L d ). Letting N = 2 n , we have
Using (32) and letting p = 1/(1 + 2 d ) this becomes
where 1 ≤ c ≤ d. Substituting for N gives the result.
Proof of Theorem 3
We start with an auxiliary lemma that states a threshold value for the cardinality of a random element of F (k) that satisfies property V c d .
Lemma 5 For any integer d > 0 let k be an integer satisfying k ≥ 2 d . Let F be a class of cardinality k and randomly drawn according to the uniform probability distribution P * n,k on
Hence, for a random class F to have property V c d the critical value of its cardinality is 2 d .
We proceed now with the proof of Lemma 5.
Proof: It suffices to prove the result for
As in the proof of Lemma 4, we represent P * n,2 d by Q * n,2 d using (23) 
, be the sets defined in the proof of Lemma 4 and consider the m corresponding events which are defined as follows: the i th event is described as having a submatrix whose rows are indexed by S i and is equal to U d . Since the sets S i , 1 ≤ i ≤ m are disjoint it is clear that these events are independent and have the same probability
Hence the probability that at least one of them is fulfilled is
which tends to 1 as n increases.
We continue with the proof of Theorem 3. As in the proof of Theorem 2, since by (17) the probability distribution P n is uniform over P(F ) then
Considering Remark 13, in this case the sum in (6) is
We now obtain its asymptotic value as n increases. From the proof of Lemma 5, it follows that for all k ≥ 2 d ,
Since β is an exponentially small positive real we approximate (1 − β) rk by 1 − rkβ (by assumption, n < d2 d hence this remains positive for all 1 ≤ k ≤ 2 n ). Therefore we take
and (36) is approximated by
As before, for simpler notation let us denote N = 2 n and let P N (k) be the binomial distribution with parameters N and p = 1/2. Denote by µ = N/2 and σ = N/4, then using the DeMoivre-Laplace limit theorem we have
Thus (38) is approximated by the ratio of two integrals 
The log factor equals log µ + log(1 + xσ/µ) = log µ + xσ/µ + O(x 2 (σ/µ) 2 ). Denote by Substituting for N yields the result.
Proof of Theorem 4
The proof is almost identical to that of Theorem 3. From (37) we have
Let a be as in (40) Substituting for r, β and N yields the statement of the theorem.
Proof of Theorem 5
The probability that a random class of cardinality k satisfies the property V d (S m ) is
The factor on the right of (42) is the probability of the condition E ζ that a random class F of size k has for all its elements the same restriction ζ on the sample ξ. As in the proof of Lemma 4 it suffices to use the probability distribution Q * n,k in which case Q * n,k (E ζ ) is γ k where γ ≡ (1/2) m . The left factor of (42) is the probability that a random class F with cardinality k which satisfies E ζ will satisfy property V d . This is the same as the event that a random class F on [n] \ S m satisfies property V d . Its probability is P * n−m,k (V d ) which equals 1 for k < 2 d and using (37) for k ≥ 2 d it is approximated as 1 − P * n−m,k (V γ k P * n−m,k (V d )P n (k) log k 2 n j=1 γ j P * n−m,j (V d )P n (j)
Let p = γ/(1+γ), N = 2 n and denote by P N,p (k) the binomial distribution with parameters N and p. Then (43) becomes Substituting for r, s, β and N yields the first statement of the theorem. Next, we obtain the description complexity. We have
The probability P n (V d (S m )) is the denominator of (43) which equals the denominator of (44) multiplied by a factor of (2(1 − p)) −N hence from above 
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