& This paper presents a neural model of similarity perception in identification tasks. It is based on self-organizing maps and population coding and is examined through five different identification experiments. Simulating an identification task, the neural model generates a confusion matrix that can be compared directly with that of human subjects. The model achieves a fairly accurate match with the pertaining experimental data both during training and thereafter. To achieve this fit, we find that the entire activity in the network should decline while learning the identification task, and that the population encoding of the specific stimuli should become sparse as the network organizes. Our results, thus, suggest that a self-organizing neural model employing population coding can account for identification processing while suggesting computational constraints on the underlying cortical networks. &
INTRODUCTION
Similarity is a basic concept in cognitive psychology, which is utilized to explore the principles of perception. Theories about similarity aim at explaining when people identify or judge two different stimuli as related (e.g., Ashby & Perrin, 1988; Ashby & Lee, 1991) . Experimentally, similarity between objects is measured using different kinds of stimuli and modalities, via two fundamental methods. The first is the direct method, where subjects are asked to explicitly estimate the level of similarity between two objects. The second method is the indirect one, where subjects are asked to identify various stimuli. This method is motivated by the basic assumption that two similar objects tend to be confused more often. In this paper, we focus on modeling similarity experiments performed with the indirect method, which is less dependent on attentional levels. Indirect similarity experiments are also performed in animals, making relevant neurophysiological data readily available.
In a typical indirect similarity experiment, the stimuli are presented to the subject in random order. The subject's task is to identify each stimulus by its serial number and report it as the subject response. In case of error in identification, the experimenter informs the subject about the correct answer. The data thus obtained are typically represented in a twodimensional square confusion matrix. A cell in row i and column j of the confusion matrix reports the number of times the subject has erroneously identified stimulus i as stimulus j, and the number of the correct responses is reported on the diagonal. Similarity experiments can be categorized by three major characteristics: the modalities involved, the features that construct the stimuli, and the dimension (the number of features) of the stimuli. The similarity experiments modeled in this paper, a representative set of similarity experiments with simple stimuli, are classified accordingly in Table 1 .
The theoretical analysis of similarity experiments has been traditionally based on metric models. These models represent stimuli as points in a coordinate space such that the observed similarities between items are related to the metric distances between the respective points. That is, the more similar the stimuli are perceived, the closer their representative points are in space. These multidimensional metric representations can be generated by applying multidimensional scaling (MDS) on the confusion matrix data revealing the perceived stimuli as points in a reduced dimensional space. However, in a typical identification task, not all the entries of the diagonal cells are equal and the confusion matrix is not symmetric. That is, subjects tend to identify some stimuli better than others and stimulus i may be more confused with stimulus j than vice versa. Thus, the metric representation of stimuli in space has classically been complemented by asymmetric processes involving two main approaches (for more extensive review, see Nosofsky, 1992) . The first is the deterministic approach in which each stimulus (object) is represented as a point in a multidimensional space as in the traditional view, but employing an additional set of choice decision rules. An important representative of this approach is the MDS choice model (Luce, 1963; Shepard, 1957) , which has been able to account for both the asymmetric and the unequal self identification characteristics of the data. According to this Tel Aviv University model, the probability that stimuli i is identified as stimuli j is an outcome of the choice model decision rule:
where h ij is the similarity between stimulus i and stimulus j, a decreasing monotonic function (exponential or Gaussian) of the distance in perceptual space between stimulus i and stimulus j. b j denotes bias parameters that are associated with each stimulus. The model free parameters are the bias and the location of each stimulus in the multidimensional perceptual space. Thus, the amount of free parameters scales linearly with the number of stimuli and dimensions of the perceptual space. In the second, probabilistic approach, each stimulus is represented as a statistical ensemble of points. An important representative of this approach is General Recognition Theory (GRT) (Ashby & Townsend, 1986; Ashby & Perrin, 1988) . GRT is based on the assumption that noise is an inherent component in the perceptual system. Hence, across trials, the repeated presentation of the same stimulus gives rise to a probabilistic distribution around the expected values of stimulus representations. In an identification task, GRT assumes the subject divides the perceptual space into regions. In each trial, the subject determines within which decision boundaries the stimulus representation falls, and this leads to the associated response. GRT accounts for the asymmetric nature of the data by allotting regions of different sizes to the representation of different stimuli. In order to fit the psychological data, the model free parameters are the decision boundaries for each stimulus and its location in the multidimensional perceptual space. These approaches provide an excellent fit for the empirical data, but do not account for the representation of similarity in neural terms. Moreover, these approaches embody a very large number of parameters (a few tens) that should be explicitly set to correctly fit the data in a specific manner for each different experiment. As will become evident, the model proposed in this paper points to an interesting connection between the MDS and GRT models of identification.
Several attempts have been previously made to identify the neural correlates of similarity perception in the brain (Tadashi, Edelman, & Tanaka, 1998; Edelman, 1995 Edelman, , 1997 . A few researchers have performed experiments of odor identification in rats (Kent, Youngentob, & Paul, 1995; Youngentob, Markert, Mozell, & Hornung, 1990) . They analyzed the perceptual odor stimulus space by applying MDS analysis to a confusion matrix of five different odor stimuli, which resulted in a reduced two-dimensional space. Examining the neural activity of the olfactory mucosa during odor inhalation, they found that each odorant had a unique``hot-spot'' region of maximum sensitivity. A topology preserving mapping between the position of the corresponding odorant in the reduced two-dimensional psychophysical odor space and the mucosa location of these``hot spots'' was identified. Wang, Tanaka, and Tanifuji (1996) have investigated the functional organization of object recognition, using optical imaging in inferotemporal cortex, again finding a regional clustering of cells responding to similar features. Young and Yamane (1992) have shown that the encoding of the visual perceptual space of familiar human faces in the inferotemporal cortex of monkeys is population based. This population encoding is sparse and is related to the spatial properties of face stimuli in the corresponding MDS psychophysical space. Put together, these findings support the notion that the processing in some cortical regions engaged in perception employs both a topological mapping and population coding. A model relating between topological mapping and population coding has been previously suggested by Guenther and Gjaja (1996) in order to provide an explanation for the well-known phenomenon of the perceptual magnet effect (Kuhl, 1991) . While Guenther and Gjaja's work models a different set of data, their model of stimulus discriminability has a close relation to similarity perception, inferring perceptual stimulus relations from map activities. Their model, as in our current paper, suggests that the perceptual effects observed in the psychological experiments arise as a natural consequence of the formation and the organization of the neural map.
The observation of Kent et al. (1995) that there is a topological mapping from the perceptual similarity space to its representation in the olfactory mocusa obviously raises the question of the possible neural mechanisms underlying this phenomenon. A natural candidate is the Self-Organizing Map (SOM) algorithm (Kohonen, 1982) , which has been shown (see Kaski, 1997 for a review) to be strongly related to the MDS procedure, both maintaining a structural topological mapping. The SOM algorithm, to be described in detail in the next section, has an explicit neural level realization. In this paper, we study a neural model of similarity perception that is based on an SOM topological mapping and population coding. As will be seen, the quest to model the psychophysical data of similarity perception suggests useful constraints on the pertaining neurophysiological level. The next section provides an overview of the model and our simulation experiments. The Results compares the computational results with the human data. The Discussion discusses brain organization and development in lieu of our results.
THE MODEL Model Overview
The model is based on a self-organizing neural network (Kohonen, 1982 (Kohonen, , 1989 ) that is implemented in computer simulations. In order to describe the model in a concrete fashion, we refer to a typical indirect similarity experiment performed by Shepard (1958) . This well-known experiment used nine stimuli of distinct red-colored chips of uniform size. The colored chips, as specified by the system of Munsell, were of a constant hue, but varied in brightness (four levels) and saturation (four levels of chroma). Each chip was labeled by a number from 1 to 9. After a short period of training, 36 subjects were asked to identify the exposed colored chips by their labels. In case of an identification error, the experimenter provided the subject with the correct answer. Each of the 36 subjects was exposed to a random sequence of 200 successive chip identification trials and their responses were assembled in a typical 9 Â 9 confusion matrix ( Table 2) . The model is composed of a network of laterally interacting neurons arranged in a two-dimensional array, encoding distinct features of the input stimuli. The neurons are fully connected to a common layer of input neurons as portrayed in Figure 1 .
To simulate this experiment, the neural network was presented with two-dimensional input feature vectors representing the nine stimuli of the original experiment. The value of each of the two components of an input prototype vector was determined by the corresponding feature value (i.e., brightness and saturation) of the stimulus it represents. To generate an input vector, a random noise term is added to each of the prototype vector components representing an external noisy environment.
When an input vector is presented and processed by the network, the identification response of the neural model can be``read'' from its activity state. The network responses to the representation of a set of stimuli are accumulated in a confusion matrix in a standard manner. The readout of the output data is based on population coding (Georgopoulos, Kalaska, Caminiti, & Massey, 1982; Georgopoulos, Kalaska, Crutcher, Caminiti, & Massey, 1984) . In contrast with the Winner-Take-All (WTA) approach, population coding is a method that determines the location of a response vector in the network's``perceptual'' space as a function of the entire network's activity and not the result of a single neuron's activity. The model's operation consists of two conceptually distinct phases: the training phase, during which the network gradually self-organizes, extracting the regularities of the input stimuli; and the identification (performance) phase, during which the organized network can successfully simulate identification tasks. Stimulus identification may also be performed during the training phase to simulate identification tasks performed early in the learning process.
The Training Phase
In the training phase, the ensemble of input vectors presented to the network is generated according to the following process: A prototype feature vector representing one of the stimuli in the identification experiment is randomly selected. Then, to generate an input vector x, a noise term is added to each of its n components representing an external noisy environment (typically n = 2 or 3, the noise is normally distributed with zero mean, fixed variance, and zero covariance). The magnitude of all the input vectors is kept normalized, thus eliminating a scaling bias (see Normalization of Input Feature Stimuli Vectors for details). The presentation of an input vector gives rise to excitation of neurons in the network array (see Figure 1 ). The response of neuron r is specified by its n-dimensional synaptic weight vector w r and is equal to the dot product of x Á w r (Kohonen, 1989 (Kohonen, , 1993 . In response to a given input stimulus, the most active neuron in the lattice (for which x Á w r is maximal) is defined as the winner neuron, s. Its surrounding network activity is modulated by a Gaussian kernel function h R A (r) centered on neuron s, whose variance R A 2 controls the radius of activation around the winner (h R A (r) is largest at r = s and declines monotonically to zero with increasing distance between the s and the rth neuron),
The activity m r of neuron r is defined as
During training, the network self-organizes by modifying the synaptic weights of the neurons in the winner's surroundings by
where h R L (r) is a Gaussian function whose variance R L 2 (radius of learning) controls the region of synaptic modification around the winner, and > is a learning rate that governs the rate of synaptic modification.
For the map to converge, R L and > must decrease over time (in our simulations, they are decreased in a linear rate). The first, rapid, stage of map organization is conventionally termed spread out, and is characterized by global synaptic changes. The second, fine tuning phase, occurs after the topological ordering of the map is established and is characterized by slow local synaptic changes that permit the convergence of the network's synaptic matrix.
The Identification Phase
In a simulated identification task, the network is exposed to input stimuli vectors generated as in training phase. The synaptic matrix generated previously during the training phase is kept fixed during this phase. The output of the network given an input vector is determined via the population coding method (Georgopoulos et al., 1982 (Georgopoulos et al., , 1984 , i.e., by the vectorial sum of the neurons' synaptic efficacies weighted by their activity
where N is the total number of neurons in the network array, w r is the synaptic weight vector of neuron r and m r 
In each row of the matrix, the top line indicates the observed frequencies from the experimental data, the second line indicates the frequencies generated by the model, and the third line depicts their standard error. All values are rounded to the closest integer.
is its activity. The vectorial sum is made on the entire network and, thus, the population vector is an average outcome of the network's activity response to the input stimulus, and its reading induces a transformation of the input vectors to a new location in feature space. The final output vector is determined by adding a normal distribution noise term to this new location, simulating an internal noise factor in human processing (the noise levels, both internal and external, are fixed parameters and do not vary in time, Figure 2a) . The model's identification response is determined by finding the prototype population vector 2 closest to the output vector (i.e., in which decision boundaries it falls in the network's perceptual map, Figure 2b , see also Euclidean Distance Calculations). The identification responses over many input stimuli are then summed up in a confusion matrix in a standard manner.
To simulate the known phenomena that humans tend to guess answers at the initial stages of learning to perform similarity psychology tasks (Shepard, 1958) , à`g uessing'' parameter is introduced. This parameter, following Nosofsky's (1987) model introduces a random selection of the network response at some small fraction of the learning trials. At the early stages of learning the probability for the network to guess a response is 13.5%, decreasing monotonically as the network learns to 0.5% at the end of the training phase, as in Nosofsky (1987) . These dynamics governing the``guessing'' parameter are kept fixed throughout our simulations.
RESULTS
This section reports the model performance on four different identification tasks. We begin by analyzing the identification results of mature fully trained networks, comparing between the confusion matrices generated by the model and the corresponding confusion matrices of human subjects. Next, we turn back to study the training phase in depth, by investigating the performance of the model as it evolves and self-organizes while training on the dynamic Munsell's 12-color experiment (Nosofsky, 1987) .
Identification
The first experiment analyzed is the similarity experiment of Shepard (1958) (see Model Overview), which used nine different Munsell's red-colored chips with constant hue, varying in brightness and saturation. The network lattice had 1,200 neurons (40 Â 30) fully connected to two input feature neurons coding the stimuli's brightness and saturation. The input vectors were generated from nine two-dimensional feature vectors of the original stimuli employed in the task, with additional normal distributions of external (hsi = 1.06) and internal noise (hsi = 0.05). Table 2 presents a comparison between the experimentally observed confusion matrix (human performance, top dark line in each row) and the confusion matrix generated by the model (second line).
All the results presented henceforth were obtained by averaging the identification performance of 100 networks employing identical dynamical parameters, but varying the initial values of the network's synaptic weights, simulating a population of 100``subjects.'' Three major indices have been calculated to examine the quality of fit between the experimentally observed and model predicted matrices: the correlation, the sumsquares error and the likelihood ratio.
The correlation between the matrices is a somewhat problematic index, since the largest values are concentrated on the diagonal. The correlation index, which gives higher weight to the similarity between highvalued cells, may, thus, give high correlation values for matrices with similar diagonals, but that still may significantly differ on their off-diagonal terms. Hence, s correlation calculations were applied separately to the diagonal and off-diagonal regions, yielding a diagonal correlation of the data displayed in Table 2 of r = .89 (t = 5.16, p < .005) (Figure 3 ) and an off-diagonal correlation of r = .80 (t = 11.15, p < .0005).
We have also calculated the sum-squares error between the observed and predicted confusion data on the entire matrix (SSE) and on the diagonal alone (DSSE). In order to compare between different experiments, these SSE and DSSE values were normalized by the total number of trials of the experiment. The last index calculated was the log-likelihood ratio testing. This index is often used in similarity experiments to determine the quality of fit, and is utilized to compare the model's performance with those psychological experiments that use this index (see Euclidean Distance Calculations).
The pattern of error distribution between predicted and observed frequencies across all matrix entries has a zero mean, testifying to the absence of a systematic bias (drift) in the predicted confusion matrix.
In addition to Shepard's experiments, similar simulation experiments and analysis were performed to simulate four other identification tasks. The results, summarized in Table 3 , testify to the ability of the network model to provide a close fit to a wide variety of pertaining experimental data. Yet, the model results are not as good as those achieved previously with the best MDS choice models. The latter embody a much larger number of free parameters to fit the data and perhaps more important, their kernel functions are varied across experiments.
Learning Identification
Next, we provide a detailed description of the way the model develops and self-organizes through training on the dynamic Munsell's 12-color experiment (Nosofsky, 1987) . The experiment of Nosofsky is especially interesting since it provides a unique sequence of three consecutive confusion matrices, which are obtained from human subjects as they learn the task. These data provide strong experimented constraints on the self-organization process of the simulated map representation. In Nosofsky's experiment, the stimuli were 12 Munsell colored chips with constant red hue (5R).
The colored chips were varied in brightness and saturation. Nosofsky's experimental session was organized in three blocks of 108 trials each, and a confusion matrix was obtained for each block. Block 1 denotes the confusion matrix obtained after the first 108 trials, Block 2 after 216 trials, and Block 3 after 324 trials. As in the previous simulation of Shepard's experiment, the input stimuli were generated from 12 two-dimensional feature vectors of the original stimuli with normal distribution of external noise (hsi = 1.06) and internal noise (hsi = 0.05), in a network array of 1200 neurons (40 Â 30). While training the network by repeatedly presenting input vectors from this distribution and applying the dynamics defined in Equation 4, the learning radius R L was gradually reduced from R L = 15 to R L = 1 in a total of 25,000 iterations. In each of these decreasing R L steps, 30 different radius of activity levels where applied (R A = 30.1) and a confusion matrix was obtained for each (R L , R A ) pair. Hence, in total, the model has provided 450 (15 Â 30) confusion matrices, each with a different R A ±R L combination. 3 (As described in the Model, the two free parameters R L and R A represent the radius of synaptic changes around the winner neuron and its neighborhood activity, respectively.)
In order to study the capability of the network to simulate the dynamics of learning, i.e., to fit all three experimental confusion matrices gradually as the network self-organizes and develops, we compared each one of the 450 simulation-generated matrices with each of the three experimental human block matrices, using the normalized DSSE index. Figure 4 describes the resulting DSSE index for three levels of learning radius R L (R L = 10, 7, 4), varying the activity radius R A . For a given R L level, each figure contains three curves, depicting the accuracy by which the model's results match the experimental data contained in Nosofsky's three learning blocks, as a function of R A . For a given block, the best fit is achieved when its corresponding curve gets its minimum error value. The figure emphasizes the fact that the ability of the neural model to predict the three blocks is highly influenced by the values of R L and R A .
At the very beginning of the learning, immediately after the spread out phase, (R L = 10, Figure 4a ), Block 1 achieves the maximal fit with the model's generated confusion matrices for all possible R A levels. Later, when R L = 7 (Figure 4b ), Block 2 already succeeds in replacing Block 1 as the best fit at lower R A values (R A < 17). Through training as R L decreases (this is necessary, otherwise, the map will not converge and stabilize), there is a critical R L level below, which the Kornbrot's (1978) experimental data is reexamined in Nosofsky, 1985. model can successfully fit all three experimental blocks. The best fit of the model's confusion matrix transitions as R A is decreased from Block 1 to Block 2 to Block 3 (R L = 4, Figure 4c ), precisely in the same order of their occurrence in the human psychological experiments. Hence, we find that in order to fit the psychological data, R A must decrease with learning. The activity in the entire network must, therefore, Nosofsky, 1987 Shepard, 1958 (b) decrease as the network learns (see Figure 5a) . Nosofsky's (1987) experiment is similar to that performed by Shepard (1958) , where the confusion matrix was obtained after 200 trials. Remarkably, the R A ±R L values providing the best fit with the experimental data of Shepard fit well with best fit R A ±R L plot found for Nosofsky's data, as shown in Figure 5b . Table 4 summarizes the simulation performance of the model in Nosofsky's experiment and compares it with two kinds of models. One is the classical multiparametric MDS choice model, and the second is a version of the dynamic choice model simulated by Nosofsky (1987) . To reduce the number of parameters used, the simulation version of the choice model performed by Nosofsky used the original feature coordinates in order to fit the data with a bias-free dynamic choice model. As evident in Table 4 , the neural model and the simulated dynamic choice model achieve similar levels of fit as measured by the loglikelihood index. Understanding the model's operation requires an investigation of the effect of training on the network's feature space. Figure 6 displays the spatial organization of the prototype population vectors in the three network training states leading to maximal fit with Blocks 1, 2 and 3, respectively. The results demonstrate that representation of stimuli becomes more discriminable over time, as the distances between the prototype population vectors increases. Thus, the effect of the internal noise decreases (even though its absolute magnitude remains fixed), and the identification performance gradually improves.
Imposing WTA constraints on R A (by keeping R A constant and equal to 1 through training) results in a severe degradation in the ability of the model to fit the data (Figure 7) . The WTA approach provides a good fit only towards the end of training while at earlier stages its DSSE and SSE error indices are more than twice than those achieved while optimally decreasing R A as a function of R L . 4 
DISCUSSION
In this study, we have explored the ability of a neural model of similarity perception to simulate five different indirect similarity experiments. Identifying a set of input stimuli feature vectors, the model generates a confusion matrix that can be compared directly with the pertaining experimental data. Our results suggest that self-organizing maps based on the dynamics of population coding can model human responses fairly accurately, using very few parameters. The principal findings suggest that in order to obtain a good fit with the psychological data, the activity in the entire network must gradually decrease while learning the task. Thus, the model predicts that simultaneously with a gradual reduction in synaptic modifications, the network activity should also gradually decline. To obtain a good fit, one must use a population coding approach instead of the perhaps more conventional WTA method for``reading'' the network's output. Finally, the model produces a reasonable fit to the experimental data of three-dimensional perceptual space (Hodge, 1962, see Table 3 ), where the SOM mapping to the two-dimensional network array also involves a reduction in the number of dimensions.
The topological organization and population coding characteristics of the neural model find support in animal experiments of similarity as briefly reviewed in the Introduction. Similar evidence for topographical maps has been recently found also in higher perceptual levels (Tanaka, 1996; Wang et al., 1996; Fujita, Tanaka, Ito, & Cheng, 1992; Gochin, Miller, Gross, & Gerstein, 1991) . The sparse population coding found in identification tasks involving a long training period (e.g., Young & Yamane, 1992 ) fits with the model's prediction that the activity should drop down as the map organizes.
The neural model presented here shares common fundamental properties with previous psychological models. Like the GRT model, the neural model generates a new representation of the stimuli in the perceptual space. As in GRT, the identification of an input stimulus depends on the boundaries in which the stimulus' representation falls in. The asymmetric relations are due to the asymmetric amounts of overlap between the distributions corresponding to each class. However, the GRT model relies on an explicit ongoing supervised comparison between the stimuli and their representations in the model to further adjust the model parameters to obtain maximal fit. In contrast, the neural model achieves this maximization goal in a self-organizing unsupervised manner. This property places our model in an ideal position to provide a natural, on-line, account of identification during training in neural terms. The neural model also shares common computational principles with the MDS approach, since the topologically preserving algorithm of the SOM well approximates the operation of a metric preserving algorithm like MDS (Kaski, 1997) . However, an important distinction between the operation of our model and MDS-based choice models is that the output identification in the neural model is performed in the original (possibly high-dimensional) feature space and not in the reduced MDS space. In summary, the SOM-related neural model proposed here provides an interesting example for a possible identification mechanism, which incorporates both GRT and MDS-like dynamics, suggesting that in some sense, both these approaches may play a part in similarity identification in the brain. The main advantage of our model over previous MDS-choice and GRT models is that it provides a neural level description for similarity perception in the brain. While some of the earlier psychological mathematical models have obtained better fit with the experimental data, the neural model obtains a fairly close fits to the data considering the very few free parameters it uses. Furthermore, it should be emphasized that the number of parameters embodied by the neural model is independent of the dimension and number of stimuli. The model uses only two free parameters (R L , R A ), given fixed values of external and internal noise and guessing response, while previous psychological mathematical models have required many free parameters, since they rely on an explicit representation of the distances between the stimuli and their biases. The neural model's parameters have a clear meaning in neural terms that helps us to better understand the underlying physiological mechanisms. Since the model dynamics take place in a self-organizing manner, stimulus identification is performed without the need to explicitly specify many parameters. Instead, the``distances'' between stimuli are implicitly defined by the geometry of the self-organized output feature space.
The biological plausibility of the population coding method and the SOM algorithm has been argued by Georgopoulos et al. (1982 Georgopoulos et al. ( , 1984 and Kohonen (1993) , respectively. The population coding method has been found to provide a fair account of neural activity pattern, during variety tasks and different modalities (e.g., Schwartz, 1994; Georgopoulos, Lurito, Petrides, Schwartz, & Massey, 1989) . The WTA function can be implemented by laterally connected network with excitatory short range lateral feedback connections and inhibitory longer range ones. Under these conditions, à`p eak'' of activity is formed at the neural cluster that best matches the external input. The learning procedure can be implemented by synaptic interactions that are mediated via a diffuse chemical agent (grossly represented in our model by the R L parameter). During learning, the effective range of the diffuse chemical modulation is decreased from a fairly wide to a narrow value. A good candidate for the diffuse neuromodulator agent may be nitric oxide (NO) that has been found to be produced in proportion to the postsynaptic potential and to control synaptic plasticity (Fazeli, 1992) . The neighborhood activity around the winner neuron can be controlled by an inhibitory process which is represented by the R A parameter and mainly reflects the activation of the long range inhibitory connections. The realization of such a decrease in the radius of activation surrounding winning neurons may occur in biological networks via the action of second order processes such as neural fatigue and adaptation. The main motivation for assigning distinct parameters for R L and R A was that synaptic modifications and neural activity might be governed by different modulation processes such as distinct neuromodulators and diffuse chemicals. Nevertheless, the finding that these two processes covary in the same direction supports the possibility that one can obtain successful SOM models of similarity perception using activity-dependent Hebbian learning without the need to specify an explicit radius of learning.
In summary, this paper presents a novel neural model of identification, forming a tentative conceptual bridge between the pertaining psychological and neurophysiological data. The need to fit the cognitive experimental data, in turn, suggests interesting constraints concerning brain organization and development in perceptual processing regions.
APPENDICES Normalization of Input Feature Stimuli Vectors
In order to normalize the input feature vectors, an agonist±antagonist method was used in the simulations (Guenther & Gjaja, 1996) . This method replaces each feature input component x i with a new agonist±antago-nist input of the form
where the index i indicates the feature dimension number, x i is the value of the feature component i in input vector x, and x i + and x i À are the new agonist± antagonist representations, respectively, of feature component i. The constants x iMAX and x iMIN are the maximum and minimum values, respectively, for the ith feature component.
