Many physical, chemical, and biological systems exhibit traveling waves as a result of either an oscillatory instability or excitability. In the latter case a large multiplicity of stable spatially localized wavetrains consisting of different numbers of traveling pulses may be present. The existence of these states is related here to the presence of homoclinic snaking in the vicinity of a subcritical, finite wavenumber Hopf bifurcation. The pulses are organized in a slanted snaking structure resulting from the presence of a heteroclinic cycle between small and large amplitude traveling waves. Connections of this type require a multivalued dispersion relation. This dispersion relation is computed numerically and used to interpret the profile of the pulse group. The different spatially localized pulse trains can be accessed by appropriately customized initial stimuli, thereby blurring the traditional distinction between oscillatory and excitable systems. The results reveal a new class of phenomena relevant to spatiotemporal dynamics of excitable media, particularly in chemical and biological systems with multiple activators and inhibitors.
I. INTRODUCTION
Excitability is frequently observed in systems driven far from equilibrium [1] [2] [3] . Examples include biological systems [4, 5] , autocatalytic chemical reactions [6, 7] , electrochemistry [8] , liquid crystals [9] , nonlinear optics [10] , semiconductors [11] [12] [13] , and pipe flow [14] . A spatially extended system with a stable spatially uniform equilibrium state is called excitable when a large enough, spatially localized perturbation excites adjacent sites while the perturbation at the original location decays back to equilibrium. The resulting dynamics then takes the form of a spatially localized excitation that propagates away from the initial disturbance. In higher space dimensions, excitability may lead to complex spatiotemporal behavior including formation and breakup of spiral waves [1] [2] [3] 6, 7] , a process detrimental to the functioning of the heart [15] .
The basic properties of excitable systems are well described by two-variable reaction-diffusion equations of FitzHughNagumo (FHN) type [16] [17] [18] . However, chemical and biological systems often involve a large number of reacting and diffusing components, making it difficult to differentiate between oscillatory and excitable dynamics and the effects of intrinsic fluctuations [19] [20] [21] . A proper theoretical framework capturing this complexity within a minimal model is therefore essential. In the area of excitable systems recent work has demonstrated that a number of observed phenomena, including spiral wave coarsening [22] , pulse/spot interactions [23] [24] [25] , and propagating oscillons [26] can only be captured within three-variable models. Such models are also capable of describing the generation of stable finite pulse trains consisting of different numbers of pulses using appropriately customized initial conditions [27] , a behavior heretofore unknown in excitable media with local interactions [28, 29] . In this paper * yochelis@bgu.ac.il we show that the mechanism responsible for the presence of a large multiplicity of different traveling pulse trains is related to a phenomenon known as homoclinic snaking [30] that has hitherto been observed only for stationary pulses in the vicinity of subcritical Turing-type instabilities [30] [31] [32] [33] .
II. FINITE WAVENUMBER HOPF INSTABILITY IN A THREE-VARIABLE REACTION-DIFFUSION MODEL
We employ a simple three-variable but local extension of the prototypical FHN model [34] :
Here the new field w(x,t) controls the inhibitor v(x,t) and as such can be regarded as a second activator, in addition to the activator u(x,t). In contrast to the standard two-variable FHN model (i.e., a w = 0) the spatially uniform state in the three-variable system (1) may undergo a finite-wavenumber Hopf instability [27, 35, 36] . On periodic domains with period equal to the critical wavelength this instability generates two types of time-dependent states: traveling waves (hereafter TW) and standing waves (hereafter SW).
In the following we use a v as a control parameter and keep a w = 0.5, = 5, a 0 = −0.1, D = 0.005 fixed. With this parameter choice, system (1) has a single spatially uniform shows that as a v decreases, U 0 undergoes a finite-wavenumber Hopf instability: To determine the TW and SW branches emanating from a v = a Hopf v we proceed as follows. The TW solutions are computed numerically in a comoving frame, ξ ≡ x − ct, in which they are stationary. In this frame stationary solutions solve a set of five first order ODEs,
These equations are solved on a periodic domain with period 2π/k c using the continuation package AUTO [37] starting from small amplitude oscillations for a v ≈ a Hopf v and incrementing the parameter a v . The computation requires the solution of a nonlinear eigenvalue problem for the speed c of the TW since this speed depends on the TW amplitude. Temporal stability of the resulting solutions is calculated via a standard eigenvalue numerical method using the timedependent version of Eqs. (1) in the appropriate comoving frame. The resulting TW branch is shown using a light/red line in Fig. 2 . Both weakly nonlinear theory (not shown) and numerical continuation show that the TW branch bifurcates subcritically (i.e., toward larger a v ) before turning around in a fold labeled a The computation of the SW branch (dark/blue line in Fig. 2 ) requires a different approach. For SW, we solve simultaneously (using AUTO) a set of ODEs at each individual spatial grid point, x i = i x ∈ [0,2π/k c ], generated by a finite difference spatial discretization, while adding a very small gradient, δ ∼ 10 −8 , to one of the fields to destroy the invariance of the SW with respect to translations that is present with periodic boundary conditions: Figure 2 shows that the SW also bifurcate subcritically. Stability calculations near onset indicate that on a periodic domain with period 2π/k c the TW are once unstable while the SW are twice unstable, i.e., the SW are unstable with respect to TW perturbations [38] . As a result the SW state remains unstable throughout (dashed dark/blue line).
III. FINITE PULSE TRAINS AND HOMOCLINIC SNAKING
With increasing amplitude the speed c of the TW first decreases and then increases as the TW branch turns around toward smaller a v , producing a region of bistability between the homogeneous equilibrium U 0 and slower, stable, largeamplitude TW [solid black line in Fig. 3(a) ]. In this regime the system also admits a series of coexisting stable spatially localized traveling pulses [27] , hereafter referred to as slow and fast pulses according to their speed relative to the TW [ Fig. 3(a) ]. These also solve Eqs. (3) but now on large periodic domains. Of these, the slow pulses are unstable in the context of Eqs. (1) with reflecting boundary conditions at x = 0,L and evolve quickly into fast pulses to the number of pulses. The figure shows two such families lying on closed curves or isolas [39] To examine the origin of these isolas we show in the left panel of Fig. 3(b) an enlargement of the branches of fast pulses as they approach the unstable small amplitude TW branch near
. This enlargement is replotted in Fig. 6 in terms of the norm,
where L is the domain period. As one follows the 1 1 branch toward larger N (smaller c) it undergoes repeated back and forth excursions, adding one pulse at the leading edge per excursion (Fig. 6) , in a manner reminiscent of homoclinic snaking [30] in spatially reversible systems with broken spatial reflection symmetry [40] . Each of the resulting multipulse states is embedded in a TW background [ Fig. 6 , insets (a, b)], and the same behavior is found on the "returning" Fig. 3(a) . the small and large amplitude traveling waves, indicating that, for the parameter values used here, the system is far from the transition from supercritical to subcritical branching that is responsible for the presence of localized states near subcritical Turing bifurcations [41] . The inclination of the snaking structure is a consequence of the nonlocal nature of the eigenvalue problem for the speed c of the pulse train, cf. [42] [43] [44] , but disappears near the heteroclinic cycle. This is a consequence of the fact that as N increases the behavior shown in Fig. 6 (top panel) accumulates at a finite value of a v , viz., a v ≈ 0.4515.
A. Heteroclinic cycle
The behavior shown in Fig. 6 appears to be associated with the formation at a v ≈ 0.4515 > a Hopf v of a heteroclinic cycle between small and large amplitude TW, i.e., the formation of a pair of fronts, one connecting the small amplitude TW to the large amplitude TW while the other connects the large amplitude TW to the small amplitude TW, as demonstrated in Fig. 7 . This cycle is of codimension one since the latter connection is structurally stable, cf. Ref. [45] . In contrast, the finite pulse trains constructed in Ref. [46] for the twovariable FHN model correspond to the existence of multipulse homoclinics near a primary homoclinic orbit of Shil'nikov type [47] ; in such pulse trains the individual pulses are widely separated even upon clustering [48] .
The approach to the heteroclinic cycle occurs via the repeated nucleation of new pulses at the front of the pulse train, resulting in the formation of ever longer pulse trains embedded in a small amplitude TW background (Fig. 6 ). Since the fronts connect a stable large amplitude TW to an unstable small amplitude TW, the multipulse states created via this process are unstable; simulations reveal that they evolve into large amplitude TW. However, with increasing a v the pulse trains acquire stability, as indicated in Fig. 3(a) .
Owing to the nonlinearity of the problem the two coexisting TW have different wavelengths, hereafter denoted by λ S and λ L , respectively (Fig. 7) , and, in general, travel with different phase speeds c S and c L . However, in order that the resulting heteroclinic cycle be stationary in a moving frame it is necessary that both TW travel with the same speed c, i.e., c S = c L = c. In addition, since the pulse train travels to the right the two fronts at either side cannot be related by the reflection symmetry ξ → −ξ as in spatially reversible systems. Consequently, the fronts are associated with distinct wavelengths, λ f at the front and λ r at the rear, which differ in general from λ S,L .
B. Nonlinear dispersion relation
The requirement c S = c L = c can only be satisfied in systems with a multivalued dispersion relation λ(c), where λ is the TW wavelength, cf. [39, [49] [50] [51] [52] [53] . We emphasize that this wavelength is a continuous parameter and so can be selected at will, unlike the wave amplitude. Thus, each wavelength is associated with a (locally) unique amplitude. The dispersion relation is determined numerically by computing the TW speed c in a domain with period λ and varying the wavelength λ; the result is shown in Fig. 8 (top) . The upper inset shows the corresponding amplitude u max as a function of c while the lower inset shows a pulse train corresponding to the diamond symbol in Fig. 6 (top) . To characterize this pulse train we take a vertical cut through the (c,λ) plane at c ≈ 0.28116, the speed of this pulse train. The slice reveals the presence of four wavelengths, λ S,L corresponding to the pair of coexisting wavetrains, as well as λ f,r that manifest themselves in the front and rear connections only. Figure 8 (bottom) shows the profiles corresponding to each wavelength selected by this construction, obtained via numerical continuation, and demonstrates the matching of these profiles to the corresponding segments of the pulse train in Fig. 8 (top) . the small amplitude TW are absent and the dispersion relation accordingly opens up forming a gap from which the wavelength λ S is absent, as shown in Fig. 9(a) . In this parameter regime excitable pulses are absent since the uniform state is unstable and only TW with wavelength λ ∼ λ c ≡ 2π/k c ≈ 4.07 remain. In the regime a Fig. 3(a) ] and λ u L 8.2. Thus, the nonlinear dispersion relations are able to explain the profile of the finite pulse train both in the presence of the small amplitude traveling waves and in their absence. Figure 10 shows the pulse dispersion relation obtained by varying the domain period L starting with three-pulse, two-pulse, and one-pulse states on a domain with relatively large period (L = 100) and decreasing L. The speed of these states remains fixed until L decreases below L ∼ 40 for the three-pulse state, and even smaller L for the two-and one-pulse states. The inset in Fig. 9(b) shows that there are in fact two distinct three-pulse states based on the wavelengths λ , respectively. The speeds of these three-pulse states are very close to one another and independent of L (when is L large, L 2π/k c ), and this is so for the two-and one-pulse states as well. Figure 10 also shows that the single-pulse branch terminates on the TW branch when L 16.45 2λ TW . This termination point coincides with the fold of the TW dispersion relation indicated by the green diamond symbol in Fig. 9(b) , showing that at this point a TW with period λ is unstable with respect to perturbations of a longer wavelength, in this case 2λ, representing a wavelength-doubling bifurcation. Figure 11 sheds light on the evolution of the TW nonlinear dispersion relation with decreasing a v (from a v = 0.5 toward the snaking region) and uses the results to interpret changes in the profile of the 3-pulse state on the Fig. 11(a) ] the three-pulse state loses stability and remains unstable for a v 0.454. The solution profile at this value of a v shows a three peak state edge. This situation persists at a v = 0.453 [ Fig. 11(b) ] but with a reduced spatial growth rate; between a v = 0.453 and a v = 0.45 we find a transition at which the connection to the spatially unstable homogeneous state apparently changes into a connection to a small amplitude periodic background wavetrain, i.e., TW with λ = λ S in Fig. 11(c) . As a v decreases further, the fold on the Fig. 9(a) . The presence of this gap is inevitable given that TW with wavelength 2π/k c bifurcate into a v > a since they also bifurcate subcritically, i.e., in the direction of increasing a v . We conjecture that a TW of this type, with wavelength that is commensurate with the imposed period L, may form part of the heteroclinic cycle that we believe to be responsible for the fronts connecting small and large amplitude TW in this system [ Fig. 11(c) ]. Note in particular that the location of the fold on the 3 3 branch depends on the imposed period L, as indicated in Fig. 12 (top) . Specifically, the fold is located at a v 0.4498 a To shed light on the sensitivity to domain size we perform a stability analysis in space of Eqs. (3) linearized about the homogeneous state:
[visible in the inset in
where ξ ≡ x − ct is the comoving coordinate. For the threepulse state at a v = 0.45 shown in Fig. 11(c) 
In this type of analysis, the imaginary part of the complex eigenvalues (μ 3,4 ) determines the wavenumber of weakly growing oscillations starting near U 0 ; this wavenumber agrees with results obtained from numerical continuation [ Fig. 11(c) 3, 4 ], such as L = 100 [see the three-pulse state profile in Fig. 11(c) ], but becomes visible on larger domains: 3 . At this parameter value the homogeneous state of the comoving system undergoes a spatial Hopf bifurcation, shedding a periodic orbit in the direction of increasing a v ; this periodic orbit has wave number close to 2π/λ S and since the bifurcation is spatially supercritical this orbit will possess a weakly stable spatial Floquet multiplier. Thus, the connection to the large amplitude TW is associated with an unstable Floquet multiplier of the small amplitude TW inherited from the unstable spatial eigenvalue μ 5 of U 0 while the return to the small amplitude TW is associated with the weakly stable Floquet multiplier created at a Hopf v . The three-pulse states shown in Figs. 11(c) and 12 (bottom) are not the same states [ Fig. 12 (top) ]. Both solutions are periodic in space with period L = 200, although the state in Fig. 11(c) , obtained for L = 100, corresponds to a weakly bound state of two groups of three pulses on a domain of length L = 200. Thus, with L = 200 the two-group state [ Fig. 11(c) ] connects small and large amplitude TW while the one-group state [ Fig. 12 (bottom) ] appears to connect the large amplitude TW to the homogeneous equilibrium and back again. Analysis of the standard Shil'nikov-type primary homoclinic orbit to a saddle-focus shows that homoclinics corresponding to weakly bound states of two or more localized structures are present at parameter values near that corresponding to the primary homoclinic orbit [47] . Moreover, the parameter intervals with periodic orbits resembling both types of homoclinic orbits overlap, with the widths of these intervals decreasing exponentially rapidly as the period increases [47, 54] ; this is so even when these solutions travel with slightly different speeds as here. The present case is more complicated since a small amplitude periodic orbit is also present, but connections to small amplitude periodic orbits (i.e., small amplitude TW) are naturally associated with a codimension-two bifurcation called the Shil'nikov-Hopf bifurcation [55] . Our computations indicate that the parameter values of the present system are indeed quite close to such a Shil'nikov-Hopf bifurcation in space (a Hopf v 0.4497 versus a v 0.4515 for the global connection), implying that periodic states resembling connections to the equilibrium state or to the small amplitude TW can coexist, as observed.
IV. CONCLUSION
We have reported a novel phenomenon present in excitable media: Homoclinic snaking as a mechanism for the creation of multiple stable traveling pulse trains in a three-variable system with local interactions. In addition, we have shown that the properties of finite pulse trains are reflected in the properties of the nonlinear dispersion relation relating the speed c of a periodic traveling wave to its wavelength, and indicated how the measured speed of the pulse train can be used to extract up to four relevant wavelengths from this dispersion relation. These correspond to the wavelength of the pulses within the train, the wavelength of the background small amplitude traveling wave (if present) and the wavelengths associated with the front and rear fronts connecting the pulse train to the small amplitude background traveling wave. A similar construction applies even in the case where the background traveling waves are absent and the pulse train connects to a homogeneous background state.
The finite pulse trains constructed here are of a special type-they are stationary in an appropriately moving frame, and this is so even when they connect to a background small amplitude traveling wave. This is not the only possibility, however. In other systems, for example doubly diffusive convection, stable pulses can propagate through a background TW state with a constant speed that differs from the background TW speed [54] . This type of state is not stationary in any moving frame and is associated with repeated phase slips both fore and aft. Thus, while our results demonstrate that three-variable reaction-diffusion models are capable of describing a much greater variety of phenomena than the two-variable models widely employed in biology [4, 5] , we anticipate that future studies will reveal yet more complex types of behavior.
