ABSTRACT. Let c > 0 be a fixed constant. Let 0 ≤ r < s be an arbitrary pair of real numbers. Let a, b be any pair of real numbers such that | b − a | ≤ c(s − r). Define C s r to be the set of continuous real-valued functions on [r, s], and define C r to be the set of continuous real-valued functions on [ r, +∞). Finally, consider the following sets of Lipschitz functions:
ABSTRACT. Let c > 0 be a fixed constant. Let 0 ≤ r < s be an arbitrary pair of real numbers. Let a, b be any pair of real numbers such that | b − a | ≤ c(s − r). Define C s r to be the set of continuous real-valued functions on [r, s] , and define C r to be the set of continuous real-valued functions on [ r, +∞). Finally, consider the following sets of Lipschitz functions:
Λ r = { x ∈ C r | |x(v) − x(u)| ≤ c|v − u|, for all u, v ∈ [ r, +∞) }, 
Λ r,a = { x ∈ Λ r | x(r) = a }.
INTRODUCTION
Let c > 0 be a fixed constant. Let R be the set of real numbers. For each interval I ⊆ R, let Λ(I) be the set of functions x : I → R such that x satisfies the Lipschitz condition |x(t) − x(s)| ≤ c|t − s|, for all, s, t ∈ I.
Let r, s be any pair of real numbers such that 0 ≤ r < s. Define 
respectively, on each of the following sets: 
Each Borel measure in (2) is a probability measure, constructed as the continuous image of Lebesgue measure under a certain family of continuous surjective mappings 
is endowed with Lebesgue measure, and has the form [0, 1] A , where A is some indexing set. Likewise, each Borel measure in (3) is constructed as the continuous image of Lebesgue measure under a certain family of continuous surjective mappings 
where each of the spaces
has the form [0, 1] B for some indexing set B, and is endowed with Lebesgue measure.
In Section 4, certain members 
and certain members λ s r , λ r of the uncountable family (3) are singled out and defined to be Lebesgue measure on the spaces Λ s r , Λ r .
CONSTRUCTION OF THE FUNCTIONS ϕ
In this section we construct the families of continuous surjective mappings mentioned in (6) and (1) of the introduction.
Definition 2.1. Let 0 ≤ r < s be given. Let (r, a), (s, b) be two given points in the plane. Define F r,a = { (t, x) | r ≤ t and a − c(t − r) ≤ x ≤ a + c(t − r) }, B s,b = { (t, x) | t ≤ s and b − c(s − t) ≤ x ≤ b + c(s − t) }, 
Proof. We will only prove that
r,a and P
r,a . The rest of the proof is similar. Also, we only give the proof for the case where a ≤ b, the proof for the case b ≤ a is similar. We the have
By Proposition 2.1, to prove that P u,d
r,a = ∅, it suffices to prove that
Note that u − r = 1 2 (s − r). Hence, from (1),
It also follows from (1) that
Therefore, |d − a| ≤ c(u − r), hence (2) holds. To prove that P
be arbitrary. Then by definition, r ≤ t ≤ s and
We have u − r − s − u, and by (2), d ≤ a + c(u − r), consequently, (3) implies that
Thus,
Hence, by definition, (t, x) ∈ B s,b . The same type of argument shows that (t,
r,a . Definition 2.4. Let 0 ≤ r < s be arbitrary, and let a, b be real numbers such that P s,b r,a = ∅. Define 
r,a (ω). The properties that ϕ(ω) has are as follows.
(a) For all 1 ≤ m ≤ n and 1 ≤ j ≤ 2 m−1 ,
Proof. Fix ω ∈ Ω s r . We will use induction on n to define ϕ(ω) = ϕ s,b r,a (ω) consistently on each V n = V s r,n . Define ϕ(ω) on V 1 = t 11 as follows. First, define
r,a (ω t 11 ).
Define u = t 11 = 1 2 (r + s). Then Proposition 2.3 implies that, with d = λ s,b r,a (ω t 11 ),
It is now easy to see that (a)-(c) hold for n = 1. Now assume that ϕ(ω) has been defined on V n in such a way that (a)-(c) hold, where n ≥ 1 is given. We will then define ϕ(ω) on V n+1 in such a way that (a)-(c) hold when n is replaced by n + 1. That is, we want to define ϕ(ω) on V n+1 so that the following conditions hold.
(a ′ ) For all 1 ≤ m ≤ n + 1 and 1 ≤ j ≤ 2 m−1 ,
To define ϕ(ω) on V n+1 , let 0 < k < 2 n+1 be arbitrary. Then k has one of the following forms.
In case, k = 2j, we have t n+1,k = t n+1,2j = t nj , and hence we define
Suppose that k = 2j − 1. By (c) of the inductive hypothesis, we have P t nj ,a nj t n,j−1 ,a n,j−1 = ∅.
Hence, by Definition 2.3, we are given a function λ t nj ,a nj t n,j−1 ,a n,j−1
This defines ϕ(ω) on V n+1 . To prove (a ′ ), let 1 ≤ j ≤ 2 m−1 , where 1 ≤ m ≤ m + 1. Suppose that m ≤ n, then by the inductive hypothesis, (a) holds for n. Because m ≤ n, (a ′ ) reduces to (a). On the other hand, suppose that m = n + 1, and let 1 ≤ j ≤ 2 m−1 = 2 n . Define
Then Proposition 2.3 implies that, with
This statement is equivalent to (a ′ ) for the case where m = n + 1. We conclude that (a ′ ) holds for all 1 ≤ m ≤ n + 1.
To prove (b ′ ), let 1 ≤ m ≤ n + 1, and let 1 ≤ j ≤ 2 m−1 . If m ≤ n, then by the induction hypothesis, (b) holds, and hence (b ′ ) holds because (b ′ ) reduces to (b). On the other hand, suppose that m = n + 1. Then by definition,
Then k has one of the following forms.
Suppose that k = 2j. We proved above that (a ′ ) holds, hence, with m = n + 1 in (a ′ ), we have P Because 1 ≤ k ≤ 2 n+1 is arbitrary, we conclude that (c ′ ) holds. Therefore, (a ′ ) − (c ′ ) hold, and hence we have completed the inductive definitions of ϕ(ω) on each V n in such a way that (a)-(c) hold for each n.
To complete the definition of ϕ(ω) as a function on
we show that ϕ(ω) is consistently defined on V s r . To this end, not first that by the above construction, ϕ(ω) has the property that for all n ≥ 1, ϕ(ω)(t n+1,2j ) = ϕ(ω)(t nj ), for 0 < j < 2 n . Now let 1 ≤ m ≤ n, and let t mj ∈ V m , that is, let 0 < j < 2 m . Then t mj = t n,j2 n−m ∈ V n . Hence we have
This shows that ϕ(ω) is a well defined function on V 
Proof. Fix ω ∈ Ω s r , and let
V s r,n , we prove (1) by induction on n. For n = 1, V s r,1 = t 11 , and hence (1) holds for n = 1. Now assume that (1) holds for u, v ∈ V s r,n , where n ≥ 1. Then we want to prove (1) for u, v ∈ V s r,n+1 . To this end, let u = t n+1,p and v = t n+1,q be arbitrary members of V s r,n+1 , where 0 < p < q < 2 n+1 . Then p has the form
and q has the form
Therefore we must consider the following cases.
(a) p = 2j and q = 2k, where 0 < j, k < 2 n , and j ≤ k. (b) p = 2j and q = 2k − 1, where 0 < j, k < 2 n , 0 < k ≤ 2 n , and 2j ≤ 2k − 1. (c) p = 2j − 1 and q = 2k, where 0 < j ≤ 2 n , 0 < k < 2 n , and 2j − 1 ≤ 2k. (d) p = 2j − 1 and q = 2k − 1, 0 < j ≤ 2 n , 0 < k ≤ 2 n , and 2j − 1 ≤ 2k − 1. Assume that (a) holds. We have u = t n+1,p = t n+1,2j = t nj and v = t n+1,q = t n+1,2k = t nk , and u, v ∈ V s r,n , therefore (1) holds by the induction hypothesis. Now suppose that (b) holds. Then because 1 ≤ k ≤ 2 n , Theorem 2.1(a) implies that
Hence by Proposition 2.1, we have
Condition (b) implies that j ≤ k − 1. If j = k − 1, then by (2), we have
On the other hand, suppose that j < k − 1. By the induction hypothesis, we have 
Then by Theorem 2.2 and (2), we get
which is (1) for the case where u = r, v ∈ V s r . The proof of (1) for the case (d) is similar to the proof of (1) for the case (c). Proof. Fix ω ∈ Ω, and set ϕ s,b r,a (ω) = ϕ(ω). According to Corollary 2.1, we have
It is easy to see that (1) then implies that 
Proof. We give a proof for the case where a ≤ b. The proof for the case a ≥ b is similar. By Proposition 2.2,
Hence (1) implies that the following conditions hold.
Then by (2) and (3), we get that
is onto.
r,a , for any n ≥ 0, and for any 1 ≤ j ≤ 2 n , we have
Therefore, for any n ≥ 0, and for any 1 ≤ j ≤ 2 n , Proposition 2.1 implies that
Condition (1) and Definition 2.3 then imply that for any n ≥ 0, and for any 1 ≤ j ≤ 2 n , we are given the surjective function
r,a and t 11 = 1 2 (s + r), we have
Lemma 2.1 and (3) then imply that x(t 11 ) ∈ I s,b r,a . Hence there exists ω t 11 ∈ [ 0, 1 ] such that
= λ t 01 ,a 01 t 00 ,a 00 (ω t 11 ).
Statement (4) gives that (2) holds for n = 1. Therefore, as the inductive hypothesis, we assume the n ≥ 1 is given, and that the numbers ω t nj , 0 ≤ j ≤ 2 n have been constructed in such a way that (2) holds for n. We then want to prove (2) for the case where n is replaced by n + 1, that is, we want to construct numbers ω t n+1,k , 0 ≤ k ≤ 2 n+1 in [ 0, 1 ] such that the following statement holds:
To construct ω t n+1,k , 0 ≤ k ≤ 2 n+1 , let 1 ≤ k ≤ 2 n+1 be arbitrary. Then k has one of the following forms.
r,a and t n+1,2j−1 = 1 2 (t n,j−1 + t nj ), we have
It follows from (6) and Lemma 2.1 that
According to Theorem 2.1(b), for n ≥ 1, we have
A simple computation shows that
and hence (8) holds for n = 1. Now assume that (8) holds for n ≥ 1. We want to then prove that (8) holds when n is replaced by n + 1, i.e.,
Let 1 ≤ k < 2 n+1 . Then k has one of the following forms.
If k = 2j, 1 ≤ j < 2 n , then by the inductive hypothesis, (8) holds, and hence
On the other hand, suppose that k = 2j − 1, 1 ≤ j ≤ 2 n . By the induction hypothesis, (8) holds, hence we have
By (2), (9), and (12), we get
Statements (11) and (13) prove (10). Hence, by induction, the claim (8) holds for all n ≥ 1. Statement (8) is equivalent to the following:
r,a , we see that (8) implies
The set { r, } ∪ V s r is dense in [ r, s ], therefore we have
It follows that the function ϕ
then there exist open intervals I t j , 0 ≤ j ≤ n, such that
where
Proof.
Because U is open in C s r and x 0 ∈ U , there exists an ǫ > 0 such that if x ∈ C s r with ||x − x 0 || < ǫ, then x ∈ U . Define δ = 1 6c ǫ, and assume that
is a partition of [ r, s ] satisfying condition (1). Define
ǫ, and consequently (1) implies that
This shows that ||x − x 0 || < ǫ, i.e., x ∈ U . Therefore (2) holds.
Definition 2.6. Let n ≥ 1 be an arbitrary positive integer, and define
Let ω ∈ Ω s r be arbitrary. For 1 ≤ j < 2 n , define
Define the function π n : Ω → Ω s r,n by π n (ω) = (ω t n1 , . . . , ω t n,2 n −1 ).
Theorem 2.4. Let 0 ≤ r < s be fixed real numbers. For each n ≥ 1 and for all 0 ≤ j ≤ 2 n , there exists continuous functions
and Ω s r,n = Ω n . We will prove (1) by induction on n ≥ 1. To prove (1) for n = 1, let (a, b, ω t 11 ) ∈ L × Ω 1 be arbitrary, and define
Also, by definition, we have
The functions θ 10 and θ 12 are clearly continuous on L × Ω 1 . It follows from Definition 2.3 that the function (a, b, ξ) → λ s,b r,a (ξ) is a continuous function on L × Ω 1 . Hence (3) and (4) together give (1) for the case n = 1. Now assume that n ≥ 1 is given and that there exist continuous functions
such that (1) holds. We then want to construct continuous functions
such that for all (a, b, ω) ∈ L × Ω, the following statement holds:
To this end, let (a, b, ω t n+1,1 , . . . , ω t n+1,2 n+1 −1 ) ∈ L × Ω n+1 , and let 0 ≤ k ≤ 2 n+1 . Then k has one of the following forms:
On the other hand, assume that k = 2j − 1, 1 ≤ j ≤ 2 n , and let ω n+1 ∈ Ω be any member of Ω such that π n+1 (ω n+1 ) = (ω t n+1,1 , . . . , ω t n+1,2 n+1 −1 ).
Then we have π n (ω n+1 ) = (ω t n1 , . . . , ω t n,2 n −1 ).
By the induction hypothesis, (1) holds for n, hence we have
r,a (ω n+1 )(t n,j−1 ).
Therefore, we have
Consequently, we have
Therefore, by Definition 2.3, if we write
b nj = θ nj (a, b, ω t n1 , . . . , ω t n,2 n −1 ), then (7) implies that we may define
Definitions (6) and (9) together give the definition of θ n+1,k on Ω n+1 , for 0 ≤ k ≤ 2 n+1 . By Definition 2.3, the functions
are continuous on D λ , and by the induction hypothesis, the functions θ nj , θ n,j−1 are continuous on L × Ω n , hence (6), (7), and (9) together imply that for 0
Then k has one of the following forms:
If k = 2j, 0 ≤ j ≤ 2 n , then by the induction hypothesis and (9) together imply that
On the other hand, if k = 2j − 1, 1 ≤ j ≤ 2 n , then by Theorem 2.1(b) and (9) together imply that
= λ t nj ,a nj t n,j−1 ,a n,j−1 (ω)(t n+1,2j−1 ) = λ
Statements (10) and (11) together prove (5). Therefore the inductive proof of (1) is complete. 
× Ω be arbitrary, and define
.
To prove (1) let δ > 0 (with respect to U ) be a positive number given in the hypothesis of Lemma 2.2. Select n ≥ 1 so large that 1 2 n (s − r) < δ.
Let τ n be the partition of [ r, s ] defined by r = t n,0 , . . . , t n,2 n = s.
By Lemma 2.2, (2) implies that there exists open intervals
I t n,0 , . . . , I t n,2 n such that
By (3), x 0 ∈ U τ n , and hence Theorem 2.4 implies that
By Theorem 2.4, the function (a, b, ω) → θ nj (a, b, π n (ω)) is continuous on L × Ω, hence (4) implies that for each 0 ≤ j ≤ 2 n , there exists an open sets V nj in L and W nj in Ω such that
Then X is open in L × Ω and (a 0 , b 0 , ω 0 ) ∈ X. Let (a, b, ω) ∈ X and 0 ≤ j ≤ 2 n . Then (5) implies that φ(a, b, ω)(t nj ) = ϕ s,b r,s (ω)(t nj ) = θ nj (a, b, π n (ω)) ∈ I t nj .
Consequently, because 0 ≤ j ≤ 2 n is arbitrary, (3) implies that
Because ω ∈ W is arbitrary, we see that statement (1) holds. Therefore φ is continuous on L × Ω.
Now define the functions
where t ∈ V s r . Finally, for arbitrary a, b ∈ R, define 
It follows from Proposition 2.1 that P s,b r,a = ∅ Hence by Proposition 2.4, we see that
A similar argument shows that for b ∈ R and
Consequently, for a, b ∈ R, we have Theorem 2.7. Let 0 ≤ r < s be arbitrary. Define 
Then
By Theorem 2.5 the function φ 
is continuous. Hence we see that the function
is continuous. Therefore, (1) let a ∈ R be arbitrary. Define
Because the ranges of the functions ϕ 
Then ∧ φ r is continuous. In particular, for fixed a ∈ R, the function ϕ r,a :
is continuous.
Proof. Note first that the compact-open topology on C r coincides with the topology of compact convergence on C r (see [M] : Theorem 5.1). Recall that a basis for the topology of compact convergence on C r consists of all sets of the form
where ǫ > 0 is arbitrary, and C is and arbitrary compact subset of [r, ∞). Therefore, to
show that ∧ φ r is continuous on R × ∧ Ω r , it suffices to show that for arbitrary (a 0 ,
, then for every ǫ > 0 and for every compact subset C of [r, ∞),
To this end, let m be the smallest positive integer greater than r. Let ǫ > 0 be arbitrary, and let C be any nonempty compact subset of [r, ∞). Then there exists a positive integer k ≥ m such that C ⊆ [r, k + 1]. We claim that there exist positive numbers
and open subsets
having the following properties, where
To prove the claim, we first use "backward induction" on j to define ǫ j and W j for m ≤ j ≤ k, in such a way that (3) and (5) hold. By Theorem 2.7, the function
This defines ǫ k and W k . Clearly, (6) implies (5) for the case where j = k. Also, (3) clearly holds for j = k. Now assume that m < j ≤ k, and that ǫ j and W j have been defined in such a way that (3) and (5) hold for j. By Theorem 2.7, the function
is continuous, hence there exists an 0 < ǫ j−1 < ǫ j and an open subset W j−1 of
This defines ǫ j−1 and W j−1 . It is clear that (3) holds when j is replaced by j − 1. Also, statement (7) implies that (5) holds when j is replaced by j − 1. It follows from backward induction on j that (3) and (5) hold for all m ≤ j ≤ k. We now define ǫ r and W r in such a way that (2) and (4) 
This defines ǫ r and W r . Because ǫ r < ǫ m , (3) implies (2). Clearly, (8) implies (4).
To prove (1), define W as follows.
Then W is open in R× ∧ Ω r . By (4) and (5) we see that
It follows that (a 0 ,
Now let x ∈ ∧ φ r (W ) be arbitrary, say
By definition of (3) and (4) together imply that
We claim that
We prove this claim by using induction on m ≤ j ≤ k. By (10), we have
It follows from (5) and Definition 2.9 that, with b = ϕ r,a (
Therefore (11) holds for j = m. Assume that (11) holds for m ≤ j < k. Then by (11), |x(j + 1) − x 0 (j + 1)| < ǫ j+1 , and hence x(j + 1) ∈ I j+1 . Consequently, by (9), we have
It follows from (5) and Definition 2.9 that, with d = ϕ r,a ( ∧ ω)(j + 1) = x(j + 1), we have
Statement (12) is just statement (11) with j replaced by j + 1. Hence, by induction, (11) holds. Now, (10) and (11) together imply the following statements.
Because
, we see that (13) and (14) together imply that x ∈ B C (x 0 , ǫ).
Because x ∈ W is arbitrary, we see that (1) holds. This completes the proof that Now let j ≥ m be an arbitrary integer. By Theorem 2.6, there exists an
To prove this claim, note first that by Definition 2.9, for t ∈ [r, m], we have
Then by (2), we have d = x(r). Hence by Definition 2.9, for t ∈ [m, m + 1], we have
To finish the proof of the claim (1), we will prove by induction on j ≥ m that
Statement (3) implies that (4) holds for j = m. Assume that (4) holds for some j ≥ m. Define h = ϕ r,a ( ∧ ω)(j + 1). Then, by the induction hypothesis, we have
Statement (5) is obtained from statement (4) by replacing j in (4) by j + 1. Hence (4) holds by induction on j ≥ m. Now statements (2) and (4) together imply (1). Because
x ∈ Λ r is arbitrary, we have proved that ∧ φ r is onto.
Definition 2.10. Let 0 ≤ r < s be arbitrary. Define
Assume that we are given a function
such that λ r is continuous and onto. Then define the functions Proof. To prove that ϕ s r is onto, let x ∈ Λ s r . Because λ r is onto, there exists an a ∈ R such that λ r (a) = x(r). Define b = x(r), then by Theorem 2.6, there exists
Because x is arbitrary, this shows that ϕ s r is onto. A similar argument shows that ϕ r is onto.
To show that ϕ 
is continuous. Thus, ϕ s r is continuous. A similar argument shows that ϕ r is continuous.
CONSTRUCTION OF THE MEASURES µ
In this section we use standard results from topology and measure theory to construct the families of regular Borel measures mentioned in (2) and (3) of the introduction. r,a and all t ∈ [r, s] ∩ (t 0 − δ, t 0 + δ), we have 
r,a , and define F t = { x(t) | x ∈ F }. Then (1) implies that F t is bounded, and hence it has compact closure. By Theorem 3.2, F is equicontinuous, and hence Ascoli's theorem implies that F has compact closure in the compact-open topology, that is, F = Λ Now let a ∈ R be arbitrary. Define G = Λ r,a . Let t ∈ [r, +∞) be arbitrary, and define G t = { x(t) | x ∈ G }. Then (1) implies that G t has compact closure. By Theorem 3.2, G is equicontinuous, and hence by Ascoli's theorem, G = Λ r,a is compact in the compact-open topology. 
is a basis element in the compact-open topology on Λ s r , and this basis element contains x 0 . We claim that S(C, U ) has compact closure; and hence, because x 0 ∈ Λ s r is arbitrary, Λ s r is locally compact in the compact-open topology. To prove the claim, let x ∈ S(C, U ), then we have
Hence, for any t ≥ r, we have
Define F = S(C, U ). Then (2) implies that F t has compact closure. By Theorem 3.2, F is equicontinuous, and hence, because t ≥ r is arbitrary, Ascoli's theorem gives that Proof. See [HS] : Theorem 12.46.
Theorem 3.7. Let X be a locally compact Hausdorff space and let ν be a regular measure defined on a σ-algebra A of subsets of X such that (X, A, ν) is a complete measure space. Suppose that E ∈ A if and only if E ∩ F ∈ A for every compact set F ⊆ X. Define I on C 00 (X) by 
to be normalized Lebesgue measure, respectively, on the following product spaces: 
