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Abstract
In this paper first we discuss about statistical manifolds and immersed hyper surfaces in Rn+1. We show that every
centro-affine hyper surface is a statistical manifold realized in Rn+1. Then proved that dualy flat statistical manifold
can be immersed as a centro- affine hyper surface. Also observed that a Blaschke immersed manifold is a statistical
manifold. Then in the case of the dualy flat statistical manifold (S,∇e,∇m) we show that if all ∇e- autoparallel
submanifolds are exponential then S is an exponential family. Also prove that submanifold of a statistical manifold
with∇e connection is∇e- autoparallel if it is exponential family.
Keywords: statistical manifold, affine immersion,exponential family
2010 MSC: 53A15
Introduction
Information geometry investigates the differential geometric structure of statistical manifolds. It has got a wide
variety of applications in the areas of engineering and science. Parametrized family of probability measures on a
sample space (finite or infinite) has got an affine space structure introduced by Amari and Chensov. They have also
given a family of affine connections with dualistic property on the parametrized family of probability measures. So
a family of parametrized probability density functions is a smooth manifold, called the statistical manifold, with the
parameters as coordinates, Fisher information is the Riemannian metric and we have a family of affine connections
with dualistic property. In the statistical manifold in which parameters are coordinate, the affine structure enables the
nice representation of probability measures through the vector space of random variables. A statistical manifold is
also viewed as a Riemannian manifold with a three tensor which is symmetric (Lauritzen). Kurose [3, 4] studied the
affine immersions of statistical manifolds and Dillen, Nomizu , Vranken [5] studied affine hyper surfaces which has
relevance in simply connected statistical manifold theory.
In this paper we look at the affine geometric aspects of statistical manifolds and also of the ∇e autoparallel sub-
manifolds of exponential family. In section 1 we recall the basic results in affine differential geometry. In section (2)
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we introduce the notion of statistical manifold realized in Rn+1, there we show that every centro- affine hypersurface
is a statistical manifold realized in Rn+1. Dually flat statistical manifold is locally- immersed as a centro-affine hy-
persurface, also we observed that for a Blaschke immersion f : M −→ Rn+1, (M,∇, h) is a statistical manifold.
In section 3 we discuss about exponential family. Family of probability measures is a subset of infinite dimensional
affine subspace of positive measures up to scale. Parametrized models are surfaces in this affine space, among that the
geometry of exponential family is the simplest one. Exponential family with ±1- connection play an important role in
information geometry, Amari [6] proved that submanifoldM of an exponential family S is exponential if and only if
M is a ∇e- auto parallel submanifold. We show that if all ∇e- auto parallel submanifold of a parametrized model S
is exponential then S is an exponential family. Also Shown that submanifold of a parametrized model S which is an
exponential family is a∇e- auto parallel submanifold. Also observed that exponential family is locally immersed as a
centro- affine hypersurface.
1. Affine Immersion
In this section we give a brief description about immersion of a manifold in Rn+1 as a hyper surface.
Let M be an n-dimensional smooth manifold, J (M) denote the set of all real valued smooth functions on M,
τ(M) be the set of all smooth vector fields on M and ∇ be an affine connection on M. A vector field X ∈ τ(M)
is called parallel on M if ∇XY = 0, ∀Y ∈ τ(M) and M is called flat with respect to ∇ if ∇∂i∂j = 0 for all
i, j, where ∂i are the basic vector fields with respect to the local coordinates (x1, x2, x3...xn). The torsion tensor field
T (X,Y ) and curvature tensor field R(X,Y )Z with respect to∇ are defined as
T (X,Y ) = ∇XY −∇YX − [X,Y ]
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z
The Ricci Tensor of type (0, 2) is defined by Ric(Y, Z) = trace{X −→ R(X,Y )Z}.
A symmetric tensor field g of type (0,2) is called a non-degenerate metric on M, if g(X,Y ) = 0, ∀ Y ∈ τ(M) then
X = 0. It is also called pseudo-Riemannian metric. If g is positive definite then we say g is a Riemannian metric. An
affine connection ∇ is called a metric connection if ∇g = 0, where ∇g denote the covariant derivative of the tensor
field g. If∇ is metric then we haveXg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ) for everyX,Y, Z ∈ τ(M).
Definition. Let (M,∇) be n-manifold with an affine connection ∇. An immersion f : M −→ Rn+1 is called an
affine immersion if there is a vector field ξ onM such that the following holds
(a) Tf(x)(R
n+1) = f∗(Tx(M)) + span{ξx}
(b) DXf∗(Y ) = f∗(∇XY ) + h(X,Y )ξ
The vector field ξ which satisfies (a) is called the transversal vector field. h is a symmetric bilinear function on the
tangent space Tx(M), called the affine fundamental form andD denote the standard connection on R
n+1.
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Note that for an immersion f : M −→ Rn+1 having a transversal vector field ξ on M there is a torsion free
induced connection∇ satisfyingDXf∗(Y ) = f∗(∇XY ) + h(X,Y )ξ. Also for all X ∈ τ(M), ξ satisfies
DXξ = −f∗(SX)+α(X)ξ, where S is a tensor of type (1, 1) called affine the shape operator and α is a 1-from called
the transversal connection from.
Definition. Let ω be a fixed volume element onRn+1. For a hyper surface immersion f : M −→ Rn+1 with transver-
sal vector field ξ we define the induced volume element η onM as η(X1, X2, X3...Xn) = ω(X1, X2, X3...Xn, ξ).
Then we have∇Xη = α(X)η for everyX ∈ τ(M).
Theorem 1.1. Let f : M −→ Rn+1 be an affine immersion with transversal vector field ξ , ∇ be the the induced
connection, h be the affine fundamental form, S be the affine shape operator and α be the the transversal connection
then the following equations hold.
1 R(X,Y )Z = h(Y, Z)SX − h(X,Z)SY (Gauss)
2 (∇Xh)(Y, Z) + α(X)h(Y, Z)=(∇Y h)(X,Z) + α(Y )h(X,Z) (Codazzi for h)
3 (∇XS)(Y )− α(X)SY = (∇Y S)(X)− α(Y )SX (Codazzi for S)
4 h(X,SY )− h(SX, Y ) = dα(X,Y ) (Ricci)
Definition. An affine connection∇ is locally equiaffine if around each point x inM there is a parallel volume element,
that is a non-vanishing n-from ω such that∇ω = 0.
Definition. An affine connection∇ onM is called equiaffine connection if∇ admits a parallel volume element ω on
M, then we say (∇, ω) is an equiaffine structure.
Definition. Two torsion free locally equiaffine connections ∇ and ∇′ on a differentiable manifold M are said to be
projectively equivalent if there is a closed 1-from ρ such that
∇′XY = ∇XY + ρ(X)Y + ρ(Y )X, ∀X,Y ∈ τ(M).
∇ is called projectively flat if it is projectively equivalent to a flat connection.
Definition. Let Rn+1 be the affine space with fixed point o. A hyper surface M embedded in Rn+1 is said to be
centro-affine hyper surface if the position vector−→ox for each x inM is transversal to the tangent plane ofM at x.
Let D be the standard affine connection on Rn+1. Then (DXY )x = (∇YX)x + h(X,Y )(−x), ∀x ∈ M, where
(∇YX)x is tangent toM. ∇ is a connection onM, called the induced connection and h is called the affine fundamental
form. Note that the curvature tensorR and the Ricci tensorRic of the induced connection on centro affine hypersurface
are given by R(X,Y )Z = h(Y, Z)X − h(X,Z)Y and Ric(Y, Z) = (n− 1)h(Y, Z) respectively.
Definition. Let f : M −→ Rn+1 be a hyper surface immersion, a transversal vector field ξ is called equiaffine if
DXξ is tangent toM for eachX ∈ Tx(M).
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Definition. Let f : M −→ Rn+1 be a hyper surface immersion, a transversal vector field ξ is called non-degenerate
if h is non-degenerate everywhere onM.
Example. Let o be the point of the affine space Rn+1 chosen as origin, M be an n-dimensional manifold. Let
f : M −→ Rn+1 − {o} be an immersion such that the position vector −−−→of(x) for x ∈ M is always transversal to
f(M). Now take ξ = −−−−→of(x), with respect to this ξ, f becomes an affine immersion.
We haveDXξ = −f∗X so that α = 0 and S = I .
Proposition 1.2. [8] Let (M,∇) be n-manifold with projectively flat affine connection∇ with symmetric Ricci tensor.
Then (M,∇) can be locally immersed as a centro- affine hyper surface.
Definition. A transversal vector field is called Blaschke normal field if it satisfies
(a) (∇, η) is an equiaffine structure, that is ∇η = 0.
(b) η coincides with the volume element ωh of non degenerated metric h, where η is the induced volume element.
An affine immersion with Blaschke normal field is called Blaschke immersion.
Definition. A Blaschke hyper surfaceM is called an improper affine hyper shere if the shape operator S is identically
zero.
If S = λI where λ is a non zero constant, thenM is called a proper affine hyper shere.
2. Statistical Manifold
The affine geometric aspects of statistical manifold are studied by Kurose [3, 4] and Uohashi,Ohara, Fujii [10].
Families of probability measures is a subset of the infinite dimensional affine space of the positive measures up to a
scale. Parametrized models are surfaces in this affine space. In this section we look at various cases in which the sta-
tistical manifold is immersed as a hyper surface in Rn+1. We show that every centro-affine hypersurface is a statistical
manifold realized in Rn+1 , dually flat statistical manifold is locally immersed as a centro-affine hypersurface. Also if
f : M −→ Rn+1 be a Blaschke immersion, then (M,∇, h) is a statistical manifold.
Definition. Consider the family S of probability distributions on a sample space χ. Suppose each element of S can
be parametrized using n real valued variables {θ1, θ2, θ3...θn} so that
S = {pθ = p(x, θ) | θ = (θ1, θ2, θ3...θn) ∈ U},
where U ⊆ Rn and θ −→ pθ is injective. Such a family S is called n dimensional statistical model. There are some
regularity conditions for statistical model which are important for the geometric study
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Regularity conditions
(a) U is an open subset of Rn and for each x ∈ χ, the function θ −→ p(x; θ) is of class C∞.
(b) Let ℓ(x; θ) = logp(x; θ) and ∂i =
∂
∂θi
. For every fixed θ, n functions in x {∂iℓ(x; θ); i = 1, 2, ..n} are linearly
independent and are known as scores.
(c) The order of integration and differentiation may be freely interchange.
(d) Moment of scores exists upto necessary orders.
Definition. Let S = {p(x, θ)|θ ∈ U ⊆ Rn} be a statistical model, the mapping φ : S −→ Rn defined by φ(pθ) = θ
allow us to consider φ = [θi] as a coordinate system for S. Suppose we have a C∞ diffeomorphism ψ from U onto
ψ(U) ⊆ Rn. If ρ = ψ(θ) then, S = {p(x, ψ−1(ρ)) | ρ ∈ ψ(U)}. By considering parametrization which are C∞
diffeomorphic to each other to be equivalent we may consider S as a smooth manifold, called the statistical manifold.
Definition (Amri’s α- connection). Let S = {p(x, θ)|θ ∈ U ⊆ Rn}, be an n-dimensional statistical manifold g be
the Fisher information metric. Let α ∈ R. Define n3 functions
Γαij,k = Eθ[(∂i∂jℓθ +
1− α
2
∂iℓθ∂jℓθ)∂kℓθ]
Then we have an affine connection∇α on S defined by 〈∇α∂i∂j , ∂k〉 = Γαij,k , called Amri’s α- connections.
Remark. ∇α is flat iff∇−α is flat. If α = 1 then∇1 is called exponential connection or e- connection and we denote
it by∇1 or∇e,∇−1 calledm-connection is also denoted by∇m.
Definition (Lauritzen). A statistical manifold is a pseudo-Riemannian manifold (M, h) with a symmetric covariant
tensor∇h of order 3.
Definition. Let M be an n-dimensional manifold and h be a non-degenerate metric and ∇ be an affine connection.
We define a connection∇ byXh(Y, Z) = h(∇XY, Z) + h(Y,∇XZ).
This connection ∇ is called the conjugate connection. Note that the torsion tensor T and T of ∇ and ∇ are
respectively satisfy
(∇Xh)(Y, Z) + h(Y, T (X,Z)) = (∇Y h)(X,Z) + h(Y, T (X,Z)) (1)
Then∇ is torsion free if and only if (∇, h) satisfies the Codazzi’s equation
(∇Xh)(Y, Z) = (∇Zh)(Y,X), ∀X,Y, Z ∈ τ(M). (2)
Also the curvature tensor R and R of∇ and∇ are related by
h(R(X,Y )Z,U) = −h(Z,R(X,Y )U), (3)
so R = 0 if and only if R = 0.
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Definition. Let M be an n-dimensional smooth manifold with affine connection ∇. Then we have a connection in
cotangent bundle T ∗(M) called the dual connection denoted by∇∗ defined as
(∇∗Xω)(Y ) = X(ω(Y ))− ω(∇XY ) (4)
where ω is a 1-from.
LetM be a manifold with non-degeneratemetric h. Then we can identify the tangent bundle T (M) and cotangent
bundle T ∗(M) in the following way. For each x ∈M we have a linear isomorphism λh : T (M) −→ T ∗(M) defined
by
λh(X)(Y ) = h(X,Y ) ∀X,Y ∈ Tx(M) (5)
Remark. Let M be a manifold with pseudo-Riemannian metric h and ∇ be an affine connection on M such that ∇h
is symmetric. The conjugate connection ∇ of ∇ relative to h and dual connection ∇∗ in T ∗(M) are correspond to
each other by the isomorphism λh. Thus for an n dimensional manifold (M,∇, h)with∇h symmetric we have a dual
connection∇∗ on T (M) so that we have the duality structure (M,∇,∇∗, h).
On a statistical manifold we always have a duality structure∇∗. Also (M,∇) is flat if and only if (M,∇∗) is flat,
in that case we call (M, h,∇,∇∗) is a dually flat space.
Definition. For a real number α two statistical manifolds (M,∇, h) and (M, ∇˜, h˜), are said to be (α)-conformally
equivalent if there exist a function φ onM such that
h˜(X,Y ) = eφh(X,Y ),
h˜(∇˜XY, Z) = h(∇XY, Z)− 1 + α
2
dφ(Z)h(X,Y ) +
1− α
2
{dφ(X)h˜(Y, Z) + dφ(Y )h˜(X,Z)}.
A statistical manifold is said to be (α)-conformally flat if it is (α)-conformally equivalent to a flat connection.
Note. In [3, 4] Kurose discussed about affine immersion of statistical manifolds into the affine space.
Let f : M −→ Rn+1, be an affine immersion with transversal vector field ξ and induced connection ∇. From the
definition of non-degenerate and equiaffine transversal vector fields, (M,∇, h) is a statistical manifold if and only if
ξ is non-generate and equiaffine, in this case we say that (M,∇, h) realize in Rn+1 and by preposition(9.1) in [11]
statistical manifold (M,∇, h) is (−1)-conformally flat if and only if∇ is a projectively flat connection with symmetric
Ricci tensor. Also from [5] a simply connected statistical manifold (M,∇, h) can be realized in Rn+1 if and only if
∇∗ is projectively flat.
Proposition 2.1. Every centro-affine hypersurface is a statistical manifold realized in Rn+1.
Proof. Let Rn+1 be an affine space with fixed point o,M be an n-dimensional manifold. Let f : M −→ Rn+1−{o}
be an immersion such that the position vector
−−−→
of(x) for x ∈ M is always transversal to f(M). Now take ξ = −−−→f(x)o,
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with respect to this ξ, f becomes an affine immersion and we have DXξ = −f∗(X) (negative sign comes because of
orientation), so the transversal connection α = 0 and the shape operator S = I . Then from the Codazzi for h, ∇h is
symmetric. So (M,∇, h) is a statistical manifold realized in Rn+1, where ∇ and h are the induced connection and
affine fundamental form respectively.
Proposition 2.2. Let (M, h,∇,∇∗) is a dually flat statistical manifold. Then both (M,∇) and (M,∇∗) can be
locally immersed as a centro-affine hypersurface.
Proof. Since (M,∇) is a flat manifold it is (α)-conformally flat for all α by taking φ= 0 in the definition of (α)-
conformally equivalent. So in particular (M,∇) is (−1)-conformally flat. Then∇ is projectively flat connection with
symmetric Ricci tensor. Then from the proposition(1.2) (M,∇) is locally immersed as a centro-affine hypersurface.
Similarly we can prove for (M,∇∗).
Proposition 2.3. Let f : M −→ Rn+1 be a Blaschke immersion. Then (M,∇, h) is a statistical manifold, where ∇
is the induced connection and h is the induced affine fundamental form.
Proof. Let f : M −→ Rn+1 be a Blaschke immersion.Then by the definition of Blaschke immersion ∇η = 0. Since
∇Xη = α(X)η for all vector fieldX , we have α = 0.Then from the Codazzi for h,∇h is symmetric and it follows that
(M,∇, h) is a statistical manifold.
3. Exponential family
The set of probability measures is a subset of the affine space of positive measures up to scale. Parametrized
family of probability measures can be considered as a surface in this affine space of positive measures upto scale. In
particular the geometry of exponential family is the simplest geometry, the affine geometry. Exponential families are
characterized as the finite dimensional affine subspaces of the affine space of measures upto scale.
In this section, based on the ±1- flat structure of exponential family, we explore certain geometric properties
of exponential family. We show that if all ∇e auto parallel submanifold of a statistical manifold S are exponential
family, then S is an exponential family. We prove that submanifold of a statistical manifold which is an exponential
family is ∇e-auto parallel submanifold. Also observed that exponential family is locally immersed as a centro-affine
hypersurface.
Definition. Let S andM be manifolds withM ⊂ S. Let [θi]= (θ1, θ2, ...θn) and [ua] = (u1, u2, ...um) be coordinate
system for S and M respectively, where n = dim(S) and m = dim(M). We call M a submanifold of S if the
following conditions hold.
• The restriction θi |M toM is a C∞- functions onM, i = 1, 2, ...n.
• Let Bia = (∂θi|M∂ua ) |p and Ba = [B1a, B2a...Bna ] ∈ Rn. Then for each p ∈ M, {B1, B2, ....Bm} are linearly
independent,(so,m≤ n).
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• For any open subsetW ofM, there exists U an open subset of S, such thatW = M ∩ U .
Definition. Let M be a submanifold of S and ∇ be an affine connection on S. M is said to be auto parallel with
respect to∇ if ∇XY ∈ τ(M) for all X,Y ∈ τ(M).
1-dimensional auto parallel submanifolds are called geodesics.
Remark. A necessary and sufficient condition forM to be auto parallel is that∇∂a∂b ∈ τ(M) holds for all a, b, where
∂a =
∂
∂ua
.
Definition. Let M be a submanifold of S. Let p ∈ M, then TpM ⊂ TpS. Now consider the projection map
πp : TpM −→ TpS and πp(V ) = V , ∀V ∈ TpM. Let ∇ be a connection on S, then we define a connection∇pi on
M as
(∇piXY )p = πp(∇XY )p, ∀p ∈M, ∀X,Y ∈ τ(M)
Define the second fundamental form or Embedding curvature as H(X,Y ) = ∇XY −∇piXY
Remark. Let S be an n-dimensional manifold and M be a submanifold of dimension m. For each p ∈ S, let
{(∂a)p; 1 ≤ a ≤ m}, be the basis for TpM and let {(∂k)p;m + 1 ≤ k ≤ n}, be the basis for TpM⊥. Then
we definem2(n−m) functions {Habk} in the following way
Habk = 〈H(∂a, ∂b), ∂k〉 = 〈∇∂a∂b, ∂k〉
It follows that H = 0 iff Habk = 0 for 1 ≤ a, b ≤ m and m+ 1 ≤ k ≤ n. Also we haveH(X,Y ) = 0 iff M is ∇
auto parallel submanifold of S.
Definition. Let X be a sample space and µ be a measure on X . The exponential family is the family of probability
distributions p(x, θ) expressed in the following form
p(x, θ) = exp(
r∑
i=1
θix
i −K(θ))dµ,
where {x1, x2, .....xr} are random variables, θ = {θ1, θ2, .....θr} are parameters andK(θ) is the normalizer.
Example. Let
p(x, µ, σ) =
1√
2πσ
e
−(x−µ)2
2σ2
be the normal family ,then take
θ1 =
−1
2σ2
, θ2 =
µ
σ2
, and K(θ) =
log(−pi
θ1
)
2
− (θ2)
2
4θ1
Then we can easily see p(x, µ, σ) = p(θ1, θ2) = exp(x
2θ1 + xθ2 −K(θ))
Note. Exponential family is an affine space, it is also flat with respect to ∇±1 connection.
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A parametrized model which is flat with respect to ±1 connection need not be an exponential family.
Example. Let q be a smooth probability density function onR and qk be the kth iid extension. Then for
Y = (y1, y2, y3, ...yk)t (6)
we have
qk(Y ) = q(y1)q(y2)q(y3), ...q(yk) (7)
For a regular matrix A ∈ Rk×k and a vector µ ∈ Rk, we define a probability density function on Rk by
p(A, µ, x) =
qk(A−1(x− µ))
| det(A) | (8)
Now define a statistical model
S = {p(A, µ, x) | µ ∈ Rk} (9)
Now consider
log(p(A, µ, x)) =
k∑
i=1
log(q(A−1(x− µ)))− log(| det(A) |) (10)
Then clearly
∂log(p(A,µ,x))
∂µi
is constant. So from the definition of Amari’s α connection Γαij,k = 0, it implies that S is
α-flat for all α, but in general it need not be an exponential family.
Theorem 3.1. [6] Let S be an exponential family and M be a submanifold of S . Then M is exponential family iff
M is auto parallel with respect to∇1 in S.
Theorem 3.2. Let S = {P (x, θ) | θ ∈ Θ}, be an n-dimensional statistical manifold with dually flat structure
(S,∇e,∇m). If all∇e auto parallel submanifolds of S are exponential family, then S is an exponential family.
Proof. Let S = {P (x, θ) | θ ∈ Θ}, be an n-dimensional statistical manifold with dually flat structure (S,∇e,∇m),
where g is the fisher information metric. Let θ = [θi] and η = [ηj ] be the coordinate system of S with respect to ∇e
and∇m respectively. Now subdivide the range of index i = 1, 2, ...n into indexing sets I = {i = 1, 2, ...k} and
II = {i = k + 1, k + 2, ...n}. LetM(CII) be the set of points whose coordinates [θi] in II are fixed to constant
CII = (C
i
II) for i = k + 1, k + 2, ..n. That is
M(CII) = {p ∈ S | θk+1 = Ck+1II , θk+2 = Ck+2II , ...θn = CnII} (11)
Where CII ∈ Rn−k, then clearly this is an affine space with respect to θ- coordinate system, which impliesM(CII)
is a ∇e- auto parallel submanifold of S. Also if CII 6= C ′II then M(CII) ∩M(C
′
II) = φ , and
⋃
CII
M(CII) = S.
Now by our assumption M(CII) is an exponential family for all CII . If p(x, θ) ∈ S, then p(x, θ) ∈ M(CII) for
some constant CII , this implies that
p(x, θ) = exp(
k∑
i=1
θixi − ψβ(θ)) (12)
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where ψβ(θ) defined on Θβ = {θ ∈ Θ | θk+1 = Ck+1II , θk+2 = Ck+2II , ...θn = CnII}. Now define φ(θ) = ψβ(θ) if
θ ∈ Θβ . Then we can write
p(x, θ) = exp(
k∑
i=1
θixi − φ(θ)) (13)
= exp(
k∑
i=1
θixi +
n∑
i=k+1
CiIIxi −
k∑
i=1
CiIIxi − φ(θ)) (14)
= exp(
n∑
i=1
θixi + F (x)− φ(θ)) (15)
where F (x) = −∑ki=1 CiIIxi for p(x, θ) ∈M(CII), then S is an exponential family.
Theorem 3.3. Let S = {p(x, θ) | θ ∈ Θ} be a statistical manifold with ∇e connection. Let M be a submanifold of
S. IfM is an exponential family thenM is∇e auto parallel submanifold of S
Proof. Let S = {p(x, θ) | θ ∈ Θ} andM = {q(x, u)} be the submanifold of S, [θi] be the coordinates on S and [ua]
be the coordinates onM . SupposeM is an exponential family, then
q(x, u) = p(x, θ(u)) = exp{
n∑
a=1
uaG
a(x) +D(x)− φ(u)} (16)
we have, Γ1ab,k = Eξ[(∂a∂aℓθ)∂kℓθ], where ℓθ =log(p(x, θ)). Then ∂a∂aℓθ =− ∂
2φ
∂ua∂ub
. Therefore we have,
Γ1ab,k = 0 which implies 〈∇e∂a∂b, ∂k〉 = 0, ∀k. Hence Habk = 0, which implies that M is a ∇e auto parallel
submanifold of S.
Note. From the proposition(2.2), exponential family with ±1 connection is locally immersed as a centro-affine hyper-
surface
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