Image smoothing with edge preservation in the presence of outliers is a challenge in image processing. Anisotropic diffusion smoothing is a well-established paradigm in digital image smoothing with edge preservation. Anisotropic diffusion smoothing filters are not robust to impulse noise. They employ two or more stages for robustness in the presence of outliers, and, therefore, they demand significantly increased arithmetic operations for robustness; consequently, they are not power efficient. This paper introduces a low arithmetic complexity image smoothing model and proposes an intrinsically robust and power efficient algorithm for anisotropic diffusion smoothing of images. The algorithm outperforms the foundational robust smoothing algorithms in terms of the standard performance metrics and visual quality.
Introduction
Image smoothing is an essential operation in digital image processing. One well-established approach to image smoothing is scale-space filtering [1] . The basic scale-space filter is an isotropic diffusion smoothing filter which produces image smoothing with poor edge retention. Perona-Mailk (PM) introduced an edge-preserving anisotropic diffusion filter [2] which also formed the basis for subsequent developments in anisotropic diffusion smoothing. However, filters based on anisotropic diffusion failed to perform well in the presence of impulse noise. Black et al. [3] developed a statistical interpretation of anisotropic diffusion from the view point of robust statistics and proposed a diffusion coefficient based on Tukey's biweight robust error norm. Ling et al. [4] proposed a two-stage anisotropic median filtering in which the first stage is anisotropic diffusion; the diffusion coefficient is based on Tukey's biweight robust error norm proposed by Black et al., and the second stage is median filtering of the diffused image. Ham et al. [5] introduced an adaptive robust scale-space filter in which the robustness is provided by the incorporation of a normalization term. Subsequent developments [6] [7] [8] [9] [10] [11] [12] [13] have followed these foundational models [2] [3] [4] [5] .
Wu et al. [6] proposed a two-stage diffusion scheme for random valued impulse noise in which the ENI (edge pixels, noisy pixels, and image pixels) concept is employed in the first stage for the identification of noisy pixels. In the anisotropic diffusion stage, two diffusion functions, namely, controlling speed function and controlling fidelity function are employed for robustness. Wang et al. [7] introduced an adaptive switching anisotropic diffusion filter which operates in two modes. In one mode, the filter acts as a direction weighted median filter for impulse noise corrupted pixels, and in the other mode, the filter acts as an adaptive anisotropic diffusion filter for Gaussian noise-corrupted pixels. The filter selects the mode in accordance with a local difference factor of the pixel. Xia et al. [8] proposed a two-stage diffusion filter, which employs a switching function in the diffusion algorithm. The filter is designed to handle both salt and pepper noise-corrupted and random-valued impulse noise-corrupted images. In the first stage, noise detectors are employed to determine the noisy pixels. The value of the switch function in the diffusion algorithm depends on the noise detector output; therefore, the noisy pixels are replaced in the diffusion stage and the uncorrupted pixels are left unchanged. In the second stage, anisotropic diffusion is carried out at two levels of filtering, namely, coarse filtering and fine filtering for the effective removal of impulse noise. Khan et al. [9] proposed a two-stage robust adaptive anisotropic diffusion filter. In the preprocessing stage, noisy pixels are identified and are replaced by the median value of the local neighborhood. In the second stage, an adaptive anisotropic diffusion is carried out. Haiying et al. [10] proposed a two-stage diffusion tensor-based robust diffusion filter. A clean pixel excluder is proposed to identify the noisy pixels in the first stage; in the second stage, an adaptive diffusion is carried out in accordance with the diffusion tensor to replace the noisy pixels. Sung et al. [11] proposed a single-pass dictionary-based anisotropic diffusion in which an offline dictionary and an online dictionary are employed. In the offline dictionary, diffusivity values and diffusion path kernels for different image patches are stored. A single-pass adaptive anisotropic diffusion is carried out in the online dictionary processing by choosing appropriate diffusivity values and diffusion path-based kernels from the offline dictionary for each image patch. Veerakumar et al. [12] introduced a two-stage adaptive anisotropic diffusion filter in which noisy pixel determination is the first stage and an adaptive anisotropic diffusion is the second stage. In the noisy pixel determination stage, each image pixel is compared against the maximum and the minimum pixel gray-level values for the determination of salt and pepper noise; a rank-ordered logarithmic difference approach is proposed for the identification of the pixels corrupted by the random-valued impulse noise. In the diffusion stage, an adaptive anisotropic diffusion is carried out for the replacement of noisy pixels in accordance with the local neighborhood characteristics.
Existing robust diffusion smoothing filters [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] employ a variety of additional nonlinear techniques for improving the performance in the presence of outliers. They are generally complex in terms of hardware (adders and multipliers) and are not power efficient. This paper proposes a simple first-order anisotropic diffusion model which exhibits a performance superior to the standard second-order parabolic partial differential equation (PDE)-based diffusion models. The proposed model is intrinsically robust, simple in hardware complexity, and power efficient and outperforms the foundational models in terms of performance metrics and visual quality.
The first-order robust diffusion smoothing filter which is intrinsically robust to impulse noise is derived in Section 2 based on Albert Einstein's stochastic argument for Brownian motion. Section 3 describes the performance of the proposed filter in detail in comparison with three foundational diffusion smoothing filters [2, 4, 5] and one extended model [12] . Section 4 concludes by highlighting the significance of the proposed filter in the context of low-power digital signal processing (DSP) and embedded environments.
The proposed methodology
The methodology is based on the concept that the immediate future value of the intensity of a candidate pixel can be predicted in terms of the estimate of the increment or decrement of the pixel intensity in terms of the directional derivatives with respect to neighborhood pixels inside an open subset. The open subset includes four neighborhood pixels along the north, south, east, and west directions with respect to the center pixel of a 3 × 3 window. The prediction equation is a novel mathematical model developed from Einstein's stochastic argument for Brownian motion. The mathematical model involves a candidate pixel, four neighborhood pixels, a weighting function, and a control parameter. The mathematical model is translated to an algorithm. For numerical computation of the algorithm, directional derivatives along north, south, east, and west directions of the candidate pixel are calculated; a median estimate of the directional derivatives is obtained. The candidate pixel intensity value is updated by adding a value proportional to the median estimate of the directional derivatives. This process is repeated for all the pixels in the image. The whole procedure is iterated n times until specified signal to noise ratio performance is achieved. Different test images corrupted with various noise types at different noise intensities are selected for testing the algorithm. Simulation is carried out on MATLAB R2014a installed in a system powered by 567u7 Intel (R) core (TM) i5-5200 U CPU @ 2.20 GHz, 64-bit Operating System with 4 GB RAM. The performance of the algorithm is validated in terms of visual results and the performance metrics peak signal to noise ratio (PSNR), structural similarity index metric (SSIM), and edge preservation index (EPI).
2.1 A first-order robust diffusion smoothing model based on Einstein's stochastic argument for Brownian motion Let I(x, t) be a space-time continuous function at position x and time t. Following Albert Einstein's stochastic argument for Brownian motion of suspended particles in a fluid medium [14] , one can write
where the right hand side (RHS) of (1) is expressed as a two term Taylor's series [14] 
In (2), I(x, t) and I(x, t + τ) represent the number of Brownian particles per unit volume at time t and t + τ respectively, t + τ is the next time instant, ∅(ε) = ∅(−ε), R ∞ −∞ ∅ðεÞ dε = 1, ε and x are the spatial variables, and ∅(ε) is the probability density distribution function. Since R ∞ −∞ ∅ðεÞ dε = 1 and ∅(ε) =∅(−ε), a simple manipulation of (2) eliminates the first term on the left hand side (LHS) and the first and second terms on the RHS of (2). Therefore, (2) can be written as.
By applying (1) to the LHS of (3)
Rearranging (4),
Let the second term on the RHS of (5) be interpreted as a statistical expectation of the directional derivatives ∂I/∂ E x, ∂I/∂ W x resulting from (∂/∂x). (∂I/ ∂x) = (∂ 2 I/∂x 2 ), where I = I(x, t) is the number density, E and W are the east and west directions respectively, the dot symbol represents the divergence, and the time t is a parameter. Let (1/τ) ∫ (ε 2 /2) ∅ (ε) dε be defined as spreading function D(x). Equation (5) says that the function D(x) diffuses the concentrated mass I(x, t) throughout the length x from x = x 0 to x = x L (x 0 and x L are boundaries) with Gaussian probability density distribution at equilibrium. In the context of DSP, let this be interpreted as system response to white noise excitation whose autocorrelation is a concentrated impulse [15] . Function D(x) becomes the convolution kernel. Extending (5) to two dimensions
Expression (6) in terms of the inner product becomes
where ∇ is the "del" operator and the second term on the RHS of (7) is the divergence of the gradient of I(x, y, t). Assuming that an image is a volume with one dimension vanishingly small and invoking the divergence theorem
where ∇ N I, ∇ S I, ∇ E I, and ∇ W I represent the directional derivatives along north, south, east, and west directions, and D N , D S , D E , and D W are diffusion functions. Equation (8) describes a spatio-temporal spreading of the number density I(x, y, t) in which the current value of the number density is updated by a statistical estimate of flux density which tends to reach an equilibrium state such that I(x, y, p + 1) = I(x, y, p) after some t = p + 1 when the probability density distribution of the process settles to Gaussian [16] . Equations (4)- (8) are based on the continuum hypothesis; for sampled time and space variables, the last equation becomes
where Δt is the time sampling interval; Δx and Δy are the space sampling intervals; u, v, and n are integers including zero; Δx = Δy; and I in the second term on the RHS is I(uΔx, vΔy, nΔt). If the integers u and v take a value equal to zero, the corresponding image is the initial or the original image. It becomes an initial value problem which is a necessary condition for a causal Markov process. Consistent with (5), the diffusion of I(uΔx, vΔy, nΔt) is interpreted as the accumulation of the expectation of the directional derivatives with respect to iteration number n, starting with an initial number density as a delta function at n = 0. At equilibrium, I(uΔx, vΔy, (m + 1)Δt) = I(uΔx, vΔy, mΔt) for some n = m, and is a Gaussian distributed function. Since mean is the posterior estimate in the least square sense for Gaussian distribution [16] , (9) can be written as
where k = 1, 2, 3, 4 represent N, S, E, and W directions, respectively; D k are associated with the Gaussian kernel; and the second term on the RHS of (11) is the expectation of ∇ k I such that the estimate is the maximum likelihood (ML) estimate in the L 2 sense [17] . Let D k be chosen as g(∇ k I) so that (11) can be written as
where control parameter λ = 4Δt/(Δx) 2 . If g(∇ k I) is semigroup, (12) corresponds to
where (13) defines scale-space filtering which was introduced by Witkin [1] . According to this definition, the scale space of an image can be derived by convolving the image by a Gaussian kernel G σ (uΔx, vΔy, nΔt) where σ is the standard deviation, and the asterisk represents convolution [1] . If impulse noise is present, weighted averaging in (12) spreads the impulse noise corrupted image gradients along with noise free image gradients, as is clear from (5-7) and Fig. 1e . For Laplacian or long-tailed distribution, median is the posterior estimate and, hence, the second term on the RHS of (12) is an expectation such that it is an ML estimate in the L 1 sense [17] . Then, it is possible to write (12) as
Equation (14) describes a smooth first-order diffusion process that is robust to impulse noise or outliers with long-tailed distributions. It is first order on account of the fact that the median estimate is simply the selection of one of the first order spatial derivatives ∇ N I, ∇ S I, ∇ E I, and ∇ W I in (9) after sorting. Median sorting renders (14) optimal in the sense of the length functional [18] . A first-order space-time differential equation has an exponential impulse response, and, therefore, the weighting function or kernel function in (14) can be chosen as an exponential function
where K is a constant; (15) is consistent with first-order smoothing process. Equation (14) is free of the spreading effect with respect to impulse noise samples on account of the elimination of impulse noise-corrupted gradients prior to smoothing. This is in contrast to the well-established mean filter [19] , PDE-based diffusion smoothing filters [20] , bilateral filters [21] , and guided filters [22, 23] which are not intrinsically robust. They require pre-diffusion processing and elaborate post-diffusion processing for good performance in the presence of outliers [4] [5] [6] [7] [8] [9] [10] [19] [20] [21] [22] [23] . It is shown in Section 3 that (14) provides smoothing, Gaussian and impulse noise elimination, and edge preservation and is 
intrinsically robust. We also demonstrate that (14) is the simplest in terms of arithmetic complexity. In the context of digital image processing, (14) can be algorithmically expressed as , and 50% salt and pepper noise respectively. With preprocessing strategy: e without noise, f -h 5%, 20%, and 50% salt and pepper noise respectively. λ represents the control parameter, and n represents the number of iterations is an exponential function given by (15) . Perona-Malik [2] and Canny [24] have suggested the procedure for choosing the value(s) for K. This procedure is followed in fixing K = 2. Algorithm (16) works well for any value of λ in the interval 0 < λ≤1 in accordance with Courant-Friedrichs-Lewy (CFL) condition [25] . With 0 < λ≤1, the algorithm is an excellent smoother as n →∞, and, therefore, the number of time iterations can be selected on the basis of objective performance metrics and subjective visual quality. Algorithm (17) involves the following step by step process: with respect to an image pixel I n i; j , i.e., the center pixel, along with its four neighboring pixels along north ðI 1. Get the four directional derivatives of the center pixel along north, south, east, and west directions by calculating the difference in pixel intensities of each neighboring pixel along that direction to that of the center pixel. Pixel padding can be used to process the first row, last row, first column, and last column image pixels.
2. Select the median value of the four directional derivatives of step 1. 3. Using the median value the directional derivatives of step 2, find the value of the weighting function using the analytical formula given in (15). 4. Select an appropriate control parameter (λ) value in between 0 and 1, which gives an optimal performance in L 1 sense for the given input image. 5. Find a scalar value which is the product of the values of step 2, step 3, and step 4. 6. To get an updated pixel intensity value I nþ1 i; j , add the value of step 5 to the pixel intensity of the center pixel I n i; j . 7. In case of color images, the same procedure has to be extended to three image planes.
Results and discussion
Three foundational diffusion smoothing methods [2, 4, 5] and one extended model are considered for comparison. The benchmark Perona-Malik algorithm [2] provides edge-preserving Gaussian smoothing. The goal of the other two foundational diffusion smoothing methods [4, 5] is to provide image smoothing while suppressing impulse noise without affecting edge information. The state-of-the-art extended model [12] is included to highlight the increased computational complexity by adding additional stages in attempting to improve the performance. The proposed algorithm (16) is primarily a low arithmetic complexity, edge-preserving smoothing algorithm, and impulse noise removal is an additional strength of the algorithm without a requirement for additional stages. Other methods [6] [7] [8] [9] [10] [11] [12] are the extensions or modifications of the three foundational methods by adding additional stages for the removal of impulse noise which results in high complexity and poor smoothing. However, one method [12] from [6] [7] [8] [9] [10] [11] [12] is considered for comparison to highlight the trade-off between performance and complexity. Salt and pepper noise is included as a convenient model of strong outliers; similar results can be generated for random-valued impulse noise. The proposed algorithm is mainly meant for edge-preserving image smoothing at low complexity in the presence of salt and pepper noise. The results for mixed noise, i.e., mild Gaussian noise of variance 0.1 plus salt and pepper noise are also included to show that no image will ever be free of a mild Gaussian noise. This result for mixed noise is only an addition. Cameraman image, Lena image, and Pepper image of size 512 × 512 are selected as test images. An additional non-iterative simplifying strategy employed is that if the center pixel inside the mask is an impulse corrupted pixel, it can be replaced by an immediate neighbor pixel [26] , assuming that impulse noise pixels do not occur consecutively. Figure 1a shows an image corrupted by Gaussian noise of variance 0.1. Figure 1b and c show the performance of PM algorithm and the proposed first-order robust anisotropic diffusion filter (FORADF), respectively. The number of iterations is kept low at 5. It is confirmed that FORADF works well for Gaussian noise. , and FORADF (λ = 1, n = 5), respectively, with salt and pepper noise at 70% for the three test images. The proposed filter works very well at higher noise densities and for very low number of iterations, whereas RF and AMD fail to provide acceptable performance at high-density salt and pepper noise with low number of iterations. The performance of RF [5] and AMD [4] can be improved by increasing the number of iterations. For acceptable performance at higher noise densities, both RF [5] and AMD [4] require the number of iterations be high (above 100), whereas FORADF performs better at much lower number of iterations. Since the focus of AADF is on salt and pepper noise removal, it works well at higher noise densities also. It is clear from the result that FORADF outperforms AADF in terms of image smoothing and computational complexity. show that FORADF performs well at high noise density with low number of iterations. The performance of RF and AMD are very poor at high noise density with low number of iterations. Even with the increased number of iterations, the performance of RF [5] and AMD [4] at high noise density are not appreciable. AADF is also not suitable in the presence of even mild Gaussian noise. Figure 6a and b show the results of FORADF for the image corrupted by mixed noise consisting of Gaussian noise of variance 0.1 and salt and pepper noise density 90% for n = 5 and n = 25, respectively. These are the worst case results which demonstrate the intrinsic robustness of FORADF. Figure 7a -d show the performance of FORADF without the preprocessing strategy and Fig. 7e-h show the performance of FORADF with the preprocessing strategy. It is clear from Fig. 7e and a that FORADF is a good image smoother with and without the preprocessing strategy. Figure 7b and c show that FORADF is also a good edge-preserving impulse noise suppresser at low and medium impulse noise densities even without the preprocessing strategy. The preprocessing strategy is an addition for the purpose of increasing FORADF efficiency at higher impulse noise densities. The added preprocessing strategy does not significantly increase the computational complexity and, hence, is retained at all noise densities. Figure 7h and d demonstrate a comparison of FORADF performance with and without the preprocessing strategy at higher impulse noise density. In a practical situation, robustness implies up to 20% impulse noise, and, hence, the proposed algorithm is an excellent robust smoother even without the preprocessing strategy and is attractive for computational photography [27, 28] . Figure 8 demonstrates the intrinsic robustness of FOR-ADF in comparison with the foundational robust diffusion algorithms RF and AMD. Figure 8d shows the excellent intrinsic robustness characteristic in addition to the anisotropic smoothing of FORADF at a very low number of iterations. Figure 9 demonstrates the anisotropic smoothing property of FORADF in comparison with the foundational PM algorithm. It is clearly seen from Fig. 9b and c that anisotropic smoothing behavior of FORADF is superior in terms of smoothing and edge preservation in comparison with PM algorithm. The peak signal to noise ratio (PSNR) and the structural similarity index metric (SSIM), listed in Tables 1, 2 , and 3, clearly demonstrate the superiority of FORADF in terms of noise removal and edge-preserving image smoothing. Even though AADF shows slightly better performance than FORADF in terms of PSNR and SSIM for 20% and 70% salt and pepper noise densities (Table 2) , AADF fails to perform even in the presence of low-density Gaussian noise and AADF is not a smoother; in addition, AADF, which is non-iterative requiring one-shot solution, is computationally complex. Table 4 shows the performance of various filters in terms of edge preservation index (EPI). . In real-time DSP, which does not always mean high speed [29] , multipliers and adders determine the computational efficiency [30] and hardware complexity [31] which is an important consideration in meeting power budgets [29] . A typical comparison from this perspective is presented in Table 5 required in AMD in comparison with FORADF to perform one pixel operation. The total number of multipliers and adders is the lowest for FORADF; in the context of DSP, this spirals down to power efficiency, since multipliers are power guzzlers [31] . The lowest number of iterations of FORADF compensates for the increased running time due to sorting. Therefore, the total energy consumed by FORADF is lower than that of AMD and is comparable with that of RF. The results clearly demonstrate that FORADF is an efficient edge-preserving robust smoothing in comparison with the four filters for Gaussian, salt and pepper, and mixed noise situations across all noise densities, and, hence, FORADF is significant in the context of power-efficient implementations.
Conclusion
Diffusion smoothing of images with edge preservation in robust environment is a growing area of research. Existing robust diffusion smoothing filters employ two or more stages and are generally complex in terms of arithmetic operations. A low arithmetic complexity model and an algorithm for robust diffusion smoothing of images are derived. The algorithm exhibits superior performance in terms of standard performance criteria and visual results in Gaussian, impulse, and mixed noise situations. The intrinsic computational simplicity of the proposed model and algorithm are significant in the context of power efficient implementations. 
