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RÉSUMÉ 
Les recherches qui se font pour modéliser l'évolution de trafic Internet sur une grande 
échelle de temps et pour développer des modèles de prédictions à court et à long terme 
constituent les domaines les plus intéressés par les chercheurs en technologies de 
l'information. En effet, pour compléter et affiner la caractérisation du trafic introduite par les 
premières études et recherches, il est fort utile de modéliser de façon nouvelle et efficace le 
trafic Internet. Jusqu'à présent, les ingénieurs et chercheurs en réseau utilisaient des modèles 
Mathématiques et Statistiques pour modéliser les processus de trafic. Pour ce, il faudrait 
proposer de nouveaux modèles de trafic réalistes. On peut notamment citer le trafic réseau le 
plus réaliste en intégrant les notions d'auto-similarité et de dépendance à long terme LRD. En 
utilisant des outils mathématiques, on a commencé par chercher le type du processus à partir 
des historiques de l'information et savoir le type de trafic pour des différentes échelles de 
temps, ceci exige une grande collection de mesures sur une longue durée de temps. Ce que 
nous a permit de montrer que le trafic dans un réseau Internet est exposé à des fortes 
périodicités et des variabilités aux multiples échelles de temps. 
Une autre contribution importante, décrite en détail dans ce mémoire, consiste à utiliser 
les résultats des simulations de trafic Internet plus réalistes afin d'appliquer des algorithmes 
de prédiction sur ces séries simulées. Quatre algorithmes ont été testés dans ce cadre intégrant 
des modèles mathématiques afin d'offrir des preuves et des validations du bon 
fonctionnement des solutions proposées, pour en sortir à la fin, le meilleur algorithme qui 
permet de donner un taux d'erreurs minimum ainsi qu'une grande simplicité dans son 
appl ication. 
CHAPITRE l 
INTRODUCTION 
La modélisation de trafic est très importante pour l'étude, l'analyse et la 
conception des réseaux que se soit téléinformatique, routier ou n'importe quel autre 
trafic. On s'intéresserait au trafic dans les réseaux téléinformatique surtout avec 
l'introduction de nouvelles applications qui ont donnée naissance à d'autres hypothèses 
des caractéristiques de trafic. 
Un bon modèle du trafic de réseaux permettra une meilleure conception de 
protocoles ainsi qu'une bonne topologie et architecture de réseaux. 
Le changement des caractéristiques du trafic dans les réseaux est dû 
essentiellement au grand nombre de machines interconnectées dans le réseau, ainsi 
qu'à l'utilisation de plusieurs applications hétérogènes comme l'Internet, le Telnet, la 
voix, l'image, etc... 
Ces applications ont causé une augmentation importante du volume 
d'échanges de données sur le réseau. Ces nouveaux types de trafic ont pu changer 
toutes les caractéristiques du trafic des données dans le réseau d'ordinateurs. Et comme 
résultat de ces observations et de ces nouvelles tendances, les recherches ont été 
augmentées dans le domaine de la caractérisation du trafic ainsi que leurs implications 
dans la conception des ordinateurs, et la configuration des réseaux téléinformatiques. 
Parmi les nouvelles caractéristiques du trafic dans les réseaux est la 
dépendance à mémoire longue (LRD) qu'on retrouve dans le Web, les réseaux locaux 
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Ethernet ainsi que les réseaux métropolitains. L'autre caractéristique importante est 
celle d'auto-similarité (Self-Similarity) que nous allons détailler ces notions dans les 
prochains paragraphes. 
Le chercheur Partridge [28] a pu donner une explication générale sur les 
nouvelles caractéristiques de trafic réseau: « On n'a pas encore compris le 
comportement du trafic des données en communication. Après un quart de siècle de 
communication, les chercheurs sont dans l'incapacité de fournir un modèle adéquat 
pour le trafic. Aujourd'hui on doit prendre des décisions concernant la façon de 
configurer les réseaux et de construire des composantes basées sur des modèles non 
adéquats. » 
Les travaux de ces dernières années sur la modélisation du trafic des paquets 
dans l'Internet ont montré qu'un trait important concernant la nature du trafic Internet 
est son aspect auto - similaire (ou possédant des dépendances à long terme, ou encore 
de caractère fractal, sans trop entrer dans les subtilités mathématiques qui différencient 
ces trois notions voisines). L'auto - similarité du trafic de données a été mise en 
évidence dans [5]: la structure des variations d'amplitude du signal analysé (par 
exemple le nombre d'octets ou de paquets transférés par unité de temps ou la série des 
durées inter-paquets) se reproduit de manière similaire quelle que soit la finesse 
temporelle avec laquelle il est représenté. Le comportement d'un trafic auto - similaire 
est à l'opposé de celui d'un trafic poissonnien, pour lequel les variations d'amplitude 
sont filtrées au fur et à mesure que l'on augmente la taille de la fenêtre d'intégration. 
Une monographie entière [32] récemment publiée est consacrée à la 
modélisation du phénomène d'autosimilarité du trafic dans les réseaux de données et à 
son impact sur l'évaluation des performances. Y figurent aussi des chapitres sur la 
description et la simulation des caractéristiques auto-similaires du trafic. 
Cette autosimilarité, voire cette mu lti-fractalité, et son extrême variabilité à 
toutes les échelles de temps sont une caractéristique du principe de la commutation de 
paquets qui induit des transmissions en rafales [6]. Ce comportement se caractérise 
notamment par une décroissance lente, par exemple sous forme de loi de puissance, 
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sous exponentielle ou à queue lourde [7], de la fonction d'auto-corrélation du nombre 
de paquets transférés par unité de temps (typiquement 100 ms) : les processus auto­
similaires sont des cas particuliers des processus à dépendance à long terme (LRD). 
Même pour les applications 'stream', la caractéristique de LRD qui se retrouve 
dans les transferts de séquences vidéo à débit variable (VBR selon la terminologie 
ATM) [8], sont probablement due à la variabilité des paramètres de transmission liés au 
codage des trames (MPEG, par exemple), et à la dynamique des images, etc. 
Concernant le trafic de type élastique, l'identification du processus des paquets 
tel qu'il est offert au réseau est particulièrement délicate. En effet, les dispositifs de 
correction d'erreur et de perte génèrent la retransmission de paquets supplémentaires et 
les mécanismes de contrôle de flux (TCP notamment) régulent les débits de 
transmission. Les analyses de trafic doivent donc se contenter des données de trafic 
effectivement mesurées sur des liens, compte tenu de ces retransmissions et 
régulations. 
Le caractère auto-simi laire du trafic TCP a été largement étudié dans les 
articles [5] et [9] ainsi que dans [10]. En complément de ce qui a été dit au paragraphe 
précédent, notons les tentatives d'explication avancées : aux échelles de temps 
supérieures à un délai de transmission typique (RIT, de l'ordre de 100 ms), le 
comportement auto-similaire serait dû à l'extrême variabilité de la taille des documents 
transférés (la loi de distribution est de type « heavy-tailed », telle la loi de Pareto) ; 
tandis que les caractéristiques multi-fractales aux échelles de temps inférieures seraient 
provoquées par les mécanismes de contrôle de congestion du protocole TCP. C'est 
aussi la conclusion à laquelle [10] est arrivé lorsqu 'i 1 a analysé le trafic HTTP 
(dominant à cette époque dans le trafic Internet). De la même manière, l'article [5] a 
montré que le trafic Internet peut être représenté par un processus ON/OFF dont la 
distribution des durées des périodes ON est à queue lourde. 
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CHAPITRE II 
OBJECTIFS ET CONTRlBUTIONS 
Le travail décrit dans ce mémoire se propose donc de définir une nouvelle 
méthodologie pour J'ingénierie des réseaux qui se base sur le mécanisme de prédiction 
du trafic et de trouver la bonne manière d'exploitation de la prédiction pour une 
meilleure affectation des ressources dans le réseau. 
En effet, pour compléter et affiner la caractérisation du trafic introduite par les 
premières études et recherches, il est utile de modéliser de façon nouvelle le trafic 
Internet. L'objectif avoué est de donner un modèle réaliste des arrivées des flux, des 
paquets et des pertes. Cette action est indispensable, car les informations sur le trafic 
donneront les informations nécessaires pour la conception, le dimensionnement, la 
gestion et l'opération d'un réseau. D'autre part, elles donneront aussi les tendances 
d'évolution du réseau et de ces mécanismes, et permettront de concevoir des 
simulateurs permettant de confronter les nouveaux protocoles de la recherche à des 
trafics Internet réalistes. Jusqu'à présent, les ingénieurs et chercheurs en réseau 
utilisaient le modèle Poissonien pour modéliser les processus d'arrivée de trafic et le 
modèle de Gilbert pour modéliser les pertes. Pour ce, il faudrait proposer de nouveaux 
modèles de trafic réalistes. On peut notamment citer les travaux de Padhye [30] qui 
propose de modéliser le trafic réseau de façon plus réaliste en intégrant les notions 
d'auto-similarité et de dépendance à long terme LRD. 
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L'une des tâches essentielles alors, c'est de faire une analyse du trafic capturé, 
qui a pour objectif de bien définir, voire même de permettre de trouver un modèle pour 
le trafic Internet, dans notre cas, il s'agit bien d'un trafic auto - similaire qui décrit le 
plus précisément possible les contraintes réelles liées au trafic et à son environnement. 
On aborde dans notre sujet les problèmes de caractérisation du trafic Internet. 
L'objectif est d'en déterminer les caractéristiques intéressantes (à défaut de les 
déterminer toutes) afin de pouvoir réfléchir à des solutions pour améliorer l'Internet, 
qui tiennent compte des contraintes liées au trafic et au comportement des utilisateurs, 
des équipements et des protocoles. On s'intéresse à une certaine classe de modèles 
paramétriques de série chronologique : les processus longue mémoire généralisés, 
introduits dans la littérature statistique au début des années 1990. Ces processus à 
longues mémoires généralisés prennent en compte simultanément dans la modélisation 
de la série, une dépendance de long terme et une composante cyclique périodique 
persistante, ce phénomène décrit bien les processus auto-similaires. Ce type de 
phénomène est fréquent dans de nombreux champs d'application des statistiques, tels 
que l'économie, la finance, l'environnement ou les transports publics ainsi que dans la 
téléinformatique, le trafic Internet: c'est la première contribution de notre sujet. 
La seconde contribution, décrite dans la partie V, consiste à utiliser les 
résultats des simulations de trafic Internet plus réalistes afin d'appliquer des 
algorithmes de prédiction sur ces séries simulées. Quatre algorithmes ont été testés 
dans ce cadre intégrant des modèles mathématiques afin d'offrir des preuves et des 
validations du bon fonctionnement des solutions proposées, pour en sortir à la fin, le 
meilleur algorithme qui permet de donner un taux d'erreurs minimum ainsi qu'une 
grande simplicité dans son application. 
Nous avons également comparé les performances de chacun de ces algorithmes 
en prévision sur des données qui représentent un trafic réel. Nous avons fourni aussi les 
expressions analytiques de ces prédicteurs qui pourraient être utilisés en prévision pour 
des processus à mémoire longue généralisés ainsi que pour d'autres processus à 
mémoire courte. 
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Des méthodes ont été utilisées [29], pour ne pas avoir de congestion sur un lien 
de réseau comme la classification de trafic, ou encore la manière de choisir le routage 
avec un choix idéale des routes que doivent prendre les paquets en cas de congestion 
sur un chemin donné sur le réseau, mais on ne s'intéressera pas à ces deux solutions à 
cause de leurs complexité surtout lors d'un trafic à haute vitesse ou pour une grande 
quantité de trafic sur le réseau. Notre objectif principal est de fournir une meilleure 
prédiction de trafic réseau pour bien connaître la bonne bande passante à affecter sur 
un 1ien pour ne pas avoir de congestion. 
Dans notre cas, on doit commencer par faire une étude sur les caractéristiques 
d'un trafic auto-similaire et la façon que les surcharges et les congestions se produisent 
pour ce genre de trafic puis explorer les manières et les modèles idéals qui devraient 
être utilisées pour réduire la surcharge sur un lien quelconque du réseau. 
Et pour que nous puissions comprendre les caractéristiques d'un trafic, et faire 
une bonne prédiction dans le réseau, on doit utiliser des modèles analytiques, et des 
modèles statistiques qui doivent être exactes et simples afin de fournir la bonne 
information sur le trafic et ça nous permettra de faire l'estimation idéale de la variation 
de trafic sur une petite échelle de temps et puis grandir cette estimation sur une échelle 
de temps plus grande et développer des modèles pour des prédictions à long terme. 
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3.1 
CHAPITRE III 
MODÉLISATION DE TRAFIC 
Le trafic Internet 
Les réseaux de communication (téléphonie, Internet, réseaux étendus, réseaux 
locaux, etc.) ont connu, au cours des dernières années, un développement 
extraordinaire. 
Pour leurs opérateurs, une question centrale est de savoir contrôler les flux 
d'information de façon optimale, afin d'éviter tout problème de congestion ainsi que 
des problèmes matériels et d'offrir aux utilisateurs un service de bonne qualité, fiable et 
rapide. Or pour concevoir des procédures efficaces de contrôle de la circulation des 
informations, pour bien spécifier les équipements matériels nécessaires, une 
connaissance bien approfondie des propriétés du trafic des communications dans de tels 
réseaux s'impose. 
Mais les réseaux de communication d'aujourd'hui ne sont plus ceux d'hier. 
Internet a connu une expansion phénoménale ces cinq dernières années (on estime que 
le trafic de communications vocales qui représentait 90 % du trafic global en 1997, puis 
représentait 50 % en 2000, n'en représentera que 10 % d'ici 2008). Cet essor a 
radicalement changé une situation qui était stable depuis plus d'un demi-siècle. 
Les raisons profondes de ce développement rapide résident dans l'utilisation, 
pour l'acheminement de l'information et le contrôle du trafic, de nouveaux protocoles 
de routage (routage IP, pour Internet ProtocoÎ) et de contrôle (TCP, pour Transmission 
Control ProtocoÎ) décentralisés, qui rendent le réseau Internet indéfiniment extensible. 
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L'Internet est devenu un réseau multi-service quasi universel sur lequel 
cohabitent de très nombreux utilisateurs aux usages différents, et de nombreuses 
applications ayant des besoins différents. 
En particulier, les premières études du trafic montrent que le trafic ne possède 
pas les propriétés de régularité que l'on pensait (modèles de Poisson, de Gilbert, de 
Markov, etc.), mais bien au contraire, le trafic est particulièrement instable, du à des 
propriétés de dépendance à long terme particulièrement néfastes à la QoS (Qualité de 
Service) des services de communication Internet. 
3.2 Modél isation de trafic 
3.2.1 Modélisation mathématique de trafic 
Les modèles du trafic dans le réseau sont basés sur des modèles 
mathématiques stochastiques utilisant dans le passé les propriétés du modèle 
Markovien, qui sont des modèles classiques à mémoire courte avec un taux d'arrivée 
de distribution Poissonienne et une taiLle de données exponentielle. 
Ces anciens modèles ont été utilisés dans l'analyse et l'étude des premiers 
réseaux ARPANET crée par ARPA (Advanced Research Projects Agency) et le réseau 
téléphonique. 
L'analyse mathématique du trafic dans les réseaux de communication 
remonte à 1917, avec les travaux engagés par l'ingénieur danois Agner K. Erlang. Puis 
sa démarche, poursuivie par beaucoup d'autres chercheurs, a fourni [es principaux 
outils mathématiques de dimensionnement utilisés par les opérateurs et les 
constructeurs de réseaux, jusqu'aux années 1990 environ. 
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3.2.1.1 Approche Markovienne - Poissienne 
Dans ses principes, la démarche mathématique explorée par Erlang et par les 
autres chercheurs et ingénieurs après lui est markovienne. Cela signifie qu'elle décrit le 
trafic en s'appuyant sur un modèle simple de processus aléatoires qui sont les chaînes 
de Markov, pour lesquelles la théorie mathématique est bien avancée et puissante 
3.2.1.2 Définition 
Une chaîne de Markov est une suite d'événements aléatoires, dans laquelle la 
probabilité d'un événement donné ne dépend que de l'événement qui précède 
immédiatement. 
Un processus de Markov est un processus dont l'évolution future 
{X, : s < t } ne dépend de son passé qu'à travers son état à l'instant t. 
Vs>t,P(X, IXI :rst)=P(X., IX,) 
Cette définition signifie que, pour le future, l'histoire du processus jusqu'à 
l'instant t est entièrement résumée par son état à l'instant t, ou encore que le présent 
étant connu, le future est indépendant du passé. 
3.2.1.3 Approche 
Dans le cadre des réseaux de communication, la démarche markovienne 
d'Erlang suppose que les lois statistiques caractérisant le trafic sont des lois de Poisson; 
la loi de Poisson est une des lois de probabilité ou de statistique les plus répandues et 
les plus simples, elle tire son nom du mathématicien français Denis Poisson (1781­
1840). L'hypothèse Poissonienne s'avérait justifiée pour le trafic téléphonique (où les 
événements aléatoires sont les appels des abonnés, qui surviennent à des instants 
aléatoires et dont la durée est également aléatoire). 
Ce type de modélisation du trafic a permis de mettre en place des procédures 
de contrôle adaptées pour le réseau. Jusqu'à une date récente, le contrôle des réseaux 
de communication était un contrôle d'admission, c'est-à-dire que l'opérateur refuse à 
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l'utilisateur l'accès au réseau lorsque ce dernier ne peut garantir une qualité de service 
prédéfinie. Ce type de contrôle exige une connaissance assez précise de l'état du réseau 
dans son ensemble, et il n'est donc possible que pour des réseaux gérés de manière 
centralisée. 
Des modifications et des changements ont eu des conséquences sur le trafic et 
ses propriétés statistiques, et il a fallu développer une théorie. 
En effet, des analyses statistiques effectuées ont montré, d'abord sur des 
réseaux locaux puis sur le Web, que le trafic ne pouvait plus être décrit à J'aide de lois 
de probabilité de Poisson. Notamment, on observe des processus aléatoires à mémoire 
longue (où la probabilité d'un événement dépend aussi d'événements qui se sont 
produits relativement loin dans le passé), ce qui exclut toute modélisation usuelle 
fondée sur les processus markoviens classiques. Souvent, ces processus présentent 
également des propriétés statistiques connues sous le nom de multifractalité, qui 
présentent une très grande irrégularité. Or toutes ces propriétés statistiques ont des 
conséquences importantes, par exemple pour le dimensionnement des mémoires des 
routeurs, ne pas en tenir compte, pourraient conduire à sous-estimer les pertes de 
paquets d'informations par le réseau et entraîner des dysfonctionnements. 
Depuis les premiers articles mettant en évidence les nouvelles propriétés 
statistiques du trafic de données, de très nombreux travaux ont été publiés en vue de les 
expliquer. 
Aujourd'hui, on comprend assez bien l'origine du phénomène de mémoire 
longue constaté dans la statistique du trafic. On a pu établir qu'il découle directement 
de la répartition statistique des tai Iles de fichiers contenus dans Jes serveurs Web et 
FTP (protocole de transfert de fichiers) ainsi que des tailles des fichiers demandés par 
les utilisateurs lors des requêtes HTTP (protocole de transfert hypertexte, utilisé 
lorsqu'on surfe sur le Web) et FTP. Leurs courbes statistiques, c'est-à-dire les courbes 
représentant le nombre de fichiers échangés ou consultés en fonction de la tai Ile, 
décroissent, pour les grandes valeurs, moins rapidement qu'une exponentielle, de part 
et d'autre de leur maximum: on dit que leur loi de probabilité est sous - exponentielle. 
Il 
Ce que l'on a montré, c'est que les lois statistiques sous- exponentielles auxquelles 
obéit le comportement individuel des internautes, superposées en grand nombre étant 
donnée la multitude de ces internautes, ont pour conséquence directe le phénomène de 
mémoire longue caractérisant le trafic global. 
Ces dernières années, un grand nombre de modèles plus ou moins simplifiés 
ont ainsi été proposés et qui dépassent l'approche traditionnelle, et ce dans des 
domaines comme les statistiques, la théorie des probabilités et des files d'attente, le 
contrôle adaptatif de systèmes non linéaires, etc. Certains de ces modèles permettent de 
rendre compte de la multifractalité du trafic global, propriété évoquée plus haut, 
d'autres permettent d'évaluer si le partage d'un même canal de communication entre 
plusieurs flux de données contrôlés par TCP est équitable, etc. Les recherches actuelles 
se concentrent aussi beaucoup sur l'analyse de DiffServ, une méthode de 
différenciation des services offerts, fondée sur la création de classes de priorité pour les 
échanges de données. Cela paraît être la seule démarche extensible capable d'améliorer 
la qualité de service dans le réseau Internet. Un autre axe important concerne 
l'adaptation d'UDP (User Datagram Protocol), un protocole utilisé pour les flux de 
données vidéo et vocales, flux qui ne sont pas régulés par TCP, notamment dans le but 
de définir des modes de transmission de ces flux qui soient compatibles avec TCP. 
Face à ces questions qui présentent des défis scientifiques et des enjeux 
économiques de première importance, le monde académique et le monde industriel 
s'organisent. Comment? La plupart des grands groupes industriels des technologies de 
l'information et des opérateurs ont constitué des équipes de recherche du plus haut 
niveau, centrées sur la modélisation du trafic et du contrôle dans les réseaux de 
données, et tout particulièrement dans le réseau Internet. L'effort du monde 
académique n'est pas moindre, notamment aux États-Unis, en Europe et dans certains 
pays asiatiques, où se mettent en place des collaborations interdisciplinaires entre des 
mathématiciens et des chercheurs en informatique ou en génie électrique. 
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3.2.2 Processus stationnaires 
On s'intéressera aux processus stochastiques à temps discret et plus 
particulièrement aux processus stochastiques stationnaires au sens large, c'est à dire 
aux processus à covariance stationnaire. 
En effet, un processus stochastique X = {X} est à covariance stationnaire si la 
moyenne et la variance existent et elles sont indépendantes du temps et aussi si l'auto­
covariance est indépendante par translation dans le temps: 
1. E(XJ = J.l 
2. E((Xt - J.l/) = d 
3. E((Xt - J.l)(X+k - J.l)) = r 
où J.l représente l'espérance non conditionnelle du processus, cr est l'écart type du 
processus au temps t, et y représente la fonction d'auto - covariance de retard k. 
La fonction d'auto - corrélation est donnée par: 
p(k) = cov(X 1 ' X I+k) 
~var(X 1 )var(X t~k) 
Étant donné que notre processus est à covariance stationnaire, alors la fonction d'auto ­
corrélation p est sous la forme: 
p(k) = y(k) 
a 
En plus, un processus stationnaire admet un spectre continu avec une fonction 
de densité spectrale de puissance S(w) pour tout w E [-Il, Il], qui n'est autre que la 
série de fourrier de la fonction d'auto - corrélation: 
S(w) = _1_ i>-iwk p(k) 
2 Tf -<Xl 
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3.2.3 Processus à mémoire longue (LRD) 
Une définition mathématique peut être donnée pour les processus qui sont 
caractérisés par leur densité spectrale. Un processus X; est considéré comme étant un 
processus longue mémoire, si : 
s x (U» ~ b U> 1- 2H 1 1 
avec Sx(Cù) : densité spectrale de X;, et b : une constante. 
Depuis les travaux en hydrologie de Hurst (1951) pour l'analyse des séries de 
temps chronologiques, le phénomène de la dépendance à long terme ou de longue 
mémoire s'est élargi à de nombreux autres champs d'application en statistique. 
Étant donné un processus stochastique stationnaire X = {X t }, on introduit le 
processus des moyennes issu de X défini tel que: 
(m) 
Xt 
m 
Cette nouvelle série est très utile pour décrire les propriétés des processus à mémoire 
longue. 
En plus, pour tout m, elle est stationnaire, avec une fonction d'auto­
covariance ym), et de variance var()flll)) et fonction d'auto-corrélation p()fm)). Sa 
variance peut être exprimée en fonction de var(X) et y(k) comme suit: 
var(X) + 2 III 2)m -k)y(k) 
m m 2 k;\ 
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3.2.3.1 Définition 
Pour qu'un processus stochastique X = {X;} (à covariance) stationnaire soit à 
mémoire longue, il doit vérifier les propriétés suivantes: 
1. fp(k) = 00 
k=l 
2. la densité spectrale est singulière à l'origine, 
Les deux propriétés sont équivalentes. 
3.2.3.2 Remarque 
Ces propriétés ne sont pas vérifiées par les processus de Markov (que ce soit 
pour le cas du processus de Poisson ou le processus de Poisson doublement 
stochastique). En plus, les processus de Markov, qui sont des processus à mémoire 
courte, vérifient les propriétés suivantes: 
1. f p(k) <00 
k=l 
2. la densité spectrale est finie à l'origine, 
3. m. var(x!In)) -700 si m -700 
3.2.3.3 Propriété 
En pratique, on adoptera une définition moms restrictive. En effet, Un 
processus stationnaire est dit à mémoire longue tout processus qui vérifie les propriétés 
suivantes: 
1. lim p(k) - C,k·a : (la fonction d'auto corrélation décroît comme une 
k - > '" 
fonction puissance de k) 
2. lim S(w) ~ C2w·(I·a) 
IV - > 0 
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3. lim rn.var(Xm)) - ct-O 
m - > 0 
Ce processus est alors à mémoire longue de paramètre a E JO, 1[ 
3.2.4 Différences entre processus à longue mémoire et processus à courte mémoire 
Lorsqu'on cherche à modéliser une série chronologique, il arrive que l'on soit 
confronté au phénomène de dépendance à long terme (longue mémoire) entre les 
observations de cette série ou encore à un phénomène de dépendance à court terme. 
Quelques propriétés qui montrent la différence entre ces deux notions: 
3.2.4.1 LRD (Long Range Dependence) 
Un processus stationnaire est dit à mémoire longue s'il possède une fonction 
d'auto-corrélation qui décroît d'une manière hyperbolique, ainsi qu'il doit vérifier les 
propriétés suivantes: 
(i) La fonction d'auto-covariance est hyperboliquement décroissante: 
(ii) La somme des auto-covariances est divergente: 
(iii) E[Xm)} ne possède pas un bruit de second ordre quand m tend vers 00 
(iv) Var[Xm)} est asymptotiquement de la forme rn-fi pour m grand 
(v) ICov(X",X"+k) diverge 
k 
(vi) La densité spectrale tend vers C2w-(J-O) quand w tend vers O. 
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3.2.4.2 SRD (Short Range Dependence) 
Un processus stationnaire est dit à mémoire courte s'il possède une fonction 
d'auto-corrélation qui décroît d'une manière exponentielle. Ce processus doit vérifier 
les propriétés suivantes: 
(i)	 La fonction d'auto-covariance est exponentiellement décroissante: 
lim p(k) ~ a Ik] où 0 < a < 1 
k-><o 
<0 
(ii) LP(k) est finie. 
k=1 
(iii) E(x<mJ) ne possède pas un bruit de second ordre quand m tend vers 00 
(iv) Var(x<mJ) est asymptotiquement de la forme Var(X)/m pour un m grand 
(v) ICov(X",X"+k) est convergente. 
k 
(vi) La densité spectrale tend vers une constante quand w tend vers O. 
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CHAPITRE IV 
LE MODELE AUTO-SIMILAIRE 
4.1 Introduction 
Les processus à mémoire longue et auto-similaire ont été étudiés au milieu du 
dernier siècle. Ils ont été découverts expérimentalement puis introduits 
mathématiquement dans de nombreux domaines de la science, comme J'économie et 
les statistiques et la finance. Au cours de ces dernières années, ces processus ont été 
utilisés pour modéliser le trafic dans les réseaux de communication moderne que ce soit 
dans les réseaux locaux Ethernet, les réseaux étendus ou encore dans les réseaux 
métropolitains. Ce choix a été motivé à la suite des observations statistiques réalisées 
sur le trafic réel. 
Dans ce document, les notions d'autosimilarité, de dépendance à long terme 
ou encore de caractère fractal sont considérées comme étant des concepts voisins. Nous 
sommes conscients qu'il existe des différences mathématiques entre elles mais le 
développement de celles-ci dans le présent rapport n'apporterait pas d'éclaircissements 
supplémentaires aux problèmes que nous souhaitons aborder. Cependant, on pourra 
consulter le livre de Beran [12] pour une définition plus approfondie de ces différentes 
notions. Dans ce papier, on apprend que la notion d'autosimilarité implique la notion 
de dépendance à long terme. Ainsi, les processus auto - similaire sont considérés 
comme des cas particuliers de processus comportant de la LRD. 
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4.2 Les causes possibles de l'autosimilarité 
De nombreuses recherches ont été menées depuis quelques années pour 
déterminer les causes possibles de l'autosimilarité du trafic. Voici les principales 
conclusions auxquelles elles ont abouti: 
4.2.1 Les caractéristiques de trafic (Web) 
Les travaux menés par Crovella [la] ont montré que le trafic Web présente 
des propriétés d'autosimilarité. Ils font apparaître que cette propriété du trafic est 
essentiellement due à la présence de « queue lourde» dans la distribution des tailles des 
documents Web. C'est à dire à une présence assez importante de transfert de gros 
fichiers. A noter qu'il est difficile d'agir sur ce facteur étant donné que la taille des 
documents ne peut pas être fixée de façon globale pour tout le trafic Internet. 
4.2.2 Le comportement Utilisateurs / Applications 
Le comportement des utilisateurs et des applications qu'ils utilisent est une 
des causes possibles de l'autosimilarité. Prenons, par exemple, l'une des applications 
réseaux les plus utilisées, à savoir le courrier électronique. Lorsqu'on reçoit un courriel, 
il nous arrive souvent de répondre immédiatement. Il existe ainsi de la dépendance 
entre les messages envoyés. Ce phénomène induit par le comportement des utilisateurs 
est encore plus évident dans des applications de « chat ». 
Le fonctionnement du protocole HTTP 50 1.0 apparaît également comme une 
des multiples causes possibles: en effet, lorsqu'on navigue sur le Web, ce protocole 
ouvre autant de connexions que d'objets dans la page visitée: il crée ainsi de la 
dépendance entre chaque connexion ouverte pour télécharger chaque élément. Tous ces 
comportements applicatifs ou humains qui causent de la dépendance à bas niveau sont 
des facteurs importants créant de l'autosimilarité dans le trafic. 
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4.2.3 Le mécanisme de contrôle de congestion 
De nombreuses études ont montré que les mécanismes de TCP engendrent des 
modèles de trafic complexes, auto-similaires ou même des comportements chaotiques 
[13] et[3 1]. 
En effet, les mécanismes de congestion de TCP (Slow-Start et Congestion 
Avoidance) sont tels qu'ils créent une forte dépendance entre les paquets et les pertes 
de paquets, cette dépendance se retrouve dans ('autosimilarité du trafic. 
4.2.4 Les politiques régissant les routeurs 
Les politiques d'ordonnancement (scheduling) et de pertes dans les files 
d'attente (discarding), par la dépendance qu'elles peuvent créer entre les paquets au 
niveau des files et entre les pertes sont une des causes principales de l'autosimilarité. 
Par exemple, il a été montré [31] que certaines politiques de discarding, RED51 en 
particulier, pouvaient permettre dans certaines conditions de réduire la corrélation entre 
les pertes et donc la LRD par rapport à la politique classique DropTail. Il est également 
établi que la traversée successive de routeurs ou l'agrégation de trafics au niveau de ces 
derniers jouent un rôle dans ce phénomène. La liste ci-dessus des causes possibles de 
l'autosimilarité du trafic Internet n'est pas exhaustive et il existe bien entendu d'autres 
causes, et peut-être des causes inconnues à l'heure actuelle. Cependant, en l'état actuel 
des recherches, ce sont les facteurs cités qui apparaissent prédominants dans le 
phénomène d'autosimilarité. 
Dans le but de se fami liariser aux caractéristiques des processus auto ­
similaire, il sera question, dans ce qui suit, de passer sur quelques notions importantes. 
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4.3 Processus Auto - Similaire 
4.3.1	 Défin itions 
Un processus X = {Xt} est auto - similaire de paramètre HE JO, 1f si le 
(X(/-Ilm+l + ... + X/In) 
processus X(m)	 défini par X(m) a la même distribution 
m H
 
que le processus X pour tout m.
 
Le passage de X à X(m) correspond à un changement d'échelle. Un processus 
auto-similaire a donc la même distribution, quelle que soit l'échelle de temps considéré 
(modulo un coefficient dépendant de J'échelle et du paramètre d'autosimilarité H). Le 
paramètre H est appelé paramètre de Hurst. 
En plus, un processus X= {X;} est exactement auto-similaire au second ordre 
de paramètre HE JO,1f si le processus )fin) a la même fonction d'auto-corrélation que 
X. Ce qui nous permet de dire que: 
où J est l'opérateur de différence centrale appliqué à une fonction: 
J2(f(k)) = j(k+ 1) - 2j(k) +j(k-1) 
Si on utilise J'équivalence asymptotique de J et de l'opérateur de dérivation, 
alors un processus exactement auto - similaire vérifie, quelque soit m : 
lim p()fm)) ~ H(2H_1)m,(2-2H) , 
k->oo 
Par conséquent, un processus exactement auto -similaire possède la propriété de 
mémoire longue si H> 12 (en prenant (). = 2-2H). 
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4.3.2 Estimation de paramètre d'auto - similarité 
Comme on l'avait précisé précédemment, un trafic est dit auto - similaire s'il 
présente une dépendance de longue mémoire (LRD). 
Pour vérifier cette propriété, il est possible d'estimer le paramètre de Hurst H. 
Si ce paramètre est strictement supérieur à 0.5, alors on pourrait dire que le trafic 
montre une mémoire longue ou une dépendance à long terme; si la valeur estimée est 
proche 0.5 alors on serait dans le cas d'un trafic non auto - similaire et ayant une 
mémoire courte. 
De nombreuses méthodes qui permettent d'estimer ce paramètre à partir d'une 
réalisation {Xl, ... , X;,}, parmi elles on cite: 
4.3.2.1 Méthode statistique RIS 
Pour un processus X= {X;}, on définit la méthode « Rescaled Adjusted 
Range» : 
R(n) = max (0, w" ... , W,J - min (0, Wj, ... , W,J Eq-4.3.2.l 
avec Wk = (XI + ... + XJJ - kX (n), E(X(n)) est l'espérance du processus, 
et S(n) est sa variance. 
• Si ErR (n)/S (n)) est asymptotiquement proportionnel à nl/2 alors ce 
processus est à mémoire courte (SRD). 
• Si, par contre, E{R (n)/S (n)) est proportionnel à n H, alors ce processus est à 
longue mémoire (LRD). 
Pour estimer la valeur du paramètre de Hurst H, pour une série de N valeurs, 
on subdivise notre série en K sous ensembles et on estime alors R(t;.n)/S(t;,n) 
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Pour tout li = iN/K + 1 où i est tel que (li - 1) + n < N.R(l;,n) et qui est défini 
comme en (Eq-4.3.2.1) en remplaçant Wk par W1i + k - Wli et S(li, n) par la variance 
empirique de {Xli, ... ,Xti+n}. 
Ce qui permet d'avoir plusieurs valeurs de RIS pour chaque valeur de n. 
L'estimation de H se fait en traçant log(R(li,n)/S(l;,n)) en fonction de log(n), la droite 
obtenue aura une pente de valeur H. 
4.3 .2.2 Méthode graphique de variance 
Pour un processus à mémoire longue (LRD) de paramètre a, la variance du 
processus des moyennes est asymptotiquement équivalente à m'u.. 
Cette méthode consiste à tracer la courbe log (var(X (Ill))) en fonction de 
logarithme de (m) qui est une droite de pente - 0. pour m assez grand. 11 suffit de faire 
une régression linéaire pour obtenir une estimation de o., et par la suite de paramètre de 
Hurst H. 
H = 1 - 0/2 pour un processus exactement auto - similaire. 
H = (3- 0.)/2 pour un processus auto - similaire. 
4.4 Conclusion 
En fait, il est aujourd' hui établi que le trafic Internet n'est pas Poissonnien, 
mais qu'il possède plutôt des propriétés de dépendance à long terme et d'autosimilarité. 
Les conséquences de cette découverte sont d'une importance capitale. En effet, les 
processus auto-similaires, par rapport aux processus Poissoniens, présentent la 
caractéristique d'avoir une variance très importante. Qualitativement, cela signifie qu'il 
est indispensable de surdimensionner les liens et les tailles des files d'attente dans les 
routeurs pour prendre en compte cette variance. Quantitativement, l'évaluation du 
facteur de Hurst d'un processus auto-similaire permettra de quantifier le niveau de 
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surdimensionnement nécessaire pour un fonctionnement optimal du réseau. Comme 
nous l'avons expliqué au début de ce chapitre, la modélisation complète du trafic 
réseau est à l'heure actuelle une tâche très difficile. 
Nous avons donc travaillé sur des processus auto-similaire qUI montre 
largement les caractéristiques d'un trafic réseau réel. On s'est intéressé à la prédiction 
des séries chronologiques utilisant un processus à longue mémoire. L'ensemble de la 
contribution réalisée est présenté dans le chapitre qui suit. 
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CHAPITRE V 
PREDICTION DE TRAFIC 
5.1 Objectif 
Le but de la prédiction de trafic dans le réseau est de prévoir les observations 
futures sur la quantité de trafic. Il y a une grande dépendance entre les futurs 
observation Xn+k et les valeurs prises du passé Xn , Xn_1 , Xn-2 , ... Xo. Et pour obtenir 
une bonne prédiction, il est important d'utiliser le modèle approprié, le plus efficace et 
qui donne un taux d'erreur le plus bas possible, et par la suite, ça nous permettra une 
implémentation facile avec un minimum de paramètres à estimer. 
Pour des processus à longue mémoire, une bonne prédiction à long et à court 
terme peut être obtenue avec l'existence d'un grand nombre d'enregistrements pris du 
passé. 
Pour avoir une meiJleure prédiction, il faut se baser sur ces critères [3]: 
bien choisir le modèle de prédiction pour fournir une grande exactitude; 
- afin d'achever une prévision à temps réel, il faut avoir une certaine simplicité dans 
le choix des paramètres à utiliser et à implémenter; 
la majorité des modèles de modélisation de trafic ont été fait avec des données 
offline, on voudrait faire alors cette prédiction avec des données et des valeurs prises 
on-fine; 
un bon modèle de prédiction qui doit s'adapter à tout changement de trafic. 
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Différents outils ont été proposés pour effectuer les prédictions sur les 
processus à longue mémoire (LRD) et auto - similaire. Les principaux modèles sont: 
• Les processus ARIMA , par leurs simplicité et flexibilité, ces modèles sont 
devenus très populaire dans leur application dans l'analyse des séries de temps (séries 
chronologiques). 
• Les processus FBM ou Fractional Brownian Motion. Ce sont des processus 
dérivés du précédent processus (FGN) , qui sont aussi en temps continu. Les processus 
FGN ou Fractional Gaussien Noise (bruit gaussien fractionnaire). Ce sont des 
processus en temps continu, et on peut utiliser ce modèle pour effectuer des prévisions 
sur les séries chronologiques. 
• Les processus F-ARIMA, ce sont des processus en temps discret. C'est une 
extension des processus ARIMA (les processus ARIMA sont un sous-ensemble des 
processus F-ARIMA). Il est possible de faire des prévisions à partir de ces processus. 
• LMMSE qui dérive de l'hypothèse d'un processus stationnaire stochastique 
d'espérance zéro. Il permet une très bonne prédiction. 
La liste n'est probablement pas exhaustive. Nous avons donc choisi 
d'expérimenter les méthodes ARIMA, F-ARIMA et FBM ainsi que LMMSE, car c'est 
pour ces processus que nous avons trouvés des méthodes d'estimation abordables et 
compréhensibles. C'est aussi parce que les processus en temps continu, qui aident 
souvent à comprendre des sujets complexes, ont un intérêt moindre d'un point de vue 
pratique 
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5.2 Algorithmes et méthodes de préd iction 
5.2.1	 Les modèles A.RAi4 et ARiMA 
En général, les séries chronologiques sont traitées avec les modèles du type 
AR, MA, ARMA, ARiMA (AutoRegressive lntegrated Moving Average), notons que les 
modèles AR et MA sont des sous modèles de ARiMA. Ce sont les modèles usuels, que 
l'on trouve dans la plupart des logiciels statistiques. 
Ces modèles marchent très bien s'il s'agit, par exemple, de prévoir le trafic 
journalier d'un aéroport ou encore d'une station de transport et, plus généralement, de 
prévoir des processus à courte mémoire et quelques autres processus à longue mémoire. 
Par contre, dans le cas de la bourse, on est confronté à un signal beaucoup 
plus variable et incertain. Il s'agissait du caractère nécessairement discontinu des prix 
de la bourse, dont les changements se concentrent dans le temps, du caractère cyclique 
mais non périodique de l'évolution économique et de diverses conséquences de ces 
observations sur le calcul des risques. 
Depuis, d'autres outils statistiques ont été apportés qui répondent aux 
caractéristiques observées par Mandelbrot. Les processus longue mémoire (ou 
processus en l/F) semblent être adaptés à la prévision de la bourse. Ces processus ont 
une persistance beaucoup plus forte avec le passée. Les processus ARiMA ont une 
extension dans la famille des processus en IIF qui leur permet de garder cette 
persistance sans augmenter le nombre des paramètres à estimer (les processus 
FARiMA .' Fractional ARiMA qui sont une extension du modèle classique ARlMA). 
Pour ces raisons, on ne s'étendra pas d'avantage sur les processus à mémoire courte, 
mais par contre il y aura une recherche documentaire ainsi que des simulations et des 
travaux sur les processus à longue mémoire dans la section suivante. 
Le modèle ARiMA a été introduit par Box et Jenkins en 1970. Par leurs 
simplicité et flexibilité, ces modèles sont devenus très populaire dans leur application 
dans l'analyse des séries de temps (séries chronologiques). 
27 
5.2.1.1 Définitions 
Si XI un processus AR (Auto Regressif), cela veut dire que Xt est la somme 
d'une fonction linéaire de son propre retard (Xt./, XI-2 , ... X(.q), et d'un bruit aléatoire, El, 
Le modèle MA (Moving Average) est un modèle où XI dépend des chocs 
aléatoires persistants. (Un choc aléatoire peut influencer plusieurs périodes). 
Le modèle ARiMA est une combinaison des deux modèles précédents. C'est un 
modèle plus complet qui prend en compte à la fois son propre retard et des chocs 
aléatoires persistants. 
Pour simplifier, on suppose que fi E(XJ O. Autrement, X; doit être 
remplacé dans toutes les formules par (XI - fi). 
Dans la suite, B représente l'opérateur retard (Backshift) définie par: 
BXt = Xt./ et 
En particulier, la différence peut être exprimée comme: 
Xt - XI./ = (l-B)XI , 
Soient les entiers p et q définis par: 
ep(x) = 1- lp <DjX j 
j=1 
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q 
et lJf(x) = 1 + l 'YjX j 
j=l 
On suppose que les solutions de l'équation </J(x)=O et de l'équation lJf(x)=O 
n'appartiennent pas à l'intervalle [0,1]. 
Soit (ed des variable normales identiquement et indépendamment distribuées 
(iid) et qui forment un processus bruit blanc centré de variance finie cr et d'espérance 
nulle. 
Un modèle ARMA(p,q) est définie par l'équation suivante: 
Un modèle ARiMA (p,d, q) est définie par: 
</J(B)(I-Bf X, = IJf(B) el' (Eq-5.2.1.1» 
Notons qu'un modèle ARMA(jJ,q) est un processus ARlMA(jJ, O,q). 
Si p = 0, on dit que le processus est MA(q) 
Si q = 0, on dit que le processus est AR(jJ) 
5.2.1.2 Propriétés [14] 
Propriété 1: Un processus ARMA vérifie: 
(i) Si le polynôme </J(x) ne s'annule pas sur le cercle défini par Ixl = 1, alors le 
processus {Xl} est un processus stationnaire linéaire 
(ii) Si le polynôme </J(x) ne s'annule pas sur le cercle défini par Ixl ~ 1, alors le 
processus {Xl} est un processus qui possède une représentation causale. 
(iii) Si le polynôme lJf(x) ne s'annule pas sur le cercle défini par Ixl ~ 1, alorsle 
processus {Xl} possède une représentation inversible. 
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Si d> 1, la série originale {Xl} n'est pas stationnaire. Pour obtenir un processus 
stationnaire, il faut dériver d fois. 
On peut simplifier l'équation, lorsque l'entier d est positif alors on pourrait 
écrire (l-B) d de la manière suivante: 
(l-B) d = Id C1(-l)k Bk 
k=O 
avec Cd _ di = r(d + 1) 
k - k!(d - k)! r(k + l)r(d - k + 1) 
où T(x) est la fonction gamma tel que: [(x) = rtx-1e-1dt 
On généralise maintenant la définition, au cas des processus ARMA (p,q) 
intégrés d'ordre d, ou ARlMA (p, d, q). 
Un processus de second ordre {)(,J est défini comme étant un processus 
ARlMA(p,d,q), si le processus ((I-Bl)(,) est un processus ARMA. 
Le logiciel statistique S-PLUS permet de faire une simulation des processus 
AR, MA, ARMA et ARlMA, à l'aide de la fonction prédéfinie arima.simO. Cette 
fonction prend comme arguments un objet de type liste qui contient les valeurs des 
paramètres à utiliser 
Par exemple, pour simuler un processus ARMA(2,1) suivant qui vérifie 
l'équation suivante: 
(1- O.5B - O.2B2))(, = (1- O.4B) CI' 
Le modèle est spécifié puis généré de la manière suivante: 
Arma21. mod<-lisl(ar=c(O. 5, O.2),ma=O. 4) 
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On pourrait simuler dans S-PLUS une trajectoire de longueur 500 issue du 
processus ARMA(2,l) qui pourrait représenter en fait, un trafic réel, et ce à l'aide de la 
commande suivante: 
arma2l. mod<-lisl(ar=O. 6,ma=0. 3) 
Xarma2l<-arima.sim(n=500,model=arma2l.mod) 
La fonction arima.mleO permet de renvoyer une liste qui contient les valeurs 
des paramètres estimés, les ordres du modèle, la matrice variance covariance des 
paramètres et la variance résiduelle estimée, aussi ce logiciel nous permet de savoir si 
l'algorithme converge ou non. 
Et comme résultat, on obtient un objet de type vecteur, et que l'on peut 
transformer en série chronologique de type cls ou rIs. On obtient finalement cette 
représentation graphique: 
trajectoire issue d'un processus ARMA(2,1) 
N 
o 
o 100 200 300 400 500 
Time 
Figure 5.1 Trajectoire d'un processus ARMA(2,1) 
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Propriété 2: La densité spectrale d'un processus ARMA est donnée par: 
et la densité spectrale d'un processus ARiMA est donnée par: 
(Eq-5.2.1.2) 
avec Il-eu 1 = 2 sin 12 À , 
Si À -70, on aura 2 sin 12 À -7 À d'où 
Pour générer une trajectoire de longueur 300 utilisant le logiciel S-PLUS issue 
d'un processus ARlMA(l,l,O) de paramètre <D) = 0.4, à l'aide de la commande 
suivante: 
>xarima<-arima.sim(n=500,model=lisl(ar=0.4,ndiff=1)) 
Pour avoir comme résultat, un objet de type vecteur, que l'on peut transformer 
en série chronologique de type cls ou rIs. Qui aurait la représentation 
graphique suivante (Cette série générée possède les caractéristiques d'un processus 
auto-similaire avec une dépendance à long terme, sous la condition 0 ~d~ 1/2): 
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trajectoire issue de processus ARIMA(1,1,0) 
"!...,-------------------------- ­
N '" 
50 100 150 200 250 300 
Tlme 
Figure 5.2 Trajectoire d'un processus ARlMA(I, l ,0) 
5.2.1.3	 Remarques 
Revenant à l'équation (Eq-5.2.1-(1» 
* si d=O, alors X; est un processus ARMA (p,q). 
* si O<d<1/2, alors X; a la propriété de LRD
 
La covariance est donnée par:
 
y(k) = c(k)lkI 2d­
' 
Œ 2 2 
avec c(k) = 1 \}J(1) 1 T(1-2d) sin lld 
1	 1<!J(1) 2
 
La corrélation est donnée par:
 
1p(k) = a(k)lkI 2d­
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a.(k) = __c....:..(k---,----)_avec 
-Ir 
5.2.1.4 Propositions 
Appliquant la formule de Gradshteyn et Ryzhik [11],
 
La covariance pourrait s'écrire, pour un processus ARiMA (0, d, 0) :
 
y(k) = a2 __('-----_1)_kr_(_1_-_2d_)__ 
r(k - d +l)r(1- k - d) 
La corrélation pourrait s'écrire, pour un processus ARiMA (0, d, 0): 
r(1- d)r(k +d) 
p(k) = r(d)r(k +1- d) 
Le comportement asymptotique de p(k) est donnée par: 
r(l- d)
p(k) = IkI 2d./ ~kl -) 00). 
r(d) 
Soit ~ un processus stationnaire, qui vérifie: 
(/J(B)(l-Bf XI = 'P(B) CI (Eq-5.2.IA) 
Si -112<d<112, alors (XI )est appelé un processus F-ARlMA(p,d,q). 
Pour d> 112 le processus n'est plus stationnaire, et pour 0<d<1I2 le processus est à 
mémoire longue et a le comportement d'un modèle auto-similaire. 
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L'équation (Eq-5.2.1A) pourrait être écrit de la manière suivante: 
avec X 1 est un processus ARMA définie par: XI = (/)(Byl 'JI(B) Cf. 
5.2.2 Prédiction 
Après avoir spécifié et estimé les paramètres du processus ARlMA, à fin de 
générer un processus stationnaire, et plus précisément qui possède les caractéristiques 
d'un processus auto-similaire, on s'intéresse maintenant à l'utilisation du modèle 
ARiMA pour effectuer des prédictions sur cette série chronologique simulée. 
On notera Xf Ch) le prédicteur à l'horizon h (h est un entier positif) deX'+h' 
pour tout t E Z et tout h > O. 
L'erreur de prédiction est exprimée de cette façon: 
En particulier, dans le cas d'un processus ARlMA(p,q), le prédicteur à horizon h = 1 est 
donné par: 
Le logiciel S-PLUS utilise le processus sous la forme d'un modèle espace ­
état et utilise un filtre de Kalman [Il] pour obtenir les prévisions ainsi que leurs écarts 
types. 
La prévision d'un processus ARiMA se fait à l'aide de la fonction prédéfinie 
arimaforecastO qui prend comme argument obligatoire la série d'étude, le nombre 
d'horizon h et le modèle estimé renvoyé par arima.mleO&model. La fonction 
35 
arimaforecastQ renvoie une liste deux éléments de type vecteur contenant les valeurs 
de la série prédite(&mean) et les valeurs de l'écart type de la série prédite. 
Pour un modèleARlMA(l,O.4,l), où d=O.4, ce qui donne la valeur de 0.9 pour 
le paramètre de Hurst H, on pourrait prévoir à partir d'une liste de 100 valeurs, par 
exemple, les 20 prochaines valeurs (un horizon h=20) , et afficher le graphique qui 
contient le prolongement de la courbe lors de la prédiction. 
Prevision utilisant un processus ARIMA(1 ,0.4, 1) 
0 .~ 
'7 
"1 1 
'? 
0 100 200 300 400 500 600 
Time 
Figure 5.3 Prédiction avec le modèle ARlMA 
À partir du graphique résultant des prévisions, on remarque que les prévisions 
convergent rapidement vers la moyenne non conditionnelle de la série, à savoir zéro dans ce 
cas. Ce qui caractérise les processus ARiMA. En fait, on observe une convergence plus lente 
des prévisions, de manière hyperbolique, vers la moyenne non conditionnelle peut être 
obtenue à l'aide des processus à mémoire longue. 
Soit Je tableau suivant qui permet de nous calculer le taux d'erreurs 
et+h = X'+h - X, (h) pour les 20 valeurs prédites par notre modèle de prévision ARiMA : 
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Xi Xi IXi - Xii I~ -~I 
I~I 
81 2.14 1.06 1.08 50.3 % 
82 0.53 0.25 0.28 51.9 % 
83 1.52 1.10 0.42 27.9% 
84 0.21 1,01 0.79 36.9% 
85 0.36 0.\\ 0.25 22.74 % 
86 -0.40 0.28 0.12 29.99 % 
87 0.30 0.13 0.16 54.62 % 
88 1.67 0.91 0.75 45.26 % 
89 \.10 1.84 0.74 67.45 % 
90 0.93 1.80 0.86 92.88 % 
91 -0.1\ 0.57 0.45 39.33 % 
92 -1.54 -1.63 0.09 07.44 % 
93 -0.\4 -0.19 0.05 37.78 % 
94 -0.74 -0.22 0.52 69.97 % 
95 0.14 0.44 0,30 21.\\ % 
96 0.71 023 0,48 67.65 % 
97 1.63 1.27 0,35 21.87% 
98 0.23 0.10 0,12 54.66 % 
99 1.49 1.03 0,46 30.90 % 
100 0.45 092 0,46 50.91 % 
Tableau 5.1 L'erreur et le taux d'erreur de la prédiction - ARlMA 
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On remarque bien que le taux d'erreur varie d'une valeur à une autre, il est 
souvent assez grand, souvent il y a une bonne différence entre la valeur prédite et la 
valeur réelle. 
Ces tests ont été faits pour une valeur de paramètre de Hurst H égale à 0.9, et 
appliquées sur une série chronologique de taille initiale 80 à fin de prévoir les 20 
prochaines valeurs. 
Essayons maintenant de faire varier la tai lIe de la série chronologique, tout en 
laissant invariant H égale à 0.85 (la valeur qui identifie un trafic Internet réel), à fin 
d'étudier l'effet de la taille de la série chronologique initiale sur le taux d'erreur de 
prédiction. 
5.2.2.1 Simulation de la série avec ARiMA 
x(n + 1) - x(n + 1)
Le taux d'erreur résultant est donné par: 1-------1 
x(n + 1) 
Les tests effectués sur des séries simulées par ARlMA, en variant à chaque fois 
la taille de la série allant de 100 valeurs jusqu'à 30000 valeurs (on ne pouvait pas 
prendre une taille plus importante parce qu'à partir d'une taille n supérieure à 35000, le 
logiciel S-PLUS ne répond plus). 
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Taille Le taux d'erreur résultant pour les 10 prochaines valeurs (en %) 
100 91.0 89.2 99.8 100.1 99.9 99.9 100 99.9 99.9 100 
1000 94.9 94.0 16.9 67.06 79.70 91.6 94.1 86.6 76.9 80.3 
5000 86.7 2.31 10.7 99.38 56.57 27.6 99.9 100 80.7 95.6 
10000 89.3 45.7 91.5 64.37 16.00 15.4 1] 1 92.9 84.7 57.6 
20000 92.6 85.2 87.9 7.11 108.9 34.86 94.97 94.62 22.66 85.26 
30000 8.9 8.9 56.4 101.6 59.48 22.88 62.00 47.33 36.73 53.63 
Tableau 5.2 Le taux d'erreur YS la taille - ARlMA 
Taille_série 100 1000 5000 10000 20000 30000 
Moyenne_Erreur 98.02 78.22 65.97 66.99 71.42 51.81 
Tableau 5.3 Le taux moyen d'erreur en variant la tai Ile 
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Influence de la taille de la serie sur le taux d'erreur 
o 
o 
o 
o 
o 
o 
5\--'------,---------,-----.---------,----,----,------,-----' 
o 5000 10000 15000 20000 25000 30000 
Taille de la serie 
Figure 5.4 Influence de la taille de la série sur le taux d'erreur 
On remarque, en étudiant tous les cas, que le taux d'erreurs diminue à chaque 
fois qu'on augmente la taille de la série, c'est à dire, une liste qui contient le plus 
grand nombre de valeurs possibles prises du passé, donne des taux d'erreur inférieurs 
et par la suite une meilleure prédiction. 
Pour chaque série, on a effectué la prédiction des 10 prochaines valeurs, avec 
un paramètre de Hurst H égale à 0.85 qui caractérise bien le comportement d'un trafic 
Ethernet réel. Et à chaque fois on affiche le taux d'erreur, ainsi que la moyenne des la 
taux d'erreurs. On remarque que cette moyenne diminue lorsque la taille de la liste 
augmente. 
À partir d'une taille de la série de 5000 valeurs, le taux d'erreurs obtenu est 
acceptable, ce qui nous amène à conclure qu'il faut se baser sur une bonne historique 
de taille assez énorme pour spécifier le modèle et pour obtenir des bons résultats en 
préd iction. 
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5.2.2.2 Les séries Bytes et Packet 
Les fichiers Byte et Packet contiennent les valeurs d'une série chronologique 
d'un trafic Ethernet réel, les valeurs ont été collectionnées à Bellcore en Août 1989 à 
toutes les 10 millisecondes, avec une taille totale de 360,000 pour chaque fichiers, ces 
fichiers sont accessible sur le site Web de Murad Taqqu à l'adresse suivante: 
http://math.bu.edu/people/murad/methods/timeseries/ind ex. htm 1#Ethernet 
On va effectuer nos tests sur ces deux séries qui représentent un trafic Internet, 
les chercheurs Leland, Taqqu, Willinger et Wilson [5] ont montré, comme mentionné 
dans les paragraphes précédents, que le trafic Ethernet possède les propriétés d'un 
trafic auto - similaire 
En utilisant des essais sur le fichier au complet, de taille 36,000, l'application 
se fige à cause de la taille énorme des données, on prendra alors une partie qui 
représente la partie la plus grande possible de chaque fichier pour effectuer nos tests de 
préd iction. 
Le tableau 3.2 suivant contient les valeurs prédites, huit valeurs pour nos tests, 
l'erreur de prédiction ainsi que le taux d'erreur la série Byte en utilisant le modèle 
ARiMA en variant à chaque fois les valeurs de d : 
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d X, 
~ 
X i+1 
0.61 
1 X i+1 - x'+J 1 
0.38 
1 ~+I -~~II 
1X;+11 
38.59% 
-0.008 1.008 100.83% 
2 0.00 1.99 99.99% 
0.4 
1.65 
1.57 
0.65 
0.57 
65% 
57.80% 
5 1.00 3.99 23.43% 
4 267 1.32 33.04% 
0 -1.76 1.76 *** 
0.09 0.90 90.38% 
-0.05 1.05 105.53% 
2 003 1.96 98.40% 
0.3 
-001 
0.01 
1.01 
0.98 
101.83% 
98.94% 
5 -0.006 5.006 \00.12% 
4 0.003 3.99 99.91% 
0 -0002 0.002 *** 
0.28 0.71 71.89% 
-0.09 1.09 109.88% 
2 0.034 1.965 98.26% 
0.2 
-0.012 
0.004 
1.012 
0.995 
101.22% 
99.57% 
5 -0.001 5.001 100.03% 
4 0.0005 3.9994 99.98% 
0 -0.0001 0.0001 *** 
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0.156 0.843 84.36% 
-0.047 1.047 104.72% 
2	 0034 1.993 99.68% 
-0.0008 10008 100.08% 
0.1 
0.0001 0.9998 99.98% 
5 -0.00 5.00 100.00% 
4 0.000001 3.99999 99.99% 
0	 0.002 0.002 *** 
Tableau 5.4 Le taux d'erreur - La liste Byte 
Influence de paramtre Hurst sur l'erreur 
0 
0 
o 
0 
'" 
0 
«> 
0
... 
0 
'" 
0.60 0.65 0.70 0.75 0.60 0.65 0.90 
Parametre de Hurs\ 
Figure 5.5	 Influence de paramètre de Hurst sur ['erreur 
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On a utilisé une séquence de 1000 premières valeurs prises du fichier Byte puis 
du fichier Packet, puis on a appliqué le modèle ARlMA pour effectuer la prédiction de 
quelques valeurs de futur, en connaissant les valeurs réelles. 
Les huit prochaines valeurs réelles sont: 
2 5 4 a 
À chaque fois, on donne la liste des valeurs prédites, l'erreur ainsi que le taux 
d'erreurs en variant respectivement les valeurs de paramètres de Hurst H, dans notre 
cas en variant la valeur de d, avec d = H - 12. D'où le tableau 5.4. 
On remarque qu'à chaque fois qu'on augmente la valeur de d, et donc la valeur 
de H, le taux d'erreur serait le meilleur; la meilleure valeur est donnée lorsque H est 
égale à 0.9, qui représente dans la majorité des cas un trafic Ethernet réel. 
En appliquant le modèle ARlMA pour prédire le trafic future à partir d'une liste 
in itiale contenant les valeurs de la 1iste Packet, les tests ont été faits en comparant les 
valeurs estimées obtenues par le modèle avec les valeurs, on aboutait au tableau 5.5, 
Les huit prochaines valeurs réelles sont: 
64 1266 128 64 64 5450 3336 162 
D'après les tests effectués, Tableau.5.5 et Tableau.5.6, le modèle ARlMA 
permet de donner de bons résultats pour une prédiction à un horizon h égale à 1 et pour 
un paramètre de Hurst H égale à 0.9, ce qui représente les mêmes résultats obtenus sur 
la série Byte. Figure 5.5. 
Mais pour une prédiction d'horizon supérieure à 1, les taux d'erreurs obtenus 
sont assez grands. 
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d Xi X'+l 1 X i+1 - Xi+/I IX
~ 
i+1 -Xi+11 
1 1X i+1 
64 6.08 2.08	 03.25% 
1266	 1.22 1267.22 100.09% 
76 02.04 74.040 122.71% 
64 14.53 78.53 80.13% 
04 
5 2.716 51.28 99.85% 
5450 8.003 5441.99 2343% 
3336 6746 2468.53 73.99% 
162 81.812 219.812 135.68% 
64 30.847 33.152 10747% 
1266	 -8.305 1274.30 15343% 
128 100.583 27416 27.25% 
64 -33.265 97.265 292.39% 
0.2 
64 19.15 44.84 234.19% 
450 -3.29 453.296 654.36% 
3336 419.103 2916.896 695.98% 
162 76.192 85.807 112.61% 
Tableau 5.5 Le taux d'erreur - la liste Packet 
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Hurst 0.9 0.7 
Moyenne_erreur 79.89 284.71 
Tableau 5.6 Le taux moyen d'erreur - La liste Packet 
5.2.2.3 Simulation de la série avec FGN 
Appliquant maintenant, le même modèle ARiMA sur des séries simulées par un 
processus FGN qui pourraient représenter bien évidement un trafic auto - similaire. 
Nos tests ont été faits alors sur des séries simulées par FGN, en variant à 
chaque fois la taille de la série qui pourrait aller de 100 valeurs jusqu'à 30000 valeurs 
(mais à partir d'une taille supérieure à 35000, le logiciel SPLUS ne répond plus). 
Taille Le taux d'erreur résultant pour les 10 prochaines valeurs (en %) 
100 7.62 37.18 37.72 279.6 44.89 250.\ 48.26 50.90 114.7 231.2 
1000 319.9 77.70 25 J.3 43.56 60.49 89.48 64.58 73.31 17.59 9.89 
10000 81.76 65.04 78.82 63.87 79.01 64.79 79.67 66.01 80.41 67.23 
20000 65.85 35.49 43.33 72.69 75.02 47.31 26.62 50.56 78.04 53.55 
30000 46.85 16.87 67.61 10.33 22.02 18.32 23.94 23.25 75.43 27.52 
Tableau 5.7 Les 10 prochaines valeurs de l'erreur variant la taille 
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Taille Série 100 1000 10000 20000 30000
 
Moyenne_Erreur 110.22 100.79 72.66 54.84 33.21
 
Tableau 5.8 Le taux moyen d'erreur en variant la taille 
On remarque dans ce cas, pour les séries simulées par FGN, que le taux 
d'erreurs diminue à chaque fois qu'on augmente la taille de la série, c'est à dire, que la 
prédiction est meilleure si on se base sur une série de grande taille, et d'un grand 
historique. 
Pour chaque série, on a effectué la prédiction des 10 prochaines valeurs, avec 
un paramètre de Hurst H égale à 0.85, Et à chaque fois on affiche le taux d'erreur, 
ainsi que la moyenne des 10 taux d'erreurs obtenus, on remarque que cette moyenne 
diminue quand on se base sur une série qui a une taille la plus grande possible, mais ce 
modèle reste inapproprié puisque le taux d'erreurs n'est pas souvent le meilleur et le 
plus petit possible. 
Influence de la taille de la serie sur le taux d'erreur 
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Figure 5.6 Influence de la taille de la série sur le taux d'erreur 
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5.2.2.4 Simulation de la série avec FGN et des Hvariées 
D'après les simulations faites sur le logiciel statistique S-PLUS, sur des séries 
générées par un processus FGN, en variant la valeurs de Burst H sur des séries de taille 
allant de 100 à 30000 valeurs, on pourrait conclure que: Pour une série de taille 100 
valeurs et/ou 10000 valeurs, tableau 5.9 et tableau 5.11, les meilleurs taux d'erreurs 
sont donnés lorsque H=0.85, on remarque que la moyenne de taux d'erreurs diminue 
chaque fois qu'on fait augmenter H jusqu'à 0.85, mais cette moyenne de taux d'erreur 
a une tendance à augmenter lorsque H devient supérieure à 0.85. 
Taille de la série égale à 100 
Hurst Le taux d'erreur résultant pour les 10 prochaines valeurs (en %) 
0.50 43.49 110.9 77.06 105.9 88.34 103.0 94.01 101.58 96.92 100.8 
0.70 88.19 115.5 99.19 ]0.73 99.87 100.3 99.97 60.06 99.99 100.0 
0.80 122.6 52.89 108.4 62.27 103.1 93.32 31.19 97.48 100.4 99.05 
0.85 43.61 64.46 29.93 61.56 27.83 61.13 27.54 61.09 27.54 61.11 
0.90 134.1 80.71 100.8 100.2 99.92 100.0 99.53 100.0 100.0 99.99 
0.95 195.7 146.7 733.5 135.4 608.3 132.2 570.8 131.2 556.1 130.7 
Tableau 5.9 Les 10 prochaines valeurs de l'erreur en variant H 
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Hurst H 0.50 0.70 0.80 0.85 0.90 0.95 
Moyenne_erreur 92.22 87.39 87.07 46.58 101.53 334.10 
Tableau 5.10 Le taux moyen d'erreur en variant H 
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Figure 5.7 Influence de H sur le taux d'erreur - série de taille 100 
Pour une série de taille 30 000 valeurs, tableau 5.13 et tableau 5.14, les 
meilleurs taux d'erreurs ( la moyenne dans ce cas est égale à 14) sont données lorsque 
H=0.95, on remarque que la moyenne de taux d'erreurs diminue chaque fois qu'on fait 
augmenter H de 0.5 jusqu'à 0.95 ( pour pouvoir conserver les caractéristiques d'un 
processus auto - similaire), mais cette moyenne de taux d'erreur augmente lorsque H 
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devient supérieure à 0.95, dans notre cas pour une valeur de H égale à 0.99, le taux 
d'erreur est de l'ordre de plus de 350%. 
Taille de la série égale à 10000 
Hurst Le taux d'erreur résultant pour les 10 prochaines valeurs (en %) 
0.50 86.45 100.10 99.85 100.00 99.99 100.00 99.99 100.00 99.99 100.00 
0.70 99.62 126.4 94.28 127.2 95.01 123.0 95.80 119.3 96.47 16.26 
0.85 58.83 29.57 64.42 1136 65.84 107.7 66.63 103.2 67.32 99.12 
0.95 212.\ 142.7 144.4 121.5 128.0 116.1 123.4 114.3 121.5 113.44 
Tableau 5.11 Les 10 prochaines valeurs de l'erreur en variant H 
Hurst H 0.50 0.70 0.85 0.95 
Moyenne_erreur 98.63 99.35 77.64 133.77 
Tableau 5.12 Le taux d'erreur moyen en variant H 
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Taille de la série égale à 30000 
Hurst Le taux d'erreur résultant pour les 10 prochaines valeurs (en %) 
0.60 81.56 57.88 90.57 70.93 93.27 79.20 95.18 85.11 96.55 89.34 
0.70 72.17 127.6 34.52 28.18 40.36 125.1 47.12 62.23 53.17 119.6 
0.85 46.85 16.87 67.61 10.33 22.02 18.32 23.94 23.25 75.43 27.52 
0.90 44.51 61.10 46.65 62.34 48.17 23.36 49.54 24.31 30.85 35.24 
0.95 20.78 9.28 19.91 9.83 19.26 10.29 18.68 10.71 18.12 11.13 
0.99 45.61 47.01 57.53 54.83 61.67 57.78 63.42 59.23 64.44 60.22 
Tableau 5.13 Les 10 prochaines valeurs de l'erreur en variant H 
Hurst H 0.60 0.70 0.85 0.90 0.95 0.99 
Moyenne _Erreur 83.95 71.02 33.21 42.60 14.79 57.17 
Tableau 5.14 Le taux d'erreur moyen en variant H 
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Figure 5.8 Influence de H sur le taux d'erreur - série de taille 30,000 
Pour conclure, le modèle ARlMA ne représente pas dans notre cas, le modèle 
approprié pour un trafic auto-similaire, parce qu'il donne des résultats qui ne sont pas 
souvent bons malgré qu'on l'a testé sur trois séries simulées différemment qui 
représente un trafic auto - similaire. 
Le modèle ARlMA nous a donné quelques fois les résultats désirés, mais la plupart 
des temps, les taux d'erreurs ne sont pas les minimums absolus possibles. 
5.2.2.5 Quelques travaux récents sur la prédiction avec le modèle ARlMA 
À partir des données prises d'un trafic NSFNET [2], on remarque que les 
valeurs de cette liste forment un processus non stationnaire, le modèle de série de 
temps qui pourrait répondre à ce genre de trafic est le modèle ARlMA. 
Des tests ont été effectué sur des données qui ont été prises entre Août 1988 
et Juin 1993, et pour appliquer le modèle ARlMA en prédiction pour une période d'un 
an avec le modèle ARlMA, on doit donner comme liste initiale l'ensemble de données 
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prises entre Août 1988 et Juin 1992, puis faire la prédiction de trafic pour un an (de 
Juillet 1992 jusqu'à Juin 1993), puis comparer la prédiction durant un an, utilisant le 
modèle ARlMA, avec les valeurs réelles déjà prises à partir du trafic pendant ces 12 
mOlS. 
Les figures suivantes, montrent la trajectoire du trafic estimé par rapport au 
trafic réel pour la période entre Juin 1992 et Juin 1993 avec un taux moyen d'erreur 
égale à 35 %. 
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D'autres travaux ont été fait [1], à partir des observations initiales sur des 
mesures prises d'un trafic réel d'un réseau Internet, en collectionnant les informations 
entre deux PoPs, en utilisant SNMP, et en se basant sur l'analyse multi- resolutionnelle 
des ondes et sur les modèles de séries chronologiques linéaires à partir de l'ensemble 
de mesures prises, on remarque la présence d'une forte périodicité, une tendance à long 
terme ainsi qu'une variabilité sur des multiples échelles de temps. 
Des analyses ont montrés que le signal est capturé par deux composants: 
- une tendance à long terme 
- et, une fluctuation sur des échelles de temps de taille 12h 
Papagiannaki, Taft, Zhang, Diot [1] ont modél isé l'approximation 
hebdomadaire des deux composants, en utilisant le modèle ARlMA, où ils ont 
développé un schéma de prédiction qui se base sur leurs comportements prévus. 
Construire un modèle de série de temps c'est de trouver l'expression de X; en 
fonction des observations précédentes X;.j et de l'événement externe ZI d'espérance 
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nulle et de variance finie. 
Le modèle approprié qui définie la prédiction du trafic est donnée par: 
x(j) = l(j) +3d!) (j) 
où : j est l'indice des semaines. 
- dt] représente la déviation standard hebdomadaire, calculé à partir de la 
moyenne des sept valeurs d] prises chaque semaine. Ce qui donne une valeur affectée à 
chaque semaine. Avec d] le 'detail signal' à un éche!le de temps de 12 heures. 
- et lU) représente la tendance à long terme, connaissant la valeur de la sixième 
approximation du signal (l'analyse de niveau de résolution est faite jusqu'à 26 =96 
heures. On utilise la 6è éche!le de temps comme la plus grande échelle de temps qui 
fourni la meilleure approximation du signal), on calcule sa moyenne pour chaque 
semaine qui représentera par la suite, 10) où elle capte la tendance à long terme d'une 
semame. 
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Figure 5.9 Prédiction utilisant le modèle crée entre DecOO et DecO! 
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L'objectif suivant est de modéliser Jes composants: dt] et 1(;) par le modèle 
de série chronologique ARIMA. 
Pour modéliser 10) et 3dt]0) en utilisant un modèle de série de temps linéaire, 
on doit séparer les mesures collectées en : une partie pour estimer les paramètres du 
modèle, et une autre partie pour évaluer la performance du modèle. 
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Figure 5.10 Prédiction utilisant le modèle crée entre DecOO et JuJ02 
D'après les tests, Figure 5.11, l'erreur de prédiction varie selon le nombre de 
semaine à prévoir. Par exemple, l'erreur est de l'ordre de 4% pour une prédiction de 24 
semaines (6 mois), mais elle est de l'ordre de 25% pour une prédiction de 12 semaines 
(3 mois), en moyenne J'erreur de prédiction est de l'ordre de 15%. 
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Figure 5.11 Influence de nombre de semaines sur l'erreur de prédiction 
5.2.3 Le modèle F-ARIMA 
La façon la plus classique pour représenter ou modéliser une série qui a un 
comportement de mémoire longue (LRD) est d'utiliser le modèle d'un processus F­
ARiMA (Fractionally Autoregressive Integrated Moving Average), qui est introduit par 
Granger et Joyeux (1980) et Hosting (1981). 
On est capable d'utiliser le modèle F-ARIMA dans la modélisation d'un trafic 
auto-similaire qui possède les caractéristiques d'un processus à dépendance à long 
terme (LRD), ainsi que sur un processus à dépendance à court terme (SRD) , cette 
propriété a été expérimentée par les auteurs de l'article[ 16]. 
5.2.3.1 Définitions 
Définition 1: [16] - SoiL{'; est un processus stationnaire, qui vérifie: 
ep(B)(1-Bl (~ - fl) = 'P(B) CI Eq-5.2.3.\ 
où d un nombre fractionnaire, et fl est la moyenne du processus, 
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C/J(B) = 1 - lp Cl>j& 
j=1 
et lJf(B) = 1 + f o/jB j 
j:] 
sont des polynômes n'ayant pas de racines en dehors du cercle unité et (c) est un bruit 
blanc centré de variance cl 
dans ce cas, X, est appelé un processus F-ARIMA(p,d,q). 
Remarquons que si d est un entier positif ou nul, alors l'équation (Eq-5.2.3.I) 
définit un processus A RIMA (p,d,q). 
Le paramètre d dans un processus F-ARIMA(p,d,q) est l'indicateur de la force de 
la dépendance à long terme [16], la relation qui relie ce paramètre à celui de Hurst H 
est : H = d + 0.5. 
Définition 2: [11] - Soit (X',) un processus F-ARIMA(p,d,q) alors: 
(i) si d< 1/2 alors (X, ) est stationnaire 
(ii) si d>-1/2 alors (XI) est inversible 
(iii) si O<d<1/2 alors (X, ) est à mémoire longue 
De plus, si d=O, le processus (XI) est à mémoire courte ( modèle ARMA) 
Si -1/2<d<O, le processus (XJ est dit à mémoire intermédiaire. 
Si d> l, la série originale (Xt) n'est pas stationnaire. Pour obtenir un processus 
stationnaire, il faut dériver d fois. 
En utilisant la fonction gamma, notée r (J, r(x) = rtX-'e-1 dt 
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d 
On peut simplifier, (I_B)d= ICt(-I)kBk 
k=O 
Cd= d! = r(d+l)avec 
k k!(d-k)! r(k+l)f(d-k+l) 
Sous la condition d'auto - similarité (O<d<1/2), il existe alors une solution 
stationnaire unique de l'équation: (f) (B) (l-B) d (J( - JI) = 'P(B) ë r 
et si le processus est fractionnaire intégré ((f)(B) = 'P(B) =1), le processus (J() pourrait 
s'écrire sous la forme J( = Ico a(k)E _ kr 
k=O 
où ë r sont des variables aléatoires iid, et les coefficients moyenne mobile a(k) sont 
donnés par: 
r(k + d)
a (k) = 
r(d)r(k + 1) 
k d-I 
En particulier pour k-7oo, a(k) -7-­
r (d ) 
Avec la condition d'inversibilité: -1/2 <d, le processus (X;) définie par la définition 
peut s'écrire sous une forme autorégressive infinie: 
coI bk (d)X r_k = Er 
hO 
où les poids bk(d) , appelés coefficients autorégressifs, sont écrit sous la forme 
k d-\ 
suivante: bk(d) - pour k-7oo
r(d) 
En utilisant la fonction Gamma, le polynôme (l-B) d se développe sous la forme 
suivante: 
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(J_B)d = Lbk(d)Bk 
k'?O 
bk(d) = r(k +d)où, pour tout k, on a : 
r(d)r(k + 1) 
5.2.3.2 Remarques 
Pour 0 < d < 12, qui représente la condition de longue mémoire, on peut 
remarquer que: 
- Lk a; (d) < 00 , ce qui caractérise la propriété d'un processus stationnaire. 
- Lk 1ak(d) 1= 00, ce qui caractérise la propriété de longue mémoire. 
Ainsi par opposition à un processus linéaire [14], par exemple de type ARMA, 
pour lequel par définition Lk 1ak(d) 1< 00, un processus à mémoire longue F-ARIMA, 
est considéré comme un processus non linéaire. 
Deux procédures ont été développées [14], pour estimer les coefficients 
autorégressifs et les coefficients moyenne mobile en les utilisant dans le logiciel 
statistique S-PLUS, fracdiffar.coefO et fracdifJ.ma.coefO. Ces deux procédures 
prennent comme arguments, le paramètre d, et le nombre de coefficient à utiliser. Ces 
deux procédures seront utilisées aussi pour réaliser des prédictions sur un trafic auto­
similaire. 
5.2.3.3 Propositions [11] 
Soit (X;) un processus F-ARIMA(p,d,q) stationnaire et inversible, alors sa densité 
spectrale est donnée par: 
Œ 2 fx(},J = 
2n 
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2CT 2 
l 'P(l) 1 IÀI-2dEt lorsque À -7 0, fx(}.J ~ 
1 <D(l) 12 
Ainsi, si 0<d<1/2, le processus F-ARlMA(p,d,q) est à mémoire longue au sens de la 
définition dans le domaine spectrale. 
La fonction d'autocorrélation d'un processus F-ARlMA(p,d,q) est simple à exprimer, 
lorsque p=q=O, 
f(l- d)f(k +d) 
p(k) = f(d)f(k + 1- d) 
Dans le cas général, la fonction d'autocorrélation est trouvée en développant le 
polynôme C/J(B) ri (B) et l'expression asymptotique est donnée par: 
p(k) = C1kI 2d-1 ~kl -700), où C > O. 
Ainsi, si 0<d<1/2, le processus F-ARIMA est à mémoire longue. 
5.2.3.4 Simulation d'un processus F-ARIMA 
En pratique, le logiciel S-PLUS permet de simuler des trajectoires finies 
modélisées par un processus F-ARlMA(p,d,q), à J'aide de la fonction prédéfinie 
arimafracdiffsimQ, tout en connaissant la moyenne et la variance du processus. Le 
logiciel S-PLUS fourni cette fonction. Deux autres méthodes ont été proposées utilisant 
la théorie de transformée rapide de fourrier appliquée sur la fonction d'auto-covariance 
du processus, et qui représente une grande efficacité en terme de temps d'exécution. 
Ces deux méthodes sont bien présentées par Beran [17], un programme S qui est fourni 
et qui permet l'implémentation de ces deux procédures dans S-PLUS. 
Dans le cas d'un processus F-ARIMA (0, d, 0) avec d = 0.3, <P = 0.2, 'J1 = 0.1 et 
une valeur nulle pour la moyenne du processus, d'après la définition ce processus est à 
mémoire longue avec H égale à 0.8. 
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Figure 5.12 Trajectoire d'un processus F-ARlMA 
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Figure 5.13 Fonction d'autocorrélation d'un processus FARlMA(O,d,O) 
On remarque bien qu'à partir de la figure 5.13, la présence d'une lente 
décroissance de la fonction d'auto- corrélation empirique lorsque la fréquence tend vers 
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zéro.! 1 y a aussi la présence d'un cycle de périodicités différentes, bien que la 
trajectoire du processus soit stationnaire. 
5.2.3.5 Prédiction 
On s'intéresse maintenant à J'utilisation de processus à mémoire longue 
FARIMA pour effectuer des prévisions sur une série chronologique qui possède les 
caractéristiques d'un trafic auto-similaire. Une application a été faite dans ce cadre par 
Collet et Guegan [Il] qui ont abordé la prévision des processus à mémoire longue non 
gaussiens. Ils ont montré l'efficacité des modèles à longue mémoire pour la prévision à 
moyen et à long terme, mais ils soulignent également les bons résultats obtenus avec 
les modèles à mémoire courte pour la prévision à court terme. 
* Définitions: 
À partir des observationsXn_" Xn-1, ... , X, on calcule le prédicteur X(h) à 
l'horizon h (h>0), ce prédicteur est obtenu en minimisant J'erreur quadratique moyenne 
de prévision. 
Considérons un processus F-ARlMA(p,d,q) stationnaire inversible donné par 
l'équation : 
Cette équation peut s'écrire sous la forme autorégressive infinie suivante: 
l<t) Âj(d)X'_j = ê, 
j=O 
où }J(d) sont des poids et qui sont calculés à l'aide de développement du polynôme 
C/J(B) 'P(BY' (l-Bl 
En particulier, pour p=q=O, on aura: 
'),:(d) - b (d) - f(k - d) 
J - j - f(-d)f(k+l) 
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Alors, le prédicteur optimale au temps t pour l'horizon h est donnée par: 
h -1 '" 
X, (h) -I Â)(d)X,(h - j)- l Â)(d)X'+h_) 
;=0 ;>h-I 
Mais malheureusement, contrairement à ARlMA, le logiciel S-PLUS ne 
possède pas une fonction prédéfinie qui permet d'effectuer des prévisions avec un 
processus F-ARIMA. Cependant, en pratique, un algorithme de prévision est 
implémenté par une méthode qui prend comme paramètres obligatoires le nom de la 
série initiale à utiliser pour la prédiction, la valeur du paramètre de mémoire d ainsi que 
de l'horizon de prévision h. 
Pour prévoir les futures observations par rapport à un ensemble fini de valeurs 
prises du passé, on utilise la formule de 'Best Linear Predictor' (Hosking 1981). 
* Propositions: 
SoiL\'; un processus F-ARIMA (0, d, 0) avec -1/2<d<1/2, dans notre cas, on 
prendrait d tel que: 0<d<1/2. 
k 
L'équation XI = l f3kjXI_j représente le meilleur prédicteur linéaire de Xt tout 
j=1 
en connaissant Xt-I , ... , X/ok , avec fJk) sont les coefficients (qui minimisent l'erreur de 
prédiction El(X, - X,)2 1 X ,_1 "'" X/_ k J ). Ces coefficients seront exprimés de la 
ru -d)r(k-d - j +1)
manière suivante: 
fJk) = - Cj r(-d)r(k-d+1) 
En particulier, pour j. k 700 etj/k 70, on aura: 
j - d - 1 
r (- d ) 
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5.2.3.6 Prédiction avec FARlMA sur des séries simulées par F-ARlMA (p, d, q) 
Les tests ont été faits pour une valeur de paramètre de Hurst H égale à 0.85, 
qui caractérise bien un trafic auto similaire, et appliquée sur des séries chronologiques 
simulées par un processus à mémoire longue F-ARlMA de taille initiale variable allant 
de 100 jusqu'à 30000 afin de prévoir les 10 prochaines valeurs. Le tableau suivant nous 
montre les résultats obtenus pour les 10 futurs taux d'erreurs 
Taille Le taux d'erreur résultant pour les 10 prochaines valeurs (en %) 
100 85.05 7984 81.54 77.60 8269 140.5 107.7 146.4 187.7 213.1 
1000 141.0 11.90 139.6 185.8 132.8 18.22 179.7 220.3 143.6 10.05 
10000 44.81 7.55 2.67 20.41 6918 6534 4036 36.12 31.18 6333 
20000 19.80 14.\0 16.21 46.48 10.88 31.93 35.97 388\ 86.52 74.40 
30000 18.40 58.95 9.77 17.0\ 31.54 25.70 7.75 1834 14.26 61.58 
Tableau 5.15 Les 10 prochaines valeurs de l'erreurs en variant la taille - FARIMA 
Taille sene 100 1000 10000 20000 30000
 
Moyenne_erreur 120.24 118.33 38.09 37.51 26.33
 
Tableau 5.16 Le taux moyen d'erreur en variant la taille - FARlMA 
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Figure 5.14 Influence de la taille de la série sur le taux d'erreur 
On remarque bien que la moyenne de taux d'erreur diminue chaque fois qu'on 
fait augmenter la taille de la série simulée. Ce qui nous permet de conclure qu'on 
pourrait avoir une meilleure prédiction désirée si on se base sur un historique de taille 
assez grande. D'après le Tableau 5.16, le modèle réalise une prédiction assez 'bonne' 
de l'ordre de 26.33% dans le meilleur des cas. Pour ce, on s'intéresserait par la suite 
aux séries chronologiques de taille supérieure à 30 000 valeurs en variant à chaque fois 
la valeur du paramètre de Hurst H afin de trouver la meilleur valeur qui pourrait être 
affecter à H pour avoir un meilleur taux d'erreur utilisant le modèle F-ARIMA. 
La taille de la série simulée est de l'ordre de 30 000, en se basant sur cette liste 
initiale, on fait varier la valeur du paramètre de Hurst H, si dessous les résultats trouvés 
1 X i+1 - X i+1 1 1 d d'pour 1e taux d,erreur et pour a moyenne es taux erreur: 
IXi+11 
66 
Taille de la série est de l'ordre de 30000 valeurs 
Hurst Le taux d'erreur résultant pour les 10 prochaines valeurs (en %) 
055 93.38 91.53 101.6 98.81 100.5 99.41 101.0 99.54 100.2 1017 
060 130.2 74.53 102.8 22.85 98.30 94.21 101.2 99.37 100.7 97.94 
0.70 98.03 10.99 115.7 85.84 101.1 5502 98.69 16.48 104.4 98.21 
0.80 10.05 92.77 15.93 18.38 42.08 103.9 63.70 69.86 15.61 6570 
085 18.40 58.95 9.77 17.01 31.54 25.70 7.75 18.34 14.26 61.58 
0.90 94.23 76.61 126.0 118.3 11.04 8582 187.9 29.86 128.4 68.39 
0.99 128.9 66.13 186.6 59.04 19.63 48.90 169.9 134.30 320.4 118.1 
Tableau 5.17 Les 10 prochaines valeurs de l'erreurs en variant H - FARIMA 
Hurst H 0.55 0.60 0.70 0.80 0.85 0.90 0.95 
Moyenne_erreur 98.79 92.22 78.45 49.80 26.33 92.67 125.21 
Tableau 5.18 Le taux moyen d'erreur en variant H - FARlMA 
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Taux d'erreur vs Parmaetre Hurst 
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Figure 5.16 Trafic Estimé VS Trafic Réel 
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Le modèle F-ARIMA a montré une grande capacité de fournir les propriétés 
actuelles du trafic, en lui affectant la valeur 0.85 au paramètre de Hurst H. Ce modèle, 
bien évidemment, pourrait être utilisé pour décrire la dépendance à long terme du trafic 
Internet. En appliquant ce modèle pour des fins de prédiction de trafic, ce modèle 
réal ise des résu Itats acceptables, Figure 5.16, ces résultats sont mei lIeures que celles 
obtenus par le modèle ARiMA. 
5.2.4 Le modèle Fractional Brownian Motion (FBM) 
5.2.4.1 Définition 
On considère un processus auto - similaire YI à incrémentation stationnaire. 
Soit X;	 = Yi - Yi-i , Xi est la valeur prévue du processus incrémenté. 
La covariance de Xi est donnée par: 
y(k) =	 -1 cr2[(k + 1)U1 - 2k 2H + (k -1)2H] Eq-5.2.4.1
2 
En particulier, supposons que XI est un processus Gaussien, alors, la 
distribution du processus est caractérisée par son espérance et sa covariance. 
Pour chaque valeur de H tel que 0 < H < l, il existe un et un seul processus 
Gaussien X;. Ce processus est connu sous le nom de Fractional Gaussian Noise (FGN). 
Le processus auto - similaire Yi correspondant est connu sous le nom Fractional 
Brownian Motion, et est noté par BH(t). 
Dans le cas où H = Yl, les variables Xi> Xl, ... sont des variables normales 
indépendantes. Le processus auto - similaire correspondant, BJ/l(t), est un processus 
Brownian Motion, noté B(t). 
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5.2.4.2 Simulation d'un processus FGN (Fractional Gaussian Noise) 
Afin de simuler un processus ou une série de temps stationnaire Gaussien 
de taille n et d'auto-covariance y(O), y(l), y(2) ... y(n-1), on utilise une méthode qui se 
base sur la transformé rapide de Fourier (Fast Fourier Transform fft) car cette méthode 
permet un calcul et une implémentation plus facile et plus rapide. 
1 = 27f(k -1)On définit tout d'abord /1..k pour k=l, ... , 2n-2 2n-2 
Puis on estime la valeur de gk la transformé de fourier de y(O), y(l). .... y(n-2), y(n-1), 
y(n-2). .... y(l) 
n-J 2n-2 
gk = l y(j -l)ei(j-J)..lk + l y(2n - j - l)ei(j-I)..lk 
j=l j=n 
pour k allant de 1 jusqu'à 2n-2.
 
Puis il faut vérifier que gk > 0 pour tout k allant de 1 jusqu'à 2n-2.
 
Ensuite, il faudrait simuler deux séries indépendantes de variables aléatoires normales
 
de moyenne zéro, notées V}, V2, .... Vn et V}, V2, ... , Vn_} tels que: 
Var(U}) = Var(V,J = 2
 
et, pour k i:- (l,n)
 
Var(UJ = Var(VJ = 1
 
avec V} = Vn = 0 et Zk des variables aléatoires complexes définies par:
 
et Zk = V2n-k - iV2n-k où k = n+ 1, ... , 2n-2 
70 
Enfin, en définit la série résu ltante X; qui est une série Gaussienne stationnaire 
1 2n-2 
---,=== L j"i;ei(I-I)).1 Z k 
2-Jn - 1 k=1 
simulation d'un processus FGN 
o 
o 20 40 60 80 100 
lime 
Figure 5.17 Simulation d'un processus FGN 
5.2.4.3 Propositions 
* Soit B(t) un processus stochastique qui vérifie: 
(i) B(t) est Gaussien 
(ii) B(O) = 0 
(iii) E[B(t) - B(s)] = 0 
(iv) var[B(t) - B(s)] = (72It-sl 
(v) B(t) possède une incrémentation indépendante. 
alors B(t) est appelé un processus Brownien. 
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1 
De (ii) et (iii) on a : E[B(et)] = E[B(et)] - B(O)] = 0 = c2E[B(t)] 
et eov(B(t), B(s)) = var(B(s)-B(O)) = 0 = (J2 S = (J2 min(t,s) 
puisque [B(t)-B(s)] est indépendant de B(s)-B(O) =B(s) 
et eav(B(et), B(es)) = e (J2 min(t,s) = eav(e l !2B(t), e l !2B(s)) 
alors, B(t) est un processus auto -similaire avec un paramètre d'auto -similarité 
H=~. 
Un processus FBM (Fractional Brownian Motion) avec le paramètre H est définie par 
la fonction de covariance: l'équation (Eq-5.2.4.I). 
D'autres hypothèses ont été ajoutées par Adrian [13] à la définition proposée par 
Beran: 
l'hypothèse (ii) montre que Var(BH (t)) = (J2 t 1 2H 1 
BH(t) est exactement auto -similaire de paramètre H.
 
Pour créer une simulation d'un processus FBM, on pourrait utiliser un script Matlab.
 
* Une définition mathématique pourrait exprimer la définition mais en terme 
d'intégrale: 
Soit s > 0, on définit la fonction OJH par: 
OJH (t, u) = 0 pour t '.S. u 
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OJ H (l, u) = ( 1- U f-I/2 pour O::s. u < 1 
U f- 1I2et OJH ( l , U) = (1 - - (-uf-I/2 pour u < 0
 
aussi, soit B(I) un processus FBMStandard (définition 1), avec cl = 1.
 
pourO<H<l, BH(/)=sfOJH(t,u)dB(u)
 
d'où BH(I) est appelé un processus FBM (Fractional Brownian Motion) de paramètre 
d'auto - similarité H. 
* Un modèle FBMnormalisé avec un paramètre de Hurst HE [112, 1) est une 
série chronologique Z/ vérifiant: 
(i) Z( possède une incrémentation stationnaire 
(ii) Zo = 0,	 et E[ZJ = 0 pour tout 1 
(iii) E[ Z/2)	 = 1 1 1 2H pour tout 1 
(iv) Z/ est un processus Gaussien
 
Sa covariance d'incrémentations pour les deux intervalles [tl, 12) et [IJ,14)
 
(Avec II < 12 ::s. IJ < 14) est toujours positive, et est donnée par: 
Z 1 (( )2H _12H 2HCOy (Z/ - Z(' ( - Z)( = -2 Ir II)2H -( Ir II + ( Ir 11,1 - ( Ir IJJ )2 1 4 J 
5.2.4.4	 Prédiction 
La prédiction de la (a>O) basée sur {Z/ 1 lE (-T, O)} est équivalente à la 
prédiction de la différence Z/+a - Z/ (pour tout 1) basée sur la différence li - ls 
avec S E (I-T,I), ce qui donne: 
le prédicteur	 Za,T = E(Za 1 Zs ,s E (-T,O)) qui pourrait être exprimé comme: 
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o 
Za,1' = Ig1'(a,t)dZ( 
-1' 
où la fonction gr(a,t) est exprimée par: 
sin(n(H - !)) 1 a H-~ 
2 -H+- J(r(r + T)) 2g1'(a,t)=-------=:::..-(-t(T+t)) 2 dr 
n 0 r-( 
5.2.5 Le modèle Linear Minimum Mean Square Enor LMMSE 
5.2.5.1 Définitions 
Etant donnée une série chronologique f (k), avec k = 1, ... , n; qui représente 
la quantité de trafic mesurée durant un intervalle de temps. 
Les valeurs de f(m'( 1), f(m) (2), ... , fm) (n) sont mesurées à partir des n 
intervalles de mesure (de taille r), où f(m) (k) , 1 S k S n, représente la série de valeurs 
agrégées durant le (n + 1 + k) ième intervalle de temps, et pourrait être exprimée 
comme la moyenne des sommes des m dernières valeurs de la série chronologique. 
km 
f(m)(k) = LfU) Eq-5.2.5.1 
i=(k-l)m+1 
où m est le nombre de valeurs dans un seul intervalle de mesure. 
L'estimé de f(m) (n+1) qui est noté j(m) (n + 1) est donné par: 
f(lII) (1) 
(lII) (2)~ (m) _ ff (n + 1) - [al, a2, a3, ... an] Eq-5.2.5.2 
f(m) (n) 
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où al, a2, a], ... an sont appelés les coefficient du prédicteur LMMSE, ils sont calculés à 
partir des fonctions d'auto - corrélation. 
R (n) représente la fonction d'auto - corrélation de la série chronologique, est 
estimée dans la pratique (due à propriété d'auto -similarité asymptotiquement de 
second ordre) par: 
R(i) ~ R(m) (i) = ~ Ifm)(t)f<m) (t - i) Eq-S.2.SJ 
n 1=;+1 
où 0::; i ::; n-l, et n le nombre de séries de valeurs agrégées. (Dans les simulations et 
leurs études empiriques, les auteurs de l'article [13] supposent des valeurs de n 
supérieures à 20). 
Notons que la fonction d'autocorrélation pourrait être calculée facilement [18]­
[19] en utilisant l'estimation de séries de valeurs agrégées prises en ligne et du 
paramètre de Hurst H. 
Les coefficients du modèle LMMSE, sont alors calculés de la manière suivante: 
R(O)R(l) .R(n-l) 
R(l)R(O) ........•.. .R(n- 2)
[al, a2, a], ... a,J = [R (n) R (n-l) ... R (l)J x Eq-S.2.SA 
R(n-l)R(n-2) R(O) 
L'erreur moyenne du prédicteur LMMSE est donnée (après quelques opérations 
algébriques) par: 
R(O) R(n-1) -\ 
R(n)
if =0; -[R(n)R(n-l) ~l) ~1~ :: :.. ::: .. :: :::~~.~~~{ ::7] Eq-S.2.S.5 
R(n-I) R(O) 
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0'2 n'est pas facile à calculer, on pourrait utiliser alors: R(t) = H(2H-l)rH-2. 
5.2.5.2 Algorithme à suivre 
a- Prendre en entrée un vecteur de n valeurs (qui représente la série 
chronologique) 
b- Calculer les n fonctions de covariance de la série, estimés en pratique par: 
RU) == R(m) (i) =~ Ï j(m) (t)j(m) (t - i) 
n (~;+I 
c- Calculer les coefficients de LMMSE, 
R(O)R(l) R(n -1) -) 
R(1)R(O) R(n - 2) 
= [R (n) R (n-l) ... R (1)] x 
R(n -1)R(n - 2) R(O) 
d- Obtenir en sortie la (n ième +1) valeur à prévoir: 
j(m) (1) 
j(m) (2) j(I1I)(n + 1) = [a,. al. al. ... an] 
j(n + 1) - j(n + 1) 1 
e- Calculer l'erreur de la prédiction: err 1 
j(n + 1) 
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f- Puis trouver de la même façon (n ième +2) valeur à prévoir: 
flll)(2) 
j (lII) (3)~(III) ­j (n + 2) - [al. al. aj, ... an] 
5.2.5.3 Implémentation dans Matlab 
Afin d'implémenter le prédicteur LMMSE, on devrait prendre en considération 
que: 
* Le prédicteur LMMSE dérive d'un processus stochastique stationnaire 
d'espérance zéro, et comme les séries chronologiques sont mesurées on-line et peuvent 
ne pas être d'espérance nulle, il faudrait commencer par soustraire la moyenne de 
J'ensemble de valeurs de la série originale, la valeur moyenne de cette série: 
(série de temps original) - (valeur moyenne), et par la suite appliquer le prédicteur 
LMMSE pour estimer la série de temps agrégée dans le prochain intervalle puis rajouter 
la valeur moyenne. 
* On est obligé de déterminer à quel point la prédiction du trafic est réalisée, ce 
qUI amène au problème de déterminer la valeur appropriée, T, qui représente 
l'intervalle de temps de mesure. Grâce aux caractéristiques de la mémoire longue 
(LRD) du trafic Internet qui donne une lente décroissance de la fonction d'auto ­
corrélation, on pourrait choisir une valeur assez grande pour T. Dans la simulation on 
prend l'intervalle de mesure T, de l'ordre de 0.1s à quelques RIT (Round Trip Time, 
qui représente le temps nécessaire pour faire un aller retour). Dans notre cas, on a 
uti lisé des intervalles de mesures de tai Ile 0.1s. 
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* Appliquant la procédure Hurst sur nos deux séries chronologiques 
expérimentées « in_trace» et « in_alpha» dans le but de trouver la valeur affectée au 
paramètre de Hurst H, on a obtenu la valeur 0.749 pour la première série chronologique 
et 0.754 pour la seconde série chronologique. 
* l'opération utilisée pour calculer les coefficients du prédicteur LMMSE (Eq­
5.2.5.3 et Eq-5.2.5.4) est la multiplication des échantillons de séries chronologiques 
avec la matrice de fonction d'autocorrélation, cette opération semble être lourde. Mais, 
on pourrait utiliser comme dans les travaux de [14] qui a utilisé un algorithme plus 
rapide basé sur la prédiction linéaire où une des équations utilisées permet d'éviter 
l'opération de multiplication par une matrice. L'algorithme commence d'abord par 
estimer le premier coefficient ao. Puis à chaque instant de mesure, un nouveau fl/l (n) 
est obtenu, et l'algorithme calcule récursivement les coefficients al, al, aj, ... an+1 du 
prédicteur LMMSE utilisant l'équation: 
an+1 = an + ILe (n). fm(n). Eq-5.2.5.6 
où e(n) est l'erreur de prédiction et Il est une constante 
Si f est stationnaire alors ai converge en moyenne vers la solution optimale [14]. 
5.2.5.4 Validation du modèle 
Pour Valider le modèle conçu qui illustre la prédiction avec la méthode de 
LMMSE, on l'a implémenté dans le logiciel statistique Matlab puis tester sa capacité 
de prédiction sur deux séries chronologiques « in_trace» et « in_alpha» qui ont les 
caractéristiques d'un processus auto-similaire avec des paramètres de Hurst différents. 
Chaque série contient deux milles valeurs, et chaque série représente des valeurs 
collectées à partir du trafic Internet réel. Et comme on l'avait précisé précédemment, on 
devrait travailler sur des séries de valeurs agrégées (Eq-5.25.1), on a choisi dans les 
deux cas, une valeur de m égale à 14 afin d'obtenir 142 intervalles où chaque intervalle 
contient 14 valeurs de la série chronologique réelle. Les quatre figures suivantes 
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illustrent la trajectoire de la série originale et de la série de valeurs agrégées pour les 
deux séries chronologiques « in_trace» et « in_alpha» respectives. 
En ce qui concerne la série chronologique « in_trace», pour une valeur de n 
de l'ordre de 10, l'erreur moyenne est égale à 0.0380 et la déviation standard est égale 
à 0.0313. Pour la série chronologique « in_alpha », pour une valeur de n de l'ordre de 
10, l'erreur moyenne est égale à 0.1046 et la déviation standard est de l'ordre de 
0.0805. 
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~: ---::::::::::--~[::::-::::::--~~--::::-
0.3 ~--------~:---------;----------------~---
0.2t-------~---------:-:'_::_------,_J 
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Figure 5.18 La série originale et la série agrégée : in_trace, n= 10 
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Figure 5.19 La série originale et la série agrégée : in_alpha, n= 10 
On a obtenu des résultats excellents vue que le trafic réel et le trafic estimé se 
ressemblent énormément. Pour illustrer cette conclusion, la Figure 5.20 pour la série 
« in_trace» et la Figure 5.21 pour la série « in_alpha» montrent bien que le trafic 
estimé par le modèle LMMSE ressemble très bien à celui du trafic réel. 
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Figure 5.21 Trafic estimé VS Trafic réel avec LMMSE: in_alpha, n=10 
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Le paramètre de Burst H dans les deux cas prend les valeurs 0.749 et 0.754 
respectivement, ce qui confirme les caractéristiques du trafic auto - similaire et aussi de 
sa propriété de mémoire à longue portée (LRD). 
Le taux d'erreur, donnée parlÎ(n + 1) - f(n + 1)1, est de l'ordre de 0.08 pour le 
f(n+l) 
premier cas, et de l'ordre de 0.14 pour la deuxième série chronologique. 
Dans notre simulation, on a fait changer les valeurs de n (le nombre des 
valeurs de séries agrégées) de n = 10 à n = 40, pour une meilleure performance dans 
la prédiction, on a choisit n = 20, (ce qui montre le fait que la fonction d'auto­
corrélation décroît lentement), avec cette valeur de n, les résu (tats obtenus nous 
permettent d'avoir un meilleur taux d'erreur, ainsi qu'une déviation standard (écart 
type) inférieure; 
En ce qui concerne la série chronologique « in_trace », pour une valeur de n 
de l'ordre de 20, l'erreur moyenne est égale à 3.42% et la déviation standard est égale à 
0.0283. Pour la série chronologique « in_alpha », pour une valeur de n = 20, l'erreur 
moyenne est égale à 0.1006 et la déviation standard est de l'ordre de 0.0803. 
Les figures suivantes nous montrent la prédiction pour les deux séries testées, 
ainsi que la trajectoire du trafic réel versus le trafic estimé lorsque n égale à 20 : 
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Figure 5.22 Trafic estimé VS Trafic réel avec LMMSE : in_alpha, n=20 
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Figure 5.23 Trafic estimé VS Trafic réel avec LMMSE : in_trace, n=20 
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5.2.5.5	 Influence du paramètre de Hurst H sur Je taux d'erreur 
Afin d'étudier l'influence du paramètre de Hurst H sur le taux d'erreur commis 
par la prédiction avec le modèle LMMSE, on fait varier les valeurs de H (qui doivent 
être supérieures à 0.5, pour conserver la propriété d'auto - similarité) de 0.60 à 0.90 en 
l'incrémentant à chaque fois de 0.05. Pour chaque valeur de H, on simule un processus 
auto - similaire de paramètre H correspondant, et on obtient à chaque fois le graphe qui 
représente le trafic estimé par rapport au trafic réel, les figures suivantes (a), (b), (c), 
(d), (f), (g), (h) et (e) représentent les courbes pour la prédiction du trafic utilisant le 
modèle LMMSE avec des paramètres de Hurst 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90 et 
0.95 respectifs. 
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Figure 5.24 Trafic estimé VS Trafic réel pour H variés 
Le tableau suivant montre bien la différence remarquable entre les taux 
d'erreurs obtenus à chaque fois qu'on fait varier la valeur de paramètre de Hurst H, 
d'après le tableau 5.19 ainsi que les courbes de la Figure 5.24, les meilleurs valeurs 
sont obtenues lorsque H varie entre 0.85 et 0.95, les figures (f), (h) et surtout (g) 
illustrent bien nos observations, on pourrait dire que lorsque H augmente le taux 
d'erreur diminue et par conséquent on aura un trafic estimé qui ressemble bien au 
trafic réel, et par la suite on obtient une meilleure prédiction du trafic. 
Tous [es tests effectués, ont été fait avec des valeurs de m = 14 et n = 20. Le 
tableau contient les valeurs obtenues de l'écart type (la déviation standard) et pour 
l'erreur moyenne pour chaque paramètre de H correspondant: 
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Hurst Ecart Type Erreur Moyenne 
0.60 3.4295 147.02% 
0.65 1.2882 74.15% 
0.70 2.7090 66.39% 
0.75 1.2455 64.28% 
0.80 1.8715 76.77% 
0.85 0.4578 24.43% 
0.90 0.5809 12.68% 
0.95 0.8151 40.02% 
Tableau 5.19 L'erreur moyenne de prédiction VS le paramètre H - LMMSE 
La figure suivante représente la courbe représentative du tableau précédent et qui 
illustre la variation de taux d'erreurs par rapport au paramètre de Hurst H: 
Prediction utilisant LMMSe 
o. 0.1 o.• 0.9 
P"",melle dt HIIIIIl 
Figure 5.25 Influence de H sur le taux d'erreur avec LMMSE 
5.2.5.6 Influence de la valeur de m et n sur le taux d'erreur 
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Faisons varier la valeur de m ( la taille de la série de valeurs agrégées) et aussi de la 
valeur de n (l'horizon de prédiction) : 
m n 
10 
2004 
30 
40 
10 
2014 
30 
40 
10 
2024 
30 
40 
10 
2034 
30 
40 
10 
20 
30 
44 
40 
JO 
Erreur_Moyenne( % ) Ecart_Type 
4.99 0.036 
481 0037 
4.96 0.039 
4.99 0.038 
3.8 0.031 
3.42 0.028 
3.43 0.029 
3.44 0.029 
3.04 0.022 
2.96 0024 
3.07 0.023 
3.11 0.023 
2.88 0.023 
2.83 0022 
3.17 0.022 
2.78 0.023 
3.20 0.027 
3.33 0.028 
3.51 0.031 
353 0028 
3.04 0.020 
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20 3.56 0025 
30 2.8 0.016 
40 *** *** 
JO 3.24 0.023 
20 2.70 0.022284 
30 *** *** 
40 *** *** 
Tableau 5.20 Influence de m et de n sur le taux d'erreur - LMMSE 
D'après les valeurs données par le tableau, en variant respectivement les 
valeurs de m et de n, on remarque bien que les meilleurs taux d'erreurs sont obtenus 
lorsque m = 34 qui représente la taille d'une liste de valeurs. Dans notre cas, la liste 
originale est de taille égale 2000, on aurait 59 intervalles et chaque intervalle contient 
34 valeurs de la série chronologique initiale. 
On remarque bien, que les bons résultats des taux d'erreurs sont donnés 
lorsque n = 20, qui représente, dans notre cas, l'horizon de prédiction ou encore le 
nombre de valeurs à prévoir dans le futur. 
5.3 Comparaison des différents algorithmes utilisés 
Pour des processus à longue mémoire, une bonne prédiction à long ou à court 
terme peut être obtenue à l'aide d'un grand nombre d'enregistrements pris du passé, 
autrement, il faudrait se baser sur un historique de taille assez grande. 
Pour avoir une meilleure prévision, il faut se baser sur ces critères: 
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bien choisir le modèle de prédiction pour fournir une grande exactitude 
afin d'achever une prévision en temps réel, il faut avoir une certaine simplicité dans 
le choix des paramètres à utiliser et à implémenter. 
la majorité des modèles de modélisation de trafic ont été fait avec des données off ­
line, on voudrait faire alors cette prédiction avec des données et des valeurs prises on ­
line. 
un bon modèle de prévision qui doit s'adapter à tout changement de trafic. 
Pour concevoir le meilleur prédicteur qui permet de prédire un trafic 
Internet, plusieurs issus doivent être prises en considération: 
On doit déterminer la quantité de trafic initiale à mesurer où à partir de laquelle on 
pourrait appliquer des modèles pour le trafic future, dans notre cas, on se baserait sur 
des moyennes de quantité de trafic durant des intervalle de mesure (Eq-5.2.5.1), ce qui 
est due à la nature de dépendance à long terme (LRD) du trafic Internet qui implique 
une similarité de la fonction d'auto-corrélation entre la série des valeurs moyennes de 
trafic avec la série qui représente le trafic originale; ce qui nous a permit de choisir la 
série agrégée pour représenter la série originale. 
Déterminer la bonne méthode de prédiction à utiliser, qui se base sur une fondation 
théorique solide basée sur des concepts mathématiques et statistiques et qui permet en 
même temps une implémentation facile avec un minimum de paramètres à estimer. 
En pratique, il existe plusieurs modèles fractionnels qu'on pourrait utiliser et 
appliquer sur les séries chronologiques possédant la propriété de portée à long terme 
(LRD), parmi ces méthodes, on avait testé les modèles: ARlMA, F-ARIMA (Fractal 
ARlMA), FBM (Fractional Brownian Motion), et LMMSE. Et à partir des résultats 
obtenus, en comparant les modèles testés en prédiction de trafic, on a pu sortir avec des 
conclusions satisfaisantes. Cette comparaison été faite en terme de simplicité, 
d'exactitude et de la façon d'implémenter la méthode. 
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5.3.1 Façon d'implémentation 
Pour implémenter le modèle prédicteur fractionnel LMMSE, il faudrait estimer 
on -line le paramètre de Hurst H, c'est-à-dire, estimer la valeur de paramètre de Hurst 
H à partir des valeurs que contient la série chronologique initiale. Ce qui représente un 
grand avantage par rapport aux autres modèles de prédiction (FBM et F-ARlMA) qui 
doivent par contre estimer la valeur du paramètre de Hurst H avant d'utiliser ces 
modèles en prédiction. 
En ce qui concerne le prédicteur FBM, on doit calculer les coefficients du 
modèle, parmi ces coefficients, il y a un paramètre qu'on doit trouver de la manière 
suivante: 
sin(n(H -~)) _H+~a (r(r+T))H-~ 
-----'='-2-(-t(T+t)) 2 f dr (Eq-5.3.l). 
n 0 r-t 
où T est l'intervalle dans lequel l'information de l'historique recueillie pour 
prévoir la valeur à l'instant T + t (Eq-5.3.l), ce coefficient est très complexe, 
l'équation qui permet d'obtenir la valeur de son estimé est assez compliquée à 
implémenter. 
Ou encore dans le modèle F-ARlMA, où on doit estimer la valeur de d = H - 12 
puis calculer les coefficients !Jkj par: 
__(k]rCi-d)r(k-d- j+l) 
!Ji<; - j r(d)r(k - d + 1) 
a I
où r 0 est la fonction Gamma définie par: ro = 
00fx - e-x dx . 
o 
Par contre, dans le prédicteur LMMSE, on n'a pas ce genre de calcul à 
effectuer pour estimer les paramètres, autrement, il y a moins de calcul, il y aura juste à 
calculer directement les fonctions d'auto-covariance R à partir des mesures collectées 
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en utilisant l'équation (Eq-2.3.4-(4». En plus, d'autres algorithmes peuvent être utilisés 
pour calculer les coefficients du modèle LMMSE à partir de l'équation (Eq-5.2.5.3). 
5.3.2	 Exactitude 
Le critère d'exactitude représente le plus important critère dans le choix du 
prédicteur, ce choix doit être basé sur les valeurs obtenues des taux d'erreurs de 
prédiction. Soientf(t),f(t),f(t) , qui représentent, respectivement, le trafic réel, le 
résultat de1(t) approprié suivant le modèle F-ARIMA ou FBM, et le trafic estimé par le 
modèle LMMSE. 
L'erreur totale du prédicteur est donnée par [20]: 
~	 A _ _ 
1 f (t + r) - f (t + r) 1 = 1 f (t + r) - f (t + r) + f (t + r) - f (t + r) 1 
~ - ­
:s 1 f(t + r) -	 f(t + r) 1 + 1 f(t + r) - f(t + r) 1 
= err II/odel + err prédicteur 
En fait, l'erreur de la prédiction représente la somme de l'erreur du modèle 
approprié err II/odel, introduit par le trafic réel approprié dans le modèle, et de l'erreur de 
préd iction, err prédicteur, introduit par le même prédicteur. 
He, Gao et Hou, [20], ont montré que le deuxième terme pourrait être 
calculé analytiquement, par contre le premier terme est déterminé empiriquement. 
Dans les trois modèles de prédiction LMMSE, F-ARIMA et FBM, si le 
paramètre de Hurst H --> 0.85, alors l'erreur de prédiction converge vers 0, et elle 
représente la valeur minimale la plus possible, les trois courbes représentatives des trois 
modèles (le premier est modélisé par F-ARIMA et le deuxième est modélisé par FGN et 
le troisième représente un trafic réel auto - similaire) [19]-[24] se coupent en un seul 
point où H=0.85, d'où la figure suivante: 
91 
------: ­
Non model 
0.9 FBM model 
FARIMA model 
0.8 
0.7 
g0.6 
, '.
, ,
, 
, ' 
, 
L.U 
~ \' 
" &0.5 ­
CIl 
\ .... 
\ ,
Iii 
~ 0.4 
0.3 
,
,0.2 
, 
o., - \ , 
o'-----------'-----,"-,-----'---"':----,--':-::----:-'-::---':-::,------,------,-L'------:-':-:----'
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 
Hllrst parameter H 
Figure 5.26 La valeur moyenne de l'erreur VS le paramètre de Hurst H 
À partir de l'analyse faite sur les traces d'un trafic réel [15], le paramètre H du 
trafic Internet est souvent :'S 0.85, et théoriquement, les trois prédicteurs sont 
relativement appropriés pour la prédiction du trafic Internet. Concernant les modèles 
ARiMA et F-ARlMA, on avait obtenu des taux d'erreurs variables, en générale assez 
acceptable de l'ordre de 25% dans les meilleurs cas. Mais dans la plupart des cas, ce 
taux d'erreur est assez grand de façon qu'on ne puisse pas se baser sur un tel modèle 
qui ne fournit pas souvent les résultats désirés. 
Le modèle FBM représente une grande complexité dans l'estimation de ces 
paramètres, on avait utilisé ce modèle pour la simulation et la génération d'un 
processus auto-simi laire qui permet de donner une bonne représentation du trafic 
Internet réel. 
En appliquant le modèle LMMSE, on a constaté la grande différence en 
prédiction, ce modèle fournit une grande exactitude, avec une grande ressemblance 
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entre le trafic réel et le trafic estimé par le modèle avec un taux d'erreur de l'ordre de 
3% dans les meilleurs cas. Aussi, ce modèle montre une grande simpl icité dans son 
application ainsi que dans la façon d'implémenter le système. 
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CHAPITRE VI 
CONCLUSION ET PERSPECTIVES 
Les objectifs de mon travail de projet de fin d'études réalisé au sein du 
département téléinformatique peuvent être résumés ainsi: 
* dans un premier temps, il était nécessaire de développer des outils de 
caractérisation et d'analyse du trafic réseau; 
* dans un deuxième temps, je devais mettre en place un outil performant 
permettant de prédire le trafic réseau à partir de traces réelles. 
J'ai dû dans un premier temps me familiariser avec les ancIennes et les 
nouvelles notions décrivant le trafic Internet. Ces derniers, pour les nouveaux modèles 
de caractérisation du trafic qui ont été mis en évidence dans les chapitres III et IV. 
Dans un deuxième temps, il a été nécessaire de préciser les notions nouvelles 
d'autosimilarité et de dépendance à long terme qui sont observables au travers des 
premières études et recherches observées sur le comportement de trafic Internet qui a 
été mis en évidence dans le chapitre IV. 
Ensuite, j'ai pu introduire la contribution principale de mon travail en 
détaillant l'ensemble des outils mis en place: les outils analytiques et mathématiques 
qui sont utiles pour caractériser de façon précise le trafic, ainsi d'utiliser ces mêmes 
outils pour des fins de prédiction de trafic et de fournir J'algorithme idéale pour avoir 
une meilleure prédiction de trafic réseau à fin de bien connaître la bonne bande 
passante à affecter sur un lien pour ne pas avoir de congestion. 
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Dans le dernier chapitre de ce document, j'ai introduit aussi les principaux 
travaux déjà effectués dans ce domaine ainsi que les principales pistes de la recherche 
actuelle. 
De plus, j'ai pu découvrir des notions nouvelles comme les concepts 
statistiques appliqués aux réseaux comme ('autosimilarité du trafic Internet ou les 
structures d'auto-corrélations observables dans le trafic Internet. Ensuite, j'ai dû 
appliquer une démarche de conception ingénieur nécessaire pour mettre en oeuvre 
l'ensemble des outils mathématiques et statistiques pour des fins de prédiction. Enfin, 
j'ai pu m'adonner à une activité de recherche autour du thème « Prédiction du trafic 
réseau » dont les grandes lignes ont été résumées dans le dernier chapitre de ce 
document. 
Pour conclure, je dirais que ce projet m'a permis de profiter tant sur le plan 
humain que professionnel de l'ambiance d'un laboratoire de recherche. J'y ai découvert 
un milieu très intéressant où les gens sont passionnés par leur travail et très motivés. 
Mon impression sur ce milieu de la recherche est très positive. 
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