investment in current assets, the lower the risk, but also the lower the profitability obtained.
On the other hand, trade credit is a spontaneous source of financing that reduces the amount required to finance the sums tied up in the inventory and customer accounts.
But we should bear in mind that financing from suppliers can have a very high implicit cost if early payment discounts are available. In fact the opportunity cost may exceed 20 percent, depending on the discount percentage and the discount period granted (Wilner, 2000; Ng, Smith and Smith, 1999) . In this respect, previous studies have analyzed the high cost of trade credit, and find that firms finance themselves with seller credit when they do not have other more economic sources of financing available Rajan, 1994 and .
Decisions about how much to invest in the customer and inventory accounts, and how much credit to accept from suppliers, are reflected in the firm's cash conversion cycle, which represents the average number of days between the date when the firm must start paying its suppliers and the date when it begins to collect payments from its customers. Some previous studies have used this measure to analyze whether shortening the cash conversion cycle has positive or negative effects on the firm's profitability.
Specifically, Shin and Soenen (1998) analyze the relation between the cash conversion cycle and profitability for a sample of firms listed on the US stock exchange during the period . Their results show that reducing the cash conversion cycle to a reasonable extent increases firms' profitability. More recently, Deloof (2003) analyzes a sample of large Belgian firms during the period 1992-1996. His results confirm that Belgian firms can improve their profitability by reducing the number of days accounts receivable are outstanding and reducing inventories. Moreover, he finds that less profitable firms wait longer to pay their bills.
These previous studies have focused their analysis on larger firms. However, the management of current assets and liabilities is particularly important in the case of small and medium-sized companies. Most of these companies' assets are in the form of current assets. Also, current liabilities are one of their main sources of external finance in view of their difficulties in obtaining funding in the long-term capital markets (Petersen and Rajan, 1997) and the financing constraints that they face (Whited, 1992; Fazzari and Petersen, 1993) . In this respect, Elliehausen and Woken (1993), Petersen and Rajan (1997) and Danielson and Scott (2000) show that small and medium-sized US firms use vendor financing when they have run out of debt. Thus, efficient working capital management is particularly important for smaller companies (Peel and Wilson, 1996) .
In this context, the objective of the current work is to provide empirical evidence about the effects of working capital management on profitability for a panel made up of 8,872 SMEs during the period 1996-2002. This work contributes to the literature in two ways. First, no previous such evidence exists for the case of SMEs. We use a sample of Spanish SMEs that operate within the so-called continental model, which is characterized by its less developed capital markets (La Porta, López-de-Silanes, Shleifer, and Vishny, 1997) , and by the fact that most resources are channeled through financial intermediaries (Pampillón, 2000) . All this suggests that Spanish SMEs have fewer alternative sources of external finance available, which makes them more dependent on short-term finance in general, and on trade credit in particular. As Demirguc-Kunt and Maksimovic (2002) suggest, firms operating in countries with more developed banking systems grant more trade credit to their customers, and at the same time they receive more finance from their own suppliers. The second contribution is that, unlike the previous studies by Shin and Soenen (1998) and Deloof (2003) , in the current work we have conducted tests robust to the possible presence of endogeneity problems. The aim is to ensure that the relationships found in the analysis carried out are due to the effects of the cash conversion cycle on corporate profitability and not vice versa.
Our findings suggest that managers can create value by reducing their firm's number of days accounts receivable and inventories. Similarly, shortening the cash conversion cycle also improves the firm's profitability.
From this point, the work is structured as follows: in Section 2, we describe the sample and variables used; in the third section, we present the analyses carried out and our findings; finally, we end by discussing our main conclusions.
2.-Data and Variables

2.1.-Data
We obtained the data used in this study from the AMADEUS database. This database was developed by Bureau van Dijk, and contains financial and economic data on European companies.
The sample comprises small and medium-sized firms from Spain. The higher the value, the longer firms take to settle their payment commitments to their suppliers.
Considering these three periods jointly, we estimated the cash conversion cycle (CCC). This variable is calculated as the number of days accounts receivable plus the number of days of inventory minus the number of days accounts payable. The longer the cash conversion cycle, the greater the net investment in current assets, and hence the greater the need for financing of current assets.
Together with these variables, we introduced as control variables the size of the firm, the growth in its sales, and its leverage. We measured the size (SIZE) as the logarithm of assets, the sales growth (SGROW) as (Sales 1 -Sales 0 )/Sales 0 , the leverage (DEBT) as the ratio of debt to liabilities. Dellof (2003) in his study of large Belgian firms also considered the ratio of fixed financial assets to total assets as a control variable. For some firms in his study such assets are a significant part of total assets.
However our study focuses on SMEs whose fixed financial assets are less important. In fact, companies in our sample invest little in fixed financial assets (a mean of 3.92
percent, but a median of 0.05 percent). Nevertheless, the results remain unaltered when we include this variable.
Furthermore, and since good economic conditions tend to be reflected in a firm's profitability, we controlled for the evolution of the economic cycle using the variable GDPGR, which measures the annual GDP growth.
2.3.-Description of sample
Current assets and liabilities have a series of distinct characteristics according to the sector of activity in which the firm operates. Thus, Table I reports the return on assets and number of days accounts receivable, days of inventory, and days accounts payable by sector of activity. The mining industry and services sector are the two sectors with the highest return on their assets, with a value of 10 percent. Firms that are dedicated to agriculture, trade (wholesale or retail), transport and public services, are some way behind at 7 percent.
With regard to the average periods by sector, we find, as we would expect, that the firms dedicated to the retail trade, with an average period of 38 days, take least time to collect payments from their customers. Construction sector firms grant their customers the longest period in which to pay -more than 145 days. Next, we find mining sector firms, with a number of days accounts receivable of 116 days. We also find that inventory is stored longest in agriculture, while stocks are stored least in the transport and public services sector. In relation to the number of days accounts payable, retailers (56 days) followed by wholesalers (77 days) pay their suppliers earliest. Firms are much slower in the construction and mining sectors, taking more than 140 days on average to pay their suppliers. However, as we have mentioned, these firms also grant their own customers the most time to pay them. Considering all the average periods together, we note that the cash conversion cycle is negative in only one sector -that of transport and public services. This is explained by the short storage times habitual in this sector. In this respect, agricultural and manufacturing firms take the longest time to generate cash (95 and 96 days, respectively), and hence need the most resources to finance their operational funding requirements. Together with this, the sample firms have seen their sales grow by almost 13 percent annually on average, and 24.74 percent of their liabilities is taken up by debt. In the period analyzed (1996) (1997) (1998) (1999) (2000) (2001) (2002) ) the GDP has grown at an average rate of 3.66 percent in Spain. Table II   Table III shows the correlation matrix for the variables defined in the previous section. We find a significant negative correlation between the return on assets and the number of days accounts receivable, days of inventory and days accounts payable. In the same way, the correlation with the cash conversion cycle is negative and significant.
This demonstrates that paying suppliers and collecting payments from customers earlier, and keeping products in stock less time, are all associated with an increase in the firm's profitability. Considering the three periods jointly, the negative correlation obtained indicates that shortening the cash conversion cycle is associated with higher profitability, which could justify the effect that a more efficient management of working capital has on corporate profitability.
With regard to the correlations between the independent variables, we find high values only between the cash conversion cycle and number of days accounts receivable (0.45) and number of days of inventory (0.70). We needed to take this into account in subsequent analyses in order to avoid potential multicolinearity problems. Table IV.   Table IV In general, the mean values of the variables studied are significantly different between the most profitable (fourth quartile) and least profitable (first quartile) firms.
Thus, in the most profitable firms, we observe shorter number of days accounts receivable, days of inventory and days accounts payable, as well as shorter cash conversion cycles. These firms are also larger, and have superior sales growth and lower leverage. These results are consistent with the correlations presented in Table III .
However, the average values of many of these variables do not vary monotonically when passing from one quartile to the next. This implies that comparing the first and fourth quarter is not sufficient to describe the relation between return on assets and the independent variables considered here.
3.2.-Multivariate analysis
In order to determine the effect of working capital management on corporate profitability, we used the following equations:
ROA it = β 0 + β 1 INV it + β 2 SIZE it + β 3 SGROW it + β 4 DEBT it + β 5 GDPGR it + η i + λ t + ε it (2)
ROA it = β 0 + β 1 CCC it + β 2 SIZE it + β 3 SGROW it + β 4 DEBT it + β 5 GDPGR it + η i + λ t + ε it (4)
Where ROA measures the return on assets, AR the number of days accounts receivable, INV the number of days inventories, AP the number of days accounts payable, CCC the cash conversion cycle, SIZE the company size, SGROW the sales growth, DEBT the debt level, and GDPGR the annual GDP growth. η i (unobservable heterogeneity) measures the particular characteristics of each firm. The parameters λ t are time dummy variables that change over time but are equal for all the firms in each of the periods considered.
Estimating models from panel data requires us first to determine whether there is a correlation between the unobservable heterogeneity η i of each firm and the explanatory variables of the model. If there is a correlation (fixed effects), we would obtain the consistent estimation by means of the within-group estimator. Otherwise (random effects) a more efficient estimator can be achieved by estimating the equation by Generalized Least Squares (GLS). The normal strategy to determine whether the effects are fixed or random is to use the Hausman (1978) test under the null hypothesis E(η i /x it ) = 0. If the null hypothesis is rejected, the effects are considered to be fixed, and the model is then estimated by OLS. If the null hypothesis is accepted, we would have random effects, and the model is then estimated by GLS. In this way we achieve a more efficient estimator of β. and 4. The sign and significance of the relations found is similar to that found in the previous analyses. An SME's return on assets is reduced by lengthening the number of days accounts receivable, number of days of inventory and number of days accounts payable. This aspect, which is consistent with the results found by Deloof (2003) for large firms, underlines the importance of working capital management for firms.
Lengthening the deadlines for clients to make their payments, although it may improve profitability because greater payment facilities may raise sales, also negatively affects profitability. Thus a more restrictive credit policy giving customers less time to make their payments improves performance. The firm's profitability can also be improved by reducing the number of days of inventory, so that keeping inventory for less time can also improve profitability. Lengthening the number of days accounts payable negatively affects profitability. This result could be explained by the high implicit cost of vendor financing to the firm, since the firm forgoes discounts for early payment. However, this explanation does not make sense if we take into account that the dependent variable used, the return on assets, does not include financial costs. Deloof (2003) justifies this result by arguing that less profitable firms tend to delay payment of their bills. The integrated analysis of the number of days accounts receivable, days of inventory and days accounts payable was carried out using the cash conversion cycle. In contrast to Deloof's (2003) findings for large Belgian firms, we find that shortening the cash conversion cycle improves an SME's profitability. Table V With reference to the control variables, all of these are significant. Corporate profitability is positively associated with size, so that large size seems to favor the generation of profitability. The results do not change if we use the logarithm of sales to measure the size. Growth, which could be an indicator of a firm's business opportunities, is an important factor allowing firms to enjoy improved profitability, as we see in the positive sign for the variable SGROW. At the same time, as we would expect, it improves in periods of higher economic growth.
Given that operational financing requirements differ from one sector to another, all regressions in this paper were also estimated controlling for the sector of activity in which the firms operate. Since we conducted the analysis using panel data methodology it was not possible to introduce sector dummy variables. Thus, and in order to carry out these estimations, we considered that the number of days accounts receivable, days of inventory and days accounts payable and the cash conversion cycle are sectorial characteristics, and so we subtracted their respective sectorial means from the variables AR, INV, AP and CCC. The results presented do not differ when controlling for possible sectorial effects, and they are not presented here because of their similarity.
Finally, we carried out tests robust to the possible presence of endogeneity problems. It was important to ensure that the relation found in the analysis carried out here was due to the effects of the cash conversion cycle on corporate profitability and not vice versa.
Indeed, as Deloof (2003) points out, the results obtained may be affected by potential endogeneity problems, insofar as the number of days accounts receivable, days of inventory and days accounts payable may be influenced by the firm's return on assets, the dependent variable of the work. In this respect, the negative relation between profitability and the number of days accounts receivable and days of inventory could be explained if less profitable firms incentivize their customers by granting them longer payment deadlines, or if firms with falling sales and consequently declining profits find their stock levels rising. Likewise, the negative relation found between profitability and number of days accounts payable could be a consequence of firms with more problems, and hence lower profits, delaying their payments. Deloof (2003) in his article discusses the endogeneity problems that might exist, but he does not specifically control for them.
To avoid the possible effect of this endogeneity problem, Table VI reports the results obtained after regressing equations 1, 2, 3 and 4 using instrumental variables.
Specifically, we used the first lag of the variables AR, INV, AP and CCC as instrument. Table VI In general, all the results are similar to those of Table V , except those for the variable AP, which now loses significance. This result casts doubt on the effect that delaying payments to suppliers may have on SME profitability.
4.-Conclusions
Working capital management is particularly important in the case of small and medium-sized companies. Most of these companies' assets are in the form of current assets. Also, current liabilities are one of their main sources of external finance. In this context, the objective of the current research has been to provide empirical evidence about the effects of working capital management on the profitability of a sample of small and medium-sized Spanish firms. For this purpose, we collected a panel consisting of 8,872 SMEs covering the period 1996-2002.
According to previous studies focus on large firms (Shin and Soenen, 1998; Deloof, 2003) , the analyses carried out confirm the important role of working capital management in value generation in small and medium-sized firms. We find a significant negative relation between an SME's profitability and the number of days accounts receivable and days of inventory. We cannot, however, confirm that the number of days accounts payable affects an SME's return on assets, as this relation loses significance when we control for possible endogeneity problems.
Finally, SMEs have to be concerned with working capital management because they can also create value by reducing their cash conversion cycle to a minimum, as far as that is reasonable. Hausman (1978) test. If null hypothesis rejected, only within-group estimation is consistent. If accepted, random-effects estimation is best option, since not only is it consistent, but it is also more efficient than within-group estimator. 
