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 The United States’ gulf region is home to a plethora of oil refineries, petroleum industrial plants, 
and other industrial plants. Such industry is a common source of Volatile Organic Compounds (VOCs), 
including benzene, toluene, ethylbenzene, and xylenes (BTEX) and styrene. Benzene is a known 
carcinogen, and work is under way to study the association of BTEX and styrene with novel neurologic 
health endpoints in the United States Gulf Region. However, information on exposure to these VOCs is 
limited, existing air quality models are not adequate, and observational data is sparse. The goal of this 
work is therefore to develop a Bayesian Maximum Entropy (BME) model to obtain geostatistical 
estimates of benzene, BTEX, and styrene across the US Gulf Region from 2006 through 2017 and assess 
the performance this BME model. The BME model developed uses a global offset that captures 
geographical trends at a coarse regional scale and temporal trends at fine temporal resolution. A 
covariance analysis of the offset-removed data revealed that a large proportion of the variability of these 
VOCs follow a nugget (i.e. purely random) model. The nugget proportion was 33%, 46% and 51% for 
BTEX, Benzene and Styrene. The r2 cross validation statistics was found to be 0.66, 0.53 and 0.65 for 
BTEX, Benzene and Styrene log-concentrations, and 0.29, 0.19 and 0.11 for BTEX, Benzene and Styrene 
concentrations. These results indicate that estimation performance is better for log concentrations and 
more moderate for raw concentrations. The performance for log concentrations may have been inflated by 
the procedure used to log transform non detect values, and by the limited ability of the global offset to 
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CHAPTER 1: INTRODUCTION 
 Despite growing demand for renewable energy sources, the United States’ oil and gas industry is 
still very significant. In 2018, America’s oil and gas industry accounts for roughly 8 percent of the 
nation’s Gross Domestic Product3. Moreover, in 2014, a trend began where most of the oil and gas 
industry was accounted for through shale oil production, and the Gulf of Mexico is home to most of the 
US shale oil production28. As it relates to Natural Gas, Texas leads the nation in gross withdrawals, while 
Louisiana plays a significant role compared to most states38. Due to the air pollution commonly associated 
with the oil and gas industry, those living in the U.S. Gulf Region are also likely at elevated risk of 
environmental and/or occupational exposure to volatile organic compounds (VOCs), especially BTEX 
(benzene, toluene, ethylbenzene, and xylenes) and styrene23,24,25. 
 VOCs are a class of chemical compounds characterized by high vapor pressure and difficulty 
dissolving in water. If not emitted as gases, the compounds tend to evaporate into gases quickly and rise 
into the atmosphere. VOCs are often the byproducts of industry and industry products, such as petroleum, 
paint thinners, and refrigerants18. While many VOCs can have both acute and chronic health effects, 
BTEX, its components, and styrene are of particular interest due to harmful health effects. 
The components of BTEX are often correlated with each other in the atmosphere and are 
considered toxic by the Center for Disease Control (CDC)38. Exposure to these compounds can cause 
acute and chronic health effects including respiratory problems and headaches1. In addition, occupational 
exposure to BTEX has been associated with increased risk of neurotoxicity24,40. The United States 
Environmental Protection Agency (EPA) currently lists all four compounds as “Hazardous Air Pollutants 
(HAPs) under the Clean Air Act13. 
 While any exposure to any BTEX compounds is concerning, benzene is of particular concern. 
Benzene is a monocyclic aromatic hydrocarbon and is commonly emitted from anthropogenic sources. 
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One common source of benzene is the petroleum industry30, while vehicular emissions are another 
common source of benzene8,12.   
Benzene is of growing concern to researchers due to the increasing understanding of benzene’s 
harmful health effects. Benzene has been classified as a carcinogen by the EPA19. Benzene exposure, and 
more broadly, VOCs, have been associated with worsened asthma, decreased hemoglobin concentration, 
and increased white blood cell counts5,32. More specifically, benzene exposure has been associated 
Leukemia incidence27.  
 Another VOC, which is commonly studied with BTEX, is styrene. Styrene is commonly 
produced in industry when making products such as rubber, plastic, insulation, automobile parts and 
more1. It is largely synthesized using benzene and ethylbenzene, which suggests it is likely produced 
vicinal to the petroleum industry25. Thus, those living in the U.S. Gulf Region are likely at risk of higher 
occupational and environmental exposures to styrene. Moreover, it has been well documented that styrene 
can have human health effects such as eye irritation and gastrointestinal effects1.  Styrene is also a 
neurotoxicant at occupational levels, but little is known about its effect on the general population at 
environmental levels2,4,7. Work is under way at the University of North Carolina to study the association 
of BTEX and styrene with novel neurologic health endpoints in the United States Gulf Region.  
 Due to the plethora of health effects documented which result from BTEX and styrene, there 
exists a need to properly quantify exposure to these compounds. Specifically, due to the high prevalence 
of industry in the U.S. Gulf Region, a geostatistical model predicting BTEX and styrene concentrations in 
the region would be beneficial. An accurate and predictive geostatistical model will allow a proper risk 
assessment as it relates to the health effects of BTEX and styrene, and it would help assess exposure for 
the participants in the ongoing UNC study, which has the potential to uncover correlation between BTEX 
and/or styrene exposure with lesser-known health effects. Furthermore, policy makers depend on accurate 
exposure assessments when determining regulation to protect improve public health and welfare.  
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 Many research projects have modeled BTEX across space; however, most of these analyses 
appear to be city-wide or across small industrial regions24,26,36. Fewer studies appear to consider BTEX’s 
temporal variability; although, some do exist. One study took place in Detroit, Michigan, and it used 
ordinary kriging to provide spatial estimates for two two-week periods in 2008 and 2009. The study 
incorporated temporal variability by adjusting the spatial estimations in relation to the temporal trends; 
although, the temporal variability was not directly implemented in the kriging29.  
While BTEX’s spatiotemporally variability has been modeled in different manners, to the 
author’s knowledge, no studies have modeled the spatiotemporal variability across state-wide or larger 
regions, such as the states in the U.S. Gulf Region. Additionally, BTEX has been estimated using spatial 
kriging, and temporal variability has been considered. However, no studies have used spatial and 
temporal variability in the kriging in the same manner to estimate BTEX concentrations based on the 
strongest predictor. Additionally, to the author’s knowledge, styrene’s spatiotemporal variability has not 
been used to estimate ambient styrene levels.  
 There exists a need to determine whether BTEX, its components, and styrene can be predicted 
using measured observational data. The Bayesian Maximum Entropy (BME) method of modern 
geostatistics provides an ideal framework because it has been shown to account for the composite 
space/time variability of the data and provides a framework that can be expanded to a wide variety of 
knowledge bases9,10,11,35. Hence, the goal of this work is to develop a BME model to obtain geostatistical 
estimates of benzene, BTEX, and styrene across the US Gulf Region from 2006 through 2017. This report 
performs an exploratory analysis of observational data in the Gulf Region, it develops a global offset 
model that captures spatial and temporal trends in the data, it models the variability of the offset removed 
data through the use of a covariance model, and it develops a BME model and assess its performance in 




CHAPTER 2: METHODOLOGY 
 
2.a) Bayesian Maximum Entropy Estimation  
This study uses the Bayesian Maximum Entropy method of geostatistics and its BMElib 
implementation in the MATLAB programming language8,25. The BMElib toolbox is used to create BME 
estimations of benzene, BTEX, and styrene across space and time. The key aspects of the BME 
framework are summarized here, and readers are referred to previous works 9,10,11,35 for more details and 
the mathematical foundation of BME theory  
The notation used consists of denoting a random variable Z in capital letters with its realization, z, 
in lowercase letters. A matrix or vector is defined by a bold face, z, where z=[z1, z2, … zn]T. The data 
output occurs at space-time coordinate, p, where p = (s,t), s is the spatial coordinate, and t is time. A 
space/time random field (S/TRF) representing a natural process is denoted as Z(p) and consists in a 
collection of physically plausible space/time realizations of the process. 
In order to define the S/TRF representing a VOC of interest, we start with the observed VOC data 
values zd observed at observational data points pd, we log-transform these values to obtain yd=log(zd), and 
we remove a global offset go(pd) to obtain the offset-removed log-transformed data  
xd=yd - go(pd)  (1) 
We then define X(p) as a zero mean homogeneous/stationary S/TRF taking xd as one of its realization, 
Y(p)=X(p)+ go(pd) as the S/TRF representing VOC log-concentration, and Z(p)=exp(Y(p)) as the S/TRF 
representing VOC concentrations. 
A key aspect of the BME method is the choice of the global offset function, go(p), used in 
equation (1) to obtain the offset-removed, or residual, log-transformed data. The global offset function, 
go(p), can be any function of the space/time location p, where p=(s,t) can take any position in the 
space/time continuum. Many functions can be used, and in this work we choose to use a function that is 
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the sum of a purely spatial component gos(s) and a purely temporal component got(t), i.e. go(p) = 
gos(s)+got(t). The spatial and temporal components gos(s) and got(t) are obtained by exponential kernel 
smoothing of the temporal and spatial averages of the data, respectively9,10,11,28. The spatial kernel 
smoothing range is taken to capture geographical consistent trends that persist over time, and the temporal 
kernel smoothing is chosen to capture consistent time trends across monitoring stations.  
The choice of the global offset function drives the variability in the residual data xd and its 
associated S/TRF X(p). If the global offset is flat then the residual data contains all the variability of the 
original data. On the other hand, if the global offset captures trends in the data, then that will lower the 
variability of the residual data. The variability of the residual S/TRF X(p) and its data xd is modeled in 
term of its mean, mx(p) = E[X(p)], where E[.] is the expectation operator, and its covariance function 
between points p and p’ given by  
𝑐𝑥(𝒑, 𝒑′)  =  E[(𝑋(𝒑) − 𝑚𝑥(𝒑))(𝑋(𝒑′) − 𝑚𝑥(𝒑′))]   (2) 
 
Since X(p) is defined as a zero-mean homogeneous/stationary S/TRF its mean mx(p) is equal to zero, and 
its covariance 𝑐𝑥(𝒑, 𝒑′)  is only a function of spatial lag r=||s-s’|| and temporal lag =|t-t’| between p and 
p’. We model the covariance by calculating experimental covariance values for a set of spatial and 
temporal lags, then fitting to these experimental values a covariance model that is the sum of three 
exponential/exponential structures and one nugget structure as shown in the following equation 






)31 + 𝑐4𝛿(𝑟, 𝜏)  (3) 
 
The sills, ci, are the variance of the variability explained by each structure, such that the sum of the four 
sills is the variance of VOC residual log-concentrations. For each of the three exponential/exponential 
structures the spatial range, ari, is the spatial lag at which the autocorrelation between two points is 
reduced to 5%, and likewise the temporal range ati is the time lag at which autocorrelation is reduced to 
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5%. The nugget function, denoted by 𝛿(𝑟, 𝜏), models an immediate drop in autocorrelation as soon as the 
spatial or temporal lag is non-zero, and it therefore represents white noise variability across space time. 
Hence the nugget sill 𝑐4 is the portion of the VOC variance that is purely random, for example variability 
that may be associated with the high chemical reactivity of VOCs or the intermittent nature of VOCs 
emissions.  
 After modeling the covariance, we move to the BME estimation of the VOC residual log-
concentration xk representing X(pk) at unsampled estimation points pk. The physical knowledge, K, 
available about the S/TRF X(p) is organized in two categories. First, there is the general knowledge base, 
G-KB, which includes general information such as the mean mx(.) and covariance cx(.) of X(p). Second, 
there is the site-specific knowledge base, S-KB, which is comprised of the data values xd. The BME 
framework has the ability to incorporate hard (exact) and soft (uncertain) data. Since in this work we have 
collected direct observations from the EPA website, we treat these data as hard, i.e. we set xh=xd, where 
the subscript ‘h’ denotes the hard data. The BME process uses maximum entropy theory to obtain the 
prior pdf fG(xk,xh) that maximizes entropy given the knowledge of the mean and covariance of X(p), and it 
uses a Bayesian epistemic integration rule to incorporate the hard data in the prior pdf, and thereby 
yeilding the following posterior pdf  posterior pdf by replacing xh with the observed value xd.  
𝑓𝐾(𝑥𝑘)  =  𝐴
−1𝑓𝐺(𝑥𝑘, 𝒙𝑑)  (4) 
 
where A= ∫ 𝑑𝑥𝑘𝑓𝐺(𝑥𝑘, 𝒙𝑑) is a normalization constant. It should be noted that since in this work we have 
limited the general knowledge to only include the mean and covariance of X(p), and we have only 
included hard data, then in this case the maximum entropy prior pdf is multivariate Gaussian, the 
posterior BME pdf given K is Gaussian, and its mean 𝑥𝑘 and variance 𝑣𝑋𝑘 reduce to being the same as 
that of simple kriging. The VOC log-concentration and concentration at the estimation point are given by 
Yk=Xk+go(pk) and Zk=exp(Yk), respectively, therefore their BME mean and variance estimates are ?̂?𝑘 =
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 A ‘leave-one-out’ cross-validation analysis was performed to obtain statistical metrics assessing 
the estimation performance achieved for each VOC. The cross-validation methodology leaves each 
residual log-concentration hard data value 𝑥𝑖  out one at a time and uses the remaining hard data values to 
obtain an estimate 𝑥𝑖  of the left out value. The estimation error is defined as 
𝑒𝑖 =  𝑥𝑖  − 𝑥𝑖  (5) 
and the standardized error is defined as 𝑠𝑖 = 𝑒𝑖/𝑠𝑞𝑟𝑡(𝑣𝑋𝑖). The performance statistics reported are the 
Root Mean Square Error (RMSE), Mean Error (ME), and Standard Deviation of Error (SE) calculated on 
the errors 𝑒𝑖, the squared Pearson correlation r
2 calculated between the 𝑥𝑖 and 𝑥𝑖 values, and the Root 
Mean Squared Standardized Error (RMSS) calculated on the 𝑠𝑖 values. The RMSE quantifies the overall 
bias and lack of precision in the estimate, with smaller RMSE values indicating better performances. The 
ME quantifies the bias, or consistent error, with positive values indicating over estimation and negative 
values indicating under estimation. The SE statistics quantifies the lack of precision, or random error. The 
r2 indicates how much of the data variability is explained by the estimator. The RMSS essentially 
measures whether the estimation error variance 𝑣𝑋𝑖  is correctly calculated. If 𝑠𝑖.is correctly standardized 
then the RMSS should be equal to one. If the RMSS is greater than one, then 𝑣𝑋𝑖  is too small (i.e. BME 
under reports the estimation error), and conversely if it is smaller than one then 𝑣𝑋𝑖  is too large (i.e. BME 
over reports the estimation error). 
The cross validation statistics can also be calculated for the estimation of VOC log-concentrations 
and concentrations, respectively, by simply replacing 𝑥𝑖   and 𝑥𝑖 in equation (5) with  ?̂?𝑖   and 𝑦𝑖 to assess 
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the performance of estimating VOC log-concentrations, and ?̂?𝑖  and 𝑧𝑖 to assess the performance of 




CHAPTER 3: RESULTS 
3.a) Exploratory Analysis 
 The number of observations for benzene, BTEX, and styrene were 42,215, 39,832, and 32,892, 
respectively. Of the observations, the number of these observations reported as zero were 450, 72, and 
1,756, corresponding to non-detection rates of 1.06%, 0.181%, and 5.33% for benzene, BTEX, and 
styrene respectively. Non-detects were replaced with the smallest detected levels divided by 1.2. The 
distribution of observed concentrations were highly skewed toward high values, and this skewness was 
almost completely eliminated by taking the log-transform of observed concentrations (figure 1). However, 
the distributions of log-concentration showed a local peak to the left of the distribution corresponding the 
non-detects (figure 1).  
 
Figure 1: Histograms for (a) benzene, (b) BTEX, and (c) styrene. All data appear log-normal, but it is important to 
note the spike in values on all graphs to the left of the curves. These correspond to values reported as non-detects in 






 The mean of observed log concentrations were -1.75 log(ppb), -0.4 log(ppb) and -2.5 log(ppb), 
for benzene, BTEX, and styrene, and the corresponding standard deviation were 1.1 log(ppb), 0.95 
log(ppb) and 1.6 log(ppb) respectively. As expected BTEX has a higher mean than benzene since BTEX 
is a sum of concentrations that include that of benzene. 
 Map showing the monthly average of log concentrations on a color coded scale (figure 2) show 
that Texas has the most abundant observational data, while Louisiana has a large cluster as well. 
Mississippi and Alabama have the sparsest observational data. The highest values consistently seem to 
appear in Texas, and the lowest values consistently appear in Georgia. 
 
Figure 2: Spatial distribution with values averaged over thirty days for (a) benzene, (b) BTEX, and (c) styrene. Clusters of 
monitoring sites are located in Dallas, Houston, and Baton Rouge 
11 
 
3.b) Global Offset  
 Various sets of kernel smoothing parameter values were evaluated (see Appendix for details) to 
create a global offset that captures regional geographical trend in the log concentration yd that persisted 
over time, and temporal trend that are consistent across monitoring sites. From these, the parameters 
selected consisted in a spatial kernel smoothing range of 0.2 degrees, and a temporal smoothing range of 
10 days. This resulted in global offset spatial component gos(s) that captures broad regional changes in 
VOC log concentrations, and a global offset temporal component got(t) that captures consistent trends 
across the Gulf region occurring in a matter of days. The global offset function go(p)=gos(s)+got(t) was 
then used to obtained the offset removed log concentration data xd=yd-go(pd), which is used for the 
subsequent covariance analysis. 
 
3.c) Covariance Modeling 
The offset removed log concentration data were used to calculate covariance experimental values 
for various spatial and temporal lags (figure 3). The parameters of the corresponding covariance model 
(equation 3) are listed in table 1. These covariance experimental values and corresponding covariance 
model characterize the spatial and temporal variability of benzene, BTEX, and styrene in the Gulf region 
(figure 3), which to the best of our knowledge had not been reported yet. 
The experimental covariance reveal significant nugget effect, corresponding to an instantaneous 
drop of autocorrelation for short spatial and temporal lags (figure 3).  This variability is consistent with 
the highly reactive nature of these compounds, which results in sharp changes in concentrations near 
emission sources. The parameters of the covariance model (table 1) indicate that the sill for the nugget is 
0.382, 0.087 and 0.724 (log(ppb))2 for benzene, BTEX, and styrene, respectively, which is 46.0%, 15.9% 
and 51.0% of the respective variances. This high proportion of uncorrelated variability hinders 
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geostatistical estimation, and in effect corresponds to the proportion of VOC variability that a 










Figure 3: Covariance experimental values and corresponding covariance models for (a) benzene, (b) BTEX, and (c) 
styrene. The experimental covariance values reveal a sharp drop in autocorrelation over short spatial and temporal 
lags, followed by long tails over long spatial and temporal lags. The sharp drop in covariance value limits the 
ability of a geostatistical estimator to predict concentration near a monitoring station. 
 
The first covariance structure has a very short spatial range of 0.005 deg for all three VOCs, 
which is less than the distance between most monitoring stations, and a temporal range of 5.00, 2.00 and 






example, with the variability of concentration between a location upwind versus downwind of a source 
when the wind direction remains the same for 2 to 5 days. Because of the very short spatial and temporal 
autocorrelation range, the variability explained by this structure is similar to that of the nugget structure, 
and likewise hinders geostatistical estimation of the VOC residual log concentrations. The sill of this 
covariance structure is 0.199, 0.202 and 0.341 (log(ppb))2 for benzene, BTEX, and styrene, respectively, 
which when added to that of the nugget structure, is 70.0%, 52.9%, 75.0% of the respective variances.  
Table 1: Parameters of the covariance model (equation 3) for benzene, BTEX and styrene. The fourth sill, c4, 
indicates the variance ascribed to the nugget structure. The first spatial range, ar1, is 0.005 decimal degrees for all 
VOCs. 
Parameters Unit Benzene BTEX Styrene 
Variance (log(ppb))2 0.829 0.546 1.42 
First Sill, 𝒄𝟏 (log(ppb))
2 0.199 0.115 0.341 
Second Sill, 𝒄𝟐 (log(ppb))
2 0.166 0.126 0.199 
Third Sill, 𝒄𝟑 (log(ppb))
2 0.083 0.126 0.156 
Fourth Sill, 𝒄𝟒 (log(ppb))
2 0.382 0.180 0.724 
Spatial Range, 𝒂𝒓𝟏 decimal degrees 0.005 0.005 0.005 
Spatial Range, 𝒂𝒓𝟐 decimal degrees 11.0 1.50 10.0 
Spatial Range, 𝒂𝒓𝟑 decimal degrees 15.0 40.0 70.0 
Temporal Range, 𝒂𝒕𝟏 days 5.00 2.00 2.00 
Temporal Range, 𝒂𝒕𝟐 days 250 10.0 200 
Temporal Range, 𝒂𝒕𝟑 days 1,000 1,000 10,000 
Nugget Proportion, c4/var unitless 0.460 0.330 0.510 
(c1+c4)/var unitless 0.700 0.540 0.750 
 
The remaining two covariance structures (numbered structure 2 and 3) are autocorrelated on 
comparatively large spatial and temporal lags. The variability explained by these two covariance structure 
is autocorrelated (i.e. concentrations are likewise) over distances of 1.5 to 70 degrees, and over durations 
of 10 to 1000s of days. This variability is consistent, for example, with regional concentrations that have 
reached steady state, remain likewise over large areas, and persist over long durations. Because of their 
long spatial and temporal autocorrelation, this variability is one that can be predicted well by 
geostatistical methods. The sill of these two covariance structures represent 35%, 41% and 29% of the 
corresponding variance, which is the portion of variability that we expect to be able to explain with 
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geostatistical estimates. Hence we expect that we will be able to predict BTEX best, followed by benzene, 
and with styrene being last. 
It should be noted that the order in the proportion of nugget variability for these VOC is that same 
as the proportion of non-detects, which is highest for styrene, followed by benzene and then BTEX (see 
figure 1). This finding seem to indicate that a driver for the nugget variability is the proportion of non 
detects. This pauses the question of whether the non-detect were coded as having a value that is too small 
compared to the distribution of detected value. This can be seen by the fact that the distribution peak 
corresponding to the non-detects is far to the left of the mode of the distribution. Future work should 
therefore look at approaches that would better represent non-detect values and see if these approaches 
would reduce the nugget covariance proportion and increase geostatistical performance.   
 
3.d) Cross-validation 
Cross-validation statistics evaluating the performance of estimating the log concentration of 
benzene, BTEX and styrene are reported in table 2. These statistics were calculated based on comparing 
observed log concentration values 𝑦𝑖  with their cross validation BME estimates ?̂?𝑖 and they are reported 
on a log-concentration scale. The RMSE values are 0.751, 0.554 and 0.977 log(ppb) for benzene, BTEX 
and styrene, respectively. The ME values are comparatively close to zero, indicating the estimates are 
unbiased, and as a result the SE are close to the RMSE, indicating that most of the error comes from the 
lack of precision of the estimator. The r2 values are greater than 0.5 across all three VOCs, indicating that 
the estimates explain most of the variability of VOC log concentrations. The RMSS values are close to, 
but slightly less then, one; indicating that the BME estimation variance 𝑣𝑌𝑖 provides a fairly accurate, but 




Table 2: Cross-validation statistics evaluating the performance of estimating the log concentration of benzene, 
BTEX and styrene.  










Benzene 0.751 0.00172 0.751 0.533 0.962 
BTEX 0.554 0.00533 0.554 0.655 0.931 
Styrene 0.977 0.0364 0.976 0.647 0.924 
 
While these cross-validation statistics indicate that BME estimates most of the variability in log 
concentrations, this assessment may be inflated for areas of the Gulf region that are far from monitors. 
This is because a ‘leave-one-out’ cross-validation evaluates the estimation performance at monitoring 
stations, and monitoring stations are markedly clustered for the Gulf region, with many monitors located 
close to one another. Thus, the estimation performance at locations far from monitors may not be well 
reflected. Hence, future work should consider the addition of other validation approaches, including a k-
fold validation, where folds are chosen as large non-overlapping regions, in order to assess the ability of 
BME to estimate VOC log concentrations in large regions without monitors. 
While estimating log-concentration may be the adequate for some applications, other applications 
may be interested in directly estimating the concentration of VOCs. To address this need we report in 
table 3 the cross-validation statistics evaluating the performance of estimating the raw observed 
concentration. In other words, these statistics were calculated based on comparing observed concentration 
values 𝑧𝑖  with their cross validation BME estimates ?̂?𝑖 = exp (?̂?𝑖 + 𝑣𝑌𝑖/2). In effect ?̂?𝑖 is the back-log 
transform of the BME log concentration estimate ?̂?𝑖 and its associated estimation variance 𝑣𝑌𝑖, and the 
statistics are reported in table 3 on a concentration scale with units of ppb (as opposed to log(ppb) for 
table 2). The RMSE values are 0.413, 1.35 and 0.522 ppb for benzene, BTEX and styrene, respectively. 
The ME values are comparatively close to zero, indicating that, similarly to table 2, the estimates are 
unbiased, and that most of the error comes from the lack of precision of the estimator. However, what is 
noticeable is that r2 values are substantially less than those of table 2, with r2 values of 0.191, 0.290 and 
0.106 for benzene, BTEX and styrene, respectively. This means that most of the variability of in the raw 
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concentration of these VOCs cannot be explained by BME. Furthermore, the RMSS is 2.21, 1.64 and 1.94 
for benzene, BTEX and styrene, respectively, indicating that the BME variance is understating the 
estimation error by a factor of roughly two.  
Table 3: Cross-validation statistics evaluating the performance of estimating the concentration of benzene, BTEX 











Benzene 0.413 0.0104 0.413 0.191 2.21 
BTEX 1.35 -0.0812 1.35 0.290 1.64 
Styrene 0.522 0.0317 0.521 0.106 1.94 
 
3.e) BME maps 
In order to further evaluate the performance of the BME method, we created maps showing the 
BME estimate of benzene, BTEX, and Styrene log concentrations for various representative days. These 
estimates were obtained using all the observational data available (as opposed to, for example, using only 
leave-one-out data as done for the cross-validation analysis), and they are therefore the best estimates we 
can generate for these VOCs in the Gulf region.  
Figure 3 shows the BME estimated value and corresponding BME estimation variance for 
benzene log concentration on August 30th, 2012. Benzene has the lowest estimation values on the eastern 
and western borders of Georgia, where it approaches -3.5 log(ppb). The highest values exist in Alabama, 
where the expected log-concentration reaches slightly higher than -0.5 log(ppb). Both locations are likely 
informed by observational benzene values from another day due to the high estimation variance in these 
areas. The low estimation variance occurs at locations where observational data exists for August 30th, 





Figure 3: (a) BME estimated value and (b) corresponding BME estimation variance for benzene on August 30th, 
2012. The variance is high for most of the Gulf States, and low in the vicinity of monitoring stations. 
 
Figure 4 shows the BME estimated value and corresponding BME estimation variance for BTEX 






Figure 4: (a) BME estimate and (b) BME estimation variance for BTEX on September 9, 2012.  
 
 For BTEX, the lowest estimation values mostly appear in Georgia at values of 
approximately -2.0 log(ppb). The highest estimation values occur in Alabama and Southern Florida, with 
the values in southern Florida reaching as high as 1 log(ppb). However, the values in Alabama and 
Florida are likely informed from data from another date, as the estimation variance implies data only 
exists on September 9th, 2012 in Texas and Louisiana. 
Lastly, Figure 5 shows the BME estimated value and corresponding BME estimation variance for 






Figure 5: (a) BME estimate and (b) BME estimation variance for styrene on October 13, 2012. Notice that the 
variance is very high for most of the gulf states. 
 
 Similar to benzene and BTEX, styrene has the lowest expected values in Georgia at values 
approaching -8 log(ppb), and it has the expected values are high in almost all other states with the 
exception of northeast Texas. The high end of expected values for the respective date hover around -2 to  
-1 log(ppb). There are likely only observational data for this date in Texas due to the estimation variance 
witnessed in Texas. The estimation variance is mostly high in all other areas, implying that the data are 
not well autocorrelated either spatially or temporally with hard observational data. 
Figures 3b, 4b and 5b show the estimation error variances for the benzene, BTEX and styrene 
estimation maps, respectively. The estimation variance is lowest close to locations where observational 





observational data is providing the exact log concentration at these locations. The estimation error 
variance then increases as locations move away from the monitoring stations. Hence, the maps of 
estimation variance provides a view of estimation performance across the Gulf region. These maps 
indicate that estimation variance is small only in only small portion of the Gulf region (where monitoring 
stations are clustered), but it is large for most of the Gulf region. In other words, the observational data 
performs best in the vicinity of the few clusters of monitoring sites, but for most of Gulf region is far from 
these cluster of monitoring sites, and therefore the estimation error variance is high for most of the 
region– a reflection of the sparseness of monitoring network for benzene, BTEX and styrene.   
21 
 
CHAPTER 4: DISCUSSION 
Regardless of the global offset chosen, there was still a large nugget effect in the data. Thus, at 
the theoretical BME estimation’s peak performance, there is still a level of variability which cannot be 
explained. When choosing a local global offset, for benzene, the nugget accounted for 39% of the total 
covariance. For BTEX, the nugget accounted for 21% of the total covariance. Lastly, for styrene, the 
nugget accounted for 41% of the covariance. Thus, when judging the performance of the BME estimation 
framework, it is important to remember that explaining too much variability is likely indicative of a 
biased model. 
 It is important to remember that benzene, BTEX, and styrene all have diurnal patterns6. While the 
magnitude of fluctuation for the VOCs within a day likely varies by location, it is possible that the diurnal 
patterns have significant effect on the covariance within a day. Because the data used in this analysis was 
averaged by day, it is possible some of the true autocorrelation is lost, which perhaps contributes to the 
nugget. Furthermore, it is known that benzene and BTEX are highly reactive in the atmosphere23.29. If 
benzene and BTEX react to form other compounds at a rate is faster than the rate at which they travel 
between two monitoring stations, covariance will not be picked up. Although, further analysis would be 
needed to definitively define the nugget.  
 While the local global offset was believed to be the best-case scenario given the observational 
data, there are perhaps more informed global offsets that may improve model performance. Benzene, 
BTEX, and styrene are all sourced from anthropogenic emissions, such as industry and transportation. For 
that reason, it may make sense to remove a global offset which is informed by emissions.  For example, 




Figure 6: Benzene estimation based on chemical transport model heavily informed by emissions data 
While this model output is also an estimation, it is based heavily on emissions data. When viewed 
at the macroscale, it can serve as an approximate for benzene emissions. Notice the areas of high values in 
Georgia and Louisiana. Compare these areas to the observational data, which had very low values in 
Georgia and did not have values in that area of Louisiana. An informed global offset is effective as far as 
the data is informed. For the purpose of this analysis, it is believed the local global offset was the most 
informed, but it is not without noting that information may have been inherently lacking in the 
observational data. 
 Another factor within the analysis that affected performance would be the zero values. Recall 
from the histograms of benzene, BTEX, and styrene, that there existed a host of values representing the 
log-transformed zero values. It was clear these values did not fit the overall pattern of the data. Not 
enough information was present to determine if the observational zero values were actually equal to zero 
or if they were equal to ‘below detect’ of the monitoring equipment. It is difficult to imagine a scenario 
when there is absolutely no benzene, BTEX, and styrene concentration due sources of these VOCs being 
nearly ubiquitous. Having a high number of zero values means that the BME estimation will be forced to 
go decrease very far in value to fit the observational data, which may be catering to artificial log-
transformed values representative of raw zero values. In short, a proper BME estimation requires a 
normal distribution, even if it must be log-transformed, but an artifact of the log-transformation is that 
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zero values are approximated and log-transformed to create an unreal expectation for the BME 
estimation. Thus, model performance may decrease.  
 A more proper way to deal with the zero values may be to assign these values as ‘soft’ data. Soft 
data, as opposed to hard data, is a distribution of data values over which the real value may lie. For 
example, benzene’s zero values were approximated to be around -7.75 log(ppb), but if treated as soft data, 
one given data value may be input as -6.5 log(ppb) +/- 1.5 log(ppb). This leads to the BME estimation 
being informed by a measured zero value but also informed by measured non-zero values at vicinal 
spatial and temporal locations.  
 Overall, based on the observational data, benzene, BTEX, and styrene are relatively difficult to 
accurately predict using BME. It is important to note that strength of the validation statistics, specifically 
r2, followed the same pattern as the proportion of values which were measured as zeroes. Meaning, BTEX 
had the smallest proportion of zero values, and it had the largest r2. Benzene had the second smallest 
proportion of zero values, and it had the second largest r2. The trend continued for styrene. This suggests 
that the model is particularly sensitive to the zero values, as it the BME estimations are forced to be equal 
to the observational data value at each location that has an observational value. This further suggests that 




CHAPTER 5: CONCLUSION 
5.a) Summary 
In summary, there exists a need to accurately predict benzene, BTEX, and styrene values at 
locations where observational data does not exist. Using BME provides a framework to do so. When 
using BME, choosing a global offset can drastically improve statistical model performance with the 
correct parameters. Choosing the correct parameters is a matter of assessing the exploratory data analysis, 
understanding the resulting covariance models, and the cross validation.  
It appears that a local global offset is the optimum choice to predict benzene, BTEX, and styrene 
concentrations. A local global offset responds to mean trends that span four decimal degrees in space and 
thirty days in time, but it is most heavily influenced by 0.2 decimal degrees in space and ten days in time. 
Thus, the global offset was very sensitive to noise in the data, but it appeared to be necessary to uncover 
the most autocorrelation. 
Of the three VOCs, BTEX has the most robust model prediction, followed by benzene, and then 
styrene. Additionally, BTEX had the lowest proportion of zero values, followed by benzene, and then 
styrene. Thus, it is likely that the zero values significantly altered the model performance. 
5.b) Future Work  
Future work includes improving how the non-detect values are treated. After approximating the 
non-detect values as very small concentrations and log-transforming, there are a cluster of data that exist 
outside the log-normal distribution. Treating these values as ‘soft data’ may allow the estimation to be 
more informed by actual measured values and less by values zero values. 
The first step in treating the non-detect values as soft data is to determine the range of values that 
these values could likely be. For this, the non-detect values should be removed from the dataset, but the 
non-detect rate (the percentage of total values that were non-detect) should be retained. After which, a 
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value of the remaining dataset, which is equal to all the values that were above detect, should be obtained 
which is given by the percentile equal to the non-detect rate for a given VOC. Meaning, for styrene the 
non-detect rate is 5.33%. Thus, the value corresponding to the 5.3 percentile of above-detect styrene 
values needs to be calculated. Additionally, the minimum value of the above-detect styrene values needs 
to be calculated. This could serve as the range of values for which the non-detect values could be assumed 
to be between; therefore, the non-detect values will be treated as soft data which lie between these two 
values. Treating the non-detect values in this manner assumes that the true value of these VOCs is never 
actually zero because sources are constantly emitting VOCs. 
Furthermore, future work to improve this model should include introducing a better global offset 
that is informed not by observational data, but by emissions data. This may provide a baseline trend 
which explains noise in the data resulting from locations where observational data does not exist. All in 
all, the global offset is supposed to inform the model of the most autocorrelated S/TRF, and information 
may not always be best when coming directly from the observations. More specifically, it is 
recommended to introduce a global offset that is the output of a Land Use Regression (LUR) which 
includes the sum of exponentially decaying contributions within a given radius around each monitoring 
station. The spatial global offset to be removed from LUR, 𝑔𝑜(𝒔), at spatial location 𝒔 = (𝑠1, 𝑠2) is to be 
governed by Equation 6: 
𝑔𝑜(𝒔) = ?̂?0 + ?̂?1𝐶𝑒1(𝒔) + ⋯ + ?̂?𝑛𝐶𝑒𝑛(𝒔)                   (6) 
where ?̂?𝑖 is i
th regression coefficient and 𝐶𝑒𝑖 is the sum of exponentially decaying contributions of the i
th 
emission type. This will likely include three emission types which will serve as predictors: point, onroad, 
and nonpoint.  
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APPENDIX A: BTEX + Styrene Data  
 Observational data for BTEX and styrene were obtained from the Environmental Protection 
Agencie’s (EPA) Air Toxics database, which can be found at https://www3.epa.gov/ttnamti1/toxdat.html. 
The database contains hazardous air pollutant (HAP) data by state. From the list of HAPs, benzene, 
toluene, ethylbenzene, o-xylene, (m+p)-xylene, and styrene data were obtained for six states: Alabama, 
Florida, Georgia, Louisiana, Mississippi, and Texas for the years 2006 through 2017.  
 The data came were downloaded in Microsoft Access files which contain all the hazardous air 
pollutant data for the given state. For Alabama, Florida, Georgia, Louisiana, and Mississippi, the data 
include all of the years of data in one access file. For example, the file titled “AL_AMA_HAPS” simply 
contains all of the data EPA has collected regarding HAPS for any year which data was available. On the 
contrary, Texas has a large number of data entries, and, therefore, the data is parsed up by year. However, 
the data are combined for 2006 and 2007 and for 2008 and 2009. For example, Texas’s HAPS data for the 
years 2006 and 2007 are in a Microsoft Access file titled “TX_AMA_HAPS_2006_2007”. When the data 
were not combined for more than one year in Texas, the year was indicated similarly at the end of the file 
title, but there was only one year listed. For example, a file exists for Texas’s 2013 data titled 
“TX_AMA_HAPS_2013”. 
 In the downloaded Microsoft Access files, there were information on 188 different HAPs, but 
each respective component of BTEX and styrene were selected one at a time to transfer to a Microsoft 
Excel sheet and saved as .csv files. The Access files had 44 different columns identifying information 
about the monitoring sites and process. However, only 10 columns were retained after transferring to the 
Excel files. The columns retained are labeled as follows: “AMA_SITE_CODE”, “PROGRAM, 
SAMPLE_DATE”, “SAMPLE_START_TIME”, “AQS_PARAMETER”, “YEAR”, 
“SAMPLE_VALUE_REPORTED”, “UNIT_DESC”, “MONITOR_LATITUDE”, and 
“MONITOR_LONGITUDE”. However, after the data were put in Excel files, the column headings were 
renamed as outlined in table a.1. 
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Table a.1: Column headings before and after changing for simplicity. The ‘before’ column is how the columns are 














 While the columns retained and seen in table a.1 are believed to be the most important, there are 
some other columns that may contain information useful when understanding the data. For example, 
columns labeled “DURATION_DESC”, “SAMPLE_VALUE_STD_FINAL_UG_M3”, 
“SAMPLE_COLLECTION_DESC”, and “SAMPLE_ANALYSIS_DESC” are likely of use when 
attempting to further understand the monitoring process. The “DURATION_DESC” column contains 
information on how long the data are collected for to report a value. For example, “24 HOURS” is one 
entry which likely implies the data are collected over a 24-hour period, with the average reported as the 
average reported as the value.  
If the data are reported over 24-hour period, then it is also helpful to know the spread of the data 
over that period. The “SAMPLE_VALUE_STD_FINAL_UG_M3” column provides a standard deviation 
of the value. This is helpful to understand the total fluctuation of the data over the measurement time 
period and may be helpful if wanting to treat the entries as soft data or understanding the error in the data. 
Furthermore, the “SAMPLE_COLLECTION_DESC” and “SAMPLE_ANALYSIS_DESC” have 
important implications for understanding the success of the model. “SAMPLE_COLLECTION_DESC” 
column indicates how the sample was collected. For example, “Pressurized Cannister” is a common 
method to collect samples when collecting over 24 hours. The “SAMPLE_ANALYSIS_DESC” column 
provides information about how the sample was analyzed to determine the VOC concentration. Gas 
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Chromatography, labeled as “GC with Multiple Detectors”, is a common method to analyze the sample 
when collecting 24-hour samples. On the contrary, a 1-hour collection typically had different collection 
and analyzation methods. For example, for the 1-hour collections, a preconcentration trap was often used 
and the analysis method was labeled as “PE 8700;AUTO GC;SUBAMBIENT-DUAL FID”.  
 The data are sourced from ten different monitoring program, and the data was reported to the 
hourly level; although, not every monitoring program reported more than one value for a day. The 
monitoring programs are as follows:  
1. BP OIL SPILL MONITORING 
2. COMMUNITY-SCALE MONITORING 
3. NATTS MQO CORE HAP: NON-UATMP 
4. NATTS NON-MQO CORE HAP: NON-UATMP 
5. OTHER 
6. PAMS 
7. SCHOOL AIR TOXICS MONITORING 
8. SLAMS 
9. TX AMBIENT AIR MONITORING 
10. UATMP 
Although, it is important to note that the “NATTS MQO CORE HAP” and “NATTS NON-MQO CORE 
HAP” were ultimately combined to provide values for BTEX. This is because benzene is mostly 
monitored under “NATTS MQO CORE HAP”, but the other VOCs are all monitored under “NATTS 
NON-MQO CORE HAP”. Thus, when trying to add the constituents of BTEX to determine a total BTEX 
concentration, the monitoring programs needed to be combined to define them at the same spatiotemporal 
location. 
 The BP monitoring (“BP OIL SPILL Monitoring”) was set up by the EPA in response to the 
Deepwater Horizon BP oil spill of 2010. Monitors were placed along the coast of Louisiana, Mississippi, 
Alabama, and Florida in the locations that surround the site of the spill. These monitoring stations were 
all on or very close to the coast, and there were very few monitoring stations per state. Thus, they were 
likely meant to find macro patterns across large spatial regions, i.e. the Gulf Region. Sample data was 
collected for MP10, H2S, VOCs, and polycyclic aromatic hydrocarbons (PAHs)19. For the VOCs, these 
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data were collected only from June 2010 to September 2010, and they were collected every-day. These 
were 24-hour samples with samples collected using a pressurized cannister, which is labeled in the data as 
“CANISTER SUBAMBIENT PRESSURE”. The collections were analyzed using multi-detector gas 
chromatography.  
 The community scale monitoring (“COMMUNITY-SCALE MONITORING”) is part of an EPA 
program that gives grants to projects assisting state, local, and tribal communities to measure air quality 
and identify potential sources. They often identify trends across community-scale spatial areas20. The 
monitoring data is provided for a few sites in and near Birmingham, Alabama in 2005 and 2006; 
although, the data are only collected for 2006 in this analysis. The data were not collected everyday. 
These were 24-hour samples with samples collected using a pressurized cannister, which is labeled in the 
data as “CANISTER SUBAMBIENT PRESSURE”. The collections were analyzed using multi-detector 
gas chromatography. 
 The National Air Toxics Trend (NATTs) monitoring (“NATTS MQO CORE HAP: NON-
UATMP” and “NATTS NON-MQO CORE HAP: NON UATMP”) was set up to observe long-term HAP 
monitoring. It includes 27 sites across the United States, including five in the Gulf Region17. The data 
from these monitoring programs exist for every year included in this analysis and is reported every six 
days. Thus, when taken alone, this program is likely good for long term trends of VOCs, but less 
indicative of any spatial or short-term trends observed in the data. These were 24-hour samples collected 
in a passivated canister, which is labeled as “PASSIVATED CANNISTER”, and the samples are 
analyzed by cryogenic preconcentration gas chromatography - mass spectrometry (GC/MS).  
 The Photochemical Assessment Monitoring Stations network (PAMS) was set up under the Clean 
Air Act and hosts sites across the nation. Six of these sites are in the Gulf Region, and they are set up to 
collect hourly averaged values of VOCs, as well as other air pollutants and weather data21. As with the 
NATTs monitoring, the data are collected every seven days; although, the PAMs collects hourly samples, 
so a given day will have twenty-four reported concentration values. These PAMs network is likely helpful 
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in identifying long term patterns and diurnal patterns of the VOCs. This network is likely not used to 
determine spatial patterns due to the coarse resolution. To collect samples for this network, a 
preconcentration trap is used, and the samples are analyzed using auto gas chromatography (GC), which 
is labeled as “PE 8700;AUTO GC;SUBAMBIENT-DUAL FID”) in the data. 
 The School Air Toxics Monitoring network took numerous samples of VOCs over 60-day periods 
with the purpose of quantifying exposure to air toxics on or near school grounds. There are 63 schools 
spanning 22 states in the program, with 9 of those sites in the Gulf Region15. Due to the samples being 
taken every 60 days but only for 6 days, it is likely that the program was simply trying to quantify 
exposure at given time periods as opposed to quantify temporal variability. These samples were taken 
every six days. To collect the samples a subambient pressure canister was used and to analyze the samples 
a multi-detector GC was used. 
 The State or Local Air Monitoring Stations (SLAMS) network is an encompassing network 
including stations classified as NCore, PAMS, and Speciation. The aim of the study is to identify the 
highest concentrations in areas, determine background concentrations, and determine overall effects of air 
pollution14. Some stations in this network reported data every day; whereas other stations in this network 
reported daily data measured each hour. This is due to SLAMS being an encompassing network with 
many monitoring programs in it. To analyze the hourly data, a preconcentration trap was used to collect 
the sample, and auto-GC was used to analyze the sample. To analyze the 24-hour data, a passive canister 
was used to collect the sample, and cryogenic preconcentration GC/MS was used to analyze the sample.  
 The Texas Ambient Air Monitoring network (“TX AMBIENT AIR MONITORING”) includes 
over 200 monitoring stations across Texas. The aim is to quantify localized air quality and air pollution 
trends. The monitors are selected to be placed by analyzing population trends, reporting emission 
inventories, and already existing air monitoring data37. The data are collected hourly from 2010 to 2012. 
The samples are collected using a preconcentration trap, and auto-GC was used to analyze the samples.  
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 The Urban Air Toxics Monitoring Program (UATMP) network is a monitoring program funded 
by the EPA which provides funds to state, local, and tribal communities aiming to monitor air toxics. The 
scope of monitoring varies depending on the agency monitoring the air toxics22. In this dataset, the 
UATMP network provides data for four sites in Mississippi, and the monitors collected 24-hour samples. 
The samples are collected using subambient pressure canisters, and the samples are analyzed using multi-
detector GC. 
 The observational data had three different units: parts per billion (ppb), parts per billion – carbon 
(ppb-C), and parts per million - carbon (ppm-C). It was necessary that all the data were converted into one 
constant unit. Because ‘ppb’ was the overwhelming reported unit, all other units were converted to ppb. 
To convert from ppb-C to ppb, the observational concentrations were divided by the number of carbons in 
the VOC. To convert from ppm-C to ppb, the observational concentrations were divided by the number of 
carbons in the VOC and multiplied by 1,000. There are six carbons in benzene. There are eight carbons in 
ethylbenzene, o-xylene, m-xylene, p-xylene, and styrene, and there are seven carbons in toluene. 
Data were cleaned so that daily data existed for each unique monitoring location. If a given 
spatial location contained multiple values for the same day, the observational values were averaged. Data 
were cleaned for the six HAP classifications; however, an additional two datasets were created: ‘BTEX’ 
and ‘BTEX + Styrene’. The BTEX data is the sum of benzene, toluene, ethylbenzene, o-xylene, and 
(m+p)-xylene for every spatiotemporal location that had data for all five HAP classifications. Similarly, 
the ‘BTEX + Styrene’ dataset is the sum of benzene, toluene, ethylbenzene, o-xylene, (m+p)-xylene, and 
styrene for every spatiotemporal location that had data for all size HAP classifications.  
In the MATLAB script, the 'groupsummary' function is used to average the values by time 
aggregates. The data is originally read into tables for each VOC which contains a spatial location 
(longitude and latitude) and specific temporal location (date and time). Using groupsummary, the script 
controls for the variables that we want to aggregate for. For the daily summary, this includes location and 
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'Days' value. Thus, if there is a location has more than one measured value at a given day, they will be 
averaged. 
To understand the extent of the data cleaning, it is helpful to see statistics of the data both before 
and after the data are cleaned.  
Table a.2: Statistics of VOC concentrations before and after averaging by each day. Notice that after averaging the 
number of observations reduces by over a factor of 10. The mean values tend to stay around the same or increase 
slightly, while the maximum values reduce greatly. 
 Before Data Cleaning After Data Cleaning 












Benzene 563,303 0.2597 246.5 0 42,215 0.2790 28.60 0 
Toluene 528,625 0.4512 166.8 0 40,738 0.4506 90.00 0 
Ethylbenzene 563,081 0.0576 25.32 0 42,396 0.0678 20.80 0 
o-Xylene 560,753 0.0629 113.9 0 42,318 0.0660 8.362 0 
(m+p)-Xylene 552,586 0.1817 110.7 0 41,729 0.1872 26.96 0 
Styrene 414,919 0.0452 265.0 0 33,562 0.0432 88.77 0 
 Quality assurance was complete to check that the values were averaged correctly. For each VOC, 
10 spatiotemporal locations (site ID and date) were randomly selected from the cleaned dataset. The 
corresponding averaged VOC value was found. Using Microsoft Excel with the uncleaned data, a filter 
was completed to select for the same spatiotemporal locations. Then, using the ‘average’ function in 
Excel, all the values for that spatiotemporal location were averaged. The data were found to be equal on 
both sides, indicating the ‘groupsummary’ function in MATLAB worked well.  
It was determined that the data were heavily skewed to the right for all HAP classifications. Thus, 
the data were log-transformed using the natural logarithm. If a concentration was reported as 0 ppb, it was 
changed to an approximate value equal to the minimum observational value greater than zero divided by 




















APPENDIX B: Benzene + BTEX Exploratory Analysis  
To further understand the distribution of benzene and BTEX, it is important to understand how 
the data change across time. Because benzene is a component of BTEX, exploratory plots are provided 
with benzene and BTEX simultaneously. To begin with, time trends of the areal means and standard 




Figure b.1: Areal mean and variance of benzene (left) and BTEX (right) provided from 2006-2017 
 As seen in Figure b.1, benzene’s areal mean appears to mostly hover between -4.0 log(ppb) and -
2.0 log(ppb) with some extreme peaks going below and above this range from 2006 to 2010. From 2010 
through 2017, the mean appears to increase, on average, to range from -2.5 log(ppb) to -0.5 log(ppb). The 
standard deviation appears to stay around 1.0 log(ppb), although it does decrease in the later years. While 
the later years appear to have less variance, the earlier years, from 2006 to 2009, appear to have much 
more noise. This could possibly be due to different monitoring equipment being used across time; 
although, it is important to note that the “Deepwater Horizon” BP oil spill occurred in 2010 in the Gulf of 
Mexico9.  
 BTEX’s areal mean typically falls within the approximate range of -2.7 log(ppb) and 0.5 
log(ppb). Like benzene, the mean increases after 2010 and appears to maintain this increased value 
through 2017. BTEX also appears to have more variance in the data across time, perhaps since it is the 
sum of varying VOCs. While the BTEX data is overall noisier, the standard deviation does appear to stay 
relatively constant across time. 
 It is also important to note the cyclic patterns in both benzene and BTEX’s time trends. 
Benzene’s mean value appears to increase and decrease in full cycles lasting around one year. While less 
evident in the BTEX plot, it is still possible to identify similar cycles lasting around one year. These 
35 
 
cyclic patterns suggest a level of temporal autocorrelation of the data, and revealing temporal 
autocorrelation is an important step in the BME estimation framework. 
 Another time trend provided for benzene and BTEX is the observational percentiles across time. 
It is important to understand if the temporal variance is evenly spread across the range of reported values. 
Figure b.2 outlines these results.  
 
Figure b.2: Time trend of benzene (left) and BTEX (right) by percentiles 
 For both benzene and BTEX, there appear to be cyclic patterns in all percentiles of the data. This 
further suggests temporal autocorrelation. Additionally, it is important to note that the lower 5 percentile 
of data for both benzene and BTEX appear to be highly variable when compared to other percentiles. This 
is likely due to zero values in the raw data being approximated as very low values for the purpose of log-
transformation. 
 While time trends are great at suggesting whether temporal autocorrelation exists, another time 
plot can suggest whether spatial autocorrelation exists. These time plots show the time series at randomly 
selected monitoring stations and vicinal locations, and Figures b.3 and b.4 offer a visual for these time 





 On the left side, the time stations are plotted from October 2011 to January 2013, and on the right 
side, the time stations are plotted from January 2011 to January 2012. Similar to the time trends seen in 
Figures b.1 and b.2, a cyclic pattern can be seen where the data increase and decrease together. Although, 
the cyclic pattern is particularly important in this figure because the stations are all very close by. Thus, 
spatially adjacent monitoring stations appear to maintain spatial autocorrelation across time. 
 
Figure b.4: Time series at randomly selected sites and the five closest neighbors by spatial distance (BTEX) 
Figure b.3: Time series at randomly selected sites and the five closest neighbors by spatial distance (benzene) 
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 For BTEX, similar plots are provided. While the data are noisier than that of benzene, the 
observed BTEX values do still appear to have a temporal, cyclic pattern. Nearby stations appear to 
increase and decrease together with time; thus, spatial autocorrelation of BTEX is suggested by Figure 5. 
 Another important mode to explore the spatial autocorrelation of the data is to do a spatial plot of 
the data for controlled time periods. Seeing ‘plumes’ of data, or likewise values across spatial regions, 
indicates that the data are spatially autocorrelated. A spatial plot of benzene (Figure b.5) and BTEX 
(Figure b.6) are provided for the U.S. Gulf Region. 
 
 The data are averaged over thirty days as opposed to just one day to reveal more points across 
space. Very few days had a large number of data points across the whole spatial domain. There are 
Figure b.5: Spatial plots of benzene averaged over 30-day ranges 
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clusters of likewise values that appear to range for around 1.5 decimal degrees, suggesting the data are 
spatially autocorrelated across said distance. The spatial autocorrelation is most evident when focusing on 
the clusters in Dallas, Texas, Houston, Texas, and Baton Rouge, Louisiana. However, most of the other 
observational points are more spatially isolated; thus, they are difficult to visually assess and reveal 
spatial autocorrelation.  
  
 
Figure b.6: Spatial plots of total BTEX averaged over 30-day date ranges 
 When compared to the benzene values, the BTEX values are more variable. This is in line with 
the time trends and series observed in Figures b.1-b.4. Nonetheless, the BTEX values appear to be 
autocorrelated over distances of approximately one decimal degree. Although there appears to be much 
variance within each cluster, there are still noticeable differences between each cluster, suggesting spatial 
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autocorrelation. However, the large variability within each cluster suggests that there may be a ‘nugget’ 
covariance effect. A nugget effect essentially implies a level of variability or randomness in the 
autocorrelation at any finite distance, although there can still exist a decent level of spatial autocorrelation 
despite the nugget effect. 
 
 
APPENDIX C: Styrene Exploratory Analysis 
To further understand the patterns in styrene’s data, it is important to understand how the data 
change across time. To begin with, areal means and standard deviations are provided from years 2006 to 
2017. Figure c.1 outlines these results. 
  
Figure c.1: Areal mean and variance of styrene from 2006-2017 
 As seen in Figure c.1, the areal mean and variance are highly variable to that compared of 
benzene and BTEX. From 2006 to 2010, the mean appears to vary between -6 log(ppb) and -1 log(ppb). 
After 2010, the mean is less variable and stays between values of -4 log(ppb) and -0.5 log(ppb). The 
standard deviation appears to roughly stay around 1.6 log(ppb) through all the years. The mean does 
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appear to increase and decrease in cycles that last approximately a year; however, these cycles are not as 
consistent as those of benzene and BTEX.  
To further understand the cyclic patterns of the data, it is helpful to view the time trend for 
different percentiles, as seen in Figure c.2. 
 
Figure c.2: Time trend of styrene by percentiles 
 Figure c.2 consistently reveals many time periods when the styrene concentration approaches -8 
log(ppb) across all the years. This is indicative of many zero values for the raw styrene data across the full 
temporal domain. Furthermore, the other percentiles do increase and decrease together in a cyclical 
manner, the cycles are far less noticeable and do not maintain a clear pattern across the years as seen in 
benzene and BTEX. Thus, a level of temporal autocorrelation is suggested, but it is expected to be less 
than that of benzene and BTEX. 
 In addition to overall time trends, individual time series for clusters of monitoring sites can be 
revealing of spatial autocorrelation and how well that spatial autocorrelation is maintained across time. 




Figure c.3: Time series at randomly selected sites and the five closest neighbors by spatial distance (styrene) 
 Figure c.3 offers time series at two different locations for portions of 2012. What is immediately 
evident is that there is much noise in the styrene data. Nonetheless, the nearby monitoring stations appear 
to follow the same trends despite the noise, suggesting a level of spatial autocorrelation.  
 Furthermore, spatial autocorrelation can be uncovered by revealing spatial plots of the observed 





 Similar to benzene and BTEX, the data are averaged over thirty day time periods. The data are 
averaged because very few days have a large number of observed values across the whole gulf region. 
When observing the larger clusters, the data appear to be somewhat autocorrelated. There does appear to 
be variance within the clusters, suggesting a ‘nugget’, but otherwise, the data appear to maintain a level of 






Figure c.4: Spatial plots of styrene over 30-day ranges 
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APPENDIX D: Flat global offset  
 
 A flat global offset is provided for benzene only for comparison. In both the spatial and temporal 
figures for benzene, it is evident that this global offset assumes the mean trend is equal to 0 log(ppb). 
Thus, for this global offset, any realization of benzene that is below 0 log(ppb) is below what is expected, 
and the estimation would tend to move upwards towards 0 log(ppb) in between hard data points. 
Conversely, any estimation above 0 log(ppb) would be higher than what is expected, and the estimation 
would tend to go downwards toward 0 log(ppb) in between hard data points. However, this is surely not 
the case, and it mostly serves as a reference for which to compare improvement for other global offset 
parameters. A flat global offset at 0 log(ppb) would look the exact same for BTEX and styrene; although, 













APPENDIX E: Local Global Offsets (Temporal) 
As seen in Figure e.1, the cyclic patterns on benzene appear to be reflected in benzene. 
 
 
Additionally, the earlier noise that is seen before 2010 is also reflected. It is believed that when removing 
this global offset from the data, the most autocorrelated S/TRF is revealed for benzene. Similar plots are 
done for BTEX (Figure e.2) and styrene (Figure e.3). 
 





























Figure e.2:  Local global offset (temporal) for BTEX 
Figure e.3: Local global offset (temporal) for styrene 
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 Similar to benzene, the global offsets for BTEX and styrene appear to capture all of the 
peaks and valleys. Prior to 2010, the variability is captured with the local global offset. For BTEX, the 




















APPENDIX F: Local Global Offsets (Spatial) 
Equally important as the temporal global offset trends are the spatial global offset trends. These 
trends are depicted for benzene in Figure f.1.  
 
Figure f.1: Raw (top) and smoothed (bottom) spatial global offset for benzene 
What is immediately evident is that Georgia tends to have the lowest values on average, ranging 
around -3 log(ppb). Alabama seems to have the highest values ranging around -0.5 log(ppb). The low 
values in Georgia appear to be located on the eastern and western borders, which creates islands of low 
values on these sides of the states for the global offset. 




Figure f.2: Raw (top) and smoothed (bottom) spatial global offset for BTEX 
 Again, Georgia has the lowest values, which make sense since benzene is a component of BTEX, 
and BTEX is low in Georgia. However, the low BTEX values appear to be mostly in southeast Georgia, 
as opposed to both sides of Georgia. The highest average BTEX values are in Alabama and western Texas 
and hover around 0.5 log(ppb).  







Figure f.3: Raw (top) and smoothed (bottom) spatial global offset for styrene 
 When assessing the global mean trend for styrene, it is important to note the variability of styrene 
witnessed in previous figures. Styrene’s spatial global offset ranges from approximately -7 to -1 log(ppb), 
which is a large range of spatial variability. Once again, the lowest values are in Georgia at around -6.5 







APPENDIX G: BME Estimation: Temporal 
Revealing autocorrelation through a robust covariance model is of paramount importance when 
using the BME estimation framework. For temporal BME estimation, maps are provided which show an 
estimate for benzene, BTEX, and styrene at all points within the time domain. Figure g.1 offers results for 











Figure g.1: Temporal Estimation of benzene (top), BTEX (middle), and styrene (bottom)  for Site 220050004 . The left figures provide the estimation for 
all dates in the time domain; whereas the right figures provide the estimation for a restricted time domain to better visualize the estimation. 
52 
 
 As seen in Figure g.1, the three VOCs are estimated for Site 220050004. This site is located at 
(x,y)=(-90.9656o, 30.2297o), which is slightly southeast of Baton Rouge, Louisiana. As can be seen, 
observational data points do not exist for this site for every day within the temporal domain; however, the 
BME framework still provides estimation for these days. Recall that it is a space/time estimation 
framework, so the estimation from years 2006-2010 is likely completed using observed values are nearby 
sites for those dates, as well as the later observed values for Site 220050004. It is particularly important to 
note that the BME estimation (solid blue line) goes through every hard data point, but in between hard 
data points, the estimation tends towards the global offset. Thus, an estimation is provided that captures 
the pattern of observational data for the individual site, but it is still informed by the overall global offset 
of the whole dataset. Ideally this provides an estimation that is resilient despite spatial or temporal noise 














APPENDIX H: Global Offset Parameters 
A cross-validation was provided for each global offset scenario in order to compare results and 
understand whether the global offset is picking up the optimum space/time variability. The cross-
validation is quantified for flat, domain-wide, regional, semi-local, and local global offsets. Table h.1 
outlines the search range and radii for each global offset. Furthermore, a cross-validation is provided for 
the log-transformed values, which serve as input to the BME model, and the raw values, which are how 
the data is measured. 
Table h.1: Global offset parameters. Radius refers to the max search radius with calculating the inverse exponential distance 
weighted global offset, and the range refers to the range at which 95% of the weight is held within. 








Flat 10,000 10,000 10,000 10,000 
Domain-wide 37.5 7.5 540 180 
Regional 12.5 2.5 270 90 
Semi-Local 4 0.6 90 30 













APPENDIX I: Cross-validation for Global Offset Parameters 
The cross-validation statistics for the log-transformed data are provided for benzene in Table i.1. 
Table i.1: Cross-validation statistics for benzene (log-transformed) 
Global Offset RMSE ME SE r2 RMSS 
Flat 0.683494 -0.004143 0.683490 0.615957 0.850030 
Domain-Wide 0.761501 0.009355 0.761452 0.521706 0.906216 
Regional 0.773796 0.012349 0.773707 0.507937 0.926196 
Semi-Local 0.758186 0.005378 0.758176 0.526517 0.955849 
Local 0.751358 0.001724 0.751365 0.532387 0.961698 
 
The local global offset was used for benzene. Of particular importance is the r2 of 0.532387 
indicates that approximately 53% of the variability in the data can be explained by this given BME 
estimation framework. Furthermore, the RMSS is equal to 0.961698, which is very close to 1.0. The 
closer the RMSS is to 1.0, the better the quantification of the estimation variance. The mean error is 
0.001724 log(ppb), which is the lowest absolute value of mean errors for all the global offsets. 
The cross-validation statistics are provided for BTEX in Table i.2. 
Table i.2: Cross-validation statistics for BTEX (log-transformed) 
Global Offset RMSE ME SE r2 RMSS 
Flat 0.590147 0.006707 0.590117 0.605063 0.847230 
Domain-Wide 0.583010 0.006004 0.582987 0.615740 0.876037 
Regional 0.579279 0.006100 0.579255 0.618302 0.908813 
Semi-Local 0.581777 0.007445 0.581736 0.616263 0.937707 
Local 0.553554 0.005333 0.553535 0.655159 0.930594 
  
 The local global offset was used for BTEX. The r2 is equal to 0.655159, which indicates the BME 
estimation can explain approximately 65% of the variability in the data. The RMSS is equal to 0.93, 
which is very close to 1. This suggests the model is relatively accurate at determining the estimation 
variance. The mean error is 0.00533 log(ppb), which is the lowest of all global offsets. 
 Similar statistics are provided for styrene in Table i.3. 
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Table i.3: Cross-validation statistics for styrene (log-transformed) 
Global Offset RMSE ME SE r2 RMSS 
Flat 1.040966 0.063188 1.039062 0.611479 0.713048 
Domain-Wide 1.0318380 0.064350 1.029386 0.617048 0.727601 
Regional 1.011925 0.056045 1.010388 0.629603 0.692709 
Semi-Local 1.007790 0.043286 1.006876 0.628282 0.896014 
Local 0.977123 0.036445 0.976458 0.647246 0.924484 
  
 Once again, the local global offset was used for styrene. The r2 indicates that approximately 64% 
of the variability can be explained with the BME framework. Furthermore, the quantification of 
estimation variance is the leased bias for the local global offset, which is suggested by an RMSS of 
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