ABSTRACT. An integer matrix A ∈ M d (Z) induces a covering σ A of T d and an endomorphism
INTRODUCTION
Actions of the real line R on C * -algebras are used to describe the time evolution in physical models, and also arise in a wide variety of mathematical contexts. The KMS states for the action were originally intended to be mathematical realisations of the equilibrium states in statistical mechanics [5] . More recently, mathematicians have found actions of R on algebras of number-theoretic origin that exhibit phase transitions of the sort one might expect in a statistical-mechanical model [3, 20, 23] . Here we describe a similar phenomenon for the gauge action on an Exel crossedproduct C * -algebra associated to an integer dilation matrix A. An illuminating example for the analysis of KMS states is the action σ lifted from the gauge action of T on the Toeplitz-Cuntz algebra T O n [14] . The system (T O n , σ) has a single KMS state for each inverse temperature β ≥ log n, but only the one at β = log n factors through the purely infinite simple quotient O n (see, for example, [21, Example 2.8] ) . Our situation is similar: the Exel crossed product is purely infinite simple and has a unique KMS state, which has inverse temperature β = log | det A|, whereas its Toeplitz analogue has KMS β states for all β ≥ log | det A|. Here, though, the simplex of KMS β states is large for β > log | det A|, and we have a phase transition at β = log | det A|.
Before stating our results more precisely, we set up some notation. We consider a matrix A ∈ M d (Z) with nonzero determinant, and write σ A for the associated selfcovering of defines a transfer operator L for α A , and the triple (C(T d ), α A , L) is one of the Exel systems studied in [17] . We write M L for the associated right-Hilbert bimodule over C(T d ), which has underlying space C(T d ), actions defined by f · m · g = fmα A (g), and inner product defined by m, n = L(m * n). We write φ for the homomorphism of C(T d ) into L(M L ) which implements the left action. If Σ is a set of coset representatives for Z d /A t Z d , then the characters {γ m : z → z m : m ∈ Σ}, viewed as continuous functions on T d and hence as elements of M L , form an orthonormal basis for M L (this observation is due to Packer and Rieffel [31] , and a proof consistent with our notation is given in [17, Lemma 2.6] ). The reconstruction formula for this basis implies that φ(f) is the finite-rank operator m Θ f·γm,γm for every f ∈ C(T d ). Then since α A is unital, the results of [7] imply that Exel's Toeplitz algebra T (C(T d ), α A , L) is the Toeplitz algebra T (M L ), and that the Exel crossed product C(T d ) ⋊ α A ,L N is isomorphic to the Cuntz-Pimsner algebra O(M L ). The Toeplitz algebra T (M) of a Hilbert bimodule M over C is generated by a universal representation (i M , i C ) of M, and carries a gauge action of T characterised by γ z (i M (m)) = zi M (m) and γ z (i C (c)) = i C (c); this action descends to the CuntzPimsner algebra (O(M), j M , j C ). The gauge actions inflate to actions σ of R which are characterised by σ t • i C = i C and σ t (i M (m)) = e it i M (m), and (1.2) σ t • j C = j C and σ t (j M (m)) = e it j M (m).
Our goal is the following description of the KMS states of (T (M L ), σ) and (O(M L ), σ). and an isometry v which, loosely, implements the action α A . Then in §4, we characterise the KMS states of (T (C(T d ), α A , L), σ) in terms of their behaviour with respect to the presentation in §3.
We then set about proving Theorem 1.1 in stages, and we give more precise formulations of our results as we go. For example, we prove part (c) in §5, and we prove a little more than we stated above: we only need to assume that A is a dilation matrix to get uniqueness of the KMS log | det A| state. In §6, we prove existence of lots of KMS states (see Proposition 6.1); a novelty in our construction is the use of induced representations to build Hilbert spaces where we can construct KMS states from vector states. Then in §7, we prove that we have found all the KMS β states for β > log | det A|. In §8, we prove part (d).
Theorem 1.1 and our strategy for proving it were motivated by our previous work in [23] , or more precisely, by what it says about the KMS states of the additive boundary quotient (T add (N ⋊ N × ), σ) of the Toeplitz algebra T (N ⋊ N × ) (see [6, §4] ). The connection with Exel crossed products is made in [6, §5] , where it is shown that there is an Exel system (C(T), α, L, N × ) of the kind studied in [24] whose Nica-Toeplitz crossed product N T (C(T), α, L, N × ) is T add (N ⋊ N × ) and whose Exel crossed product C(T) ⋊ α,L N × is the Crisp-Laca boundary quotient of T (N ⋊ N × ) (or in other words, Cuntz's Q N [10] ). So our present analysis differs from that in [23] in that we have raised the dimension of the torus to d, but have replaced N × ∼ = N ∞ by N. The case d = 1, where A has the form (N), is in some sense an intersection of our results with those in [23] , and in §9 we carry out an analysis of the KMS states on T (N ⋊ N N) parallel to that in [6, §4] .
We close in §10 with a discussion of the case where A is invertible over Z. The endomorphism α A is then an automorphism, and
We know from §5 that there can only be KMS β states when β = log | det A| = 0, so we are left to determine the invariant traces, which we do in Proposition 10.4. When Z d ⋊ A t Z is the integer Heisenberg group, for example, we can find lots of invariant traces.
NOTATION AND COVENTIONS
2.1. Integer matrices. Throughout this paper A is a matrix in M d (Z) whose determinant det A is nonzero. If the eigenvalues λ of A ∈ M d (Z) all satisfy |λ| > 1, then we call A a dilation matrix. This was a standing assumption in [17] , but here we do not in general assume that A is a dilation matrix. We use multiindex notation, so that e 2πix = (e 2πix 1 , · · · , e 2πix d ) for x ∈ R d , and the covering map σ A :
Since the transpose A t appears more often than A, we write B := A t ; we have tried to avoid using the letters A and B for anything else. We choose a set Σ of coset representatives for Z d /BZ d , and assume for convenience that 0 ∈ Σ. We sometimes write N for | det A| = | det B|.
Hilbert bimodules.
A bimodule M over a C * -algebra C is a right-Hilbert bimodule if it is a right Hilbert C-module, and if the left action of C is implemented by a homomorphism φ of C into the C * -algebra L(M) of adjointable operators. (Such bimodules are also called "correspondences" over C, or just "Hilbert bimodules" for short.) Our C * -algebras will always have identities, and our bimodules are always essential in the sense that φ : C → L(M) is unital.
A representation 1 (ψ, π) of a Hilbert bimodule M in a C * -algebra D consists of a linear map ψ : M → D and a unital representation π : C → D such that
Every Hilbert bimodule M has a Toeplitz algebra T (M), which is generated by a universal representation (i M , i C ). [33, page 202] 2.3. Exel crossed products. An Exel system consists of an endomorphism α of a C * -algebra C, and a transfer operator L for α, which is a bounded positive linear map
The examples of interest here are the systems (C(T d ), α A , L) discussed in the introduction, where α A is the endomorphism f → f • σ A associated to an integer matrix A, and L is defined by averaging over inverse images of points, as in (1.1). Notice that both α and L are unital.
Every Exel system (C, α, L) gives rise to a Hilbert bimodule over C as follows. We first make a copy C L of C into a bimodule over C by setting c · m = cm and m · c = mα(c) for m ∈ C L and c ∈ C. The formula m, n := L(m * n) carries a Cvalued pre-inner product on C L , and completing C L gives a right Hilbert C-module M L . Because L is bounded, the left action of C extends to an action of C by adjointable operators on the completion M L . (The details are in [7, §3] .) In general the completion process involves modding out by vectors of length zero, so that the quotient carries a C-valued inner product. However, for the systems (C(T d ), α A , L), the module C(T d ) has no vectors of length zero and is already complete (see [26, Lemma 3.3] ). So we dispense with the quotient maps q : C L → M L which were used in [7] to distinguish between elements of the algebra and elements of the bimodule.
For an Exel system (C, α, L), we define the Toeplitz algebra T (C, α, L) to be T (M L ), and the Exel crossed product
. This is not quite Exel's original definition [15] , but for the systems (C(T d ), α A , L) of interest to us it is equivalent. (The precise relationship between Exel's crossed product and Cuntz-Pimsner algebras is worked out in [7, §3] 
KMS states.
Suppose that σ is an action of R by automorphisms of a C * -algebra C. An element c of C is analytic if t → σ t (c) is the restriction of an entire function. A state φ of C is a KMS state at inverse temperature β ∈ (0, ∞) if there is a set S of analytic elements such that span S is dense in C and
In [23, §7], we were careful to explain why this definition is equivalent to that used in the standard sources [5] and [32] . We also adopt two more recent conventions which are possibly nonstandard. First, we regard the KMS 0 states to be the σ-invariant traces; this agrees with the convention in [32] rather than the one in [5] . Second, we use the conventions of Connes and Marcolli [8] , which distinguish between the KMS ∞ states (those which are weak* limits of KMS β states as β → ∞) and the ground states (those such that z → φ(cσ z (d)) is bounded on the upper half-plane). Neither [5] nor [32] makes this distinction.
A PRESENTATION
We describe a presentation of the Toeplitz algebra T (M L ) like that of T (N ⋊ N × ) in [23, Theorem 4.1], or, more precisely, like that of the additive boundary quotient
Proposition 3.1. Suppose that A ∈ M d (Z) has det A = 0, and consider the Exel system
Remark 3.2. It might be helpful to see how our presentation is related to the presentation of T add (N ⋊ N × ) in [6] . The isometries {v p : p ∈ P} have become the single isometry v, and the additive generator s has been replaced by the unitary representation u of the additive group Z d . The relations (T2) and (T3) in [6, Proposition 3.3] are not needed because here "we only have one prime" (which we will normalise to e when we define our dynamics!), and the relation (Q6) in [6, Proposition 3.3 ] is replaced by the assumption that u is a unitary representation. So we are left with (T1) and (T5), which are analogous to (E1) and (E2) respectively.
The relation (E2) implies that {u m v : m ∈ Σ} is a Toeplitz-Cuntz family. The analogue of the relation (Q5) used in [23] and [6] is the Cuntz relation
In our system L(1) = 1, and (TC2) implies that the operator V is an isometry. To see what (TC2) says about the u m , we need to compute L(γ m ). For any f ∈ C(T d ) and z = e 2πix ∈ T d , we can compute L(f)(z) by choosing one solution w 0 of σ A (w) = z, such as w 0 = e 2πiA −1 x , and computing
and hence
If γ m | ker σ A is not the identity character, then {γ m (w) : w ∈ ker σ A } is a nontrivial subgroup of T, the sum is zero, and
and using this we can see that (TC2) is equivalent to (E2). For the last comment, recall from [7, §2] that the representation (ψ, π) corresponding to the Toeplitz-covariant representation (ρ, V) in the above argument is characterised by π = ρ and V = ψ(1), and that ρ satisfies ρ(γ m ) = u m .
We now want an analogous presentation of O(M L ). To help keep things straight later, we writeū := Q • u andv := Q(v). 
Proof. We need to prove that the unitary representationū and the isometryv satisfy (E1-3) and are universal for families satisfying these relations. They satisfy (E1) and (E2) because u and v do. To see that they satisfy (E3), note that the unitary u m in Proposition 3.1 is i C(T d ) (γ m ) and the isometry v is i M L (1). We know from [17, Lemma 2.6] that {γ m : m ∈ Σ} is an orthonormal basis for M L , so Lemma 2.5 of [17] says that a representation (ψ, π) is Cuntz-Pimsner covariant if and only if
and Equation
Next suppose that U m and V satisfy (E1), (E2) and (E3). Then Proposition 3.1 gives a representation (ψ, π) of M L such that U m = π(γ m ) and V = ψ(1), and, in view of (3.2), (E3) implies that ψ satisfies Equation (3.1). Thus (ψ, π) is Cuntz-Pimsner covariant, and hence factors through a representation of O(M L ), and this representation takes u m = Q(u m ) to U m andv = Q(v) to V because ψ × π takes u m to U m and v to V.
Next we want a convenient spanning family to do calculations with. Again, we are looking for something similar to what we used in [23] .
Proof. We compute, using first (E2) and then (E1), to get
as required.
Corollary 3.5. We have
Proof. Equation (3.3) implies that span{u m v k v * l u * n } is a * -algebra, and it contains all the generators of T (M L ).
Remark 3.6. Since u is a unitary representation, we have u * n = u −n , and the * in u * n in (3.4) is technically redundant. We have retained the * to emphasise the parallels between this situation and the one in [23] . It also makes formulas more symmetric, and this sometimes simplifies calculations.
A CHARACTERISATION OF KMS STATES
The gauge action γ :
is defined in terms of the gauge action by σ t = γ e it . Then we have
is entire implies that the spanning elements u m v k v * l u * n are all analytic elements. Thus a state φ on T (M L ) is a KMS β state for σ if and only if
Since {u m v : m ∈ Σ} is a Toeplitz-Cuntz family with | det A| elements, we have
Thus e β ≥ | det A|, and β ≥ log | det A|. Next we verify that φ satisfies (4.2). Applying the KMS condition twice gives
From k applications of (E2), we see that
and (4.3) implies (4.2). Now we suppose that φ is a state of T (M L ) satisfying (4.2), and aim to prove that φ is a KMS β state by verifying (4.1). There is a certain amount of symmetry to the two nonzero alternatives in formula (3.3), so we may as well assume that i ≥ l and
The right-hand side of (4.1) also vanishes unless k + i − l = j, so we assume this from now on. Rewriting this equation as k − j = l − i shows that our assumption i ≥ l is equivalent to k ≤ j. Thus when we calculate the right-hand side of (4.1), the second alternative in (3.3) comes into play:
Multiplying this by e −(k−l)β gives the right-hand side of (4.1), and in view of the equation k + i − l = j, it follows that the right-hand side of (4.1) is
Since
we have
so the numbers arising on the two sides of (4.1) are the same, and it remains to check that the conditions for nonvanishing are equivalent. So we need to check that
Suppose that the first set of conditions holds. Then q − m belongs to the coset
So the forward implication holds, and similar arguments prove the converse. We have now proved (4.1), and thus φ is a KMS β state.
KMS STATES FOR
We begin by showing that the Exel crossed product has very few KMS states.
Proof. We compute using the relation (E3) and the KMS condition:
, and hence
Now the argument of [23, Lemma 10.3] implies that φ vanishes on the ideal generated by 1 − m∈Σ u m vv * u * m . But Proposition 3.3 says that this ideal is the kernel of Q, and the result follows.
The next result was first obtained by Ted Boey as an application of the general theory in [21] .
If A is a dilation matrix, then this is the only KMS state of (O(M L ), σ).
We will construct the state by factoring through an expectation onto the commutative subalgebra spanned by the range projections of the generators.
Lemma 5.4. Suppose that
We prove this by averaging over a dual coaction, following a line of argument used in [22] and [23] (and this explains the notation O(M L ) δ ). We will later give a second proof which avoids the use of coactions. 
These identities imply that U m :=ū m ⊗ ǫ (m,0) and V :=v ⊗ ǫ (0,1) satisfy the relations (E1), (E2) and (E3), and hence give a homomorphism δ : The coaction-free proof of Lemma 5.4 involves averaging twice over actions of abelian groups. Averaging over the gauge action γ :
since this expectation is continuous and kills elementsū mv kv * lū * n with k = l, we have
For this proof of Lemma 5.4, we need to analyse the structure of O(M L ) γ , and since we'll use this analysis elsewhere in the proof of Theorem 5.3, we might as well do it properly now. As a point of notation, we write (5.5)
and observe that Σ k is a set of coset representatives for
Proof. Calculations using the relations (E1) and (E2) show that
C k follows from (5.4), and we have proved (a). Since {S m :=ū mv : m ∈ Σ} is a Cuntz family, for each fixed k the products
this Cuntz family is precisely {ū mv k : m ∈ Σ k }, and it follows that the e k m,n are nonzero matrix units. The relation (E1) implies thatū B k p commutes with every e k m,n , which gives (b).
Since the representation of
is injective (by [7, Corollary 4.3] , for example), πū ,k is injective, and hence so is the representation
. It is surjective because every m ∈ Z d can be written uniquely as m ′ + B k m ′′ for some m ′ ∈ Σ k , and thenū 
Corollary 5.6. There is a continuous action
Proof. There is a continuous action η of
γ under the isomorphism of Proposition 5.5(c) gives an action τ k on C k which satisfies (5.7) (for fixed k). A calculation using the Cuntz relation (E3) shows that the automorphisms τ For the proof of uniqueness, we need a standard fact about dilation matrices.
Lemma 5.7. If B is an integer dilation matrix, then
∞ k=1 B k Z d = {0}. Proof. Suppose that m ∈ ∞ k=0 B k Z d . Then B −k m belongs to Z d for every k, and since we know from [17, Lemma 4.12], for example, that B −k m → 0 as k → ∞, we must have B k m = 0 for large k, and m = 0.
Proof of uniqueness in Theorem 5.3.
Suppose that φ is a KMS state of (O(M L ), σ). Proposition 5.1 implies that φ has inverse temperature β = log N. We need to prove that φ satisfies (5.1), and comparing (5.1) with (4.2) (which we know holds with e −kβ = N −k ) shows that we need to prove that φ(ū n It seems to be quite easy to find representations of O(M L ), and we describe an interesting one in the following example (which was one of our reasons for becoming interested in the C * -algebras associated to dilation matrices in the first place [17] ). However, it does not seem to be so easy to find natural Hilbert space representations of O(M L ) in which the KMS log | det A| state is a vector state. 
The Cuntz family {U m V : m ∈ Σ} is one of the sort studied by Bratteli and Jorgensen in the context of wavelets [4] , or more precisely, one of the more general sort studied in [2] .
To make the connection, note that the characters {γ n : n ∈ Σ} form an orthonormal basis for the right Hilbert module Remark 5.9. Exel has previously studied KMS states on Exel crossed products [16] , and we now reconcile our result with his [16, Proposition 9.2]. The situation in [16] is more general than ours, but applies with h = e1 and E = α • L, which is easily seen to be an expectation of C(T d ) onto the range of α; since our orthonormal basis for M L is a quasi-basis, E has finite type with index N := | det A| (strictly speaking, ind E is the element N1 of C(T d )). Exel proved in [16, Theorem 8.9 ] that there is an expectation
−kū mū * n ; in our situation, it is quite easy to check directly that G is given by first averaging over the gauge action γ, and then combining the expectations G k on C k := span{ū mv kv * kū *
are given by measures µ, and Exel's condition says that µ satisfies
It
Thus Exel's result also gives the KMS log N state described in Theorem 5.3, even though his state was obtained by factoring through a different expectation on
EXISTENCE OF KMS STATES FOR β > log | det A|.
Our goal here is to prove the existence of KMS β states for β > log | det A|. Note that, when A is a dilation matrix, Lemma 5.7 implies that the sum on the right-hand side of (6.1) is finite.
Proposition 6.1. Suppose that
, and
We 
Our state ψ β,µ will be built from vector states for a representation
We will need to do some calculations in the Hilbert spaces H j , and for this it is convenient to use the sets Σ j described in (5.5); for g ∈ Z d /B j Z d , we write c j (g) for the element of Σ j such that c j (g) ∈ g. Then (from [34, page 296], for example) H j is the completion of the space
in the inner product defined by
(Although we have used the cross-section c j to get a useful formula for the inner product, the translation condition on ξ and η means that this inner product does not depend on the choice of c j .) Then the induced representation acts on H j by (Ind
We now take U to be the unitary representation of Z d on H µ defined by
For each j ≥ 0 and ξ ∈ H j , we define
a quick calculation shows that V j ξ belongs to H j+1 . The V j combine to give an isometry V on H µ = j H j , and the adjoint V * is given on H j+1 by the formula (V * ξ)(n) = ξ(Bn). Calculations show that the pair (U, V) satisfies (E1) and (E2), and hence there is a representation π µ of T (M L ) on H µ such that π µ (u m ) = U m and π µ (v) = V.
We now let e 0,0 be the constant function 1 viewed as a unit vector in
we define e j,g := U c j (g) V j e 0,0 , so that for each j,
is an orthonormal set of | det B| j = | det A| j vectors in H j . We view them as elements of H µ by adding 0s in the other summands. Inspired by the proof of [23, Proposition 9.3], we define
Summing the geometric series j (| det A|e −β ) j shows that this series converges in norm in T (M L ) * , and that the sum is a state ψ of T (M L ). Next we fix m, n ∈ Z d and k, l ∈ N, and verify the formula for ψ(u m v k v * l u * n ). Then
belongs to H j−l , and hence
We now recall that H j−k is the Hilbert space of the representation Ind
The h-summand vanishes unless both
As a function in the Hilbert space
e 0,0 satisfies e 0,0 (q)(z) = z −q , and (V j e 0,0 )(B j q)(z) = e 0,0 (q)(z) = z −q . Thus, when both criteria in (6.3) are satisfied, we have
(Notice that when (6.3) holds, we have m−n ∈ B j Z d , so the last integral makes sense.) For each pair m, n such that m−n is in B j Z d , and each h in Z d /B j−k Z d , there is exactly one g such that (6.3) holds. Thus, using (6.2) to view (6.6)
we find that (6.6) has exactly
nonzero terms, each of which is equal to (6.5). Thus ψ(u m v k v * l u * n ) vanishes unless k = l and m − n ∈ B k Z d , and then equals
as stated in the Proposition.
We still need to prove that ψ is a KMS β state, and we will do this using Proposition 4.1. So we need to compute e −kβ ψ(u B −k (m−n) ) under the assumption that m − n ∈ B k Z d . We have already done most of the work: the calculation (6.4) shows that
which reduces to (6.7) on writing j = j ′ + k. Thus Proposition 4.1 implies that ψ is a KMS β state, and this completes the proof of Proposition 6.1. 
is an affine homeomorphism of the simplex P(T d ) of probability measures onto the simplex of KMS β states for (T (M L ), σ).
As in [23, §10] , the crux of the argument is a reconstruction formula which allows us to recover a KMS β state from its "conditioning" φ P to a corner PT (M L )P. In the present situation, though, the projection
belongs to T (M L ), so we don't need to resort to spatial arguments to make sense of the conditioning: we can just define
and then since φ(u c(g) vv * u * c(g) ) = e −β , the normalising factor ensures that φ P is a state of T (M L ). We can now state our reconstruction formula.
Proposition 7.2. Suppose that β > log | det A|, and that φ is a KMS β state on T (M L ).
Then for every a ∈ T (M L ) we have
Convergence of the limit in Proposition 7.2 will follow from the following simple lemma:
Lemma 7.3. Suppose that φ is a state of a unital C
* -algebra A, and that {p n } is a sequence of projections in A such that φ(p n ) → 1. Then φ(p n ap n ) → φ(a) for every a ∈ A.
Proof. We know that φ(1 − p n ) = 1 − φ(p n ) → 0, so the Cauchy-Schwarz inequality for φ implies that φ(a(1 − p n )) → 0 for all a ∈ A. Another application of the CauchySchwarz inequality shows that φ(p n a(1 − p n )) → 0 also, so
When we apply Lemma 7.3, the projections p n will be sums of the projections in the next proposition.
The proposition follows from the next lemma.
Lemma 7.5. For each pair (j, g) and (l, h) we have
Proof. If j = l, say j < l, then for m ∈ Z d we have
Pu n v l−j P = Pu c(n)+Bk vv l−j−1 P = Pu c(n) vu k v l−j−1 P, which vanishes because P contains the factor (1−u c(n) vv * u * c(n) ). So Pv * j u m v l P vanishes when j = l, and for j = l, Pv
Proof of Proposition 7.2. We aim to apply Lemma 7.3 with
which is a projection by Proposition 7.4. So we need to compute φ(p n ), which we do using the KMS condition:
(by Lemma 7.5)
which on summing the geometric series converges to 1 as n → ∞. So Lemma 7.3 implies that for every a ∈ T (M L ), we have
Applying the KMS condition shows that this sum is
and it follows from Lemma 7.5 that the summands are zero unless j = l and g = h, in which case the right-hand factor Pv * l u * c l (h) u c j (g) v j P collapses to P, and we recover the desired formula (7.1).
Proof of Proposition 7.1. The formula (6.1) for ψ β,µ shows that µ → ψ β,µ is affine and weak* continuous, and both sets of states are weak* compact, so it suffices to show that µ → ψ β,µ is surjective and one-to-one.
To see that µ → ψ β,µ is surjective, suppose that φ is a KMS β state of
, the conditioned state φ P is given by a probability measure µ; we choose µ such that
and aim to prove that φ = ψ β,µ . Since both states are KMS β states, formula (4.2) shows that it suffices to check that φ(u m ) = ψ β,µ (u m ). Since Z d is abelian, the reconstruction formula (7.1) implies that
which by (6.1) is precisely ψ β,µ (u m ). We have now proved surjectivity. To see that our map is one-to-one, suppose that µ and ν are probability measures on T d and ψ β,µ = ψ β,ν . Write M µ (n) for the nth moment T d z n dµ(z) of µ, and fix m ∈ Z d . Two applications of (6.1) show that
The left-hand side of (7.2) can be rewritten as
which by (6.1) is
) from both sides of (7.2) shows that M µ (m) = M ν (m). Thus µ and ν have the same moments, and are therefore equal.
7.1. Limits of KMS states. Proposition 7.1 describes all the KMS β states for β > β c := log | det A|, and Theorem 5.3 says there is exactly one KMS βc state when A is a dilation matrix. So it is natural to ask what we can say about the KMS βc states when A is not a dilation matrix. General results from [5] suggest that we might be able to find other KMS βc states by taking limits of KMS β states as β → β c from above.
Then there is a decreasing sequence β n → β c such that {ψ βn,µ } converges weak* to a state ψ µ , and then ψ µ is a KMS βc state of (T (M L ), σ).
Proof. Choose any decreasing sequence converging to β c , and the weak* compactness of the state space implies that there is a subsequence {β n } such that {ψ βn,µ } converges in the weak* topology. Now [5, Proposition 5.3.23] implies that the limit ψ µ is a KMS βc state, at least when β c > 0. When β c = 0, [5, Proposition 5.3.23] only asserts that ψ µ is a trace (because that is what being a KMS 0 state means in [5] ). However, KMS β states for β > 0 are σ-invariant, and hence so is the limit. Thus ψ µ is a KMS 0 state in the sense we are using.
We now assume that A is not a dilation matrix, so that ∞ j=0 B j Z d could be bigger than {0}. Suppose β > β c and write r = e −(β−βc) . As in the last proof, we write M µ (m) for the mth moment T d z m dµ(z). Rearranging (6.1) shows that ψ β,µ (u m v k v * l u * n ) vanishes unless k = l and m − n ∈ B k Z d , and then equals (7.3)
So we want to compute the limit of (7.3) as β → β c , in which case r → 1−. If m − n does not belong to
3) is finite, and since (1 − r)r j → 0 as r → 1 for each fixed j, (7.3) converges to 0 as r → 1. So it remains for us to compute the limit of (7.3) when m − n ∈ 
(c) The previous item (b) applies in particular to the point mass δ 1 at the identity
This shows that the KMS βc state in Theorem 5.3 is unique if and only if
Then item (b) applies to any measure of the form ν×δ 1 . Thus when A is not a dilation matrix, we expect there to be many KMS βc states besides the one in Theorem 5.3. (e) We wonder whether every KMS βc state is a limit of KMS β states. It is trivially the case in our examples when | det A| > 1, and in these examples it also works for β c = 0. (f) When β c = 0, we have to be careful to distinguish between traces (the KMS 0 states in [5] ) and the invariant traces (the KMS 0 states in [32] ). Certainly any limit of KMS β states will be invariant, so the answer to the previous question is trivially false with the definition in [5] if the algebra has traces which are not invariant. We give an example where this happens in Remark 10.10.
Remark 7.7. The obvious way to try to compute the limit of (7.3) as r → 1− is to evaluate it term-by-term. This amounts to pulling lim r→1− through the infinite sum, and therefore requires the dominated convergence theorem. Write m j := M µ (B −(j+k) (m − n)). To apply the dominated convergence theorem, we need a convergent series j a j such that 0 ≤ (1 − r)r j |m j | ≤ a j (and we need to consider a sequence {r n }). We know |m j | ≤ 1. Calculus shows that max{(1 − t)t j : t ∈ [0, 1]} occurs at j/(j + 1). So the best general estimate seems to be
Taking a j to be the right-hand side and b j := 1/(j + 1), we have
and the limit form of the comparison test implies that a j diverges.
So pulling the limit through the sum seems to be a nontrivial matter. Of course, it is really just as well we can't do this, since we know that ∞ j=0 (1 − r)r j = 1 → 1 as r → 1−, whereas the term-by-term calculation would give 0. 
KMS
Every ground state of (T (M L ), σ) has the form ψ ∞,µ , and is in particular a KMS ∞ state.
The proof of [23, Lemma 8.4] gives the following characterisation of ground states.
Lemma 8.2. A state φ of T (M L ) is a ground state for σ if and only if
Proof of Proposition 8.1. Choose a sequence {β i } such that β i → ∞; by passing to a subsequence, we may suppose that ψ β i ,µ converges in the weak* topology to a state ψ ∞,µ , which is by definition a KMS ∞ state. Next we verify the formula for ψ ∞,µ . As β → ∞, each summand in the right-hand side of (6.1) with j > 0 goes to zero. Thus as i → ∞, we have (N ⋊ N N) analogous to the additive boundary quotient of T (N ⋊ N × ) studied in [6] . We now discuss the KMS states on T (N ⋊ N N) , following the analysis of [6, §4] .
The Toeplitz algebra T (N ⋊ N N) is generated by two isometries s = T (1, 0) and v = T (0,1) , and an argument like that of [23, §4] shows that (T (N ⋊ N N) , s, v) is universal among C * -algebras generated by a pair of isometries S and V satisfying
We define T add (N ⋊ N N) to be the quotient of T (N ⋊ N N) by the extra relation ss * = 1, T mult (N ⋊ N N) to be the quotient by the relation 1 = N−1 k=0 s k vv * s * k , and T add, mult (N ⋊ N N) to be the quotient in which both extra relations hold, and which is therefore the analogue of Cuntz's Q N . Thus we have the following commutative diagram of quotient maps:
In T add (N ⋊ N N) the generator s becomes unitary, and (T4) is redundant. The unitary s generates a unitary representation u : Z → U(T add (N ⋊ N N) ), and the relations (T1) and (T5) (taken together) are equivalent to (E1) and (E2) (taken together). Thus Proposition 3.1 implies that
has been studied by Larsen and Li under the name Q 2 ; see [25, §3] .)
Since the presentation of T (N ⋊ N N) is not affected by multiplying v by z ∈ T, we can deduce from the presentation that there is an action γ : T → Aut T (N ⋊ N N) such that γ z (s) = s and γ z (v) = zv. Inflating this action to R gives a dynamics σ : R → Aut T (N ⋊ N N) such that σ t (s) = s and σ t (v) = e it v. This action leaves the kernels of the quotient maps in the diagram (9.1) invariant, and hence induces actions (still denoted by σ) on all three quotients. On T add (N ⋊ N N) and T add, mult (N ⋊ N N) we recover the actions on T (M L ) and O(M L ) that we have been studying, in the case where A is the 1 × 1 matrix (N) and σ A is the covering map z → z N of T. So our results tell us about the KMS states of (T add (N ⋊ N N) , σ) and (T add, mult (N ⋊ N N), σ).
Just as in [23, Lemma 10.4] , every KMS β state of (T (N ⋊ N N), σ) vanishes on the ideal generated by 1−ss * , and hence comes from a KMS β state of T (M L ). So we know all the KMS states of (T (N ⋊ N N) , σ). For ground states, though, there is a difference. As in [23, Lemma 8.4 ] (or Lemma 8.2 above), a ground state of (T (N ⋊ N N) , σ) is determined by its values on C * (s), and we claim that the map φ → φ| C * (s) is an affine homeomorphism of the set of ground states onto the state space of C * (s) ∼ = T (N). Indeed, we can deduce this from [23, Theorem 7.1(4)], since Theorem 3.7 of [22] implies that T (N ⋊ N N) embeds as the subalgebra C * (s, v N ) of T (N ⋊ N × ), and the homeomorphism φ → φ| C * (s) factors through C * (s, v N ). We can sum up these results by saying that the system (T (N ⋊ N N) , σ) has a phase transition at inverse temperature β = log N, and a further phase transition (in the sense of Connes and Marcolli) at β = ∞. We believe that this is the simplest known system which exhibits both these phenomena. As for the system in [23] , the circular symmetry at β = log N which disappears for β > log N is not apparently realised by an action of T on T (N ⋊ N N) . In [23] , though, this circular symmetry persists for β ∈ [1, 2] , as a result of the more complicated convergence issues for the series representations of the normalising factors.
Remark 9.1. Since we can view N ⋊ N N as a subsemigroup of N ⋊ N × , it might be more natural to use the dynamics satisfying σ t (v) = N it v. If we do this, then the phase transition will occur at β = 1.
INTEGER MATRICES WITH DETERMINANT ±1
When A ∈ M d (Z) has | det A| = 1, the inverse A −1 has integer entries (as the cofactor formula shows), the map σ A is a homeomorphism, and α A is an automorphism. The inverse α
−1
A is then a transfer operator for α A , so we have an Exel system
A ), and this system has a Toeplitz algebra and an Exel crossed product. One would guess that these C * -algebras must be related to the ordinary crossed product, and they are, but we have not seen this explicitly pointed out before. Proof. We know from [7, §3] that T (C, α, α −1 ) is universal for Toeplitz-covariant representations (ρ, V) satisfying two relations called (TC1) and (TC2) (see page 5). As we observed earlier, plugging the identity 1 of C into (TC2) shows that V is an isometry. For our system (C, α, α −1 ), (TC1) implies (TC2):
and (a) follows. To establish (b), notice first that φ(c) ∈ L(M α −1 ) is the rank-one operator Θ c,1 . The Cuntz-Pimsner algebra is generated by a universal Cuntz-Pimsner covariant representation (j M α −1 , j C ), and then the isometry v in part (a) is v = j M α −1 (1). CuntzPimsner covariance says that
,, and Cuntz-Pimsner covariance is equivalent to j C (c) = j C (c)vv * . This is equivalent to vv * = 1, so v is unitary, and now vj C (c) = j C (α(c))v is equivalent to j C (α(c)) = vj C (c)v * .
These universal properties immediately imply that our algebras are familiar objects:
Corollary 10.2. Suppose that α is an automorphism of a unital C * -algebra C. Then the Exel crossed product C ⋊ α,α −1 N is the usual crossed product C ⋊ α Z, and the Toeplitz algebra T (C, α, α −1 ) is the crossed product C × α N introduced and studied by Murphy [27] . In both cases, the gauge action of T is the dual action of T = Z. We now return to the case of an integer matrix A with | det A| = 1, where Corollary 10.2 identifies the Toeplitz algebra
A ) as a Murphy crossed product, and the Exel crossed product
We will be working primarily with the crossed product, so it is worth observing that the generatorv is now unitary, and hence we can simplify our presentation: we view C(T d ) ⋊ α Z as being generated by a unitary representationū of Z d and a unitaryv satisfyingvū mv * =ū Bm , and then
We can if we wish make the further identification of the crossed product C(T d ) ⋊ α A Z with the group algebra C * (Z d ⋊ B Z) of the semidirect product (using Proposition 3.11 of [35] , for example).
As before, lifting the dual actions of T gives actions σ of R on
A ) and C(T d ) ⋊ α A Z such that σ t fixes the copies of C(T d ) and multiplies the additive generators by e it . Proposition 6.1 describes the KMS β states of (T (C(
for all j, and the series in (6.1) is infinite for every pair m, n. Thus for each µ ∈ P(
Indeed, the proof of Proposition 6.1 simplifies substantially in this case:
, V the unilateral shift on the same direct sum, and e j the constant function 1 in the jth summand and 0 elsewhere, we have
Proposition 6.1 also shows that all the KMS 0 states (that is, the invariant traces) on
Since the uniqueness assertion in Theorem 5.3 does not apply, we might expect to find more than one.
Proposition 10.4. Suppose that
and every σ-invariant trace on C(T d ) ⋊ α A Z has this form.
Since the action σ of R is inflated from the dual action α A of T, a state is invariant for σ if and only if it is invariant for α A . So the following standard lemma is useful. Proof. Suppose φ = τ•E γ . Then the invariance of Haar measure implies that E γ •γ z = E γ , and hence φ
Proof of Proposition 10.4. With γ = α A , the expectation E γ is given by , we view the rotation algebra A θ as the universal C * -algebra generated by unitaries U, V satisfying VU = e 2πiθ UV, and then the unitary representation (m, k) → e 2πim 1 θ U m 2 V k induces a surjection q θ of C * (H(Z)) onto A θ . (Indeed, the quotients A θ are the fibres of a C * -bundle over T which has C * (H(Z)) as its algebra of continuous sections -see [13] , [1, §1] 
].)
Every rotation algebra A θ has a trace τ θ which kills U m 2 V k unless m 2 = 0 = k, and the composition τ θ • q θ is the invariant trace described in Example 10.8 for ν the point mass at e 2πiθ . When θ is irrational, τ θ is the only trace on A θ (see [11, Proposition VI.1.3], for example). When θ is rational, A θ is a homogeneous C * -algebra with spectrum T 2 (by, for example, [12, §2] ), and has other traces which give noninvariant traces of C * (H(Z)). [29] to N gives a realisation of C * (H(Z)) = C × id,1 H(Z) as a Busby-Smith twisted crossed product C * (N) ⋊ β,ω Z 2 ; identifying C * (N) with C(T) and ploughing through the formulas in [29] shows that β is the identity and the cocycle ω : Z 2 → U(C(T)) = C(T, T) is given by ω((k, m 2 ), (l, n 2 ))(z) = z kn 2 .
Averaging over the dual action of T 2 gives an expectation E β whose range is the fixedpoint algebra C(T) ⊂ C(T) ⋊ id,ω Z 2 , which we can pull over to an expectation E on C * (H(Z)) such that E(ū mv k ) = 0 unless k = 0 and m 2 = 0 u m 1 ,0 if k = 0 and m 2 = 0.
A direct calculation shows that E has the tracial property E(ab) = E(ba) (E is a centrevalued trace on C * (H(Z)) ), and the isomorphism of C * (H(Z)) onto C(T)⋊ id,ω Z 2 carries σ into t → β (e it ,1) . Thus any state of the form φ • E is an invariant trace of C * (H(Z)). These are the traces described in Example 10.8.
