The collision problems of two-parameter random walks are studied. That is, some criteria have been established in terms of the characteristic functions of two or more mutually independent random walks in order to determine if they meet infinitly often in certain restricted time sets.
Let (Xij: i > 0, i > 0} be a double sequence of independently, identically distributed random variables (i.i.d.) which takes values in the d-dimensional integer lattice Ed . The double sequence {Sm,,: m > 0, n > 0} defined by Sllan= xy=, zyW, Xgj is called the random walk in two-dimensional time generated
by 41, or a two-parameter random walk, or simply a random walk when there is no danger of confusion.
In this paper we study two different but closely related problems.
The first one is the recurrence properties of the random walk when the distribution of X,, is symmetric and the second one is the collision problems of these random walks. To be more specific, one wants to know if the associated random walk would return to the origin infinitely often in certain time sets, and also whether two or more mutually independent random walks would meet infinitely often in certain time sets of interest.
In this work after giving some notations and preliminary estimates in Section 1, we give, in Section 2, a necessary and sufficient conditron in terms of the characteristic function associated with a symmetric random walk so that it will return to the origin infinitely often when the time set is the positive integer lattice in the plane. In Section 3, we use the result of Section 2 in order to establish some criteria in terms of the characteristic functions associated with two or more mutually independent random walks with the same distribution so that they NASROLLAH ETEMADI would meet infinitely often. In Sections 4 and 5, we basically follow Sections 2 and 3 when the time set is restricted to two different proper subsets of the positive integer lattice in the plane.
NOTATIONS AND PRELIMINARIES
Let {Xii: (i,j) E 1+ x I+} (1+ = the set of positive integers) be the corresponding double sequence of i.i.d. random variables of a two-parameter random walk {Smn: (m, n) EI+ x I+> defined on the probability space (Q, 9, P The one-parameter random walk {S,,: m E I+) may take place on a proper subgroup of Ed . In this case, the subgroup is isomorphic to some E, , k < d; if K < d, then the transformation should be made (see [4, p. 661 ) and the problem should be considered in K dimensions. We assume throughout the paper that this reduction has been made, if necessary, and the random walk is aperiodic and genuinely d-dimensional.
For an arbitrary time set A in I+ x I+, &i)Ea Xi, will be denoted by S, . The following theorem wrll give us an estimate for P{S, = 01, where A is a finite time set with cardinality 1 A 1. THEOREM 1 .l. For a genuinely d-dimensional random walk generated by Xl, there exist constants cl , c2 > 0 such that for every $nite time set A in I+ x I+, P{S, = O> < cl / A l--d/2. Furthermore, if EXl, = 0 and E 1 Xl, I2 < co, then P(S, = O> N c2 [ A 1ea12, as 1 A 1 --+ co, provided that the random walk is strongly aperiodic.
For the proof, note that P{S, = 0} = P{SI,I, = 0} and see [3, p. 3711 for the first part and [4, p. 721, for the second part of the theorem. Notice that this definition clearly does not depend on the choice of N. In order to study the recurrent properties of a random walk, besides the standard Borel-Cantelli lemma, the following is also needed.
Let {E,: n E I+> be a sequence of events in a probability space (Q, 9, P).
!f CL Wk) = co and ;f for some c > 0
Proof. See [4, p. 3171.
We also need a notation for the characteristic function of a random walk. Proof. The proof follows immediately from (1.5). First we show that the event introduced in (1.1) occurs with probability zero or one. Now a simple limit argument shows that
2. Let (Smn: m > 0, n > 0} be a symmetric random walk. Then the following conditions are equivalent:
(ii) f 5 P{S,, = O> = co, Proof.
To prove this theorem, we assume that ~(0) > 0, 8 E Rd. Then at the end we will remove this assumption. The equivalence of (i) and (ii) follows from the preceding lemma and the inversion formula (1.5). One implication, namely, (iii) =S (ii), follows trivially using the standard Borel-Cantelli lemma. To prove (ii) s (iii), we use the generalized Borel-Cantelli lemma. In order to have the relevant setup, let us number the entire time set If x I+ by 
RECURRENCE PROPERTIES OF RANDOM WALKS IN CERTAIN RESTRICTED TIME SETS
We assume, throughout this section, that the random walk is "nice," in the sense that it is strongly aperiodic with EX,, = 0 and E / X,, I2 < 00, where I 1 is the usual d-dimensional norm. We will take a nondecreasing path going to infinity in the first quadrant, say f(x), and then we will "watch" the random walk on this path to see if it returns to zero infinitely often. There are two natural time sets associated with this path that we will consider. One is 4 = Km, ww m E I+>, (4.1) and for the other one we go along the path arcwise one step at a time and we take the time to be the "closest" integer lattice point to our position. To be more precise, consider the class Remark 4.1. Since the time sets contain only integer lattice points for any nondecreasing function, say f(x), 't I is easy to see that it is always possible to replace f(x) by a piecewise smooth function without changing the time sets. Therefore, we will see that the result of this section and the following section would not alter if we had nondecreasing functions in 9 withf(x) 3 0 for some x > 0. The reason we have the differentiability assumption and also the last condition on the functions in 9 is simply to avoid technical difficulties and noninteresting time sets. Also, we do not consider the case whenf(x) has a vertical or a horizontal asymptote, for in this case we are dealing with one-parameter random walk and the results are well known. Remark 4.2. Let A be a time set. Then, using Theorem 1.1, without any moment assumptions, we obtain P{S,, = 0 i.o. in A} = 0. Therefore, from now on, although the results are true for any dimension, we will concentrate on either one-or two-dimensional random walks. Before proceeding further, we need the following lemma. for Theorem 1.1 easily gives us the integral test. Let Ei = {Sitru)l = 0}, i E I+. Then using Theorem 1.1 for n > M, we obtain
Here c is a positive constant and may change in each step in the computation and we adapt such a constant in the future estimation without further notifications. To finish up the proof, use the preceding lemma and the zero-one law. Q.E.D.
The following corollary is an immediate consequence of this theorem. Proof.
The proof follows easily from the integral test.
COLLISION PROBLEMS OF RANDOM WALKS IN CERTAIN RESTRICTED TIME SETS
In this section we will study the collision problems of the random walk in the time sets A, and A, introduced in (4.1) and (4.3). The case when they are strongly aperiodic and mutually independent with common distributions and finite second moments can be worked out completely by simply using the results of Section 4. In order to study them in terms of their characteristic functions, we first need the following lemma. Proof. The equivalence of (i) and (ii) is immediate. To see why (ii) and (iii) are equivalent, follow the proof of Theorems 4.1 and 4.2 for i = 1 and i = 2, respectively, and use Lemma 1.1.
Q.E.D. Observe that by Lemma 4.1 for i E {I, 2).
(5.7)
Now the proof follows easily by using Theorem 5.1 and an argument analogous to the one in Theorem 3.2.
Q.E.D.
