For the first example given in the Introduction, suppose α(n, t) and β(n, t) are biotic or abiotic envi-5 ronmental random variables in locations n = 1, 2 at times t, and assume these are independent through 6 time and standard-normally distributed for all n and t. If a population index γ(n, t) follows a stationary 7 autoregressive (AR) process such as γ(n, t+1) = cγ(n, t)+α(n, t) for n = 1, 2, then by the Moran theorem 8 [Moran, 1953] , the population correlation through time cor(γ(1), γ(2)) equals cor(α(1), α(2)). If instead 9 γ(n, t + 1) = cγ(n, t) + aα(n, t) + bβ(n, t), then the Moran theorem implies
cor(γ(1), γ(2)) = cor(aα(1) + bβ(1), aα(2) + bβ(2))
(1) = a 2 cov(α(1), α(2)) + abcov(α(1), β(2)) + abcov(β(1), α(2)) + b 2 cov(β(1), β(2)) a 2 + 2abcov(α(1), β(1)) + b 2 a 2 + 2abcov(α(2), β(2)) + b 2 .
Thus the population correlation depends not only on covariances cov(α(1), α(2)) or cov(β(1), β(2)) of α or 11 β between locations (synchrony of the environmental variables), but also on covariances cov(α(n), β(n)),
12
and hence includes interaction effects between these Moran drivers. An AR(N ) process could be used
13
instead of the AR(1) process used above, with similar result.
14
We work out some specific examples. Suppose first that β is independent of α, a = 1, b = 1, 15 cov(α(1), α(2)) = 0.9, and cov(β(1), β(2)) = 0.5. Then it is straightforward to show cor(γ(1), γ(2)) = 0.7.
16
If again a = 1, b = 1, cov(α(1), α(2)) = 0.9, and cov(β(1), β(2)) = 0.5, but now cov(α(1), β(1)) = 0.5, 17 cov(α(2), β(2)) = 0.5, cov(α(1), β(2)) = 0.5, cov(α(2), β(1)) = 0.5, then cor(γ(1), γ(2)) = 0.8. Thus
18
interactions between Moran drivers in the second example are responsible for a 0.1 increase in population 19 synchrony.
20
We now present supplementary details of our second example, from Results, the more sophisticated 21 and detailed example making use of phase-shifted relationships between variables and timescale-specific 22 synchrony, and showing explicitly how interaction effects can increase or decrease synchrony.
23
In the main text we defined γ 
S . We know var t (γ
S (n, t)) ≈ var t (γ
S (n, t)) ≈ 1 because α(n, t) and β(n, t) were constructed to 
+ 2cov t (sin(wt), cos(wt − φπ − π 2 ))] + 3 2 (7)
≈ 2 + cov t [sin(wt), cos(wt − φπ − π 2 )]
= 2 + cov t [sin(wt), sin(wt − φπ)]
= 2 + 1 2 cos(φπ),
where the last equality follows from lemma 3. So var t (γ counts were approximately log normal prior to Box-Cox transformation.
129
Appendix S5 The wavelet transform and normalizations
130
If x(t) (t = 1, . . . , T ) is a time series, we denote its wavelet transform at timescale (period) σ and time
131
t by W σ (t). Wavelets are increasingly common in ecology [Grenfell et Addison, 2002] . We used a continuous complex Morlet wavelet transform [Addison, 2002] . The mother wavelet is Ψ(t) = (e i2πf 0 t − e −(2πf 0 ) 2 /2 ) exp(−t 2 /2), with f 0 = 0.5. Wavelets associated with a range of 136 timescales were produced using a rescaling technique: Ψ σ (t) = s −1/2 (e i2πf 0 t/s − e −(2πf 0 ) 2 /2 ) exp(−t 2 /2s 2 ); 137 following earlier convention [Cazelles et al., 2014] we identify each wavelet with a timescale, σ = s/f 0 ,
138
and frequency, f = f 0 /s. Convolving the time series x(t) with wavelets having different periods produces 139 a set of complex components W n,σ (t) = t x n (t + t )Ψ σ (t ) which comprise the wavelet transform of 140 x(t). Wavelets with periods from two years to over 26 years were generated, starting with σ = 2 and center frequency f 0 of the mother wavelet, which has width s = 1 and σ = 2, was taken to be 0.5 to
149
give a high degree of temporal resolution, but making necessary the subtraction of a constant to keep the 150 mean of the wavelet equal to zero [Addison, 2002] . The mother wavelet was scaled so that one oscillation 151 equaled two years, i.e., σ = 2, because a two-year period is the highest-frequency fluctuation that can be identified in an annual time series. The actual peak in the Morlet wavelet power spectrum of a sinusoidal 153 signal with frequency f and period σ = 1/f is at s = ((2πf 0 + (2 + (2πf 0 ) 2 ) 1/2 )/4π)(σ ), so f ≈ f only 154 [Meyers et al., 1993] .
155
If x n (t) (t = 1, . . . , T ) is the nth of N time series from different locations, and W n,σ (t) is its wavelet transform, then we refer to w n,σ (t) = W n,σ (t)/|W n,σ (t)| as the phasor-normalized transform. We also define
, where overbar denotes complex conjugation, as the power-normalized transform, using the same notation,
156
w n,σ (t), as was used for the phasor-normalized transforms. The normalization used in any given context 157 will be specified textually if it is not immediately clear. The terminology power-normalized transform 158 was chosen because the denominator in the expression for the power-normalized transforms w n,σ (t) is 159 the square root of the average wavelet power of time series over locations. That denominator is only a 160 single positive rescaling factor, so the w n,σ (t) contain essentially the same information as the W n,σ (t).
161
The phases of w n,σ (t) and W n,σ (t) are the same, and are equal to the phase of oscillation in x n (t) at time 162 t and timescale σ.
163
Appendix S6 Spatial coherence
164
The spatial coherence of two variables x n (t) is the magnitude of the quantity
where the w are power-normalized transforms (Appendix S5). The spatial coherence takes values between 166 0 and 1 (lemma 4). Because w
n,σ (t) is a complex number with phase equal to the phase difference 167 between the two wavelet components, the sum over n and t is large if the phase difference is consistent the spatial coherence is the (standard) wavelet coherence [Torrence and Compo, 1998, Addison, 2002] .
171
The measure also relates to the phase coherence which is defined for a single pair of transforms (N = 1) Appendix S7 Linear models for wavelet transforms
176
To understand potential causes of synchrony in the x n (t):
We use power-normalized transforms in this section. The coefficient β k (σ) is a complex number with 179 phase equal to the phase difference between the fluctuations in x of β k (σ) is the corresponding 'gain', i.e., the strength of the contribution of the driver at timescale σ to
n (t), relative to the strength of the oscillation at that timescale in the driver itself. Hilbert space under the inner product w
n,σ (t), and we denote the 188 associated norm by · .
189
Applying lemma 5 with V = Span(w
n,σ (t)), there is a unique v ∈ V such that w sense that, for any other w ∈ V , the spatial coherence,
n,σ (t) with the power-normalization
193
of w is less than or equal to the spatial coherence,
n,σ (t) with the power-normalization of v. This follows from lemma 5.
195
The point v can be written explicitly as a complex linear model expressing the transforms w n,σ (t) by writing v = β 1 w
n,σ (t), where n,σ (t), w
n,σ (t) (here 1 ≤ i, j, ≤ K) and the j th component of p equal to w
n,σ (t) (lemma 5).
199
We know a solution of this equation exists because v ∈ V = Span(w 
Appendix S8 Surrogates

204
Starting from a spatiotemporal dataset x n (t) for n = 1, . . . , N and t = 1, . . . , T , we used two types
205
of artificial 'surrogate' (i.e., resampled) data, spatially synchronous surrogates and asynchronous surro- statistics calculated for surrogate and real data when the real data has been pre-normalized. For spatially 219 synchronous surrogates, for each timescale σ the same phase is added to the Fourier components at σ for 220 each of the x n (t). Thus surrogates also preserve cross-spectrum and cross-correlation properties of the 221 time series. This is the approach developed by Prichard and Theiler [1994] . For asynchronous surrogates, 222 independent phases are added for each x n (t), so that synchrony between the x n (t) is eliminated at all 223 timescales.
224
We developed a significance test for adding variables to the linear model constructed in Appendix S7.
226
Consider adding another variable to an explanatory model consisting of K variables. If x 
is significantly better than the linear model
The resulting test, now described in detail, is the wavelet linear model analogue of standard F -tests used
231
to compare nested models in a classic general linear modeling framework.
232
Using the notation of Appendix S7 and V = Span(w
j,n,σ (t) as the power-normalized transforms of 234 a j th synchrony-preserving surrogate of x (K+1) n (t) for j = 1, . . . , 10000, and write w n,σ (t) than would a randomized 240 surrogate data set with the same spatial and temporal autocorrelation properties.
241
The requirement that d data,σ 2 is smaller than a fraction 1 − α of the d j,σ 2 at timescale σ is 242 equivalent to the requirement that the spatial coherence at σ between the right side of (13) and w
is greater when the right side of (13) is fitted using the actual w (K+1) n,σ (t) than it is when fitted using any n,σ (t) more than would a randomized, surrogate predictor. To see this, we write the squares of the 247 spatial coherences to be compared as
and
where (18) and (22) including more than one temperature variable, more than one salinity variable, more than one wind 283 variable or more than one cloud cover index were discarded. Of the remaining models, and separately for 284 long and short timescale, we retained only those models for which each variable included in the model 285 significantly improved the fit over not including it (using the significance methods described above).
286
This step ensured the selected model was not merely the best model among poor alternatives, but also were ranked (again, separately for long and short timescales) via a leave-one-out cross validation criterion.
291
The leave-one-out cross validation was performed as follows. For each model remaining after the above words, when leaving out location n we wrote (using the notation of section Appendix S7) w
n =n ,σ (t)
296
as v data + d data and found the optimal (minimal d data,σ 2 ) coefficients β k for n = n . We then found 297 d data,σ 2 at location n using these coefficients. The average of d data,σ 2 over σ in the desired frequency 298 band gave the leave-one-out goodness of fit for this location n for the model. The lower the value the better the fit. We averaged over the 26 locations, left out in turn, to obtain a single index of leave-one-out 300 goodness of fit for each model for the frequency band. The resulting measure was intended to be robust 301 against overfitting by the addition of more variables. The remaining model with the best leave-one-out 302 goodness of fit was selected at high frequencies, and separately at low frequencies.
303
Appendix S10 Checking phase relationships
304
The phases of the model coefficients β k (σ) are supposed to represent the phase lag of effects (or asso- timescale σ, time t, and location n. We tested for this phase correspondence and found it to be good ( Fig.   310   S1 ). Especially at long timescales, a particular phase relationship between predictor and PCI transforms 311 is maintained consistently through time (Fig. S1a, b ). PCI and temperature had a consistent phase 312 relationship on long timescales, corresponding to a phase shift of one quarter of a cycle (Fig. S1a,e) . The over long timescales) was 0.42π radians at long timescales (π/2 is exactly a quarter cycle). PCI and C.
315
finmarchicus were found to be in a consistent anti-phase relationship (Fig. S1b,f) . The average phase 316 difference between PCI and C. finmarchicus transforms (average of the green line in Fig. S1f ) was 0.78π 317 radians for long timescales and 0.99π radians for short timescales, both of which were reasonably close 318 to anti-phase (π radians phase difference). The average phase differences between PCI and echinoderm 319 and decapod larvae, respectively, on short timescales were 0.09π and 0.01π radians, both of which are 320 approximately in-phase relationships.
321
Appendix S11 Location permutations
322
For each predictor variable, the spatial coherence with PCI was computed, as was the spatial coherence and 1000 of 1000 for C. finmarchicus. At short timescales, mean spatial coherence rank was higher than 334 that of 997 of 1000 such surrogates for C. finmarchicus, 1000 of 1000 for echinoderm larvae, and 988 of 335 1000 for decapod larvae.
336
These results are consistent with spatial inhomogeneity observed in the raw values of the PCI time 337 series. Our constructed PCI monthly time series mean values (before the Box-Cox and other standard-
The magnitude of this quantity is between 0 and 1. The wavelet phasor mean field is one natural choice at timescale σ and time t.
360
The significance of a wavelet phasor mean field magnitude |r σ (t)| at timescale σ and time t is obtained 361 by comparing to a distribution of the mean field magnitude of N random phasors,
where the u n are independent uniformly distributed random variables on the unit interval. For large N ,
363
this is a Rayleigh distribution [Strutt, 1902] . For any N a distribution of possible magnitudes for the sum 364 can quickly numerically generated by summing a large number of sets of N random unit phasors.
365
If phase synchrony occurs for σ and t, so that the unit phasors w n,σ (t) have similar phase for all or 366 most n = 1, . . . , N , then |r σ (t)| will tend to be larger than the vast majority of the random quantities 367 of (24). The test applies for one pair of σ and t values at a time, so one must be cognizant of multiple 368 testing errors when examining ranges of σ and t. The approach used here is the same as that used in 369 Sheppard et al. [2013] . The significance of the wavelet phasor mean field of PCI time series is used to 370 plot the significance contours of the phase synchrony depicted in figure 3a 371
We also define a wavelet mean field, another measure of synchrony which includes information about 372 the magnitudes of oscillation in the x n (t) in addition to the phase-synchrony information on which the 373 wavelet phasor mean field relies exclusively. The same equation (23) is used to define the wavelet mean 374 field, but now with the w n,σ (t) representing power-normalized transforms (Appendix S5).
375
In addition to the reasoning that the magnitude of the the wavelet mean field will tend to be bigger when fluctuations at time t and timescale σ have similar phase at all sampling locations, and are therefore synchronized, the wavelet mean field is also a natural choice for a time-and timescale-specific measure of strength of synchrony because of its mathematical properties. The mean squared magnitude for all σ if and only if the time series x n (t) (t = 1, . . . , T ) are identical (lemma 6). Also, this quantity is the power of the average time series divided by the average of the powers of all the time series (lemma 6). If time series are unsynchronized, power in the average time series will be reduced, as unsynchronized fluctuations will tend to cancel. In contrast, synchronized fluctuations will reinforce each other and contribute power to the average. In this way n,σ (t)) then we make use of the model
Here, dependencies on σ, n and t 386 are initially made explicit for clarity. By the reasoning of Appendix S7, we can write
This is the right side of the best-fitting model (Eq.2) from the main text.
388
We let h n,σ (t) = vn,σ(t) vn,σ(t) and Π
n,σ (t) is power normalized,
σ , which is a nonnegative real number, is less than or equal to 1. The larger Π (0h) σ is, the closer 391 h n,σ (t) comes to v n,σ (t), and the closer v n,σ (t) comes to w
equals the spatial coherence of w (0) n,σ (t) and h n,σ (t), which explains the choice of notation Π 
If populations x 
In other words, synchrony of x 
where {x} t represents the time average of the square of x. If, in addition, the only synchronizing influence 404 on x 
Thus |Π n (t), k = 1, . . . , K.
408
Proof. We omit subscripts σ and time arguments t, sums over n and m are understood to be from 1 to 409 N , and sums over t are understood to be from 1 to T .
middle term of (45), we get
which proves the first statement of the theorem, i.e., (35)-(37). The remaining claims follow straightfor-
413
wardly.
414
The assumption of non-interacting populations not affected by the environments of neighboring sites 415 was interpreted to mean (36) is negligible. This is reasonable because for such populations, the magnitude fluctuations at site n, built into the model h n , and residuals at other sites, d m . We tested the assumption 418 that the cross terms of (36) were negligible for our best short-and long-timescale models, finding that 419 they were (Appendix S15).
420
Appendix S15 Predicted synchrony, fractions of synchrony explained,
421
and cross terms
422
Using the reasoning behind theorem 1 of Appendix S14, and continuing the notation from that section,
423
we can consider |Π 
This quantity was averaged over long (> 4 years) or short (< 4 years) timescales, respectively, to provide 
436
We tested the assumption that the cross terms of (36) were negligible for our best short-and long-437 timescale models of PCI as follows. The quantity
was averaged over long timescales for our best long-timescale model of PCI. The result was 11%. The 
13
The quantity q is also, as we now show, the fraction of the total power in the mean signal 
Here we use the definitions of the power normalized transform and the mean field. Thus the power of 452 the mean signal depends on the mean of wavelet powers and on synchrony {|r σ (t)|} t , so the component of P explained by v is
and the fraction of the total power of the mean explained by synchrony in the x
If the number of sampling locations is large, a case for which local effects are negligible, the remaining n (t) for k = 1, . . . , K.
458
Appendix S16 Testing for significance of interaction effects
459
We tested whether the synchrony attributable to our model included a substantial effect due to interac- n,σ (t) (but still 467 using the original β k (σ)). This was done for 1000 independent sets of spatially synchronous surrogates 468 and the average surrogate mean squared model synchrony was computed and compared to {|r teractions among predictors
474
The interaction terms in the following theorem indicate synchrony is not only the 'sum of its parts'.
475
Theorem 2. Synchrony attribution theorem Using the notation of the previous two sections, the 476 portion of synchrony explained by a wavelet model can be partitioned as
The kth summand in the first term on the right is the timescale-specific portion of synchrony attributable to 478 the kth predictor. The second term on the right is the timescale-specific portion of synchrony attributable 479 to interaction effects. The second term is real-valued and can be positive or negative.
480
Proof. The following equations omit explicit dependencies on σ and t for brevity.
The remaining statements of the theorem follow straightforwardly.
482
Applying the synchrony attribution theorem, we can partition the fraction of synchrony explained
483
(47) as q(σ) = k q k (σ) + q int (σ), where reliably perform wavelet analyses separately for data before and after the shift.
497
Appendix S18 Tests of methods using the numeric example
498
Treating the simulated time series of the numeric example (α(n, t) and β(n, t) from Fig.1a ,d and γ (3) (n, t))
499
in the same way as real ecological data, we evaluated our wavelet methods by checking they gave results
500
consistent with the construction of those data.
501
We constructed and tested a wavelet model of γ (3) (n, t) as described in Appendix S9. Working back 502 from the time series only, we constructed the best fit model of the wavelet transform of γ (3) (n, t) in terms 503 of the wavelet transforms of its two drivers α(n, t) and β(n, t), as in equation 2. We applied the method 504 of spatially synchronous surrogates (Appendix S8) to determine that adding the second variable to a 505 one-variable model incorporating only either α(n, t) or β(n, t) would produce a statistically significant 506 improvement (p = 0.000 for 1000 surrogates in both cases) in goodness of fit.
507
We verified that the synchrony explicable by the best fit model (according to the wavelet Moran 508 theorem, see Appendix S14 and Appendix S15) is consistent with the actual synchrony of γ(3)(n, t), as 509 expected since the local noise added to γ (3) was asynchronous. At the 20 year timescale, the expected 510 synchrony according to the best fit model was 1.022 times the synchrony observed in the wavelet mean 511 field of γ(n, t), i.e., all of the synchrony in γ (3) was attributable to α(n, t) and β(n, t), as expected. In the 512 analysis of real PCI data, the synchrony associated with the statistical model we constructed was only 513 some fraction of the observed synchrony, due to the other, unattributed components of variability having 514 non-zero spatial synchrony of their own.
515
We evaluated the size of the interaction effects between α(n, t) and β(n, t) as in Appendix S16: 1)
516
we evaluated the mean squared synchrony of the model (evaluated at the 20-year timescale); and we 517 compared it to 2) the same quantity calculated after replacing α(n, t) by synchrony-preserving surrogates
518
(we used 1000 surrogates and took the average). The former quantity was 1.24 times the latter, showing 519 substantial interaction effects were detected.
Lemma 6. The mean squared magnitude of the wavelet mean field, 
