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Die Blutbank des Heidelberger Instituts fiir Immunologie und 
Serologie gliedert sich organisatorisch in drei Bereiche. Jeder 
Bereich arbeitet in spezifischen, zeitlich iterierenden Funktions-
zuständen. Diese Ergebnisse der Systemanalyse fiihrten zu ei-
nem ersten Gesamtentwurf eines Systems, das auf einem Klein-
rechner, läuft. Die allgemeinen Entwurfsregelnfiir die Software 
werden in der vorliegenden Arbeit erläutert. Die Beschreibung 
der Realisation fiir die einzelnen Bereiche folgt in getrennten 
Arbeiten. 
Summary 
The bloodbank at the Institutefor Immunology and Serology is 
divided into three organizational separate sub-sections. Each 
section has different, timely recurring functional stages. The de-
sign of a system running on a minicomputer was based on the 
results gained from the systems analysis. The overall rules of 
software engineering for our system are described in this paper. 
Realization of the subsystems for the sections of the bloodbank 
are published separately. 
Einleitung 
Auf den ersten Blick scheint ein EDV -System für eine Blutbank 
hauptsächlich die Funktion zu haben, die Lagerhaltung von 
Blutkonserven zu optimieren (PAGE, 1980a). Die Entwicklung 
eines geeigneten Lagerhaltungsmodells und der Bericht über 
seine Bewährung müßten dann den Kern einer Publikation 
über ein entsprechendes System ausmachen. Aus einer ersten 
Systemanalyse (SCHNEIDER, 1979) ergab sich aber, daß ein sol-
ches System auch, und unter anderem, Lagerhaltungsprobleme 
zu lösen hätte, daß aber diese Lagerhaltungsprobleme zwar 
vielleicht zum Kern eines solchen Systems gehören würden, 
daß ihre Lösung aber eigentlich nur ein Teilziel sein könnte. 
Das Ziel eines transfusionsmedizinischen Dienstes an einer 
Universitätsklinik ist es, die Therapie mit Blut und Blutbe-
standteilen, einschließlich der therapeutischen Abnahme von 
Blut, durchzuführen. Innerhalb dieses Rahmens ist es ein Teil-
problem, zu erreichen, daß möglichst wenig Blutkonserven we-
gen zu langer Lagerzeit verfallen oder alternativ dazu, daß das 
Blut in möglichst frischem Zustand dem Empfänger zugeführt 
wird. Es ist ein weiteres Teilziel, dafür zu sorgen, daß etwaige 
Transfusionszwischenfälle auch daraufhin abgeklärt werden 
können, ob sich aus den entsprechenden Beobachtungen Kon-
sequenzen für den Blutspender ergeben. Es ist ein weiteres Teil-
ziel, die Blutspender so zu betreuen, daß ein Blutspender-
stamm gepflegt wird, und es gibt eine ganze Reihe weiterer we-
niger wichtiger Teilziele. 
Unsere Arbeitsgruppe wird in einer lockeren Folge von Ar-
beiten über die Erfahrungen bei der Realisierung, Implemen-
tierung und Inbetriebnahme unseres EDV-gestützten Informa-
tionssystems für die Blutbank am Institut für Immunologie und 
Serologie des Universitätsklinikum Heidelberg berichten. Die-
se Arbeit gibt einen Überblick über das Gesamtsystem. 
Gliederung eines transfusionsmedizinischen Dienstes an 
Universitätsklinken 
Der Heidelberger transfusionsmedizinische Dienst am Institut 
für Immunologie und Serologie ist vom Mengengerüst her ge-
sehen im Vergleich zu den überregionalen Blutspendediensten 
vor allem des Deutschen Roten Kreuzes von sehr bescheidener 
Größe. Die Zahl der Blutspender erreicht im Jahr nur wenige 
Tausend, die Anzahl der transfundierten Konserven erreicht 
dementsprechend wenige Zehntausend. In quantitativer Hin-
sicht sind solche Dienste also recht klein, dagegen ist das Ge-
schehen insgesamt sehr viel komplexer als in einem überregio-
nalen Blutspendedienst. 
Das wesentliche, von den überregionalen Diensten unter-
scheidende Merkmal ist die Gliederung in drei unterschiedli-
che Bereiche: Diese Bereiche sind die Blutspendezentrale, das 
Blutkonservendepot und schließlich die blutempfängerorien-
tierte organisatorische Einheit »Bluttransfusionsdienst«. Die-
se drei Bereiche haben sehr viel weitergehende Aufgaben, als 
sie an einem überregionalen Blutspendedienst vorkommen. 
Die Blutspendezentrale pflegt einen Blutspenderstamm; ei-
ne überregionale Organisation kann dies naturgemäß nicht, es 
ist dort aber auch nicht notwendig. Zu dieser Pflege des Blut-
spenderstammes gehört das individuelle Benachrichtigen, die 
Wiedereinbestellung zur Blutspende, die Überwachung der 
Blutspendefrequenz und schließlich auch die Bereitstellung 
von Informationen, falls der Spender einmal im Klinikum Pa-
tient werden sollte. 
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Das Blutkonservendepot enthält mehr Produkte, als sie bei 
einem überregionalen Blutspendedienst entstehen. Zur Zeit 
nähert sich die Anzahl der Produkte der Zahl hundert. Darun-
ter sind neben Vollblutkonserven mit unterschiedlichen Stabili-
satoren die verschiedenen Blutbestandteilkonserven ein-
schließlich Zytopheresen u. a. Die Konserven stammen dabei 
nicht nur von der eigenen Blutspendezentrale, sondern auch 
von überregionalen Blutspendediensten. 
Der Bluttransfusionsdienst ist eine Spezialität, die bei über-
regionalen Blutspendeorganisationen naturgemäß nicht vor-
kommt. In diesen Bereich fallen die Laboruntersuchungen mit 
Empfängerblut, die zur Vorbereitung der Blutspende erforder-
lich sind, wie z. B. die Kreuzprobe, aber z. B. auch die Aufklä-
rung unerwarteter Transfusionszwischenfälle, eventuell ein-
schließlich Rückverfolgung bis zum Blutspender, wenn dies 
zur Aufklärung und zur Ausschaltung eines eventuell untaugli-
chen Spenders erforderlich ist. 
Die Besonderheit einer Kleinrechnerlösung 
Für eine Kleinrechnerlösung sprechen natürlich wirtschaftli-
che Gründe und das schlichte Vorhandensein eines solchen Sy-
stems im Heidelberger Institut für Medizinische Dokumenta-
tion, Statistik und Datenverarbeitung (s. a. BLÜMMEL et al, 
1980). Bisher sind auf Kleinrechnern jedoch umfassende Sy-
steme, die alle Bereiche eines transfusionsmedizinischen Dien-
stes an Universitätskliniken abdecken würden, nicht entwickelt 
worden (SCHNEIDER, 1979, PAGE, 1980b, 1981). 
Für eine Kleinrechnerlösung spricht außerdem: Ein dedi-
ziertes Kleinrechnersystem, also ein System, auf dem keine an-
deren Institutionen arbeiten, und damit auch nicht Zugriff ha-
ben, läßt Probleme, die mit der ärztlichen Schweigepflicht ver-
bunden sind, und die den Datenschutz betreffen, zumeist erst 
gar nicht entstehen. 
Der größte Vorteil eines dedizierten Kleinrechnersystems ist, 
daß das gesamte System, vor allem auch die zugehörige Hard-
ware von den Angestellten des Anwendungsgebietes über-
wacht werden kann. Damit besteht die Möglichkeit, daß sich 
die Angestellten voll mit dem ihnen, und nur ihnen gehörenden 
System identifizieren. 
Grundzüge des realisierten Konzeptes 
Jeder der genannten drei Bereiche eines Bluttransfusionsdien-
stes bildet eine organisatorische, personelle sowie auch räumli-
che Einheit. Jeder dieser Bereiche muß also getrennt mit EDV-
Ein- und -Ausgabegeräten versorgt sein. Jeder dieser Bereiche 
kann in unterschiedlichen Funktionszuständen arbeiten. Diese 
Funktionszustände wechseln zeitlich. Innerhalb des Blutspen-
debereichs sind beispielsweise alle Mitarbeiter während eines 
Spendetermins mit Blutabnahme, Erfassung von Blutspender-
daten usw. beschäftigt. Ausführliche Laborbefunde werden zu 
anderen Zeiten erarbeitet und eingegeben. Anschreiben von 
Spendern u. ä. bilden ein drittes Tätigkeitsgebiet. 
Diese Bereichsgliederung ließ sich ohne Schwierigkeiten auf 
die hardwaregegebene partitionsweise Gliederung eines Klein-
rechners abbilden. Innerhalb der Partitionen läuft jeweils das 
dem Funktionszustand des Bereichs entsprechende Pro-
gramm. Konflikte zwischen den Programmen können also 
nicht auftreten. Da auch die Datensätze spezifisch sind, und 
dasselbe weitgehend auch für die darauf aufgebauten Dateien 
gilt, können nicht-triviale Konsistenzprobleme in unserer Da-
tenbank so gut wie nicht auftreten. 
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Es gibt in einem Bluttransfusionsdienst sehr häufig Ent-
scheidungen, die von den einzelnen Mitarbeitern, die die Ent-
scheidungsgrundlagen selbst erarbeitet haben, unmittelbar ge-
troffen werden können. Solche Entscheidungen mit EDV zu 
unterstützen, indem z. B. die erforderliche Information in den 
Rechner eingegeben und dann verarbeitet wird, ist nicht nur 
überflüssig, sondern führt auch zu einer Belastung der Mitar-
beiter und damit zu einer geringen Akzeptanz des Gesamtsy-
stems. 
Die genannten unterschiedlichen Produkte und ihr »Hand-
ling« sind hierfür ein Beispiel: Wann immer ein solches Pro-
dukt erarbeitet oder weiterverarbeitet wird, braucht man be-
stimmte Informationen. Diese Informationen gehören deswe-
gen in die Begleitpapiere. Die Identifikation des Produktes 
muß für den Menschen erkennbar sein. Wenn diese Informa-
tion zudem maschinenlesbar ist, so kann die Eingabe ins EDV-
System sehr einfach sein, soweit sie erforderlich ist. Zu diesem 
Zweck haben wir uns für die maschinenlesbare OCR-B Schrift 
entschieden. 
Softwareentwurf 
Alle Software durchläuft einen Lebenszyklus. Dieser Lebens-
zyklus läuft über die Stadien der ersten Definition der Anforde-
rungen, der Entwurfsprogrammierung, der Testung und 
schließlich der Wartung. Der Zyklus ist grundsätzlich endlos. 
Anpassungen und Änderungen sind stets in unregelmäßigen 
Abständen erforderlich, und können, wenn dafür keine Vorsor-
ge getroffen worden ist, zu einer starken Bindung von Program-
mierkapazität, also zur sogenannten Softwarekrise, führen. Da 
es möglich ist, das Gesamtgebiet unseres EDV-Systems in Teil-
gebiete zu gliedern, so daß jedes dieser Teilgebiete von einem 
oder wenigen Mitarbeitern in angemessener Zeit entworfen 
und realisiert werden kann, hätte man den Projektmitarbeitern 
viel Freiheit zubilligen können, die bei der Wahl der Entwurfs-
methoden, bei der Dokumentation und bei der Spezifikation zu 
voneinander abweichenden Lösungen hätte führen können. 
Grundsätzlich sollte sich allerdings jeder Mitarbeiter an den 
Begriffen »Top-down Entwurf«, »Ausgliederungsmethode« 
und »Schrittweise Verfeinerung« orientieren. Das Ziel sollte 
ein »strukturierter« Entwurf sein, der gut lesbar ist, so daß auch 
weitere Mitarbeiter daran weiterarbeiten können, und der ins-
besondere auch die unübersichtlichen »Spaghettistrukturen«, 
also das Hin- und Herspringen im Ablauf, vermeidet. Gleich-
zeitig sind solche Programme auch leichter prüfbar. 
Andererseits ist zu bedenken, daß ein reines »Top-down«-
Entwerfen, also ein Entwerfen von den jeweiligen Anforderun-
gen zu jeweils speziellen Realisierungen, leicht zu Mehrfachar-
beit und allgemein zu unrationellen Lösungen führen kann. 
Beispielsweise ist klar, daß jedes Teilsystem Kalenderdaten 
verarbeiten muß, und da wir jede gebräuchliche Schreibweise 
von Kalenderdaten zulassen wollten, hätte es leicht sein kön-
nen, daß jeder Mitarbeiter eine Routine für die unterschiedli-
chen Formen der Kalenderdateneingabe und für die Prüfung 
zulässiger Daten schreibt, sowie für die Differenz von Kalen-
derdaten. Dagegen hilft der Entwurf geeigneter abstrakter Da-
tentypen, die - einmal definiert - für alle Beteiligten verbind-
lich sind. 
Das »Top-down«-Denken wird also relativiert und modifi-
ziert durch ein »Bottom-up«-Denken anhand von abstrakten 
Datentypen. 
Wegen unterschiedlicher Vorbildung und unterschiedlicher 
Ausbildungsorte habe ich jedem Mitarbeiter freigestellt, wel-
che zu den allgemeinen Entwurfsregeln passenden Darstel-
lungsformen für Entwurf und Dokumentation er benutzen 
wollte. Dies sind: HIPOs, Strukturprogramme nach N assi und 
Shneiderman, und schließlich PASCAL-Pseudocode. 
HIPOs unterstützen sehr anschaulich die Ausgliederungs-
methode bzw. die schrittweise Verfeinerung durch ihre hierar-
chischen Darstellungen. Die ergänzenden Prozeßdarstellun-
gen dagegen veranschaulichen sehr gut die Datenströme und 
Dateien. Das eigentliche strukturierte Programmieren wird 
durch diese Methode nicht unterstützt. Die Struktogrammtech-
nik kommt dagegen den Bedürfnissen nach klarer Gliederung 
der einzelnen Moduln entgegen. Dasselbe gilt für PASCAL-
Pseudocode. Die Resultate sind jedoch nicht so anschaulich. 
Hinsichtlich der Programmiersprache haben wir uns für 
PASCAL entschieden. PASCAL erzwingt die gute Gliederung 
und damit eine Übersichtlichkeit und gute Lesbarkeit von Pro-
grammen dadurch, daß sie das strukturierte Programmieren 
verlangt. Die Sprache ist darüber hinaus weitgehend genormt, 
so daß eine gewisse Portabilität von Programmen erreicht wird. 
Schließlich stehen PASCAL-Compiler nicht nur an Großrech-
nern, sondern auch an den meisten Kleinrechnern zur Verfü-
gung. 
Allerdings ist das reine PASCAL wenig geeignet zum Ent-
wurf großer Programmsysteme. DIETZ bietet daher, wie auch 
andere Kleinrechnerhersteller, die Möglichkeit, echte Moduln 
zu definieren. Moduln sind dabei getrennt compilierbare Pro-
gramme bzw. Programmteile, mit klar definierter Eingabe- und 
Ausgabeschnittstelle. Damit ist u. a. auch das Anlegen externer 
Unterprogrammbibliotheken einerseits, und die Anwendung 
der Overlaytechnik andererseits möglich. 
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Schlußbemerkungen 
Als ersten Bereich haben wir die Software für die Blutspende-
betreuung realisiert. Dieser Bereich liefert auch die Grundda-
ten für die weiteren Bereiche. Wir beginnen daher unsere Mit-
teilungen über das gesamte Blutbanksystem mit diesem Be-
reich. 
Literatur 
NASSI, 1., B. SHNEIDERMAN (1973) : Flowchart Techniques for Structur-
ed Programming. SIGPLAN 8, 12-26. 
PAGE, B. (1980a): Mathematische Entscheidungsverfahren in Blutban-
ken. EDV in Medizin und Biologie 11, 5-12. 
PAGE, B. (1980b): A Review of Computer Systems in Blood Banks and 
Discussion ofthe Applicability ofMathematical Decision Methods. 
Meth. Inform. Med. 19,75-82 
PAGE, B. (1981): Entwurf eines Blutbank-Inforrnationssystems. EDV 
in Medizin und Biologie 12, 1-8. 
SCHNEIDER, M. (1979): Bluttransfusionswesen, Vergleich von EDV-
unterstützten Systemen und Entwurf einer Lösung für das Universi-
tätsklinikum. Heidelberg. Diplomarbeit, Heidelberg. 
Full-PASCAL Benutzeranleitung. DIETZ Computer Systeme 
2-8011-01-181 
HIPO - A Design Aid and Documentation Technique. 
IBM-Corporation, GC20-1851-1, Second Edition, 1975 
Eingegangen am 5. 8. 81 
Anschrift des Verfassers : Priv.-Doz. Dr.med.habil. G.K. Wolf, Institut für Med. Dokumenta-
tion, Statistik und Datenverarbeitung der Universität Heidelberg, Im Neuenheimer Feld 305, 
0-6900 Heidelberg. 
EDV in Medizin und Biologie 4/ 1981 
100 SCHOKNECHT / SADAT -KHONSARl, Glättungsmethoden für Dosisberechnungen 
EDV in Medizin und Biologie 12 (4), 100-105, ISSN 0300-8282 
© Eugen Ulmer GmbH & Co., Stuttgart; Gustav Fischer Verlag KG , Stuttgart 
Glättungsmethoden für Dosisberechnungen 
mit der Monte Carlo Methode 
G. Schoknecht und A. Sadat-Khonsari 
Zusammenfassung 
Die Monte Carlo Methode ist zur Lösung von Streustrahlen-
problemen geeignet, die sich experimentellen Untersuchungen 
entziehen. Da die Ergebnisse in Form gerasterter Verteilungen 
gewonnen werden, die infolge des begrenzten Rechenaufwan-
des statistischen Schwankungen unterliegen, kommt Glättungs-
methoden zur Gewinnung allgemeingültiger Aussagen Bedeu-
tung zu. Die üblichen Glättungsmethoden weisen Unzulänglich-
keiten auf, die sich durch Artefakte äußern. Die beschriebene 
Faltungsmethode unter Verwendung der »Punktstreuvertei-
lung« ist von den Nachteilen frei. Sie läßt Dosisberechnungen 
zu, die nur in der Nähe von Grenzflächen ungenau sind. Der 
Aufwand bei Monte Carlo Rechnungen läßt sich stark reduzie-
ren. 
Summary 
The Monte Carlo method can be used for solving problems of 
radiation scattering which do not lend themselves to experimen-
tal studies. Because the results are obtained in the form of grid 
sampling distributions, being subject to statistical variations as 
a result of the limited extent of calculation involved, smoothing 
methods are important to permit general statements. The com-
mon methods of smoothing show certain shortcomings manife-
sting themselves as artefacts. The convolution method described 
which is using the »point scatter distribution« has beenfound to 
be free from such disadvantages. 1t permits exact dose calcula-
tions exept for the near-surface range. 1t is thus possible to re-
duce calculation time considerably. 
Die Monte Carlo Methode ist hervorragend zur theoreti-
schen Lösung von dosimetrischen Problemen geeignet, die ei-
ner experimentellen Untersuchung nur mit Schwierigkeiten zu-
gänglich sind. Dazu gehören speziell Fragen im Zusammen-
hang mit der Entstehung und Ausbreitung von Streustrahlung 
in ausgedehnten Medien (FANO et al. , 1959). Hier können 
durch rechnerische Simulation der Wechselwirkungsprozesse, 
welche die in ein absorbierendes Medium eindringende Strah-
lung erfährt, Angaben über die Orte der Streustrahlenentste-
hung, der dabei auftretenden Energieumsetzungen, der Rich-
tungs- und Energieverteilung der Streustrahlung usw. erhalten 
werden, die sich der direkten Messung weitgehend entziehen 
(REASIDE, 1976; BATTISTA, BRONSKILL, 1978). 
Da es sich bei der Monte Carlo Methode um ein statistisches 
Verfahren handelt, bei dem die physikalischen Prozesse unter 
Verwendung von Zufallszahlen (meist Pseudozufallszahlen) 
mit elektronischen Rechenanlagen nachvollzogen werden, 
sind die Ergebnisse zwangsläufig mit statistischen Fehlern be-
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haftet. Auch bei Verwendung moderner Rechenanlagen ge-
lingt es meist nicht, so viele Elementarteilchen rechnerisch zu 
untersuchen, daß ihre Zahl der in einem Experiment vorliegen-
den Zahl gleichkommt. Meist beschränkt man sich aus Grün-
den der Rechenzeit von vom herein auf verhältnismäßig kleine 
Zahlen. 
Mit der Monte Carlo Methode sind die Ergebnisse meist in 
Form von Summierungswerten für Rasterzellen (z. B. Energie-
oder Koordinatenrasterzellen) zu gewinnen. Der Ableitung 
kontinuierlicher Kurven- bzw. Funktionsverläufe aus den gera-
sterten Darstellungen kommt zur Gewinnung allgemeingülti-
ger Aussagen große Bedeutung zu. Hierbei können Glättungs-
methoden ein geeignetes Hilfsmittel sein. Allerdings ist es not-
wendig, die Auswirkung der Glättung genau zu untersuchen, 
damit sich nicht Feinheiten der Ergebnisse verwischen oder 
rechnerische Artefakte auftreten. 
Die Ergebnisse von Monte Carlo Rechnungen bestehen 
meist aus umfangreichen Matrizen, die zahlenmäßig nur 
schwerüberschaubar sind. Daher sind geeignete Methoden der 
graphischen Wiedergabe großer Datenmengen wichtig. Für 
diesen Zweck haben sich graphische Datenausgabegeräte von 
Rechenanlagen (graphische Terminals, Plotter) bewährt. 
Das Problem der Glättung von Dosisverteilungen soll am 
Beispiel eines eng ausgeblendeten Photonenstrahls (Nadel-
strahl; SCHOKNECHT, 1970, 1971), der in ein absorbierendes 
Medium eindringt, erläutert werden. 




Die Beschränkung auf den Nadelstrahl genügt für die vorlie-
genden Betrachtungen, da bereits früher gezeigt wurde (SCHO-
KNECHT, 1973), daß aus der Streuverteilung des Nadelstrahis 
die Berechnung der Streuverteilung für ausgedehnte Strahlen-
felder durch Anwendung von Faltungsoperationen möglich 
ist. 
Grundlagen 
Den Monte Carlo Rechnungen für den Nadelstrahlliegt ein 
Modell zugrunde, das schematisch in Abb. 1 wiedergegeben 
ist. Eine Anzahl N Photonen gleicher Primärenergie Eo tritt im 
Punkt Po in ein absorbierendes Medium (Wasser) ein. Die erste 
Wechselwirkung erfährt ein bestimmtes Primärphoton im 
Punkt PI. Ist der Wechselwirkungsprozeß ein Comptoneffekt, 
so entsteht ein Streuphoton geringerer Energie und die Ener-
giedifferenz wird an Elektronen übertragen. Da die Reichweite 
der Elektronen nicht sehr groß ist, wenn Eo unter 2 MeV liegt, 
kann näherungsweise die Energiedifferenz zwischen dem ein-
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fallenden und dem gestreuten Photon als im Punkt PI an das 
Medium abgegeben angesehen werden. 
Die Wechselwirkungsprozesse der entstandenen Streupho-
tonen werden weiterverfolgt (Wechselwirkungsorte P2, 
P3, ••• P, . .. ; s. Abb. 1) bis 
- ein Photoeffekt eintritt, 
- oder die Energie eines Streuphotons kleiner als 5 keV ist, 
- oder das Streuphoton das absorbierende Medium verläßt. 
In den bei den ersten Fällen wird der Ort der Wechselwir-
kung auch als Ort der völligen Energieabgabe an das Medium 
angesehen. Bei Primärenergien unter 2 MeV genügt es, als 
Wechselwirkungsprozesse nur den Compton- und den Pho-
toeffekt zu berücksichtigen. Alle im Verlauf der Berechnung 
auftretenden Zufallsereignisse, wie Art der Wechselwirkung, 
Weglängezwischenzwei Wechselwirkungen und Richtungsco-
sinus der Streuphotonen, werden mit Zufallszahlen nachvoll-
zogen. 
Die an das Medium bzw. die Elektronen übertragenen Ein-
zelenergiebeträge werden in den Zellen eines Raumrasters auf-
summiert. Wegen der Rotationssymmetrie des gewählten Mo-
dells dienen als Rasterzellen konzentrische Kreisringe der Brei-
N 
z 
Abb. 1. Modell der Monte Carlo Rechnung zur Ermittlung der Streu-
dosisverteilung eines Nadelstrahis. 
te und Höhe vonjeweils 1 cm. Bezieht man die Energieabgaben 
auf ein Massenelement dm = p dV (p = Dichte des absorbie-
renden Mediums), so erhält man mit den Berechnungen die 
räumliche Streudosisverteilung s(r,z) als gerasterte Funktion 
der Zylinderkoordinaten rund z. 
r 








N =1.OOE+ 04 
Abb. 2. Normierte radiale Streudosis-
verteilung 2m . s . exp(llz)/ N für 104 
Primärphotonen. 
40 cm 30 z ?!i 10 
Nade lstrah l (Ob er fl. be i z=IO CTI! ) 
20 CTI! o Eo= 1. 2SE+03 k eV 
Abb. 3. Normierte radiale Streudosis-
verteilung 21tr . s . exp(IlZ)/N für 10' 
Primärphotonen. 
40 cm 30 z 20 10 
Nade lst rahl (Oberfl. bei z=I O cm) 
o 








10 N - l. OOE+OS 
G=O M=O 
Eo= 1. 25E+03 keV 
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40 cm 30 z 20 10 
Nadelstranl bei Scnicntdicke 20 cm 
40 cm 30 z 20 10 
Nadelstrahl (direkt. geglaettet> 
40 cm 30 z 20 i 0 
Nadelstranl bei Scnichtdicke 20 cm 
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ION -1. OOE+OS 
G-O N-3 
Eo- 1.2SE+03 keV 
Abb. 4. Streudosisverteilung eines Na-
deistrahis beim Durchdringen einer 20 
cm Wasserschicht (direkte Berechnurig). 
Abb. 5. Ergebnis einer 3fachen Glät-
tung mit Glättungsparabeln durch je-
weils fünf Rasterpunkte. 
Abb. 6. Ergebnis der Glättung mit Aus-
gleichspolynomen 3.Grades in r-Rich-
tung. 









10 N =l.OOE+OS 
G=O M=S 
Abb. 7. Ergebnis der Glättung mit Aus-
gleichspolynomen 5. Grades in r-Rich-
tung. 
40 cm 30 z 20 10 
20 cm o Eo= 1. 25E+03 k eU 
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Das Ergebnis einer Monte Carlo Rechnung für einen Nadel-
strahl von 104 Primärphotonen der Energie Eo = 1 ,25 MeV 
zeigt Abb. 2. Dargestellt sind die an das Medium je Kreisring 
übertragenen Energiebeträge ßEr, wobei das absorbierende 
Medium ein Halbraum ist, dessen Oberfläche bei z = 10 cm 
liegt. Zur Normierung sind die einzelnen Werte mit exp(J..Lz) (J..L 
= Schwächungskoeffizient für die Primärenergie Eo) multipli-
ziert und durch die Anzahl der Primärphotonen N dividiert. Zu 
der Streu dosis s(r,z) besteht dann der Zusammenhang 
ßEr 
--- ef1-Z = 2:rcr s(r,z)Q ef1-Z 
ßrßzN 
mit p = 1 g/cm3 
wobei ßEr in ke V angegeben ist. 
In Abb. 2 ist wegen der starken statistischen Schwankungen 
der Energiebeträge eine kontinuierliche Dosisfläche nur 
schwer erkennbar. Diese Schwankungen gehen deutlich zu-
rück, wenn die Anzahl N der Primärphotonen erhöht wird. So 
gibt Abb. 3 bei gleicher Darstellungsart das Ergebnis für 105 
Primärphotonen wieder. Hier ist bereits eine deutlich erkenn-
bare Glättung eingetreten, die allerdings mit einer Verlänge-
rung der Rechenzeit der Monte Carlo Rechnung um den Fak-
tor 10 verbunden ist. Eine weitergehende Glättung durch Erhö-
hung der Zahl N verbietet sich meist aus ökonomischen Grün-
den. 
Glättungsmethoden 
Zwei für das Problem der Flächenglättung geeignete Metho-
den sollen an dem Beispiel einer Streudosisverteilung s(r,z) er-
läutert werden, die ein Nadelstrahl von 1 ,25 MeV Photonen er-
zeugt, der in eine 20 cm dicke Wasserschicht eindringt. Die mit 
der Monte Carlo Methode ermittelte rotationssymmetrische 
Streuverteilung ist in Abb. 4 in Abhängigkeit von den Koordi-
naten rund z wiedergegeben. 
Anwendbar ist zunächst die Glättung äquidistanter Funk-
tionswerte mit Hilfe von Parabeln 2. Ordnung durch jeweils 
fünf Punkte (ZURMÜHL, 1965, BEVINGTON, 1969). Man erhält 
dabei einen korrigierten Funktionswert für den in der Mitte ge-
legenen 3. Wert. Zur Korrektur der beiden Randwerte verwen-
det man kubische Ausgleichsparabeln als Zusatzfunktionen. 
Das Verfahren ist für konstante z-Werte in r-Richtung und für 
konstante r-Werte in z-Richtung anzuwenden. Da es meist nur 
langsam konvergiert, ist eine mehrmalige Wiederholung not-
wendig. 
Abb. 5 zeigt die nach diesem Verfahren gewonnene Streudo-
sisverteilung nach dreimaliger wechselweiser Glättung (G = 3) 
in r- und z-Richtung. Der Erfolg ist aus Abb. 5 deutlich erkenn-
bar. Allerdings ist bei der Anwendung des Verfahrens Vorsicht 
geboten, da an Dosiskanten leicht unerwünschte Veränderun-
gen eintreten können, wie an der in Abb. 5 durch einen Kreis 
markierten Stelle. Dort ist die Dosisverteilung stark verfälscht, 
indem O-Werte stark angehoben sind und auch negative Dosis-
werte auftreten. In dem betracht~ten Fall lassen sich die 
Schwierigkeiten weitgehend vermeiden, wenn man die Glät-
tung nur über den Bereich von Null verschiedener Dosiswerte 
erstreckt. 
Schwierigkeiten kann auch die zweite Glättungsmethode un-
ter Anwendung von Ausgleichspolynomen mit sich bringen. In 
Abb. 6 ist die Verteilung s(r,z) durch Polynome 3. Grades (M = 
3) geglättet wiedergegeben. Dazu wird zunächst für konstante 
z-Werte jeweils ein Polynom 3. Grades durch die Funktions-
werte in r-Richtung gelegt, die Polynomkoeffizienten werden 
bestimmt und danach mit Hilfe des Polynoms korrigierte Funk-
tionswerte berechnet. 
In Abb. 6 sind deutlich die durch das Glättungsverfahren 
hervorgerufenen Wellungen zu erkennen. Infolge der Wellung 
treten gleichfalls negative Dosiswerte auf. Das Verfahren lie-
fert auch keine grundsätzlich anderen Ergebnisse, wenn man 
den Grad des Polynoms erhöht. In Abb. 7. ist z. B. das Ergebnis 
unter Verwendung von Glättungspolynomen 5. Grades (M = 
5) wiedergegeben. Obwohl hier die Amplitude der Wellungen 
in der Dosisfläche abgenommen hat, sind noch immer Gebiete 
negativer Dosiswerte deutlich erkennbar. 
Der Vorteil der Polynomglättung liegt darin, gleichzeitig ei-
ne analytische Darstellung der Dosisfläche zu erhalten, die mit 
der Monte Carlo Methode allein nicht zu gewinnen ist. Aller-
dings eignet sich die analytische Darstellung keinesfalls zu Ex-
trapolationen über den ursprünglichen Koordinatenbereich 
hinaus. 
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Abb. 8 . Modell der Monte Carlo Rechnung zur Ermittlung der Punkt-
streuverteilung. 
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Faltungsmethode 
Der Glättung durch Faltung liegt eine grundsätzlich andere 
Überlegung zugrunde, die auf einer vom Nadelstrahlkonzept 
sich unterscheidenden Monte Carlo Rechnung beruht. Das 
Modell besteht aus Photonen der Energie Eo, die in das absor-
bierende Metlium bis zu einer bestimmten Tiefe z ohne Wech-
selwirkung eindringen (etwa durch einen dünnen Kanal ; s. 
Abb. 8). In dem in der Tiefe z gelegenen Volumenelement er-
fahren alle eindringenden Photonen eine primäre Wechselwir-
kung, entweder als Compton- oder als Photoeffekt. Grundlage 
für die weiteren Überlegungen ist die Streudosisverteilung so, 
die sich um den Streupunkt herum aufbaut und zu deren Er-
mittlung die Monte Carlo Rechnung dient. Diese Streuvertei-
lung wird als» Punktstreuverteilung« bezeichnet. 
In Abb. 9 ist die Punktstreuverteilung So für 1 ,25 MeV Photo-
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Abb. 9 . Punktstreuverteilung für 1,25 
MeV Photonen. 
Abb. 10 . Streuverteilung des Nadel-
strahIs berechnet durch Faltung mit der 
Punktstreuverteilung. 
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der Koordinaten rund z dargestellt, die mit 105 einfallenden 
Photonen berechnet wurde. Die rotationssymmetrische Dosis-
verteilung ist in Abb. 9 auf ein einfallendes Photon bezogen. 
Mit Hilfe der Punktstreuverteilung So läßt sich die Streuver-
teilung für beliebig ausgedehnte Primärstrahlenfelder ermit-
teln, indem man die Verteilung der Zahl der in den einzelnen 
.. Volumenelementen des absorbierenden Mediums eine Wech-
selwirkung erfahrenden Primärphotonen p mit der Punktstreu-
verteilung So faltet. D. h., das Integral 
(2) 
ist über den gesamten absorbierenden Raum zu erstrecken. Da-
bei müssen alle Primärphotonen die gleiche Einfallsrichtung 
haben; x ist der Ortsvektor, Xo der Verschiebungsvektorund dvo 
das Volumenelement. 
Für die Streuverteilung eines Nadelstrahis ergibt sich unter 
Anwendung des Absorptionsgesetzes aus GI. (2) 
00 
s(r,z) = I" No dq \ e-!'-zo so(r,z-zo) dzo (3) 
o 
wobei No die Anzahl der auf die Querschnittfläche dq auf der 
Oberfläche eingefallenen Primärphotonen ist. Hat das absor-
bierende Medium eine Schichtdicke von 20 cm, so ist das Inte-
gral GI. (3) zur Gewinnung vergleichbarer Ergebnisse über das 
Intervall von Zo = 10 bis 30 cm zu erstrecken. Dabei ergeben 
sich auch für z kleiner als 10 cm und für z größer als 30 cm von 
Null verschiedene Werte für s(r,z). Setzt man diese gleich Null, 
d. h. schneidet man die Dosiswerte außerhalb des absorbieren-
den Mediums ab, so erhält man die in Abb. 10 wiedergegebene 
Streudosisverteilung für den Nadelstrahl. Diese Verteilung 
weist im Vergleich zu der direkt mit der Monte Carlo Methode 
berechneten Verteilung (s. Abb. 4) einen geglätteten Verlauf 
auf, obwohl den Monte Carlo Rechnungen in beiden Fällen die 
gleiche Anzahl von Primärphotonen zugrunde liegt. 
Diskussion 
Die Anwendung der Faltungsmethode zur Gewinnung geglät-
teter Verteilungen mit der Monte Carlo Methode hat gegenüber 
den anderen dargestellten Glättungsmethoden wesentliche 
Vorteile: 
- die Monte Carlo Rechnung beschränkt sich auf die als ele-
mentar anzusehende Punktstreuverteilung, 
- durch die Faltung entstehen keine rechnerisch bedingten 
Phänomene, wie Wellungen oder negative Dosiswerte. 
Allerdings sind auch bei Anwendung der Faltungsmethode 
naturgemäß Abweichungen der Dosisverteilung in der Nähe 
der Oberfläche vorhanden, wie der genaue Vergleich von Abb. 
4 und Abb. 10 erkennen läßt. Diese Abweichungen verringern 
sich mit zunehmendem Abstand von der Oberfläche. Sie sind 
nicht so ausgeprägt, wie bei der Anwendung der Glättungspa-
rabeln in Abb. 5. Die in den Abb. 6 und 7 deutlich erkennbaren 
Wellungen mit negativen Dosiswerten können bei der Fal-
tungsmethode nicht auftreten. 
Für die Streudosisberechnung bei ausgedehnten Primär-
strahlenfeldern ist der Vorteil der Faltungsmethode darin zu se-
hen, daß Berechnungen für unterschiedliche Feldgeometrien 
der Primärstrahlenfelder auf eine Monte Carlo Rechnung zu-
rückzuführen sind. Dadurch ist eine bedeutende Reduzierung 
der aufwendigen Monte Carlo Rechnungen möglich. 
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Kriterien zur optimalen Klassenauswahl bei computergestützten 
Mustererkennu ngsverfahren 
K. Brodda und C. F. Hess 
Zusammenfassung 
Die Güte von Klasseneinteilungen hängt von der zu erwarten-
den Rate von Fehlklassifikationen (Risiko) und dem Informa-
tionsgehalt der Klasseneinteilung ab. Für den Fall der häufig 
benutzten Bayes-Entscheidung wird das Risiko auch for kom-
pliziertere bedingte Verteilungen mit Hilfe von Bhattacharyya-
KoejJizienten abgeschätzt. Für den Informationsgehalt wird 
das Shannonsche Maß benutzt. Mit Hilfe numerisch berechen-
barer Gütekriterien läßt sich dann die Leistungsfähigkeit ver-
schiedener Klasseneinteilungen for ein und dasselbe Musterer-
kennungsproblem vergleichen. Anhand eines Beispiels aus der 
EKG-Diagnostik werden weiterhin die Einflüsse von a priori-
Verteilungen, bedingten Dichten, Verlust/unktionen und Merk-
malsauswahl auf die Güte einer Klasseneinteilung diskutiert. 
Summary 
The goodness of choice of categories concerning a pattern re-
cognition problem depends on the expected error rate (risk) and 
on the information content of the choice of categories. In case 
of Bayes decision problems the risk can be estimated by Bhatta-
charyya coejJicients, even for more complicated conditional 
densities. Shannon's measure is used to calculate the informa-
tion content. The ejJiciency of different choice of categories for 
the very same recognition problem can be compared by numeri-
cal calculable criteria of goodness. Furthermore, the ejJect of 
prior probabilities, conditional densities, loss functions and 
feature selection on the goodness of choice of categories is dis-
cussed by an example belonging to ECG diagnostics. 
1. Einleitung 
Mustererkennungsverfahren, zu denen auch medizinisch-dia-
gnostische Entscheidungen gehören, haben allgemein mit fol-
genden Problemen zu tun: 
a. Wahl problemorientierter Merkmale und Bestimmung zu-
gehöriger Größen (»feature selection«). 
b. Wahl der Klassen, zwischen denen (z. B. differentialdiagno-
stisch) eine Entscheidung vorgenommen werden soll. 
c. Wahl einer geeigneten Klassifizierungs- oder Entschei-
dungsregel mit Schätzungen der zugrundeliegenden Vertei-
lungen im parametrischen Fall. 
d. Durchführung der Zuordnung. 
Für die Auswahl von Merkmalen und für die Wahl der Klas-
sifikationsregel, hierbei insbesondere für die Schätzung der zu-
gehörigen Verteilungen, beschreibt die einschlägige Literatur 
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eine Vielzahl von Theorien und praktischen Vorgehensweisen 
(z. B. BLACKWELL und GIRSHICK, 1954; Fu, 1968; SEBESTYEN, 
1962; YOUNG und CALVERT, 1974). Dagegen sind zur Behand-
lung des Problems der Auswahl von relevanten Klassen bisher 
nur dürftige theoretische Ansätze vorhanden. Die Auswahl der 
zu unterscheidenden Klassen wird vielmehr mit Hilfe pragma-
tischer und heuristischer Kriterien mehr willkürlich und intu-
itiv ausgeführt. Die Benutzung von mathematisch fundierten 
Kriterien bei der Auswahl von Klassen wäre daher wünschens-
wert. 
Die Auswahl von Kategorien für eine Klasseneinteilung 
wird durch zwei einander konkurrierende Größen bestimmt. 
Einerseits soll die Fehlerrate (Risiko) der Klassifikation klein 
sein, was u. a. durch eine Verringerung der Klassenanzahl er-
reicht werden kann; andererseits ist z. B. der Arzt interessiert an 
einer möglichst fein auflösenden Differentialdiagnose, also an 
einem hohen Informationsgewinn, was für eine Einteilung in 
viele Klassen spricht. Eine mathematische Diskussion der ge-
nannten Größen führt zur Definition von Gütekriterien und 
zur optimalen Auswahl von Klasseneinteilungen mit hohem 
Informationsgewinn und minimaler Fehlerrate. Die theoreti-
schen Aspekte der Methode sind bei HEss (1979) und bei HESS 
und BRODDA (1979) ausgearbeitet. Nach einer kurzen Darle-
gung der theoretischen Grundlagen für die Definition der Gü-
tekriterien von Klasseneinteilungen wird das Verfahren an ei-
nem numerischen Beispiel aus der computerunterstützten 
EKG-Diagnostik dargestellt. 
2. Wahl des Entscheidungsverfahrens und Berechnung 
des Klassifikationsrisikos bei fester Klasseneinteilung 
Die Fehlerrate einer Klassifizierung hängt sowohl von der Aus-
wahl der Merkmale als auch von der benutzten Entscheidungs-
regel ab. Die Güte von Klasseneinteilungen kann daher nur bei 
fester Wahl der Merkmale und vorgegebener Entscheidungsre-
gel diskutiert werden. Wir betrachten hier das parametrische 
Bayes-Verfahren, einmal, weil es sich hierbei um die am besten 
theoretisch fundierte Entscheidungsregel handelt. Die Bayes-
Regel dB stellt weiterhin eines der wichtigsten Entscheidungs-
verfahren für die medizinische DiagnosesteIlung dar (siehe 
z. B. MICHAELIS, 1972). 
Eine Klasseneinteilung sei durch eine Menge von Klassen 
I = {l, . .. ,N), mit N = Klassenanzahl, durch die a priori-
Wahrscheinlichkeiten P = (P!, .. . ,PN) und durch die beding-
ten Dichten F = (f!, ... ,fN) gekennzeichnet. Wir nennen eine 
solche Klasseneinteilung auch »Aggregation« G = (I,P,F). 
I stellt die Menge der möglichen Zustände der beobachteten 
s-dimensionalen Vektoren x E IR s aus dem M-dimensionalen 
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Merkmalsraum X dar. Die endliche Menge der möglichen Ak-
tionen sei mit I identisch. 
Die Bayes-Regel dB ordnet dann einen beobachteten Vektor 
x der Klasse i zu (dBUlx) e {O, l}; dB(i,x) = 1, dB(k,x) = 0 für 
alle k =1= i; k,ieI), wenn die aposteriori-Wahrscheinlichkeit 
pJi(x) ;;:; Pkfk(x) für alle k e I. Das durchschnittliche Risiko der 
Entscheidung ist dann (siehe YOUNG und CALVERT, 1974): 
mit du = L du (i,j). 
i<j 
ije! 
Die duCi,j) = v'PiPi. ßij sind die Beiträge der Klassenpaare (i,j) 
zum Gesamtrisiko. ßij ist der zugehörige Bhattacharyya-Koeffi-
zient: 
R(G) = Imin LPkfdx)dx 
x ie! k'l- j 
kfI 
Allerdings läßt sich das Bayes-Risiko nach dieser Formel nur 
schwer und häufig überhaupt nicht berechnen. So ergibt sich 
selbst im 2-Klassen-Fall mit normalverteilten Dichten (und un-
gleichen Kovarianzmatrizen) ein aufwendiges Verfahren (sie-
he FUKUNGA und KRILE, 1969). 
Nach HEss (1979) lassen sich für das Bayes-Risiko jedoch re-
lativ leicht berechenbare obere und untere Schranken angeben: 
du ~ R(G) ~ ~ 1-N-l ( 







Die du(i,j) = v'PiPi. ßij sind die Beiträge der Klassenpaare (i,j) 
zum Gesamtrisiko. ßij ist der zugehörige Bhattacharyya-Koeffi-
zient : 
ßij = ß(fJj) = l-yfi(x) . fj(x)dx 
x 
Jede Zerlegung von I bestimmt daher eine im Vergleich zu Go 
»gröbere« Aggregation. Hat man umgekehrt eine Aggregation 
Gmit 
i" i" 
ry (x) = t %kgjb mit t qjk = 1 für alle j8lG, 
k - I k- I 
so kann man durch tYk' = gjk, p~ = p9<lik und 
IGo = Uk,jeIG, k = 1, . . . ,ij) ein Go konstruieren, das feiner als 
G ist. Die 1sind also Mischungen von Dichten mit Gewichten 
qkl = Pk/ p I, was vielen Klassifizierungsproblemen angemes-
sen ist. Alle möglichen Aggregationen G, die durch Zusam-
menlegen von Klassen aus Go hervorgegangen sind, bilden zu-
sammen mit Go selbst die Aggregationsfamilie r(Go). 
Geht man von Go zu einer gröberen Klasseneinteilung G 
über, so ist die Differenz der zugehörigen Bayes-Risiken gege-
ben durch 
L 
tlR(G) = R - R(G) = L L (Pi + Pj) R(Gij) + s(G) (2) 
1- li <j 
ijEI 
mit R = R(Go). Die R(Gij) stellen paarweise Risiken für Go 
dar. Man gewinnt also bei Klassenzusamrnenlegung höchstens 
das durch die Summe der entsprechenden a priori-Wahr-
scheinlichkeiten gewichtete Risiko der betreffenden Klassen. 
e(G) läßt sich durch verallgemeinerte Bhattacharyya-Koeffi-
zienten (3. Ordnung) ßijk abschätzen: 
e(G) ~ L L YPiPjPk' ßijk 
i<jb'ij 
ijEl 
Die R(Gij) = Rij aus Gleichung (2) erhält man durch Spezia-
lisierung von Gleichung (1) für den 2-Klassen-Fall (N = 2): 
3. Die Berechnung des Klassifikationsrisikos bei variabler 1 
Klasseneinteilung du(i,j);;:;~j;;:;2 (1--Y1-4d~ (i,j) ). 
Will man nun verschiedene Klasseneinteilungen für ein- und 
dasselbe Klassifizierungsproblem untersuchen, so lassen sich 
im allgemeinen keine Zusammenhänge zwischen den a priori-
Wahrscheinlichkeiten P und den bedingten Dichten der zu ver-
gleichenden Aggregationen finden. Wir untersuchen daher den 
folgenden Fall. Jede Aggregation G = (IG,pGFG) gehe aus ei-
ner »feinsten« Aggregation Go = (I,P,F) durch Zusammenle-
K 
gen von Klassen hervor. Wir zerlegen damit I = U II in K dis-
I-I 
junkte Untermengen I!, unterscheiden nicht mehr zwischen 
den jell für jedes 1 und erhalten so die K Klassen IG = {i1, ••• ik) 
mit 
pG(i l) = pp = L Pj 
JEII 
(3) 
Mit Hilfe der oben gegebenen Abschätzungen wird es übri-
gens möglich, schon vor dem Testen des Entscheidungsverfah-
rens die Klassen anzugeben, zwischen denen die häufigsten 
Fehlklassifikationen zu erwarten sind. Die zeitaufwendige Be-
schaffung und Verarbeitung der Daten eines neben dem Trai-
ningskollektiv weiteren Testkollektivs kann daher entfallen. 
Weiterhin können frühzeitig Schlüsse in Bezug auf eine Ände-
rung der Klasseneinteilung gezogen werden. 
4. Verlustfunktionen 
Wenn man das Risiko der Fehlerkennung etwa schwererer Er-
krankungen in der medizinischen Diagnostik verringern will, 
so muß man Verlustfunktionen benutzen. 
Wir beschränken uns hier auf Verlustfunktionen vom Typ 
{
LI' für J' =1= i 
L(i') -J - 0 f" .. ur J =1. 
(4) 
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L(i,j) bedeutet dabei den Verlust, wenn die Klasse j durch die 
Entscheidung ausgewählt wurde, obwohl der Merkmalswert x 
in Wirklichkeit der Klasse i angehört. 
Diese Verlustfunktionen werden in die Entscheidung einge-
führt indem man die a priori-Wahrscheinlichkeiten Pi ersetzt 
durch 
N 
Pi' = LiPi / L 4Pk 
k~1 
(5) 
Die Einführung von Verlustfunktionen ist hierbei also einer 
Veränderung der a priori-Wahrscheinlichkeiten äquivalent. 
5. Der Informationsgehalt von Klasseneinteilungen 
Der a priori-Informationsgehalt einer Klasseneinteilung ist ge-
geben durch den Vektor P der a priori-Wahrscheinlichkeiten. 
Ohne Kenntnis der Werte der bedingten Dichten fj (x) würden 
wir nämlich den Merkmalswert x entsprechend den a priori-
Wahrscheinlichkeiten Pi gemäß einer randomisierten Entschei-
dungsregel d (jlx) = Pj den Klassen zuordnen. Die zugehörige 
bedingte Entropie sei mit H (dlx) bezeichnet. Nach Anwen-
dung der Bayes-Regel dB wird die Entropie auf den Wert H 
(dBlx) reduziert. Man erhält also einen Informationsgewinn 
J (Glx) der Größe 
J(Glx) = H(dlx) - H(dBlx) 
Bei Verwendung von Verlustfunktionen hat man Gleichung 
(5) zu benutzen. 
Zur Berechnung der Entropien benutzen wir das Shannon-
sche Informationsmaß : 
J(Glx) = - L(Pjlnpj - dBÜ I x)ln dB(j Ix)) 
jel 
= - LPjlnpj:=J(G), wegen 
jeI 
dBülx) = {0,1} und 0 In 0=0= Iln 1. 
Bei Benutzung einer nicht-randomisierten Bayes-Rege1 ist 
der Informationsgehalt einer Aggregation also allein durch die 
zugehörigen a priori-Wahrscheinlichkeiten bestimmt. Der 
größte Informationsgehalt liegt vor, wenn PI = P2 ,= ... = PN; 
er wächst mit der Anzahl der Klassen. 
Geht man von Go durch Zusammenlegen von Klassen zu ei-
ner Aggregation G = ({I!, ... ,1K) J>G,f'G) über, so erhält man ei-
nen Informationsverlust 
K p. 
M(G) = J-J(G) = - L LPjln-i ~O, 
I~I jeI PI 
(6) 
mitJ =J(Oo). 
Im Gegensatz zum Bayes-Risiko ist dieser Ausdruck immer 
exakt berechenbar. 
Entsprechend den paarweisen Risiken kann man auch einen 
paarweisen Informationsverlust, das ist der Informationsver-
lust, der beim Zusammenlegen der Klassen i und j auftritt, defi-
nieren: 
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6. Gütekriterien für Klasseneinteilung 
Die Güte von Klasseneinteilungen hängt also von zwei Krite-
rien ab: einmal von dem Bayes-Risiko, in das die a priori-Wahr-
scheinlichkeiten, die bedingten Dichten und evtl. Verlustfunk-
tionen eingehen und zweitens von dem Informationsgehalt un-
ter Verwendung der a priori-Wahrscheinlichkeiten und gegebe-
nenfalls der Verlustfunktionen. In den folgenden Gütedefini-
tionen werden diese beiden Kriterien zusammengefaßt. 
Für den Vergleich beliebiger Aggregationen (das gleiche 
Klassifizierungsproblem betreffend) führen wir ein Quotien-
tenkriterium ein. 
Definition: Sei Q (G) = R (G)/J (G). Dann bezeichnen wir 
die Aggregation GI im Vergleich zu einer zweiten G2 bei mini-
malem Informationsgehalt m als (echt) Q-besser, wenn gilt: 
< 
Q (GI) ( : ) Q (G2) mit J (GI), J (G2) ~ m. 
Die Benutzung von m als unterer Schranke von J ist sinnvoll, 
um Aggregationen mit zu gering differenzierter Aussage zu ver-
meiden. 
Sinti (fürL(j,i) = 1 - Öij) duunddl die oberenbzw. unteren 
Schranken des Bayes-Risiko nach Gleichung (1), so ist 
du (GI) J (G2) ~ dl (G2) J (GI) hinreichend und 
dl (GI) J (G2) ~ du (G2) J (GI) notwendig dafür, 
daß GI Q-besser als G 2 ist. 
Werden nur solche Aggregationen GI und G2 miteinander 
verglichen, die durch Zusammenlegen von Klassen aus einer 
feinsten Aggregation Go hervorgehen (GI,G2 < Go), so benutzt 
man das Differenzenkriterium. 
Definition: Seien GI, G2 < Go. Weiterhin sei 
D(G) = LlRiG) _ M jG) . 
Die Aggregation GI heißt dann (echt) D-besser als die Aggre-
gation G 2, wenn gilt: 
GI ist also dann D-besser als G2, wenn die relative Verkleine-
rung des Bayes-Risikos größer ist als der relative Informations-
verlust. 
7. Ein numerisches Beispiel 
Als Beispiel behandeln wir die computergestützte EKG-Analy-
se von vier kongenitalen Herzvitien: Pulmonalstenose (Klasse 
1), Vorhofseptumdefekt (2), Fallotsche Tetralogie (3) und Ven-
trikelseptumdefekt (4). Es handelt sich um die gleichen Daten, 
die auch von MICHAELIS (1972) benutzt wurden. Für die beding-
ten Dichten der vier Klassen wurden jeweils 4-variate Normal-
verteilungen ausgewählter EKG-Parameter angenommen. Die 
geschätzten Erwartungswerte und Kovarianzmatrizen wurden 
uns von Prof. Michaelis zur Verfügung gestellt. I) Mit Hilfe eines 
in FORTRAN geschriebenen Computerprogramms wurden 
berechnet: die Bhattacharyya-Koeffizienten2. und 3. Ordnung, 
die oberen und unteren Schranken sowohl für das Gesamtrisiko 
R, als auch für die partiellen Risiken Rij und schließlich die ent-
sprechenden Informationsgrößen J und Ji} 
I) Wir danken Prof. Michaelis vom Institut für Medizinische Statistik 
und Dokumentation der Universität Mainz für seine Bereitwillig-
keit, uns die benötigten Daten zu überlassen. 
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7.1. Analyse der Klasseneinteilung 
Bei Benutzung der Verlustfunktion L (i,j) = 1 - Oij erhielten 
wir im Vergleich mit dem entsprechenden von MICHAELIS 
(1972) gefundenen empirischen Risiko R: 
dl(R) = 0,067 ;:;; R = 0,19;:;; du = 0,515, 
also dl(R) = 0,35RundR = 0,37 du (R). 
Beim Vergleich der paarweisen Risiken ergab sich eine mo-
notone Beziehung zwischen den über die ßij ermittelten Schran-
ken und den empirischen Risiken (siehe auch Tab. 1): 
mit der Reihenfolge 
Die ziemlich unterschiedlich großen paarweisen Risiken 
(du (R!4) "" 6du (R23» sind für den großen Wert der Varianz des 
aposteriori-Risikos und damit für die schlechte Annäherung 
von R durch dl (R) verantwortlich (s. HESS, 1979). 
Der Informationsgehalt von J = 1,363 liegt nahe bei dem 
für den 4-Klassenfall größtmöglichen Informationsgehalt 
(= In 4). 
Tabelle 1. Bhattacharyya-Koeffizienten ßij (jeweils obere Zeile), paar-
weise obere Schranken du (ij) (mittlere Zeile) und empirische Risiken 
Rij (untere Zeile, nach MICHAELIS, 1972) für den behandelten 4-Klas-





















Die in Tabelle 1 aufgeführten Bhattacharyya-Koeffizienten 
sowie die empirischen Risiken zeigen, daß sich die bedingten 
Dichten der Klassen 1 und 4 am meisten und die der Klassen 2 
und 3 am wenigsten überlappen. Nach Tabelle 2 ist allerdings 
der Informationsverlust am größten, wenn man die Klassen 1 
und 4 zusammenlegt. Offenbar überlappen sich in diesem spe-
ziellen Fall die bedingten Dichten derjenigen Klassen beson-
ders stark, die auch die größten a priori-Wahrscheinlichkeiten 
besitzen. Dementsprechend wäre zu untersuchen, ob durch ei-
ne Zusammenlegung der Klassen 1 und 4 eine Aggregation mit 
besserer Güte entsteht. 
In Tabelle 3 sind die Gütemaße nach dem Differenzen- und 
dem Quotientenkriterium für die dort genannten Aggregatio-
nen aufgeführt, wobei die in die diesbezüglichen Definitionen 
eingehenden Bayes-Risiken durch deren obere Schranken du 
angenähert wurden. Danach erhält man tatsächlich einen Gü-














Tabelle 3. D- und Q-Gütewerte für die folgenden Aggregationen des 
besprochenen 4-Klassen-Falls: 
Gla = (1,4), (3), (2), G2a = (1,2,4), (3) , 
Gib = (2,3), (I), (4), G2b = (2,3,4), (I) . 
















tegewinn, wenn man die in ihren bedingten Dichten relativ 
stark konfundierten Klassen 1 und 4 zusammenlegt. Trotz 
Q (Gt) = Q (Gf) ist D (Gt) = 2 . D (G1'). Man kann auch 
theoretisch zeigen, daß die Aggregation mit größerem Informa-
tionsgehalt vom D-Kriterium deutlich bevorzugt wird. 
7.2. Der Einfluß von Verlust/unktion und a priori- Verteilung 
Als Beispiel betrachten wir eine Wichtung der Klasse 3 (die Fal-
lotsche Tetralogie ist das schwerste Herzvitium) der kongenita-
len Herzvitien mit der Verlustfunktion 1: = L . L (i,j), L! = L2 
= L4 = I,L3 = 5bzw.l0(sieheTabelle4). Nach Gleichung (5) 
ist die Einführung dieser Verlustfunktion äquivalent mit einer 
Veränderung der a priori-Wahrscheinlichkeiten Pi zu p{. Da die 
Bhattacharyya-Koeffizienten ßij unabhängig von den a priori-
Wahrscheinlichkeiten P sind, bleiben sie unverändert. 
Zunächst wird die obere Schranke du für das Bayes-Risiko 
durch stärkere Wichtung der Klasse 3 kleiner. Durch die ge-
nannte Wichtung werden in diesem Fall die relativ gleich ver-
teilten a priori-Wahrscheinlichkeiten P in stärker ungleich ver-
teilte Wahrscheinlichkeiten P' übergeführt, wobei das Bayes-
Risiko und allerdings auch der Informationsgehalt sinken. Ent-
steht bei einer Klasseneinteilung umgekehrt durch Wichtung 
mit einer Verlustfunktion eine »bessere Gleichverteilung« der 
Tabelle 4. Wichtung der Klasse 3 des besprochenen 4-Klassen-Falls 
mit den Verlustfunktionen L3 = I; 5; 10 
LI = k = L. = I. Aufgeführt sind die obere Schranke du für das 
Bayes-Risiko, der Informationsgehalt J und die Güte Q der betreffen-
den Klasseneinteilung 
L3 5 10 
du 0,515 0,409 0,323 
J 1,363 0,210 0,962 
Q 0,38 0,34 0,34 
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Tabelle 5. Quotienten für die paarweisen oberen Schranken des 
Bayes-Risikos (jeweils obere Zeile) und für die paarweisen Informa-
tionsgehalte (untere Zeile) vor und nach Wichtung mit der auch für die 


















transformierten Wahrscheinlichkeiten pI, so ergibt sich bei grö-
ßerem Informationsgehalt auch ein größeres Bayes-Risiko. 
In Tabelle 5 sind die Quotienten der paarweisen unteren 
Schranken und der paarweisen Informationsgehalte bei Ver-
wendung der Verlustfunktionen L3 = 1 und L3 = 10 aufge-
führt. Die etwas größeren Quotienten der Informationsgehalte 
bewirken den etwas günstigeren Güte-Quotienten in Tabelle 4. 
Man sieht weiterhin, daß nach Tabelle 5 das bedingte Risiko 
für Klasse 3 
4 
du(3) = L du(3J) 
j-I 
j .. 3 
durch Anwendung der Verlustfunktion um den Faktor 0,83 
kleiner geworden ist; dagegen haben sich die betreffenden 
paarweisen Informationsgehalte kaum verändert. 
Wir stellten fest: Durch Wichtung von Klassen mit Hilfe von 
Verlustfunktionen werden die a priori-Wahrscheinlichkeiten 
für diese Klassen erhöht; die Bayes-Entscheidung für die Klas-
se wird also »erleichtert«. Die paarweisen Risiken und das be-
dingte Risiko der betroffenen Klassen sinken; ob dagegen das 
Gesamtrisiko vergrößert oder verkleinert wird, hängt speziell 
von den a priori-Wahrscheinlichkeiten und den verwendeten 
Verlustfunktionen ab. Es sei darauf hingewiesen, daß - wie 
auch das besprochene Beispiel zeigt-bei Verwendung von Ver-
lustfunktionen kein sinnvoller Vergleich mehr zwischen be-
rechneten und empirisch ermittelten Risiken möglich ist. 
Häufig sind die a priori-Wahrscheinlichkeiten populations-
abhängig, jedoch nicht die bedingten Dichten. So hängen z. B. 
die Pi bei computergestützten medizinischen Diagnosesyste-
men vom geographischen Ort ab und können sogar in den 
Krankenhäusern eines Landes verschieden sein. Die Vertei-
lung der Werte der Krankheitsmerkmale über den Klassen ist 
jedoch konstant. Damit wird auch die Güte von Klasseneintei-
lungen populationsabhängig. Will man die Güte von Klassen-
einteilungen nur in Abhängigkeit von den bedingten Dichten 
untersuchen, so sollte man ein mit Hilfe der Bhattacharyya-
KoeffIzienten definiertes Güternaß benutzen. Übrigens lassen 
sich nach HESS und BRODDA (1981) die Risiken für die Fehl-
klassifikation bei Übertragung eines medizinischen Diagnose-
systems oder allgemein eines Mustererkennungsverfahrens auf 
eine andere Population im voraus schätzen. 
7.3. Der Einfluß der Merkmalsauswahl 
In Abb. 1 sind Bhattacharyya-KoeffIzienten und obere Schran-
ken für das Bayes-Risiko eingetragen, die man erhält, wenn 
man sukzessive neue Merkmale hinzunimmt. Während die Ab-
nahme von du gleichmäßig erfolgt, ist die der paarweisen ßij 
sehr unterschiedlich. ß12 nimmt schon nach Einführung zweier 
Merkmale stark ab, während die Hinzunahme weiterer Merk-
male den Wert kaum noch verringern. Für eine bessere Tren-
nung der Klassen I und 4 sorgt dagegen erst die Hinzufügung 
der Merkmale Nr. 4 und Nr. 7. 
Auf diese Weise kann man versuchen, eine minimale Merk-
malsauswahl zu finden, die der vorgegebenen Güte einer Klas-
seneinteilung genügt. Dadurch läßt sich z. B. der Untersu-
chungsaufwand im Rahmen einer medizinischen Diagnoseer-
hebung minimieren. Liegen andererseits die Untersuchungser-
gebnisse eines Patienten in Bezug auf einen Merkmalspool vor, 
so ist es mit Hilfe eines Rechnerprogramms möglich, schritt-
weise Merkmalswerte zu benutzen, die jeweils die größte Re-
duktion des aposteriori-Risikos gewährleisten (»sequenzielle 















o 1{+1l 2{+3J 3{+6J 4{+8J 5{+2J 6{+4J 7{+7J 
Merkmalsanzahl mit hinzugekommener Merkmals -Nr. 
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Abb. I. Obere Schranke du des Bayes Risikos so-
wie Bhattacharyya-Koeffizienten ß für eine se-
quenzielle Hinzunahme von EKG-Merkmalen bei 
fester Klasseneinteilung für den besprochenen 4-
Klassen-Fall. Merkmalsnummern nach MICHAE-
LIS (1979). 
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Es gibt eine Menge simultaner Testprozeduren for mehrfache 
Vergleiche von Stichprobenmitteln aus Normalverteilungen. 
Besonders bekannt sind die Paarvergleiche nach TuKEY, die 
Vergleiche gegen eine Kontrolle nach DUNNETT und die allge-
meine konservative BONFERRONI-Methode (5a). Diese kann 
manchmal etwas verschärft werden durch Anwendung des stu-
dentisierten maximalen Betrages nach SIDAK (7a). 
Wenn es eine natürliche Reihenfolge der Stichproben gibt -
wie z. B. in Dosis- Wirkungs-Studien -, dann möchte man 
manchmal simultan alle sukzessiven DifJerenzen der Stich pro-
benmittel prüfen oder einen gemeinsamen rechteckförmigen 
Konjidenzbereich for die zu erwartenden DifJerenzen angeben. 
Die vorliegende Arbeit gibt simultane Tests for diese Fragen 
und Tafeln for die ein- und zweiseitige Anwendung auf Stich-
proben gleichen Umfangs. 
Summary 
There exists an amount of simultaneous test procedures for 
multiple comparisons of sampie means from normal popula-
tions. Especially weil known are the methods of TuKEY (all 
pairs), of Dunnett (many-one tests) and the general conservati-
ve BONFERRONI-method (5a). Sometimes the last one can be a 
little bit improved using the studentized maximum modulus ac-
cording to SIDAK (7a). 
If there is a natural order among the sampies - for instance 
in dose response studies - the experimenter sometimes wants to 
test simultaneously all successive difJerences of the sampie me-
ans or to give a common rectangular confidence region for the 
expected difJerences. 
This paper gives simultaneous tests for these questions and ta-
bles for the one- and two-sided application to sam pies of equal 
size. 
1. Einleitung 
Bei vielen Versuchen ist es erforderlich, simultane Tests für die 
Stufen eines Faktors A durchzuführen. Seien z. B. Ai für 
i = 0,1, ... ,k wachsende Dosierungen eines Präparats, zu de-
nen jeweils eine Stichprobe aus n Beobachtungen Yij mit dem 
Mittelwert Yi. vorliege. Die Werte Yij mögen zunächst mit hin-
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länglicher Genauigkeit als Realisierungen stochastisch unab-
hängiger normalverteilter Zufallsgrößen mit konstanter Va-
rianz (J2 aufgefaßt werden können. Neben der Frage nach Ver-
gleichen gegen eine Kontrollgruppe wird dem Statistiker häu-
fig die Frage gestellt: »Welche Dosierungen haben im Ver-
gleich zur nächst tieferen Dosierung noch eine statistisch nach-
prüfbare Erhöhung der Wirkung zur Folge?« 
Dementsprechend wünscht man die k Einzelhypothesen Hi 
(i = 1, .. . ,k) zu prüfen, daß die sukzessiven Differenzen di : = Yi. 
- Yi-l. den Erwartungswert <:h = 0 haben, oder man will simulta-
ne Konfidenzbereiche für die Bi angeben. 
Konservative Tests dieser Art erhält man durch die allgemei-
ne Bonferroni-Methode oder - geringfügig schärfer - für zwei-
seitige Alternativen aufgrund der Ungleichungen von 8IDAK [7] 
mit dem maximalen studentisierten Betrag. Allgemeinere si-
multane Testprozeduren für den Vergleich von Kontrasten lie-
fern für die hier vorliegende spezielle Fragestellung zu hohe 
Schrankenwerte bzw. zu weite Konfidenzbereiche. 
2. Teststatistiken 
Für simultane Tests der obigen Hypothesen Hi mit der exakten 
Gesamtirrtumswahrscheinlichkeit u benötigt man bei einseiti-
gen positiven Alternativen (Bi ~ 0, mindestens ein Bi > 0) die 
(1 -u) -Quantile rk
u der Teststatistik ,v 
Tk';,,: = max (dil~), 
I;;>i :o k s V"2 
worin S2 eine von den di stochastisch unabhängige Schätzung 
von (J2 mit v Freiheitsgraden ist. 
Entsprechend interessieren bei zweiseitigen Alternativen die 
Quantile IrikU der Teststatistik 
,v 
Tk,,, : = max (~ 1 ~) . 
l :o i:o k s V"2 
Für v -+ 00 erhält man den Grenzfall der nicht studentisier-
ten Statistiken 
T:: = max ---.: - bzw. Tk: = max _1 -. ( d.~) (ld.I~) l :o i:o k 0 2 l;;ii;;ik 0 2 
Der Vektor der standardisierten Differenzen 
---.: - besitzt unter der globalen Nullhypothese d.~ 
o 2 
eine k-dimensionale Normalverteilung mit verschwindenden 
Erwartungswerten und der Korrelationsmatrix R 
(Pij)ij _ I, ... ,k ,worin 
{
I, i=j} 
Qij = -l/2,li-jl=1 
o ,li-jl>1 
(J2 wird im allgemeinen unbekannt sein. 
Wenn aber die Yij Rangzahlen in einer Blockrangbildung mit 
vollständig randomisierten Blöcken Bj bezeichnen, so kann 
man bei ausreichender Blockzahl n den zentralen Grenzwert-
satz auf die Differenzen {ri di anwenden. 
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Die Kovarianzmatrix der Grenzverteilung ist gleich 
(k+ 1) (k+2) .. . . 
-'---'-'----'-. R, so daß dIe StatIstIken T: und Tk mIt 
6 
0 2 = -,--(k_+_l,-)(,-k +--,-2) 
12 
anwendbar sind. 
Für n ~ 10 und k ;;;; 5 wird man erwarten können, daß diese 
Approximation durch die multivariate Normalverteilung zu 
ausreichend genauen Quantilwerten führt. 
Die Entscheidungsregel für die simultanen Tests zur Ge-
samtirrtumswahrscheinlichkeit U lautet: 
Lehne Hi: "ai = 0" ab, wenn ---.: - ~ ~" (positiv einseitig) d.~ s 2 ' 
(i= 1, ... ,k) v 
bzw. wenn I :: I ~ ~ Irl~,,, (zweiseitig). 
Zweiseitige simultane (l-oe)-Konfidenzbereiche für die 0i: 
0i E di ± Irl~,,' s"l fi (i= 1, ... ,k). . Va 
Das Testverfahren kann durch Anwendung der entspre-
chenden sequentiellen Prozedur noch verschärft werden (vgl. 
(8)). Hierzu seien d(1)''';; . . . ..;; d(i)''';; ... ..;; d(k) die geordneten di 
und H(1), ... , H(i), ... , H(k) die zugehörigen Einzelhypothesen: 
Beginnend mit i = k wird H(i) abgelehnt, wenn 
- -;;;q'f'. d(i)~ 
s" 2 1," 
Andernfalls werden H(i), ... ,H(l) akzeptiert, und das Test-
verfahren bricht bei i ab. 
Entsprechend kann bei zweiseitigen Tests verfahren werden. 
Für oe = 0.05 ist eine Auswahl der Werte ~,v in Tab. 1 
und der Werte Irl~,v in Tab. 2 angegeben. 
3. Zahlenbeispiel für zweiseitige Anwendung 
(Die Modellvoraussetzungen wurden durch maschinelle Er-
zeugung der Daten gesichert.) 
Stichprobe Nr i (z B. i-te Woche) 
~ 0 1 2 3 4 
1 2.245 3.217 4.453 1.916 1.766 
2 0.235 3.890 3.975 5.090 3.393 
3 0.396 2.438 4.989 2.350 2.436 
4 2.571 1.465 4.717 4.035 2.337 
5 2.817 1.675 6.308 4.434 1.736 
6 1.170 2.934 3.954 3.719 2.156 
7 1.342 2.874 3.025 5.153 1.723 
8 4.144 3.878 3.987 3.037 2.701 
9 3.760 3.046 3.256 3.832 2.415 
Si. 2.075 2.824 4.296 3.730 2.296 
di --- 0.749 1.472 -0.566 -1.434 
Tabelle I. Schrankenwerte r~:~5 für einseitige Tests 























'V = Anzahl der Freiheitsgrade von s 













































n =~, k = ~, Freiheitsgrade: 'V = (n-l) (k+ 1) = 40 
s = ( 410 t (Yij - Yd2)1 /2 = 1.0188, 
S (2/ 9)1 /2 = 0.4803, 
Irl~:~5 = 2.572 
Irl~:~5 s (2/ 9) 1/2 = 1.2353. 
und 
Demnach sind bei einer zugelassenen Gesamtirrtumswahr-
scheinlichkeitvona = 0.05 die Differenzend2 = 1.472undd4 
= -1.434 als von 0 signifikant verschieden anzusehen. 
Den gemeinsamen 95 % -Konfidenzbereich für die Erwar-
tungswerte Bi der Differenzen di erhält man nach der Formel 























Oi E di ± Irl~~5 s (2/9)1 /2 : 
01 E (-0.486, 1,984) 













































03 E (-1.801, 0.669) 
04 E (-2.669,-0.199) * 
Die Bonferroni-Methode ergibt für dieses Beispiel ungefähr 
um 2 % breitere Konfidenzintervalle. 
Die tatsächliche Gesamtirrtumswahrscheinlichkeit mit Bon-
ferroni-t-Tests würde etwa 4.4 % statt nominell 5 % betragen. 
4. Berechnung der Schrankenwerte 
Im Gegensatz zu Korrelationsmatrizen mit konstanter Korrela-
tion erscheint eine Berechnung der Schrankenwerte für die obi-
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Tabelle 2. Schrankenwerte IrI2;~5 für zweiseitige Tests 























'V = Anzahl der Freiheitsgrade von s 













































gen maximalen standardisierten Differenzen für größere k 
durch numerische Integration fast aussichtslos. Daher wurden 
die Verteilungen der obigen Teststatistiken unter Ho durch hin-
länglich umfangreiche Stichproben simuliert. Nach einem ori-
entierenden Vorlauf wurden empirische Verteilungsfunktio-
nen von Ttv und Tk. v für die in Tab. 1 und 2 angegebenen Wer-
te von k und v aus N = 106 unabhängigen Stichproben vom 
Umfang n = 70 an Gitterpunkten vom Abstand 0.005 im Be-
reich der gesuchten Quantile berechnet. Für die insgesamt er-
forderlichen 1.4 x 108 Einzelrealisierungen standardnormal-
verteilter Pseudozufallsgrößen wurden die Programme RAN-
DOM und NDTRI der Abteilung für praktische Mathematik in 
der Hoechst-AG benutzt 
Der zu 9 benachbarten Gitterpunkten gehörende Abschnitt 
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5 6 7 8 9 
3.463 3.585 3.687 3.776 3.856 
3.309 3.422 3.512 3.594 3.669 
3.197 3.303 3.390 3.466 3.534 
3.114 3.214 3.297 3.369 3.434 
3.052 3.147 3.227 3 .294 3.356 
2.957 3.048 3.122 3.188 3.246 
2.891 2.977 3.050 3.113 3.170 
2.866 2.951 3.021 3 .082 3.140 
2.845 2.927 2.998 3 .058 3.112 
2.810 2.890 2.958 3.016 3.067 
2.782 2.860 2.926 2 .983 3.033 
2.741 2.816 2.880 2 .935 2.982 
2.732 2.807 2.871 2.926 2.973 
2.710 2.785 2.847 2.900 2.948 
2.699 2.773 2.835 2.887 2.934 
2.689 2.763 2.825 2.877 2.923 
2.672 2.744 2.804 2.856 2.902 
2.658 2.730 2.790 2.840 2.885 
2.635 2.704 2.762 2.811 2.854 
2.622 2.688 2.745 2.794 2.836 
2.539 2.603 2.655 2.700 2.740 
der empirischen Verteilungsfunktion wurde dann durch eine 
Ausgleichskurve zweiten Grades ersetzt, aus der sich dann die 
vertafelten Quantilwerte ergaben. Diese lagen stets innerhalb 
des erwähnten Gitterpunktabschnitts, so daß nirgends aus die-
sem Bereich extrapoliert werden mußte. Für die Differenz FN-
F zwischen empirischer und exakter Verteilungsfunktion an 
den vertafelten Werten rk.v gelten die Abschätzungen: 
P {IFN (rk,v) - F (rk,V)I ;;;;; 1O-3} ~ 0.0000045 
P (~ {IFN (rk,v) - F (rk,V)I ;;;;; 1O-3}) < 0.00075 
Die Genauigkeit der durch Simulation gewonnenen Tafeln 
kann somit als ausreichend angesehen werden. 
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Parameter Selection Criteria and Error of Predietion in Multiple 
Regression Analysis of Arrhythmie Arterial Pressure Pulses*) 
K. P. Pfeiffer und R. Dutter 
Summary 
For proving frequency potentiation of arrhythmic arterial pres-
sure pulses it is necessary to predict indices of contractility and 
to compare the predicted values with experimental results. 
These indices of contractility depend on many mutually correla-
ted quantities and a directed selection is indispensable. 
There is no unique or »best« procedure of parameter selec-
tion and some common algorithms are based on the squared 
error of prediction (Cp- and Sp-statistics) where it is assumed 
that the values to be predicted are located in the range of the 
available data. Procedures which examine all subsets of para-
meters, are usually not feasible. In this paper a method is pre-
sen ted which jinds economically at least sub-optimal solutions. 
This is demonstrated on the complex data of arrhythmic pres-
sure pulses. 
Zusammenfassung 
Für den Nachweis der Frequenzpotenzierung an arrhythmi-
schen Druckpulsen ist es notwendig Vorhersagen von Kontrak-
tilitätsindizes zu machen und die vorhergesagten Werte mit be-
kannten experimentellen Ergebnissen zu vergleichen. Diese 
Kontraktilitätsindizes hängen von einer Reihe untereinander 
*) Supported by» Fonds zur Förderung der wissenschaftlichen Forschung«. 
korrelierter Faktoren ab und es ist daher notwendig eine gezlel-
te Parameterauswahl durchzuführen. 
In der Regressionsanalyse gibt es keine einheitliche oder be-
ste Parameterauswahlstrategie. Die üblichen Prozeduren basie-
ren auf dem Fehlerquadrat vorhergesagter Werte (Cp- und Sp-
Statistik), wobei angenommen wird, daß die zukünftigen Werte 
innerhalb des Datenbereichs liegen. Prozeduren, die alle Unter-
mengen der unabhängigen Variablen bezüglich eines Krite-
riums untersuchen, sind häujig in grossen Problemen nicht 
durchführbar. In dieser Arbeit wird ein Verfahren vorgestellt, 
das ökonomisch suboptimale Lösungen jindet. Dies wird · an 
den obigen komplexen Daten arrhythmischer Druckpulse de-
monstriert. 
1. Introduction 
The available data for a univariate multiple regression model 
usually consists of values of adependent variable y and of, say 
m, independent variables Xl, ... , Xm• The question of which 
sub set of independent variables is of substantial influence on 
the dependent one arises immediately. However, it is realized 
that 2m possible combinations ofthe independent variables for 
the identification of a »good« model should be considered, 
which requires a lot of computation and often is impracticable. 
There ar several published procedures which examine only 
certain subsets of all 2m possible ones and which still hope to 
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find the »right« variables. Of course, these methods are not 
unique and can produce different results. 
In this paper we present shortly the general problem of re-
gression analysis. In Section 3 several published procedures on 
parameter selection which differ in the used statistic or in the 
employed algorithm, are collected. Our favorite is the Cp-stati-
stic which we take together with the t-values of the parameters 
as a basis for a new algorithm. A detailed description is found in 
Section4. 
The aim ofthe statistical analysis ofthe relation between pro-
perties of succeeding pressure pulses is, to find out, which pro-
perties ofhow many preceding pulses have an essential influen-
ce on one pulse. Many experiments with isolated myocardial 
strips have been performed to analyzethe relation between con-
tractile force and properties of preceding contractions (KOCH-
WESER et al., 1963). 
The observed phenomena are summarized by the term »fre-
quency potentiation«. Only few descriptions of these pheno-
mena are dealing with the intact heart and here especially with 
the human heart (VAN DAM et al., 1980). 
From these experimental findings it is not possible to find 
out, which properties of preceding pulses have an essential in-
fluence on one pulse. However, there are many indicators 
which suggest the assumption that there is a relation between 
contractile force and properties of preceding contractions, 
which is based on the calcium flow (WOHLFAHRT, 1979). 
In this study we describe the relation between the pressure 
amplitude ßPi and the properties of preceding pulses like pres-
sure amplitude ßPi.j, diastolic pressure PH and diastole di-j, 
j > 0, of a sequence of arrhythmic pressure pulses from pa-
tients with atrial fibrillation by a regression model. The main 
properties of preceding pulses influencing the pressure ampli-
tude are identified by a new parameter selection procedure 
(Section 5). 
2. Multiple Regression Analysis 
We consider the general linear regression model 
m 
Yi = L ßkXik + Bi' i = I, ... ,n, (2.1) 
k~I 
where the observations yJ, ... , Yn (also values of the »depen-
dent« variable y) depend linearlyon the m unknown parame-
ters ßI, ... , ßm. Values ofthe k-th independent variable Xk (k = 
I, ... ,m)aredenotedbyxik(i = 1, ... ,n) anditis assumedthat 
they are entirely and exactly known. Ci, i = 1, ... , n, denote the 
additive random errors which are identically and independent-
ly normally distributed with mean 0 and variance 0'2. If n obser-
vations are available which are generated by the model (2.1), we 
say that (2.1) ist the correctmodel. If a constant term should be 
taken into account, one variable, say Xl, might be set identically 
to 1. 
The theoretical expectation ofthe dependent varaible y is im-
mediately obtained as 
m 
E(y) = L ßkXk 
k~l 
and the variance as 
(Sometimes it is more realistic to view the variables Xk also as 
random variables and to start with the joint distribution of (y, 
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Xl, ... , Xm). However, if one replaces the statistical expectation 
etc. by its conditional quantity, the calculations reduce to the 
»fixed« model (2.1).) 
In practice the correct model is unknown, that is, one is 
neither certain about the assumed linearity nor about the order 
m of the model. After having accepted the assumption of a line-
ar realtionship, the se1ection of a number (say p) of relevant in-
dependent variables Xk can be seen in different lights. For given 
observations Yi and values Xik we should have (a) p as large as 
possible such that the calculated error (residual) 
with certain fitted parameters bk becomes smalI, and (b) p as 
small as possible such that the model is simple for economical 
and otherreasons. Between thetwo goals (a) and (b) we should 
find an »optimal« model. (A very detailed motivation may be 
found in DRAPER and SMITH (1981).) 
Consider now the model of order p ( :;:; m) which should 
contain a subset of p variables Xk of the m independent ones 
and, for reasons of simple notation we take the first p variables. 
Then we may write the model as 
where clp) does generally not have mean zero. 
The parameters ßk are usually estimated by minimization of 
the sum of squared errors (residual sum of squares) 
(2.2) 
which are denoted by bk, and an estimate of 0'2 ist found by 
RMS(p) = RSS(p)/(n-p). 
Then the i-th estimated or predicted observation Yi is 
3. Parameter Selection Criteria 
HOCKING (1976) and THOMPSON (1978) give an excellent des-
cription of different possibilities of selection strategies. There-
fore we only touch the general problem and deliver in detail a 
special procedure in the next section. 
The sum of squared errors RSS(p) (2.2) suggests itself as a ba-
sis for the judgement of the goodness of fit of a certain model. 
In general, however, RSS will decrease when a variable xp+ lis 
added. Therefore it is not directly applicable for use in an objec-
tive decision rule. The same may be stated forthe multiple squa-
red corre1ation coefficient (or coefficient of determination). 
R2 (p) = I - RSS(p)/SSY 
where 
n 
SSY = L (Yi - Y)2. 
i~l 
The mean squared error RMS(p), however, may be used for 
the formulation of a minimum problem because the »degree of 
freedom« n - p decreases with increasing number p of varia-
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bles. If one introduces the degree of freedom in the coefficient 
of determination then this corrected or adjusted measure 
2 
R (p) = 1 - RMS(p)/ (SSY/ (n-l» 
c 
mayaiso be used as a basis. 
A number of statistics rely on the »mean squared error of 
prediction« 
MSEP (y (p» = E(y(p) _ y)2 
which may be combined in different ways. The Cp-statistic uses 
the total sum of squared errors over all data points from which 
the regression model should be found. It is defined by 
Cp = RSS/p) - n + 2p 
s 
where S2 denotes a »good« esimator of the variance (J2 (e. g. 
RMS(m» . Sometimes it is interesting to use the error of predic-
tion outside the range ofthe data. This is taken into considera-
tion by the Ap-statistic whose relatively complicated definition 
may be found th THOMPSON (1978). In case of randomly distri-
buted variables Xk with a joint normal distribution with y, the 
expectation over all possible values of Xk may be used. This is 
accomplished by the Sp-statistic 
Sp = RSS(p)/ ((n-p)(n-p-2» . 
It is also interesting to mention statistics (HOCKING, 1976) 
which are based on the standardized sum of squared residuals 
n 
L (Yi(P) - Yi)2!sr 
i-I 
where Si2 stands for the estimated variance of Yi(p). 
Many different selection criteria using the above statistics 
may be developed in order to find sub-optimal models. Impor-
tant means are (a) the t-statistics of the parameters, that is, the 
standardized values ofthe estimated parameters bk(p), 
(3.1) 
where S(bk(p» denotes the estimated standard deviation of 
bk(P), (b) the partial correlation coefficient and (c) the F-stastic 
which may be used (under certain conditions) for testing whet-
her a variable or even groups of variables are of significant in-
fluence on the fit. 
The widest used procedures for stepwise determination of a 
regression model are the following. (a) The forward selection 
procedure starts with a model of order I, i. e. p = I, where the 
independent variable which shows the largest correlation with 
y is taken. At each step that variable is added which has the lar-
gest partial correlation with y. The iteration is terminated when 
the F-test does not find any significant variable to be added. (b) 
The backward elimination procedure starts with a model of 
highest order m and eliminates that variable which shows the 
smallest F-value, i. e. which contributes least. This is done itera-
tively until no variable with non-significant F-value can be 
found in the model. (c) The stepwise regression procedure is a 
combination of the previously mentioned two procedures. 
All these methods produce generally different results. More-
over, the conditions for the application ofthe selection proce-
dures are hard to fulfill . We reconsidertherefore shortly the Cp-
statistic to which most other criteria may be brought in relation. 
Then we develop a procedure which, according to our expe-
rience, has shown excellent performances. 
4. An Economical Parameter Selection Procedure Based 
on the t- and Cp-Statistics 
To become independent from a special data point, MALLOWS 
(1966) proposed the »standardized total squared error« 
to use as a model selection criterion. After an appropriate trans-
formation one gets 
. I 
r p = 1: E[RSS(p)]- n + 2p. (J 
An estimate of r p f or n data points is 
C - RSS(p) - + 2 
p - S2 n p. 
If in a model of order p the hypothesis 
Ho: ßp + I = . . . = ßm = 0 
is true, that means, the regression coefficients of r = m - p inde-
pendent variables are zero and therefore the bias SSB(p) = 0, 
then the expectation of Cp is 
E[Cp I SSB(p) = 0] = p. 
From this fact it is possible to give some elues for the selec-
tion of a model for the prediction of y, which are related to the 
Cp-statistics, namely, 
a) p should be small 
b) Cp should be elose to p. 
This means, that the model should be simple and that the bias 
caused by the elimination of r = m - p independent variables 
should be small. 
The aim of a parameter selection procedure is to find that 
subset of p independent variables in an economical way, which 
fulfills the conditions mentioned above. We have developed a 
parameter selection procedure which is based on the t-value of 
the regression coefficients. This procedure is a combination of 
stepwise backward elimination and foreward selection. These 
procedure starts with a model which is assumed to be correct, 
and eliminates step by step that variable Xk with minimal t(bk). 
In other words, that variable whose quotient of contribution to 
the bias, if this variable is eliminated, to the contribution of the 
variance of a predicted value is aminimum, is eliminated from 
the model. Proceeding in this way, the model order pis iterati-
vely reduced by 1 until p = 1 or all values t(bj) 2': C, 
j = 1, ... , p , where cis a given limit. 
The possibility that a previously eliminated variable after the 
elimination of further variables becomes substantially impor-
tant, is also considered in this procedure. After the backward 
elimination procedure a foreward sele'ction procedure starts 
automatically. In the model with minimal Cp-value, that varia-
ble with minimal t(bk) is substituted step by step by each ofthe 
r = m - Pmin variables which were eliminated before in the back-
ward elimination until model order pmin. The Cp-values of these 
r models are compared with the Cp-values found by the back-
ward elimination procedure. If a model with smaller Cp is 
found, the independent variables ofthis model are used as a ba-
sic model and its orderis augmented by 1. Now all models of or-
der pmin + 1 ineluding the basic model plus one previously eli-
minated variable, are examined. This procedure stops, if the 
model order becomes m or no smaller Cp-value than the one 
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found by the backward elimination procedure far this model 
order can be discovered. 
For every model which is selected by the procedure de-
scribed above, characteristic values for the model 
RSS(p), RMS(p), R2(p), Cp, Sp, as weIl as 





Further, it is optional to print the residuals ei, the estimated 
values )ri, the weighted standardized squared distance 
WSSDi = ± (bk(Xik - XJ)2!s2(y) 
k-l 
and the main components 
Cij = Ibjl(Xij-Xj) 
influencing )ri. This output can be used as a first aid in detecting 
outliers. As a further diagnostic check a near neighbor analysis 
is performed. Here the difference of the residuals lei - ejl and 
the weighted standardized squared difference 
p 
WSSDij = L (bdXik - XjJ)2js2 (y) 
k-l 
of two data points i and j, whose values )ri and )rj are dose toge-
ther (neighbors) are computed. The cumulative sum of lei - ejl, 
if the data points are ranked according to increasing WSSDij, 
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5. Analysis of Arrhythmie Pressure Pulses 
The procedure described in the previous seetion is now illustra-
ted by the analysis of an example of 96 arrhythmie aortic pres-
sure pulses of a patient with atrial fibrillation, where the rela-
tion between the pressure amplitude llpi = Yi and the properties 
of preceding contractions (pressure amplitude llPi-j=Xi,l+j, 
j = 1, ... ,6, diastolic pressure Pi - j = Xi,7+ j, j = 1, ... , e, diastole 
di-j=Xi,l3+j,j= 1, ... ,6, squared diastole dr-1 =Xi,20), was of 
interest. The maximal model order is m = 20 if a constant term 
ßl and the properties of 6 preceding pulses induding the last 
squared term ar considered. This model is assumed to be cor-
reet. 
Starting the parameter selection procedure with this model 
and performing the backward elimination according to the mi-
nimal t(bk) delivers a minimum ofRMS(p) forp = 14, namely, 
RMS(14) = 14.243 
and 
The minimal Cp-value is found far model order p = 13: 
Cp= 13.150. For model orders p= 10, 11, 12 the procedure 
identifies also models with favorable Cp-values (small p, Cp 
dose to p )(see Table 1 and Figure 1). 
The foreward selection procedure starts with model order 
p = 13 because of the minimum of Cp for p = 13 and replaces 
the independent variable in this model with minimal 
t(bk) = 1.546 (di- 4) step by step by each ofthe r( = 7) previous-
ly eliminated variables to look far a model with p= 13 and 
smaller Cp than 13.150.1t is seen from the Table that no model 
with p = 13 and Cp ~ 13.150 is deteeted. The automatie para-














Fig. 1. Cp and R2(p) ofthe models of 
the parameter selection proeedure 
based on t(bk) and Cp, as weil as Cp 
and R2(p) offurther models. 
!:1. ••• R2(p) 
0 ... Cp 
o ... Cp of the parameter seleetion 
proeedure 
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Table I . Extract of the results of the model selection procedure n = 96, 6. Interpretation of the results 
m= 20 (data: KABA 4) 
parameter selection proce- some other interesting models 
dure based on t(bk) and Cp 
p *) R\p) Cp Sp **) R'(p) Cp Sp 
2 14 .566 251.93 .566 
3 9 .751 107.37 .332 15 .750 108.49 .334 
4 20 .795 74.76 .280 15 .770 94.11 .313 
5 3 .810 65.00 .266 15 .817 59.54 .256 
5 4 .805 68.58 .272 
6 10 .849 35.76 .215 4 .828 52.22 .245 
7 4 .858 31.01 .208 
8 18 .872 21.81 .192 12 .874 20.24 . 189 
8 17 .863 28.96 .205 
9 13 .879 18.03 .185 12 .875 21.19 .191 
10 19 .883 16.70 .183 6 .884 16.16 .182 
10 2 .882 17.75 . 185 
11 7 .890 13.61 .177 2 .886 16.77 .183 
12 11 .892 13.55 .177 2 .892 13.57 .177 
13 17 .895 13.15 .176 16 .893 14.61 .179 
13 2 .893 14.75 .180 
13 12 .892 15.50 .181 
14 2 .897 14.00 .178 16 .896 14.82 .180 
15 8 .898 15.14 .181 
16 16 .898 17.03 .185 5 .898 17.09 .185 
17 5 .898 18.84 .189 
18 6 .898 20.66 . 194 12 .898 20.69 .194 
19 12 .898 22.66 .199 
20 15 .898 24.62 .204 
.. 
*) ongmallßdex of the vanable havmg mInImal t-value In a model of order p 
•• ) original index ofthe variable which replaces the one having minimal t-value 
In order to find other models with more favorable Cp-values, 
further models with p = 3, ... , 18 were computed and compa-
red with the models selected by the procedure described in Sec-
tion 4. Because it is not possible to examine all possible 220 mo-
dels, we have proceeded using the order of independent varia-
bles, which was found by the backward elimination procedure 
according to t(bk). The entries ofTable 1 reveal that the models 
with small p and Cp elose to p have already been identified by 
the backward elimination procedure. For some model orders 
p < 10 we find models with Cp-values slightly smaller than tho-
se found by the backward elimination procedure for the same 
model order. However, the Cp-values ofthese models are very 
much higher than p and therefore, these models cannot be re-
commended for prediction. 
In comparing the Cp- and Sp-statistics, it is seen that both 
show a minimum at p = 13. A great disadvantage of Sp is, that 
there are no terms of reference as in the case of Cp (Cp elose to 
p). A model selection by the Sp-statistic can be performed using 
the minimum or small values of Sp as a selection criterion. It 
should also be mentioned that R2(p) is not very much effected 
by the elimination of independent variables (see Figure 1). 
Therefore we cannot recommend it as a model selection crite-
rion. 
The result ofthe parameter selection procedure for the pressure 
amplitude ~Pi of a sequence of arrhythmic pressure pulses 
shows that ~Pi depends on the properties of more than one pre-
ceding pulse. Until now sequences of arrhythmic pressure pul-
ses from 26 patients with atrial fibrillation were analyzed. For 
all 26 patients we found a dependency of the pressure amplitu-
de from more than one preceding pulse. For different patients 
we found different properties of preceding pulses influencing 
the pressure amplitude when the Cp-value as a model selection 
criterion was used. The relation of ~Pi to properties of more 
preceding pulses indicates the influence of longer lasting pro-
cesses, which may be one reason for frequency potentiation . 
With this parameter selection procedure it is possible to iden-
tify the parameters which influence substantially the pressure 
amplitude and which should be used for the prediction ofthe 
pressure amplitude (PFEIFFER, 1981) . 
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Bei Versuchsserienfindet man in der Regel Interaktionen; häu-
fig sind die Fehlervarianzen der Einzelversuche ungleich. Unter 
diesen Bedingungen sind die ungewogenen Gesamtmittel der 
Prüfglieder nicht mehr optimal. Es wird empfohlen, sogenannte 
»halb gewogene Mittel« zu errechnen. Dafor erhält man die 
Gewichte aus den Reziprokwerten der Summen von der Inter-
aktionskomponente und den Fehlervarianzen. - Durch eine Si-
mulationsstudie wird nachgewiesen, daß die so errechneten 
Mittel eine um 14 % bessere Präzision haben als das heute übli-
che Verfahren, bei dem Versuche mit zu hoher Fehlervarianz 
eliminiert werden. 
Summary 
In serials of trials usually interactions are present; frequently 
the error variances of the single trials are unequal. Under these 
conditions the unweighted overall means of the treatments are 
not optimal any more. It is recommended to compute so called 
»semi-weighted means«. The weights for that will be found out 
of the reciprocals of the sums from the interaction component 
and the error variances. 
By a simulation study it can be shown that the so computed 
means are of 14 % better precision than the most used method 
of today, in which trials with too high error variances have to be 
eliminated. 
Während die biometrische Planung und Auswertung von Ein-
zelversuchen in allen einschlägigen Lehrbüchern sehr ausführ-
lich behandelt wird, findet man nur kurze Anmerkungen über 
die spezifischen Probleme der zusammenfassenden Verrech-
nung von Versuchsserien. So ist es nicht verwunderlich, daß die 
Folgerungen aus den neueren Erkenntnissen der Biometrie bei 
der Auswertung von Einzelversuchen in der Regel in erfreuli-
chem Ausmaß befolgt werden, daß aber die Verrechnung der 
Serien oft nur in primitiver Form erfolgt. Dem steht gegenüber, 
daß man seit vielen Jahren weiß, wie fragwürdig es ist, wichtige 
Entscheidungen nur anhand der Ergebnisse von Einzelversu-
chen zu treffen. In den nachstehenden Ausführungen wird le-
diglich ein Einzelproblem, das der Errechnung von Gesamt-
mitteln, herausgegriffen. Es soll demonstriert werden, daß es 
sinnvoll ist, auch bei der Auswertung von Versuchsserien er-
weiterte Verfahren zu verwenden. 
Als Beispiel für die Notwendigkeit des Einsatzes solcher Er-
weiterungen werden hier die besonderen Probleme der Aus-
Für die Ausarbeitung der Programme und die Durchführung der 
Rechnungen möchte ich mich auch an dieser Stelle recht herzlich bei 
meinem Mitarbeiter, Herrn Rolf Meyer, bedanken. 
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wertung von Serien von Feldversuchen besprochen, wie sie un-
ter anderem vom Bundessortenamt und den Landwirtschafts-
kammern alljährlich in großer Zahl angelegt werden. Die Er-
gebnisse der Auswertung dieser Versuchsserien führen zu 
wichtigen Entscheidungen über die Zulassung und Bewertung 
von neuen Sorten unserer Kulturpflanzen. 
Bei genügend stetigen, in etwa symmetrisch verteilten und 
mindestens intervallskalierten Merkmalen ist das arithmeti-
sche Mittel der Stichprobe der beste Schätzwert für die Lage 
des Zentrums der Grundgesamtheit. Mithin bilden die »Mit-
tel« der Prüfglieder die Hauptbasis für die Interpretation von 
Versuchsergebnissen und somit auch für die Folgerungen und 
Entscheidungen zur Sortenwahl. 
Wenn Daten einer Versuchsserie vorliegen, dann handelt es 
sich um Gesamtmittel ( = x), und es ist üblich und bequem, die-
se aus den bereits bekannten Einzelmitteln zu errechnen. Die 
Formel lautet : 
x XI +X2+ ... +Xk 
k 
(1) 
Formel (1) führt aber nur dann zu korrekten Ergebnissen, wenn 
die Serie orthogonal ist, d. h. wenn in allen Versuchen die glei-
chen Prüfglieder mit gleicher Zahl an Wiederholungen geprüft 
wurden. Bei ungleicher Wiederholungszahl muß man gewoge-
ne Gesamtmittel (= xo) errechnen, und zwar nach folgender 
Formel 
(2) 
Die ri ergeben sich dabei aus den Wiederholungszahlen der be-
treffenden Einzelversuche. 
Weniger bekannt ist es, daß man auch dann wägen muß, 
wenn die Einzelversuche mit unterschiedlichen Versuchsfeh-
lern behaftet sind. Die Wichtung erfolgt dann über die Rezi-
prokwerte der Fehlervarianzen und führt zu Formel (3). 
(3) 
Wenn in einer Serie beide Abweichungen vom Idealfall ge-
geben sind, also sowohl unterschiedliche Fehler als auch unter-
schiedliche Zahlen an Wiederholungen in den Einzelversu-
chen, rechnet man nach Formel (4), die sich aus der Kombina-
tion von (2) und (3) ergibt. 
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xo= (4) 
Immer wieder läßt sich zeigen, daß die Fehlervarianzen der ein-
zelnen Versuche von Feldversuchsserien differieren (z. B. 
RUNDFELDT, 1958). Leider ist unter den Versuchsanstellern 
noch immer die Ansicht verbreitet, daß dies vor allem durch 
Unterschiede in der Sorgfalt der Versuchsdurchführung verur-
sacht wird. Ein überhöhter Versuchsfehler wird deshalb als 
Schande empfunden. In Wirklichkeit dürften für die Abwei-
chungen bei den Fehlervarianzen vor allem Streßzustände in 
empfindlichen Wachstumsperioden - beispielsweise verur-
sacht durch ungünstige Witterung - verantwortlich sein. Somit 
sind die Unterschiede in den Fehlervarianzen nicht oder min-
destens nicht nur eine Folge von mehr oder weniger Sorgfalt bei 
der Versuchsdurchführung. 
Bei den amtlichen Versuchen des Bundessortenamtes und 
der Landwirtschaftskammern ist es üblich, Versuche mit zu ho-
hen Fehlern bei der Bildung der Gesamtmittel unberücksich-
tigt zu lassen. Von den übrigen Orten errechnet man ungewoge-
ne Mittel. Die Formeln (2) und (4) finden keine Verwendung, 
obwohl auch hier die Anzahl der Wiederholungen bei den Ein-
zelversuchen bisweilen differiert. Es ist das Ziel dieser Ausfüh-
rungen, zu zeigen, daß die so errechneten Gesamtmittel durch-
aus nicht optimal sind. 
Zunächst ist zu beachten, daß der Hauptgrund für die Forde-
rung, Entscheidungen oder Empfehlungen zur Sortenwahl erst 
anhand der Ergebnisse einer Serie von Feldversuchen zu tref-
fen, die Tatsache ist, daß es Interaktionen gibt. Für jeden Ein-
zelversuch gelten in gewissem Maße spezifische Bedingungen, 
und das hat zur Folge, daß die Unterschiede in den Ertragsrela-
tionen der verschiedenen Prüfglieder signifikant größer sind 
als man es aufgrund des Versuchsfehlers allein erwarten würde. 
Das mathematische Modell für die Werte einer Parzelle in einer 
solchen Versuchsserie ist deshalb wie folgt zu definieren: 
(5) 
wobei mit ai der Effekt des Prüfgliedes i, mit ßj(k) der des Blok-
kes j in Ort k und mit Yk der Effekt des Ortes k bezeichnet wird. 
Die Komponente (aY)ik definiert die Wechselwirkung zwi-
schen dem Prüfglied- und dem Ortseffekt. Eijk schließlich ist die 
Zufallsabweichung der betreffenden Parzelle. 
Entscheidungen oder Empfehlungen zur Sortenwahl müs-
sen in der Regel für das gesamte Areal gefällt werden, für das 
die Versuchsserie angelegt wurde. Man erhält dann den korrek-
ten Fehler nicht aus der Fehlervarianz der Serie, sondern aus 
der Interaktion. Daraus aber folgt, daß diese Interaktion auch 
bei der Berechnung der gewichteten Gesamtmittel Berücksich-
tigung finden muß. Man hat sie zur Berechnung der Gewichte 
für die Einzelmittel ebenso zur spezifischen Fehlervarianz zu 
addieren wie zur Berechnung eines gültigen Versuchsfehlers 
und erhält dann sogenannte» halb gewogene« Mittel: 
xso= (6) 
Im anglo-amerikanischen Schrifttum werden diese Mittel als 
»semi-weighted-means« bezeichnet (COCHRAN and Cox, 
1950). Zur Prüfung, ob sich bei Verwendung verschieden er-
rechneter Gesamtmittel wesentliche Unterschiede in der Präzi-
sion der Ergebnisse einer Versuchsserie ergeben, wurde eine Si-
mulationsstudie durchgeführt. Nur bei einer solchen Studie 
gibt es konkrete Erwartungswerte für die Gesamtmittel der Se-
rie und nur dann kann man anhand der Abweichungen von die-
sen Erwartungswerten die Güte verschieden errechneter Mit-
telwerte überprüfen. 
Bei jeder Simulationsstudie muß man zunächst ein geeigne-
tes Simulationsmodell zusammenstellen. Es sollte so einfach 
wie möglich sein und muß dennoch so wirklichkeitsnah wie nö-
tig bleiben. Ausgangspunkt ist hier das in Formel (5) definierte 
mathematische Modell der Parzellenwerte einer Versuchsserie. 
Dieses Modell enthält Prüfglied-, Block- und Orts effekte sowie 
die Interaktion Prüfglieder/Orte und schließlich die Zufalls-
komponente Eijk. Leicht ist einzusehen, daß weder die Block-
noch die Ortseffekte einen Einfluß auf die Prüfgliedmittel ha-
ben. Somit braucht man bei der Simulation von Feldversuchs-
serien lediglich die Prüfgliedeffekte, die Interaktion und die 
Zufallsabweichungen zu berücksichtigen. 
Die Prüfgliedeffekte wurden wie folgt fest vorgegeben: 
abc d e f g h 1 
400 440 470 490 500 510 540 570 600 
Es wurden also Versuche mit 9 Prüfgliedern (a bis i) simu-
liert. Sie hatten alle vier Wiederholungen und demnach 36 Par-
zellen. Sowohl die Interaktion als auch die Zufallskomponente 
wurden aus einer normalverteilten Gesamtheit ausgewählt. 
Dazu stand eine empirisch zusammengestellte Grundmenge 
von 4000 normalverteilten Zahlen mit einem Mittel von !-1 = 
500 und einer Standardabweichung von (J = 100 zur Verfü-
gung. Diese Zahlen wurden in die Datenverarbeitungsanlage 
gespeichert. Durch entsprechende Adreßmodifikation konn-
ten dann »Zufallszahlen« ausgewählt werden. Nach Subtrak-
tion von 500 hatten sie einen Erwartungswert von Null; durch 
Multiplikation mit bestimmten Faktoren konnte ihre Standard-
abweichung auf das gewünschte Maß gebracht werden. 
Zur Simulation der Versuchsdaten wurden zunächst der Rei-
he nach die bereits angegebenen Prüfgliedmittel erzeugt. Zuje-
dem Mittel wurde dann eine der entsprechend modifizierten 
Zufallszahlen (= Zl) addiert, die Interaktion. Danach wurde 
die Summe 4mal wiederholt und zu jeder der vier Zahlen eine 
2. Zufallszahl (= Z2) addiert. Dadurch erhielten die viel" Par-
zellen jedes Prüfgliedes ihre Zufallsvariation. Für das 1. Prüf-
glied des 1. Versuches lauteten die Werte: 
400+( +31)+( + 15) 446; 
400 + ( + 31) + ( + 10) 441 ; 
400+( +31)+( +4) 435; 
400+( +31)+( -18) 413. 
Die simulierten Daten des 1. Versuches zeigt Tabelle 1. 
Tabelle I. Daten eines simulierten Einzelversuches mit einer Varianz 
von 625 
Prüfglied Wiederholung 
2 3 4 
a 446 441 435 413 
b 434 451 438 422 
c 450 480 437 449 
d 589 564 557 520 
e 526 492 537 507 
f 639 547 609 612 
g 432 466 438 484 
h 525 558 507 563 
557 593 598 611 
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Tabelle 2. Ergebnisse eines simulierten Einzelversuches mit einer Feh- Tabelle 4. Ergebnisse einer simulierten Versuc hsserie mit niedriger In-
lervarianz von 625 (Daten aus Tabelle 1) teraktion 
Ursache SQ FG MQ F-Wert 
Sorten 144392 8 18049,0 29,76 
Blocks 2020 3 673,3 
Fehler 14557 24 606,5 
Total 160969 35 
Tabelle 3. Prüfgliedmittel eines simulierten Einzelversuches (Daten 
aus Tabelle 1) und ihre Erwartungswerte 
Prüfglied Mittel relativ(%) Erwartungs-
werte 
a 434 85,2 400 
b 436 85,6 440 
c 454 89,1 470 
d 557 109,3 490 
e 516 101,3 500 
f 602 118,1 510 
g 455 89,3 530 
h 538 105,6 560 
i 595 116,8 600 
Versuchsmittel 509,6 100,0 500 
Je sechs Versuche bildeten eine Serie. Innerhalb der Serie be-
kamen zwei Versuche eine niedrige, zwei eine mittlere und zwei 
eine hohe Fehlervarianz. Die Erwartungswerte dafür waren 
625, 2500 und 5625. Demnach erhält man für die Erwartungs-
werte der Standardabweichungen 25,50 und 75. Für den Ver-
gleich der Güte verschiedener Mittelwerte wurden drei Grup-
pen von je 140 Versuchsserien erzeugt. Die Gruppen unter-
schieden sich in der Höhe der simulierten Interaktionen; die 
Erwartungswerte der Interaktionsvarianz waren 1250, 2500 
und 3750. Demnach stützen sich die nachstehend angege-
benen Ergebnisse der Simulationsstudie auf insgesamt 
36 . 6 . 140 . 3 = 90720 Parzellenwerte. 
Jeder Versuch wurde als Blockversuch varianzanalytisch 
verrechnet. Tabelle 2 zeigt die Ergebnisse dieser Verrechnung 
für den ersten Versuch. 
Da, wie bereits erläutert wurde, in die Versuche keine echten 
Bodenunterschiede eingebaut wurden, haben MQ-Fehler und 
MQ-Blocks die gleichen Erwartungswerte. Tabelle 3 zeigt die 
für diesen Versuch errechneten Prüfgliedmittel. 
Wie die Tabelle zeigt, sind die Differenzen zwischen den 
Prüfgliedmitteln und ihren Erwartungswerten z. T. recht groß. 
Im Anschluß an die Auswertung der Einzelversuche wurde 
in der üblichen Weise die Varianzanalyse für die Serien errech-
net. Die Varianztabelle der ersten Serie zeigt Tabelle 4. In Ta-
belle 5 sind außerdem die Fehlervarianzen der sechs Einzelver-
suche zusammengestellt und in Tabelle 6 die Einzelmittel der 
Prüfglieder dieser Serie. 
Zum Vergleich ihrer Güte wurden für jedes Prüfglied aller 
Serien 7 verschiedene Gesamtmittel errechnet, und zwar wie 
folgt: 
A: Ungewogene Mittel aus allen 6 Einzelversuchen 
B: Ungewogene Mittel, aber nur aus den Versuchen 1 bis 4 
der Serie, also aus den Versuchen mit niedriger oder mitt-
1erer Fehlervarianz 
C: Mittel aus allen Versuchen mit MQ-Fehler < 6000. Dabei 
bleiben zirka 14 % der Einzelversuche unberücksichtigt. 
























Tabelle 5. Fehlervarianzen der 6 Einzelversuche einer Versuchsserie 
(Varianztabelle siehe Tabelle 4) 
Versuch MQ-Fehler Erwartungswerte 
1 606,5 625 
2 602,3 625 
3 2077,1 2500 
4 2045,1 2500 
5 5885,0 5625 
6 4749,2 5625 
Mittel 2660,9 2916,7 
D: Gewogene Mittel, ohne Berücksichtigung der Interak-
tion, nur auf der Basis der real errechneten Fehlervarian-
zen, somit gemäß Formel (3) 
E: Halb gewogene Mittel, aber unter Verwendung der Er-
wartungswerte für die Fehler- und Interaktionsvarianz bei 
der Zusammenstellung der Gewichte 
F: Halb gewogene Mittel unter Verwendung der Erwar-
tungswerte für die Interaktion und der real errechneten 
Fehlervarianzen 
G: Halb gewogene Mittel unter Verwendung der real errech-
neten Interaktions- und Fehlervarianzen, somit gemäß 
Formel (6) 




434 + ... + 379 
6 




C ist hier gleich A, da kein Einzelversuch eine Fehlerva-
rianz hat, die größer ist als 6000 
Tabelle 6. Einzelmittel einer Versuchsserie (Varianzen siehe Tabelle 4) 
Ort 2 3 4 5 6 
Prüf-
glied 
a 434 377 435 369 427 379 
b 436 492 392 495 442 453 
c 454 432 511 468 508 465 
d 557 563 502 462 510 471 
e 516 455 546 519 471 485 
f 602 503 475 490 595 498 
g 455 465 485 531 615 542 
h 538 623 570 501 612 561 
595 645 649 568 563 621 
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1 1 
--·434+· .. +--·379 
606,5 4749,2 
D= ~~ 
1 1 --+ ... +--
606,5 4749,2 
Der Erwartungswert für die Interaktionskomponente ist hier 
4 . 1250 = 5000. 
1 
----·434+ ·· ·+ ·379 
5000 + 625 5000 + 5625 
E= 403,8 
1 1 ----+ ... +----
5000 + 625 5000 + 5625 
----·434+· .. + ·379 
5000 + 606,5 5000 + 4749,2 
F= 1 1 403,4 
-----+ .. . +-----
5000 + 606,5 5000 + 4749,2 
Der errechnete Wert für die Interaktionskomponente ist hier 
7568,8 - 2660,9 = 4907,9 
1 
-----·434+· 
G = 4907,9 + 606,5 




4907,9 + 606,5 4907,9 + 4749,2 
= 403,4 
Wie die Beispielsrechnung zeigt, gibt es bei diesem Prüfglied 
nur sehr geringe Unterschiede zwischen den verschieden be-
rechneten Mittelwerten. 
In der Simulationsstudie gibt es für die 9 Prüfgliedmittel je-
der Serie konkrete Erwartungswerte, z. B. 400 für a, 440 für b 
usw. bis 600 für i. Die real errechneten Gesamtmitteljeder Serie 
haben einen Fehler, d. h. sie differieren von diesen Erwartungs-
werten. Als Maß für ihre Präzision wurde die Varianz ihrer 
Differenzen von den Erwartungswerten errechnet und an-
schließend das arithmetische Mittel dieser Varianzen aus jeder 
der drei Gruppen von Serien. Zuletzt wurden die drei Varianz-
mittel der Mittel vom Typ A gleich 100 gesetzt und für die Mit-
tel der Typen B bis G dazu Relativwerte errechnet. Anhand die-
ser Relativwerte der mittleren Varianzen der Abweichungen 
von den Erwartungswerten kann man die Präzision und damit 
die Güte der verschiedenen Mittel vergleichen. Die Ergebnisse 
wurden in Tabelle 7 zusammengestellt. 
Wie sie zeigt, führt die Elimination von Versuchsorten, nur 
aufgrund der Höhe ihrer Fehlervarianz (Typ C), also das heute 
übliche Verfahren, zu Ergebnissen, die schlechter sind als die 
Mittel ohne Wichtung aus allen Versuchen (Typ A), und zwar 
besonders bei hohen Interaktionen. Es ist aber noch ungünsti-
ger, voll gewogene Mittel, ohne Beachtung der Interaktion zu 
berechnen (Typ D). Nur bei niedriger Interaktion sind diese 
Mittel, wie zu erwarten, besser als die der Typen A und C. 
In allen drei Serien erweisen sich die halb gewogenen Mittel 
(Typ G) als deutlich präziser als die der Typen A und C. Die 
Unterschiede sind übrigens hoch signifikant. Der Präzisionsge-
winn bei Verwendung solcher Mittel im Vergleich zu dem heute 
üblichen Verfahren (Typ C) liegt bei 14 %. 
Die Tabellen 4 und 5 zeigen auch, daß die errechneten Va-
rianzen nicht sehr gut mit ihren Erwartungswerten übereinstim-
men. Die Abweichungen führen dazu, daß die in die Berech-
nungsformel einzusetzenden Gewichte nicht optimal sein kön-
nen. Um zu prüfen, ob sich daraus Informationsverluste erge-
Tabelle 7. Relativwerte der mittleren Varianzen der Abweichungen 
der Gesamtmittel von ihren Erwartungswerten (Typ A = 100) 
A: Ungewogene Mittel aus allen 
Versuchen 
B: Ungewogene Mittel aus:y, der 
Versuche mit kleineren Erwar-
tungswerten für die Restva-
nanz 
C: Ungewogene Mittel aller Ver-
suche mit Restvarianz kleiner 
6000 
D : Gewogene Mittel: gewogen mit 
Restvarianz 
E: Halbgewogene Mittel: gewo-
gen mit Summe der Erwar-
tungswerte von Rest-und Inter-
aktionsvarianz 
F: Halbgewogene Mittel : gewo-
gen mit Summe aus Erwar-
tungswert der Interaktions- und 
errechnetem Wert der Restva-
rianz 
G : Halbgewogene Mittel: gewo-
gen mit Summe aus Interak-
tions- und Restvarianz 
Interaktion 
hoch mittel niedrig 
100,0 100,0 100,0 
122,0 117,2 97,3 
108,0 106,6 101,1 
129,2 108,6 89,4 
94,7 87,8 84,8 
94,3 89,0 86,1 
95,1 90,1 88,6 
ben, wurden die besonderen Möglichkeiten, die eine Simula-
tionsstudie bietet, genutzt und anstelle der errechneten Fehler-
varianzen und Interaktionskomponenten ihre Erwartungswer-
te eingesetzt. Für die Mittel vom Typ E galt dieser Austausch 
für beide Komponenten der Gewichte. Für die Mittel vom Typ 
F wurden lediglich für die Interaktionskomponente Erwar-
tungswerte eingesetzt, weil für deren Schätzung nur 40 Frei-
heitsgrade zur Verfügung stehen. Wie Tabelle 7 ebenfalls zeigt, 
sind gewisse Informationsverluste in Höhe von 0,4 bis 4,2 % zu 
erkennen, jedoch sind die gefundenen Differenzen nicht signi-
fikant. Außerdem sei bemerkt, daß die Informationsverluste 
bei größeren Serien vermutlich geringer sind. 
Insgesamt hat sich gezeigt, daß man durch den Einsatz von 
halb gewogenen Gesamtmitteln bei der zusammenfassenden 
Verrechnung von Versuchsserien zu deutlich und hoch signifi-
kant präziseren Schätzwerten kommt. Durch diese Maßnahme 
wird demnach bei unterschiedlichen Fehlervarianzen in den 
Einzelversuchen und bei Vorhandensein von Interaktionen die 
Informationsausbeute verbessert. Im Interesse möglichst wirk-
samer Selektionsmaßnahmen, möglichst präziser Entschei-
dungen bei der Zulassung und möglichst exakter Beurteilung 
der Zuchtstämme bzw. der Sorten ist daher ihre Anwendung zu 
empfehlen. 
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On The Nontermination of the K-Means Clustering Aigorithm for 
Certain Oata Sets 
Claus Möbus 
Summary 
There are some weil accepted standards Jor the Jormulation oJ 
algorithms and computer programs (BAUER and WÖSSNER, 
1981): (a) ejjiciency, (b) finiteness oJ description and (c) finite-
ness oJ operation. It can be demonstrated that the popular K-
Means clustering algorithm loops infinitely Jor some data sets if 
the computer program is only a Jormula translation oJ its ma-
thematical correctJorm. There is a contradiction to standard (c) 
due to the finite precision oJ computer arithmetic. Besides its 
theoretical aspects the article has a practical purpose. It shows 
ways oJ correcting some published FORTRAN-programs so 
that termination is achieved Jor all data sets. 
Zusammenfassung 
In der Iriformatik gibt es einige allgemein akzeptierte Stan-
dards fiir die Formulierung von Algorithmen und Computer pro-
grammen (BAuER und WÖSSNER, 1981): (a) Ejjizienz, (b) End-
lichkeit der Beschreibung und (c) Endlichkeit bei der Ausfiih-
rung. Es kann gezeigt werden, daß der beliebte K-Means Clu-
ster Algorithmus fiir bestimmte Datensätze in eine Endlos-
schleife Jällt, wenn das Programm nur aus einer Formelübertra-
gung der korrekten mathematischen Form hervorgegangen ist. 
Solche Programme verstoßen gegen Standard (c). Neben den 
theoretischen Überlegungen hat der Artikel auch einen prakti-
schen Aspekt. Leser erhalten Hinweise, wie einige in Lehrbü-
chern publizierte FORTRAN-Programme so abgeändert wer-
den können, daß die Endlichkeit der Ausfiihrung fiir alle Da-
tensätze gewährleistet ist. 
Method 
The k-means-algorithm (MACQUEEN, 1967) is a simple non-
hierarchical method, which seeks to minimize an error function 
E2 by assigning each case optimally to a cluster. Many text-
books on clustering contain complete FORTRAN codes (AN-
DERBERG, 1973; HARTIGAN, 1975; HERDEN and STEINHAUSEN, 
1979; SPÄTH, 1975, 1980 ; STEINHAUSEN, 1977). 
A cluster with number pis defined as a nonempty set of indi-
cesCpC{ 1, . .. ,N). It contains Np objects ~i (with LN =N, 
p p 
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i E Cp). The length m of apartion ofthese N objects is defined as 
a collection of m nonempty sets of indices, such as 
(la) CI U C2 U ... U Cm = { 1 • .. . ,N ) 
and 
(lb) Cj n Ck = 0 (j * k; 0 = empty set) 
Apartition of length m is characterized by a membership-vec-
tor p oflength N. If Pi = j then object i belongs to cluster j. 
In k -means the number m is fixed and E. has to be prese1ected. 
The algorithm tries to change the sets ofindices Cl> .. . ,Cm in a 
step-wise manner so that the sets remain nonempty and the er-
ror function reaches a minimum 
(2) 
with : ~i row vector of data values of object i 
!j row vector with group means (centroid 
vector) 
If cluster p contains Np cases the data values can be arranged 
inaNpxrdatamatrix~(r = numberofvariables). Thecentro-
id row vector is 
(3) -, 1 I' ~p = N - ~p 
p 
(!' = rowvectorwith Np 
ones) 
The dispersion of the p-th cluster can be measured by the va-
riation around the centroid 
N ow a new case k is assigned to the old cluster p on a trial and 
error basis. The updated centroid is 
(5) 
! ~ = old centroid 
x' = data vector of 
~---:-:- (N x' + xk) _k 
(Np + 1) p-p - newcase 
! ~+ = new centroid 
and the updated error (dispersion of cluster p +) 
E2 =E2+B=E2+~d2 
p+ P P N + I kp 
P 
(6) 
E~ dispersion of old cluster 
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E~+ dispersion of new cluster Table 1. Sampie data set for termination test of k -means 
d~p square of distance from data point k to 
old centroid 
The updating of the error is analogous, when a case k leaves 
the cluster q. The new error is 
(7) E~_ = E~-A = E~-NN_l d~q 
q 
- E2 ~ ( -)' ( - ) - q-N -1 ~k-~q ~k-.!q 
q 
The case k (k = 1, . . . ,N) is reassigned to cluster p, if 
(8a) E~ew < E~ld where E~ld = E~ + E~ 
E~ew = E~+ + E~_ 
= (E~ + B) + (E~ - A) 
or equivalently if 
(8b) B -A < 0 
or 
(8c) B < A 
Reallocation of objects is finished if no k, p, q can be found so 
that (8) is true. The condition (8) can be regarded as the core of 
k-means. 
If the condition (8) is programmed fqr a digital computer 
(e.g. in FORTRAN like: IF(B .LT. A) . . . ) k-means will not 
terminate for certain data sets as will be shown now. 
The nontermination of k-means 
Suppose we have a dataset forwhich A = B. Sothere is the ma-
thematical equality 
(9) ~d2 - ~d2 N + 1 kp - N -1 kq 
p q 
and k -me ans should not assign k to cluster p ifk is in q. Ifwe fur-
ther assume that Np = 5 and Nq = 6 the equality is not viola-
ted: 
5 d2 6 d2 (10) 6 kp = 5 kq 
However if the precision of the digital computer is e. g. 6 deci-
mals, it calculates % = 0.833333 . Now we have the inequality 




intef!1ational representation ofthe computer 
The consequence of this is the ugly result, that case k is being 
shifted between cluster p and q without end! The only method 
to avoid infinite looping is to reformulate the condition (8). An 
opportunity could be the following FORTRAN statement 
(12) IF «A- B) .GT. EPS) ... 
with EPS as a small machine dependent constant. 
Example 
To check our statement, we used a small data set (table 1) and a 
program published by SPÄTH (1975, 1980). There are N = 40 
cases in R2. The partition length is m = 10. The membership 
vector .e was preselected like column 3 in table 1. The error 
function E2 is 6807.67 and cannot be reduced further, object 
k = 40 is shifted back and forth between cluster 6 and 7. 
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NACHRICHTEN UND BERICHTE 
27. Jahrestagung der GMDS 
27.-29. September 1982 
Universität Hamburg 
Thema: Methoden der Statistik und Informatik in der Epide-
miologie und Diagnostik. 
Zu folgenden Themen sind Vorträge erwünscht: 
I. Statistik 
Datenquellen für epidemiologische Studien 
Vor- und Nachteile verschiedener Studienarten 
Analyse arbeitsmedizinischer Studien (Berufsrisiko-
messung) 
Kontrolle von Störvariablen 
Ref erenz-Wert 
Mathematische Modelle und Algorithmen in der Diagnostik 
Speicherung und Verwaltung von Daten aus epidemiologi-
schen Studien 
II. Informatik 
Bewertung neuer Methoden aus der Datenbanktechnologie 
Erfahrungen mit Methoden der künstlichen Intelligenz 
Modellbildung und Simulation 
Mustererkennung - Neue Methoden der Bildverarbeitung 
Methoden der Mensch-Maschine-Kommunikation 
Rechnemetz 
N euere Methoden des Software-engineering 
N euere Hardwarestrukturen 
Methoden der Kosten-Nutzen- und Performanzanalyse 
Kurzfassungen, die eine Beurteilung zulassen (2 Schreib-
maschinenseiten) werden bis zum 15. März 1982 erbeten an: 
27. GMDS - Jahrestagung 
clo Institut für Mathematik und Datenverarbeitung 
in der Medizin 
Universitätskrankenhaus Eppendorf 
Martinistraße 52, 
2000 Hamburg 20 
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SPÄTH, H., (1980): Cluster Analysis Algorithms, Chichester: 
Horwood. 
STEINHAUSEN, D. & K. LANGER (1977): Clusteranalyse, Berlin: 
deGruyter 
Eingegangen am 28. 8. 1981 
Anschrift des Verfassers: Prof. Dr. Claus Möbus, FB Mathematik/ lnfonnatik, University of 
Oldenburg, D-2900 Oldenburg. 
BUCHBESPRECHUNGEN 
LIENERT, G. A.: 
Verteilungsfreie Methoden in der Biostatistik - Band 11 
1978,1276 S., kt. DM 198,-, geb. DM 216,-
Verlag A. Hain, Meisenheim 
Je mehr sich bei den Biometrikern und Statistikern ein Skalenbe-
wußtsein verbreitet, um so mehr gewinnen nichtparametrische, d. h. 
verteilungsfreie, Methoden an Bedeutung. Es ist das große Verdienst 
des Autors, hier ein umfassendes, deutschsprachiges Standardwerk ge-
schaffen zu haben. Dabei erleichtert die Übersichtstabelle zu den wich-
tigsten Testindikationen der Praxis am Ende des Buches wieder die 
Auswahl der relevanten Verfahren aus der Fülle der dargestellten Mög-
lichkeiten. Die jeweils vollständig bearbeiteten Zahlenbeispiele sind si-
cher oft instruktiver als nur die Angabe bzw. Ableitung von mathemati-
schen Formeln. - Die angekündigte dritte Auflage wird hoffentlich 
nicht zu mathematisch. Der »LlENERT«, so wie er jetzt mit seinen 
drei Bänden vor uns steht, sollte noch einige Zeit ein Standardwerk für 
den Zugang und die Anwendung verteilungsfreier Methoden bleiben. 
BRUDERER, H. E.: 
Nichtnumerische Informationsverarbeitung 
Linguistische Datenverarbeitung, künstliche Intelligenz, 
Computerschach, Computerkunst, automatische Dokumentation, 
Bibliotheksautomatisierung, Rechtsinformatik 
1979,190 S., SFr. 39,-
Verlag Linguistik, Rorschach 
Ge. 
Die in diesem Buch zusammengestellten Beiträge, die z. T. erweiterte 
Zeitschriftenaufsätze sind, sollen Einblicke in ein weites Spektrum von 
nichtnumerischen Anwendungen der Daten- bzw. Informationsverar-
beitung geben. Ergänzt werden die Beiträge durch ein englisch-deut-
sches Wörterverzeichnis zurnichtnumerischen Datenverarbeitung. 
GRAEF, M. A. (Hrsg.): 
Datenerfassung in Verwaltung und Wissenschaft (2 Bände) 
EDV in der Anwendung Band 8 und Band 9 
1980, Band 8: 206 S., DM 29,80 
1980, Band 9 : 164 S., DM 29,80 
Neuer Verlag Bernhard Bruscha, Tübingen 
Ge. 
Die Datenverarbeitung ist ohne Daten und damit ohne Datenerfas-
sung nicht denkbar. Dennoch wird die Datenerfassung oft als ein Stief-
kind behandelt. Der Herausgeber hat diese Herausforderung aufge-
griffen und im Rahmen eines Seminars versucht, die ganze Breite des 
Problemkreises »Datenerfassung« einmal darzustellen. Die einzelnen 
Beiträge sind in zwei Bänden zusammengestellt und stehen damit ei-
nem größeren Kreis zur Verfügung. Wenn auch nicht alle Varianten be-
handelt werden konnten, so soll und kann das vorgelegte Material 
doch Denkanstöße vermitteln für einen Bereich der Datenverarbei-
tung, der u. U. weit mehr als 50% der Zeit und Kosten der Datenverar-
beitung von gewissen Daten ausmachen kann. Im einzelnen wurden 
angesprochen: Stand der Datenerfassung innerhalb der Datenverar-
beitung, organisatorische Eingliederung der Datenerfassung, optimale 
Beleggestaltung, Techniken der Datenerfassung, Methoden der Text-
Datenerfassung, Datenerfassung im Klinikum und Verwaltung, Pro-
zeßdatenerfassung, wirtschaftliche Aspekte. Ge. 
VICTOR, N., LEHMACHER, W. und VAN EIMEREN (Hrsg.): 
Explorative Datenanalyse 
Medizinische Informatik und Statistik Band 26 
1980,211 S., DM 35,-
Springer-Verlag, Berlin - Heidelberg- New York 
Der vorliegende Band enthält die Vorträge der Frühjahrstagung 1980 
der GMDS. Es wurde hier der Versuch unternommen, die explorative 
Datenanalyse bewußt neben die herkömmliche Statistik zu stellen. Die 
veröffentlichten Beiträge können als exemplarisch für den augenblick-
lichen Stand der Entwicklung und Anwendung der explorativen Da-
tenanalyse im medizinischen Bereich angesehen werden. Dabei wur-
den die Gebiete mit einem größeren Bekanntheitsgrad wie Cluster- und 
Faktorenanalyse nicht behandelt. Ge. 
BURHENNE, W.E. und PERBAND, K. (Hrsg.) 
EDV-Recht 
Systematische Sammlung der Rechtsvorschriften, organisatorischen 
Grundlagen und Entscheidungen zur elektronischen Datenverarbei-
tung 
Ergänzbare Ausgabe, einschI. 27 . Lieferung (Nov. 80),2582 Seiten 
und3 Ausschlagtafeln, DIN A5, DM 86,-zuzüglichje DM 10,80für3 
Spezial ordner. 
Erich Schmidt Verlag, Berlin - Bielefeld - München 
Mit den letzten Lieferungen (26. und 27.) sind insbesondere die Daten-
schutzgesetze ergänzt sowie die »Besonderen Vertragsbedingungen« 
vervollständigt worden. Hilfreich dürfte auch die erstellte Synopse der 
Datenschutzgesetze in den Ländern sein. Ebenso nützlich kann die 
»Bekanntmachung der Dienstvereinbarung über Arbeitsbedingungen 
beim Einsatz von automatischen Datenverarbeitungsanlagen und 
Bildschirmgeräten« sein. - Diese Sammlung sollte eigentlich in keinem 
Rechenzentrum und in keiner EDV-Abteilung fehlen. Ge. 
NOWAK, H. und ZENTGRAF, R. (Hrsg.): 
Robuste Verfahren 
Medizinische Informatik und Statistik Band 20 
1980,121 S., DM 25,-
Springer-Verlag, Berlin - Heidelberg - New York 
Die Herausgeber hatten beim 25. Biometrischen Kolloquium einen 
Halbtag mit dem Thema» Robuste Verfahren« organisiert. Die überar-
beiteten Beiträge ergänzt durch ein umfangreiches Literaturverzeichnis 
sind in dem vorliegenden Band zusammengestellt. - Nach einer allge-
meinen Einführung (WAHRENDORF) wurden zunächst einige mehr 
oder weniger selbständige Teilbereiche angesprochen: Verteilungen 
(TRAMPISCH), Ausreißer (GATHER) und Regression (HEILER, 
KRUMM/ GASSER). In zwei weiteren Vorträgen (DUTTER, 
WOLF) wurden Anwender-Probleme behandelt. - Die Herausgeber 
hoffen, daß die Veröffentlichung der Referate zu einer größeren Ver-
breitung der robusten Verfahren führt. Im Vorwort geben sie noch ei-
nige Hinweise zu vorhandenen Programmen. Ge. 
GAUS, W. (Hrsg.): 
Ausbildung in Medizinischer Dokumentation, Statistik und Daten-
verarbeitung 
Medizinische Informatik und Statistik Band 25 
1981,122 S., DM 25,-
Springer-Verlag, Berlin - Heidelberg - New York 
Das Buch enthält die Referate eines Symposiums, das anläßlich des 
zehnjährigen Bestehens der Schule für Medizinische Dokumentations-
assistenten der Universität Ulm am 10. Juli 1979 stattfand. In den zu-
sammengestellten Referaten wird u. a. ein Überblick über die Entwick-
lung des Ausbildungsganges gegeben, sowie der derzeitige Lehrplan 
dargestellt. In Kurzreferaten berichteten einige Assistenten bzw. Assi-
stentinnen über ihre Arbeit in der Praxis nach der Ausbildung. Eine Po-
diumsdiskussion, in der einige aktuelle Fragen der weiteren Entwick-
lung angesprochen wurden, stand am Ende der Veranstaltung. Ge. 
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DUBIN, N.: 
A Stochastic Model for Immunological Feedback in Carcinogene-
sis 
Lecture Notes in Biomathematics Vol. 9 
1976,163 S., DM 20,-
Springer-Verlag, Berlin - Heidelberg - N ew York 
Es werden Approximationen für den nichtlinearen stochastischen Ge-
burts- und Todes-Prozeß abgeleitet und die Ergebnisse Computersimu-
lationen gegenübergestellt. Di~. gewählten Linearisierungsansätze zei-
gen z. T. nur unbefriedigende Ubereinstimmungen. In diesem Zusam-
menhang wird auf zwei mögliche Fehlerquellen (Fehler der Näherung 
gegenüber dem Modell und Fehler des Modells gegenüber der Reali-
tät) verwiesen. Ge. 
FIFE, P. C. : 
Mathematical Aspects of Reacting and Diffusing Systems 
Lecture Notes in Biomathematics Vol. 28 
1979, 185 S., DM 23,50 
Springer-Verlag, Berlin - Heidelberg - New York 
Die Reaktions- und Diffusionsgleichungen der Chemie lassen sich 
auch bei biologischen Problemen wiederfinden. Das ist nicht verwun-
derlich, wenn man, wie es der Autor tut, die zugrundeliegenden Diffe-
rentialgleichungen als wesentlich ansieht. So wird nach einführenden 
Beispielen und deren Lösungen der Diskussion der Lösungsmannig-
faltigkeiten von zum Teil nichtlinearen partiellen Differentialgleichun-
gen viel Raum gewidmet. - Eine insgesamt ausgezeichnete Darstel-
lung, die die Bedeutung der Mathematik auch in der Biologie einmal 
deutlich herausstellt. Ge. 
THOMAs,R.: 
Kinetic Logic - A Boolean Approach to the Analysis of Complex Re-
gulatory Systems 
Lecture Notes in Biomathematics Vol. 29 
1979,507 S., DM 46,-
Springer-Verlag, Berlin - Heidelberg - New York 
Mit Unterstützung der European Molecular Biology Organization 
fand 1977 in Brüssel ein Seminar mit dem Titel» Formal analysis ofGe-
netic Regulation« statt. Dabei zeigte es sich, daß der Themenbereich 
weitergefaßt werden mußte, so daß jetzt in diesem Band ausgewählte 
und überarbeitete Beiträge des Seminars vorliegen. Dabei wird deut-
lich, daß die Verwendung von 0, I-Variablen in vielen Fällen eine gute 
Annäherung an experimentelle Ergebnisse bringt. Es ist naheliegend, 
daß die Struktur solcher logischer Ausdrücke sich ideal in Computern 
nachbilden und simulieren läßt. Die dargestellten Anwendungen rei-
chen von der Neurologie bis zur Städteplanung. Ge. 
EISEN,M. : 
Mathematical Models in Cell Biology and Cancer Chemotherapy 
Lecture Notes in Biomathematics Vol. 30 
1979,431 S., DM 39,-
Springer-Verlag, Berlin - Heidelberg - New York 
Das vorliegende Buch enthält eine ausführliche Darstellung mathema-
tischer Modelle in der Zellbiologie insbesondere des Zellwachstums. 
Methoden der Kontrolltheorie werden auf Probleme der Krebsche-
motherapie angewandt. 
Vorausgesetzt werden Kenntnisse über gewöhnliche Differential-
gleichungen, Wahrscheinlichkeitstheorie und Statistik. Ein einführen-
des Kapitel über Zellbiologie und eine knappe Darstellung der Kon-
trolltheorie machen das Buch zu einer lesenswerten Abhandlung so-
wohl für Biologen als auch für Mathematiker. Ge. 
AKIN,E.: 
The Geometry of Population Genetics 
Lecture Notes in Biomathematics Vol. 31 
1979,205 S., DM 25,-
Springer-Verlag, Berlin - Heidelberg - New York 
Selektions- und Rekombinationseffekte können durch nichtlineare 
Gleichungen beschrieben werden, die nicht explizit gelöst werden kön-
nen. SHAHSHAHANI begann mit Hilfe der Differentialgeometrie 
diese Gleichungen zu studieren. Der Autor hofft in der vorliegenden 
Monographie zu zeigen, daß dieser Ansatz geeignet ist, viele Aspekte 
der Populationsgenetik in einem neuen Licht erscheinen zu lassen. Ge. 
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BRUNI, C., DORIA, G., KOCH, G. and STROM, R. (Ed.): 
System Theory in Immunology 
Lecture Notes in Biomathematics Vol. 32 
1979,273 S., DM 28,50 
Springer-Verlag, Berlin - Heidelberg - New York 
Die Anwendung der Systemtheorie in der Immunologie war der Inhalt 
einer Arbeitstagung im Mai 1978 in R<?,m. Die in diesem Band veröf-
fentlichten Beiträge geben einen guten Uberblick über die Wechselwir-
kung zwischen diesen beiden Wissenszweigen. Ge. 
GETZ, W. M. (Ed.): 
Mathematical Modelling in Biology and Ecology 
Lecture Notes in Biomathematics Vol. 33 
1980,355 S., DM 43,50 
Springer-Verlag, Berlin - Heidelberg - N ew Y ork 
Der Band enthält ausgewählte Beiträge eines 1979 in Süd-Afrika vom 
CSIR durchgeführten Symposiums. Es wurde unter den drei Themen : 
(1) Modelle physiologischer Prozesse, (2) Morphologische Modelle 
und (3) Ökologische und Populations-Modelle ein weites Spektrum 
von Anwendungen behandelt. Ge. 
JÄGER, W., ROST, H. and TAUTu, P. (Ed.): 
Biological Growth and Spread 
Lecture Notes in Biomathematics Vol. 38 
1980,511 S., DM 59,-
Springer-Verlag, Berlin - Heidelberg - New York 
Der vorliegende Band enthält Referate, die anläßlich einer Tagung mit 
dem gleichen Thema im Sommer 1979 in Heidelberg gehalten wurden. 
Die mathematische Darstellung biologischer Populationen mit zu-
grundeliegender räumlicher Struktur war das Hauptthema. Dabei wur-
de immer wieder der Versuch unternommen, Biologen und Mathema-
tiker zusammenzubringen. So wurden bewußt in einzelnen Referaten 
die biologischen Gegebenheiten und in anschließenden Beiträgen ma-
thematische Beschreibungsmöglichkeiten dargestellt. - Die zusam-
mengestellten Beiträge sollen u. a. jüngere Wissenschaftler anregen, 
sich mit diesem wichtigen Themenkomplex zu beschäftigen. Ge. 
BARIGOZZI, C. (Ed.): 
Vito Volterra Symposium on Mathematical Models in Biology 
Lecture Notes in Biomathematics Vol. 39 
1980,417 S., DM 48,50 
Springer-Verlag, Berlin - Heidelberg - New York 
Wissenschaftler aus sieben Ländern veröffentlichen in diesem Band ih-
re Beiträge anläßlich eines Symposiums im Dezember 1979 in Rom. 
Dabei werden Probleme der Evolution, der Ökologie, der Epidemiolo-
gie, der Physiologie und der Biophysik erörtert. Zusammen mit d~n je-
weils mitgeteilten Literaturhinweisen liegt damit eine nützliche Uber-
sicht zu dem Themenkomplex »Mathematische Modelle in der Biolo-
gie« vor. Ge. 
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WOLTERS, M. F. (Hrsg.): 
Einführung in die elektronische Datenverarbeitung 
Eine strukturierte Unterweisung 
1981 , 896 S. in vier Bänden, DM 98,-
ECON Verlag, Düsseldorf - Wien 
Die vorliegenden vier Bände (einzeln je DM 28,-) geben eine wirklich 
leicht verständliche Einführung in die Datenverarbeitung. Dabei ist 
der erste Band »Der Schlüssel zur Computer-Praxis« besonders her-
vorzuheben. In diesem Band wird ein Grundwissen vermittelt, das in 
vielen Fällen ausreichend sein dürfte. Wer sich detaillierter mit 
HARDWARE, SOFTWARE oder ORGWARE beschäftigen möchte, 
kann auf die weiteren Bände zurückgreifen. Die gesamte Kassette bie-
tet eine umfassende Einführung. Es ist erfreulich, daß die organisatori-
schen Probleme beim Einsatz von Computern riicht - wie so häufig -
vergessen wurden, sondern sogar in einem selbständigen Band (ORG-
WARE) dargestellt werden. 
Für die vielen neuen Computeranwender insbesondere mit den so-
genannten »Heimcomputern« ist diese Einführung hervorragend ge-
eignet. Ge. 
LINDBERG, D. A. B. and KAIHARA, S. (Ed.): 
Medinfo 80 
IFIP World Conference Series on Medical Informatics, Vol. 3 
1980,1440 S. in 2 Bänden, $ 170,75 
North-Holland Publishing Comp., 
Amsterdam - New Y ork 
Die hier vorliegenden Bände der Proceedings der 3. Weltkonferenz 
über Med. Informatik in Tokio (29.9.-4.10.80) geben einen ausge-
zeichneten Überblick über den Stand der Anwendung der Computer-
technik in allen Bereichen der Medizin. Da nur wenige solche Kongres-
se besuchen können, ist es erfreulich, daß die Tagungsbände so rasch 
nach den Tagungen die Daheimgebliebenen über das Tagungsgesche-
hen ausführlich unterrichten. Solche Zusammenstellungen sollten da-
her zur Pflichtlektüre gehören genau wie die Lektüre relevanter Zeit-
schriften. Ge. 
OBERKAT, E.-E., RATH, P. und RUPIETTA, W. 
Programmieren in PASCAL 
Grundbegriffe und Methoden 
1981 , 284 S., DM 29,80 
Akad. Verlagsgesellschaft Wiesbaden 
Das Buch ist aus Kursunterlagen der Fernuniversität Hagen entstan-
den. Die Verfasser haben versucht, das pädagogische Anliegen der 
Sprache PASCAL besonders zu betonen. So wird man ohne viel Auf-
wand eingeführt und schneller, als man es sich vorgestellt hat, schreibt 
und denkt man in Programmen. Vielleicht wäre es für manche Leser 
nützlich, wenn neben dem Beispiel am Ende des Buches einige weitere 
vollständige Programme und nicht nur Programmteile im Text einge-
fügt würden, um ggf. dem Leser die Kontrolle des Lemerfolges zu er-
leichtern. Insgesamt ist das Buch aber eine brauchbare Einführung, die 
auch gut zum Selbststudium geeignet ist. Ge. 
