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We demonstrate how non-Abelian geometric phases can be used to universally process a spin
qubit in heavy hole quantum dots in the absence of magnetic fields. A time dependent electric
quadrupole field is used to perform any desired single qubit operation by virtue of non-Abelian
holonomy. During the proposed operations, the degeneracy of the time dependent two level system
representing the qubit is not split. Since time reversal symmetry is preserved and hyperfine coupling
is known to be weak in spin qubits based on heavy holes, we expect very long coherence times in
the proposed setup.
PACS numbers: 03.67.Lx,03.65.Vf,85.75.-d,81.07.Ta
Coherent spin control by all-electric means (without
breaking time reversal symmetry (TRS)) is among the
major goals of spintronics. One of the reasons why is
that the presence of TRS is known to forbid several de-
phasing mechanisms, for example, in spin qubits [1], due
to the interplay of electron phonon coupling and Rashba
spin orbit coupling [2]. In the original work by Loss and
DiVincenzo [1], the proposed scheme for universal quan-
tum computing based on spin qubits in quantum dots
(QDs) relied, on the one hand, on all-electric two qubit
operations but, on the other hand, on single qubit op-
erations based on magnetic fields or ferromagnetic aux-
iliary devices that both break TRS. A few years later,
electric-dipole-induced spin resonance (EDSR) has been
proposed [3] and experimentally realized [4] as a way to
process spins electrically in presence of a static magnetic
field which is still breaking TRS. Rather recently, it has
been theoretically shown that in spin qubits based on car-
bon nanotube QDs it is indeed possible to accomplish all-
electric single qubit operations using EDSR [5, 6]. This is
true because the specific spin orbit interaction in carbon
nanotubes provides a way to split spin up and spin down
states in the absence of magnetic fields. However, spin
qubits based on carbon nanotubes face other problems
and it is fair to say that all host materials for spin qubits
have advantages and disadvantages.
In this work, we are interested in spin qubits based
on heavy hole (HH) QDs. We show how universal single
qubit operations can be performed by all-electric means
in the framework of holonomic quantum computing [7] in
these systems. The adiabatic evolution in presence of a
time dependent electric quadrupole field is employed to
control the HH qubit (see Fig. 1 for a schematic). For
our purposes, HH spin qubits (composed of J = 32 states)
are the simplest two level system that can be manipu-
lated in the desired way. However, HH spin qubits are, of
course, a very active research area by itself beyond holo-
nomic quantum computing. Two reasons why HH QDs
are promising and interesting candidates for spin qubits
FIG. 1. (Color online) Schematic of single particle (red ball)
with a HH (pseudo)spin (yellow arrow) in a J = 3
2
valence
band QD. The three-dimensional QD is surrounded by 18
gates that allow to generate an electrostatic potential with
quadrupole symmetry in any direction in space. The red and
green colors on the gates should visualize applied electrostatic
potentials with opposite sign that give rise to the quadrupole
field shown in light blue.
are, for instance, the advanced level of optical control
[8–11] and the predicted long coherence times [12].
The topological properties of TRS preserving half in-
teger spin systems have been analyzed in a series of sem-
inal papers by Avron and coworkers [13, 14]. The case
J = 32 is of particular interest both from a theoretical
and from a more applied point of view. From the theo-
retical side, all TRS preserving gapped Hamiltonians are
unitarily related due to an SO(5) symmetry [13, 14] giv-
ing rise to an SO(5) Clifford algebra [14, 15] which allows
for a simple analytical calculation of the adiabatic time
evolution and with that the geometric phase. From the
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2experimental side, the J = 32 system is naturally real-
ized in the p-like valence band of many semiconductors
where spin orbit coupling isolates the J = 32 states from
the so called split-off band. Interestingly, the fingerprints
of SU(2) non-Abelian geometric phases [16, 17] could be
also identified in several transport properties of this class
of semiconducting materials [18, 19].
The pioneering idea of using non-Abelian holonomy to
perform quantum computing tasks in the J = 32 sys-
tem is due to Bernevig and Zhang [20] who proposed the
electric Stark effect to process valence band impurities in
III-V semiconductors. The idea works for the light hole
(LH) subspace of the J = 32 Hilbert space. However,
the resulting holonomy is Abelian on the HH subspace
[21] so that the electric Stark-effect cannot be used to
process HH qubits. In contrast, the electric quadrupole
fields employed in our proposal allow for full adiabatic
control over the entire J = 32 Hilbert space. This is a
consequence of the topologically nontrivial structure of
the accessible parameter space which becomes manifest
in the nontrivial second Chern number of the associated
SU(2) gauge theory over the space of quadrupole tensors
[13].
Recently, holonomic quantum computing due to tun-
able spin orbit coupling with electron spins in spatially
transported quantum dots has been suggested [22, 23]
but this is very demanding from an experimental point
of view. Our idea is conceptually much simpler. We de-
rive below the time dependent electric quadrupole field
that realizes any desired single qubit operation
U(nˆ, ϕ) = exp
(
iϕ
nˆ~σ
2
)
(1)
on the HH spin qubit. Here, nˆ is a unit vector repre-
senting the rotation axis, ϕ is the angle of the rotation,
and ~σ denotes the vector of Pauli matrices acting on the
qubit space. Furthermore, we give an estimate of the
adiabatic time scale which determines the maximum op-
erating frequency of single qubit gates showing that the
physics we describe is experimentally feasible. Finally,
we discuss the influence of several imperfections, which
might be present in an experimental setup, on the work-
ing precision of our proposal.
The non-Abelian geometric phase, occurring in a de-
generate subspace after a cyclic evolution, is readily ex-
pressed once the time-dependent projection P (t) onto
this degenerate subspace is known. The generator of the
adiabatic evolution then reads [16]
A
(
d
dt
)
= −
[
dP (t)
dt
, P (t)
]
. (2)
On the basis of this generator, the non-Abelian geometric
phase [17] associated with a loop γ in parameter space is
given by the holonomy
Uγ = T e
∫
γ
A, (3)
where T denotes time-ordering. For the Hilbert space
of a J = 32 particle in presence of TRS this holonomy
is readily calculated analytically as we explicitly demon-
strate below.
The Hamiltonian of a spin 32 particle coupled to an
electric quadrupole field can be written as [13]
H(Q) = JiQijJj , (4)
where J is the angular momentum operator and Q is the
quadrupole tensor of the applied field. We put ~ = 1
in the following. Q is a real, symmetric, traceless ma-
trix. The space of such matrices is five dimensional. An
orthonormal basis of this space is given by the matrices
{Qµ}µ , µ = 0, . . . , 4 (see Appendix for more details),
which satisfy 32Tr {QµQν} = δµν . A general quadrupole
field is then of the form xµQµ and the associated Hamil-
tonian reads
H(Q) = H(xµQµ) = xµJiQijµ Jj ≡ xµΓµ, (5)
where the basis Hamiltonians Γµ ≡ JiQijµ Jj obey the
SO(5) Clifford algebra [14, 15]
{Γµ,Γν} = 2δµν . (6)
As far as the geometric phase associated with a cycle in
this parameter space is concerned, we can confine our
interest to quadrupole fields of constant strength, say
|x| = 1. (This is justified because the quadrupole energy
is the only energy scale of the problem.) Note that the
experimentally relevant scale of |x| defines the splitting
between the two Kramers pairs and therefore the adia-
batic operating frequencies of the proposed setup. Due
to the mentioned SO(5) symmetry in the system [13],
all possible quadrupole Hamiltonians H(Q) are unitarily
related by a Spin(5) representation of this SO(5) symme-
try. The ten generators of this symmetry group of our
family of Hamiltonians are given by [14]
{Vi}i =
{
1
2
[Γα,Γβ ] = ΓαΓβ
}
α<β
, i ∈ 0, . . . , 9, (7)
where α, β ∈ 0, . . . , 4. A cyclic time evolution t 7→
H(t) starting from H(t = 0) = Γ0 is then given by a
2pi SO(5) rotation on the space of quadrupole fields which
is uniquely associated with a 2pi Spin(5) rotation
t 7→ H(t) = et aˆ~V2 Γ0e−t aˆ
~V
2 , t ∈ [0, 2pi] , (8)
in Hilbert space, where aˆ is a ten-component unit vector
specifying the direction of the rotation in the Lie algebra
of SO(5). We call
P±0 =
1
2
(1± Γ0) (9)
the projector on the Kramers pair with eigenvalue ±|x|.
In fact, due to our choice of the initial Hamiltonian
3P±0 concurs with the projection on the HH/LH sub-
spaces. Starting with a HH state |ψ(0)〉 satisfying
P+0 |ψ(0)〉 = |ψ(0)〉 the adiabatic time evolution U(t) can
be conveniently expressed as [14, 17, 24]
U(t) = lim
n→∞Un(t) with
Un(t) = P
+(t)P+
(
(n− 1)t
n
)
· · ·P+
(
2t
n
)
P+
(
t
n
)
P+0 ,
(10)
where the time dependent projector on the Kramers
pair with positive eigenvalue is given by P+(t) =
et
aˆ~V
2 P+0 e
−t aˆ~V2 . Along any such loop γ in parameter space
the adiabatic evolution is readily computed analytically
to yield [14]
U(t) = et
aˆ~V
2 e−tP
+
0
aˆ~V
2 P
+
0 . (11)
The first factor gives e2pi
aˆ~V
2 = −1 once the loop is
completed. The second factor at t = 2pi defines an
SU(2) transformation on the HH subspace which is the
desired holonomy Uγ (see Eq. (3)) up to a sign. Note
that the holonomy associated with a loop γ is a purely
geometrical object. It does not depend on parameteriza-
tion, i.e. on the time-dependent velocity with which the
electric field is ramped, as long as the adiabatic approx-
imation is justified.
We now explicitly construct the direction aˆ needed to
obtain any holonomy as parameterized in Eq. (1). The
angle and axis of the rotation can be tuned using the
relations
P+0 Γ0ΓµP
+
0 = 0, µ 6= 0, (12)
as well as
P+0 Γ4Γ1P
+
0 = iσx, P
+
0 Γ1Γ3P
+
0 = iσy,
P+0 Γ1Γ2P
+
0 = iσz, (13)
where σi are the Pauli matrices on the HH subspace
with eigenvalue +|x|. To see this, let us restrict our-
selves to the four generators Γ1Γµ, µ 6= 1 and label them
V0 = Γ0Γ1, V1 = Γ4Γ1, V2 = Γ1Γ3, V3 = Γ1Γ2. With
this restriction aˆ only has the nonvanishing components
a0, a1, a2, a3 satisfying
∑3
i=0 a
2
i = 1. Using Eqs. (11-13)
we get by comparison to Eq. (1)
ϕ = 2pi
1−√∑
i 6=0
a2i
 = 2pi(1−√1− a20) ∈ [0, 2pi] ,
nˆ =
(a1, a2, a3)
|(a1, a2, a3)| . (14)
Next, we translate the loop associated with the direction
aˆ into a time dependent quadrupole field. To do so, we
write the time dependent Hamiltonian H(t) = xµ(t)Γµ in
two different ways
H(t) = et
aˆ~V
2 xµ(0)Γµe
−t aˆ~V2 =
(
etaˆ
~Wx(0)
)µ
Γµ, (15)
where ~W represents the SO(5) generators in the defin-
ing representation acting on the R5 vector x. Spelling
the latter equation out for infinitesimal transformations
and using the independence of the different Γµ, i.e.
1
4Tr {ΓµΓν} = δµν , we obtain the desired SO(5) gen-
erators W0, . . . ,W3 (see Appendix) associated with the
Spin(5) generators V0, . . . , V3. Now, we can define the
time dependent quadrupole field associated with the loop
in direction aˆ:
Q(t) = xµ(t)Qµ =
(
etaˆ
~Wx(0)
)µ
Qµ, t ∈ [0, 2pi] (16)
which needs to be experimentally applied to perform the
desired single qubit operation.
Let us give a concrete example. If we were to rotate the
HH spin from pointing in z-direction to the x-direction
this would correspond to the operation U(−eˆy, pi2 ) =
1√
2
(
1 −1
1 1
)
which is associated with the quadrupole field
Q(t) =
(
e
t
(√
7
4 W0− 34W2
)
e0
)µ
Qµ, t ∈ [0, 2pi] , (17)
i.e. aˆ = (a0, a1, a2, a3) = (
√
7
4 , 0,− 34 , 0) and x(t = 0) =
e0 = (1, 0, 0, 0, 0) in the language of our general analysis.
Indeed plugging this choice of aˆ into Eq. (14) yields
nˆ = −eˆy, ϕ = pi2 . A stroboscopic illustration of a possible
electrostatic gating scheme realizing this time-dependent
quadrupole field is shown in Fig. 2. For this particular
example, we only need 10 of the 18 gates illustrated in
Fig. 1. To perform an arbitrary SU(2) transformation 14
of these 18 gates are needed. We could drop, for instance,
the four gates that are colored in red and green in Fig.
1 and still be able to perform any desired single qubit
rotation on the HH subspace.
Up to now, the energy scale ∆E = |Q| = |x| (see
Eq. (4)) has been treated as a free parameter. To show
that this scale is amenable to state of the art experi-
ments on GaAs quantum dots, we give a numerical es-
timate for ∆E. To do so, we calculate the HH-LH
splitting ∆E associated with an electrostatic potential
eΦ4(~r) = λ~r
TQ~r with quadrupole symmetry on the basis
of a Luttinger four-band model for the valence bands of
a GaAs/AlGaAs quantum well [25, 26]. Here, ~r denotes
the real space position vector and the QDs are modelled
by a parabolic lateral confinement potential defining the
dots on a typical length scale of 50nm. The strength
of the potential is determined by the constant λ. For
a realistic quadrupole potential eΦ4 ∼ 50meV at a dis-
tance r ∼ 50nm away from the center of the dot, we
obtain a splitting of ∆E = 0.57meV, which corresponds
4FIG. 2. (Color online) (a) A 10-gate setup realizing the oper-
ation U(−eˆy, pi2 ) on the HH spin (yellow arrow). The colors
of the schematic gates visualize their time-dependent charge
during the loop operation, at times from left to right and
top to bottom, t = 0, pi
2
, pi, 3pi
2
, and 2pi. All charges are nor-
malized to the charge qm of the topmost gate at t = 0. (b)
Time-dependence of non-zero components of x during the op-
eration U(−eˆy, pi2 ).
to a temperature of 6.6 K and an adiabatic frequency of
ω = 0.87THz respectively (see Appendix). Therefore, it
is easily possible to stay below this frequency such that
the adiabatic evolution is justified and at the same time
complete the loop much faster than typical dephasing
times in HH spin qubits. (T2 of the order of µs has been
measured in Ref. [11].)
In real experiments, there will not only be the (wanted)
HH-LH splitting ∆E induced by the quadrupole field
but also an (unwanted) HH-LH splitting ∆E0 induced
by confinement. For our purposes, the former should
be much larger than the latter. We estimate in the
Appendix that often times it is the other way round,
i.e. ∆E0 is much larger than ∆E which is a true prob-
lem for our proposal. However, by applying mechani-
cal strain, the splitting of the individual quadruplet sub-
bands on the quantum dot can be engineered significantly
[25, 27] (see also Appendix). For the parameters used in
our model, the confinement induced splitting ∆E0 can
then be realistically tuned below our estimated value of
∆E = 0.57meV (see Appendix). Hence, strain engineer-
ing of the QD is needed to guarantee a reliable perfor-
mance of our setup. Additionally, we note that our pro-
posal is robust against unwanted residual dipole fields,
deviations from a quadrupole potential with only l = 2
contributions, and deviations from a quadratic confine-
ment potential. The influence of these perturbations on
∆E are carefully analyzed in the Appendix and shown
to be harmless.
In summary, we have demonstrated that an electric
quadrupole field can be used to fully control a HH qubit
without breaking TRS. The adiabatic time scale of our
proposal is determined by the field induced splitting ∆E
between the two Kramers pairs, which we have estimated
for GaAs QDs to be on the order of 0.57meV. The
maximum operating frequency of the device should be
significantly below this energy scale to justify the adia-
batic approximation which is understood throughout our
analysis. Confinement induced splitting between the two
Kramers pairs in the J = 32 quadruplet of levels at the
relevant energy in the HH QD impinges on the efficiency
of the geometric control over the qubit. The scale of this
splitting for a given quadruplet can be tuned/reduced
by applying strain. We note that exact control over the
qubit is still possible as long as the quadrupole energy
gap is larger than the confinement induced splitting. Our
proposal is not limited to HH quantum dots in GaAs
quantum wells, but can in principle also be employed to
process trapped spin 32 ions or HH-like valence band im-
purities by means of a quadrupole field. The presence of
TRS in combination with suppressed hyperfine coupling
in HH systems renders our proposal less prone to deco-
herence than nonadiabatic processing schemes relying on
the presence of a Zeeman splitting due to an external
magnetic field. Two-qubit gates can be performed by
virtue of electrostatic gates as proposed in Ref.[1]. All-
electric spin pumping and spin filtering techniques re-
spectively [28] can be used to perform initialization and
readout tasks on the quantum dots. Hence, our proposal
in principle allows for TRS preserving universal quantum
computing.
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5APPENDIX
Quadrupole Hamiltonians and SO(5) symmetry
In this section we review some properties of the space
of time reversal invariant traceless spin 32 Hamiltonians
referred to in the main text. The familiy of quadrupole
Hamiltonians
H(Q) = H(xµQµ) = xµJiQijµ Jj ≡ xµΓµ
is parameterized by the space of quadrupole tensors, i.e.
real, symmetric, and traceless 3 × 3 matrices. An or-
thogonal basis of this five dimensional space is given by
{Qµ}µ , µ = 0, . . . , 4, with
Q0 =
1
3
−1 0 00 −1 0
0 0 2
 , Q1 = 1√
3
0 0 10 0 0
1 0 0
 ,
Q2 =
1√
3
0 0 00 0 1
0 1 0
 , Q3 = 1√
3
1 0 00 −1 0
0 0 0
 ,
Q4 =
1√
3
0 1 01 0 0
0 0 0

which satisfy the normalization condition
3
2
Tr {QµQν} = δµν .
The basis Hamiltonians Γµ = JiQ
ij
µ Jj obey the
SO(5) Clifford algebra
{Γµ,Γν} = 2δµν .
The generators of the Spin(5) group action on the space
of quadrupole Hamiltonians are readily expressed in
terms of the basis Hamiltonians as
{Vi}i =
{
1
2
[Γα,Γβ ] = ΓαΓβ
}
α<β
;
i ∈ 0, . . . , 9; α, β ∈ 0, . . . , 4.
Spelling out the orbit t 7→ H(t) of this group action in
two different ways,
H(t) = et
aˆ~V
2 xµ(0)Γµe
−t aˆ~V2 =
(
etaˆ
~Wx(0)
)µ
Γµ,
the correspondence between the Spin(5) action on the
space of Hamiltonians and the SO(5) action on the
space R5 \ {0} of parameter vectors x becomes man-
ifest. The SO(5) defining representation W0 . . .W3 of
the Spin(5) generators V0 . . . V3 defined in the main text
reads
W0 =

0 1 0 0 0
−1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , W1 =

0 0 0 0 0
0 0 0 0 −1
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0
 ,
W2 =

0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
0 −1 0 0 0
0 0 0 0 0
 , W3 =

0 0 0 0 0
0 0 1 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 0 0
 .
Quadrupole induced HH/LH splitting in strained
GaAs quantum dots
In this section, we give a quantitative estimate of the
heavy hole (HH)/light hole (LH) splitting induced by an
electric quadrupole field on strained GaAs quantum dots.
We model a quantum dot using the effective 2D Hamil-
tonian of a [001] quantum well [25] (QW) and add some
parabolic confinement Φ1(x, y). This reduces the symme-
try to D2d and therefore, even without a quadrupole po-
tential, we expect a HH/LH splitting ∆E0. We account
for this by extending the Hamiltonian H(Q) = JTQJ to
H ′ = H(Q) + ∆E0
2
τz
with τz = diag(1,−1,−1, 1) and the Hamiltonian is writ-
ten in the basis
{∣∣ 3
2 ,
3
2
〉
,
∣∣ 3
2 ,
1
2
〉
,
∣∣ 3
2 ,− 12
〉
,
∣∣ 3
2 ,− 32
〉}
. With-
out loss of generality, we use a quadrupole potential
eΦ4 =
1
R2~r
TQ~r associated with the quadrupole tensor
of four Coulomb charges ±q at equal radius R in the
(x, y) plane (corresponding to λ = 1R2 in the main text),
Q = 1
4pi
6eq
R
 1 0 00 −1 0
0 0 0
 .
Whereas the spectrum of H is E = ±|x|, where x
is a 5-component vector defined by the expansion Q =
xµQµ, the spectrum of H
′ simplifies for our choice of the
quadrupole potential to
E = ±1
2
√
∆E20 + 4|x|2. (18)
We will use this relation to fit |x| as a function of the
strength of the quadrupole potential. To obtain an effec-
tive Hamiltonian for the QW, we first solve the envelope
function ~f(z) where z is the direction of growth. In gen-
eral, the 4-component envelope function ~f(z) depends on
k‖ = (kx, ky). We simplify the problem by performing a
k · p calculation with expansion of k‖ around the Γ point.
The Luttinger Hamiltonian HL(k‖ = 0) is diagonal and
6for the ith component fi of ~f we find(
kz
1
2mi(z)
kz + V (z)
)
fi(z) = Eifi(z).
Here, mi(z) is the material dependent bulk effective
mass, which is mB,i for the barrier and mW,i for the
material of the well and band dependent (index i). Fur-
thermore, V (z) = VB in the barrier and zero otherwise.
We use the symmetric ansatz
fi(z) =
 Aie
ξi(z+W/2) z < −W/2,
Bi cos(kiz) −W/2 ≤ z ≤W/2,
Aie
−ξi(z−W/2) z > W/2,
where W = 60nm is the QW width, ki =
√
2mW,iEi
and ξi =
√
2mB,i(VB − Ei). Continuity of fi(z) and
mi(z)f
′
i(z) give the secular equation√
1− 1
k˜i
2 =
(
mB,i
mW,i
)3/2
tan
(
k˜iW
√
mW,iVB
2
)
with k˜i
√
2mW,iVB = ki.
The Luttinger Hamiltonian for Γ8 bands including cor-
rections due to strain reads
HL = −

P +Q −S R 0
−S† P −Q 0 R
R† 0 P −Q S
0 R† S† P +Q

written in the basis
{∣∣ 3
2 ,
3
2
〉
,
∣∣ 3
2 ,
1
2
〉
,
∣∣ 3
2 ,− 12
〉
,
∣∣ 3
2 ,− 32
〉}
.
The strain tensor ij gives the displacement of an atom at
unit vector iˆ along unit vector jˆ. We consider only uniax-
ial strain with xx = yy 6= zz and xy = xz = yz = 0.
Then, only P and Q include corrections due to strain:
P = t0γ1(k
2
x + k
2
y) + t0kzγ1kz + P,
Q = t0γ2(k
2
x + k
2
y)− 2t0kzγ2kz +Q,
R = t0
√
3(−γ2(k2x − k2y) + 2iγ3kxky),
S = t0
√
3(kx − iky){γ3, kz}
with t0 =
1
2m0
and
P = −av(xx + yy + zz),
Q = − b
2
(xx + yy − 2zz).
The GaAs/AlAs lattice constants are almost the same
(5.65A˚ vs. 5.66A˚). This is desirable because one needs
rather wide quantum wells and intends to avoid un-
controlled relaxation of strain. Here, we assume ad-
ditional strain due to external pressure τzz which can
be expressed in terms of the stiffness tensor C relating
strain and stress. The condition of no transversal stress
τxx = τyy = 0 gives
xx = yy =
−C12
C211 + C11C12 − 2C212
τzz
zz =
C11 + C12
C211 + C11C12 − 2C212
τzz,
where C11 = 11.88 10
5bar, C12 = 5.38 10
5bar. [27]
We take the same values for barrier and QW for the
deformation potentials, av = 1.16eV and b = −1.7eV.
[27] The parameter ζ := Q will be used as strain
control. A pressure of 1kbar gives ζ = 2.61meV. P is
an unimportant overall energy shift.
The effective QW Hamiltonian is obtained by integra-
tion over envelope functions fα(z) of the lowest LH and
HH QW subbands,
HQWαβ =
∫
dz f†α(z)HLfβ(z)
Contributions of higher subbands give quantitative, but
not qualitative changes of our estimates, since strain gives
a diagonal correction to HQW and can be used to tune
∆E0. Together with the in-plane potentials Φi, H
QW
gives our QD model which is numerically diagonalized.
For a quantitative estimate of |x|, we use the same pa-
rameters as Ref. 25: For GaAs, γ1 = 6.85, γ2 = 2.1,
γ3 = 2.9. For AlAs, γ1 = 3.45, γ2 = 0.68, γ3 = 1.29.
The barrier material is Al1−νGaνAs with ν = 0.21 and
the Luttinger parameters are obtained by linear inter-
polation. The bulk gap difference is ∆Eg = (1.04ν +
0.47ν2)eV = 0.239eV. We assume that the valence band
shift from well to barrier is −0.4∆Eg.
For the in-plane confinement, we use eΦ1 =
−0.15eV(r/Rmax)2 where r2 = x2 + y2. eΦ1(Rmax)
should not exceed ∆Eg. Φ1 is discretized on a lattice cor-
responding to L=100 nm side length, so Rmax = 50nm.
By choosing Rmax and W comparable, we intend to have
about the same level spacing due to in-plane and QW
confinement. Then, the confinement comes closer to the
ideal, fully rotationally symmetric confinement.
With this geometry, a value of eΦi(Rmax) = −1 eV
gives a field strength of 40 meV/nm at Rmax. Fig. 3
shows the zero-field splitting ∆E0 as function of strain,
demonstrating that the confinement induced splitting can
be tuned down to zero by means of uniaxial strain.
Fig. 4 shows fits to the dispersion (18) in order to
obtain the quadrupole induced splitting |x|. A realis-
tic quadrupole with a maximum potential eΦ4|r=50nm of
50meV gives a quadrupole induced splitting of 2|x| ≈
0.57 meV.
Stability of the quantum dot setup against
perturbating potentials
The aim of this section is to analyze the stability of the
effective quadrupole Hamiltonian H ′ against deviations
from a perfect quadrupole potential with l = 2. These
deviations include external dipole fields and deviations
from the quadratic confinement and will be described
as V (r, φ) in the following. The stability of H ′ implies
the stability of the quadrupole Hamiltonian H(Q) since
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FIG. 3. HH/LH splitting ∆E0 (in the absence of a
quadrupole field) as a function of the strain-induced subband
shift ζ for a QW thickness W = 60 nm. Evidently, the (un-
wanted) HH/LH splitting ∆E0 can be tuned down to zero by a
uniform strain in z direction. The dashed line marks the value
of the typical (wanted) HH/LH splitting ∆E = 0.57meV due
to a quadrupole field as discussed in the main text.
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FIG. 4. HH/LH splitting ∆E as function of the quadrupole
potential Qm = max(eΦ4) at r = 50nm. The dots are numer-
ical results and the continuous lines fits to the expected dis-
persion (18) with the quadrupole parameter |x| = 0.00575Qm
(red) and |x| = 0.00565Qm (blue). The full red line corre-
sponds to a strain energy ζ = 2meV and the full blue line to
ζ = 1.9meV.
a change in the unwanted ∆E0 can be suppressed by
adjusting the strain.
We consider the axial multipole expansion of the
in-plane potential V (r, φ) given by a distribution of
Coulomb charges ρ(R,φ′). The QD extension is small
against the distance to the gates, i.e. r  R. We expand
in the Legendre Polynomials Pl,
V (r, φ) =
e
4pi
∞∑
l=0
rl
∫ 2pi
0
dφ′Pl(cos(φ− φ′))∫ ∞
0
dR
1
Rl
ρ(R,φ′) (19)
We continue by expanding the Pl as
rlPl(cos(φ− φ′)) = rl
∑
j=l,l−2,..
αl,j cos(j(φ− φ′)). (20)
For the quadrupole symmetry V (r, φ + pi2 ) = −V (r, φ)
and upon inserting (20) into (19), the nonzero coefficients
αl,j have j = 2, 6, 10, . . . and j ≤ l. Similiarly, for the
dipole symmetry V (r, φ + pi) = −V (r, φ), the nonzero
coefficients αl,j fullfill j = 1, 3, 5, . . . and j ≤ l. Table
I shows how some characteristic terms in the expansion
(19) enter our model.
l = 0 Overall shift in energy that does
not change ∆E.
l = 1 r cosφ Shift of the center of the bound
state assuming that quadrupole
and confining potentials ( Φ1 +
Φ4 ) are quadratic in r. ∆E un-
changed.
l = 2 r2, r2 cos 2φ Included in the model as Φ1 +
Φ4.
l = 3 r3P3 = r
3( 3
8
cosφ+ 5
8
cos 3φ) Lowest order that appears in
dipole expansion and can induce
quadratic Stark effect.
l = 4 r4 cos 4φ Deviation from quadrupole
symmetry by four equally
charged gates.
r4 cos 2φ Allowed by quadrupole symme-
try leading to the same effective
Hamiltonian H(Q) with J = 3
2
but with the induced value ∆E
only a few percent in compari-
son with l = 2 term. Does not
influence holonomy operations.
r4 Correction to the confinement
potential, which removes stabil-
ity against the l = 1 perturba-
tion.
l = 6 r6 cos 6φ Lowest order perturbation that
appears in quadrupole expan-
sion.
TABLE I. Characteristic terms of the axial multipole expan-
sion.
Let us now summarize the results included in Table
I. The l = 0 term induces an uninteresting energy shift.
The l = 1 term could give rise to a linear or quadratic
Stark effect. However, in very good approximation, we
may assume that GaAs and AlAs have inversion sym-
metry and can be described by a Luttinger Hamilto-
nian. Since the Luttinger Hamiltonian HL is even un-
der inversion, the lowest bound states have even parity.
This excludes the linear Stark effect by symmetry. Fur-
ther, as long as we model both the confinement and the
quadrupole potential as quadratic in r, a linear potential
will simply shift the center of the wave function. Thus,
the quadratic Stark effect also cannot change ∆E.
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FIG. 5. Including a r4 correction to the confinement (Φ′1 in
the text) allows for the quadratic Stark effect by a homoge-
neous electric field. The plot shows the HH/LH splitting ∆E
as function of the quadrupole potential Qm = max (eΦ4) at
r = 50nm with ζ = 1.9meV and W = 60nm. Blue dots are
without the dipole potential Φ2 while red dots include the Φ2,
which corresponds to a charging ratio of 1/3 of a dipole vs.
quadruple configuration. This ratio certainly overestimates
the error that we expect in the experimental situation.
For a numerical estimate of higher-l terms, we model
the gates by four Coulomb charges at r = 50nm. We
find that the l = 3 and l = 4 terms barely change ∆E
even if the corresponding charge imbalance at the gates
is highly overestimated as compared to a realistic experi-
mental setup, meaning we have chosen them of the order
of the quadrupole charges itself. If quadrupole symme-
try of the potential holds, the lowest perturbation term
is l = 6. This term will change depending on the shape
of the gates, but, since it contains a small parameter
(r6/R6), it is negligible.
Finally, we note that the system is no longer ro-
bust against the quadratic Stark effect if the confine-
ment potential behaves other than r2. We analyze this
case in Fig. 5, by changing the in-plane confinement
to eΦ′1 = −0.15eV(r/Rmax)2(1 + 13 r
2
R2max
). A residual
constant dipole field is modeled by an additional po-
tential eΦ2 = −0.025eV rRmax cos(φ − pi/3) so that it is
not aligned with the other potentials, and corresponds
to a dipole charging being 13 of the quadrupole charging.
This certainly overestimes the error expected in an ex-
periment. Nevertheless, as can be seen in Fig. 5, ∆E is
barely affected by this perturbation.
Summarizing, we find that the effective Hamiltonian
H(Q) remains valid in good approximation. In all cases,
the quadrupole splitting dominates the other (disturbing)
contributions for realistic parameters.
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