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process: Method revealing an unknown surface diffusivity
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Diffusion of molecules in cells plays an important role in providing a biological reaction on the
surface by finding a target on the membrane surface. The water retardation (slow diffusion) near
the target assists the searching molecules to recognize the target. Here, we consider effects of the
surface on the diffusivity in three-dimensional diffusion processes, where diffusion on the surface is
slower than that in bulk. We show that the ensemble-averaged mean square displacements increase
linearly with time when the desorption rate from the surface is finite even when the diffusion on the
surface is subdiffusion. Moreover, this slow diffusion on the surface affects the fluctuations of the
time-averaged mean square displacements (TAMSDs). We find that fluctuations of the TAMSDs
remain large when the measurement time is smaller than a characteristic relaxation time, and decays
according to an increase of the measurement time for a relatively large measurement time. Therefore,
we find a transition from non-ergodic (distributional) to ergodic diffusivity in a target search process.
Moreover, this fluctuation analysis provides a method to estimate an unknown surface diffusivity.
PACS numbers: 02.50.Ey, 05.40.-a, 87.15.Vv
I. INTRODUCTION
Stochastic searching for an unknown position of a tar-
get plays an important role in many physical, chemical,
and biological phenomena. It has been known that in-
termittent target search strategies, where there are com-
binations of two different diffusivities (slow and fast dif-
fusivities), is an optimal strategy to find a randomly lo-
cated object [1]. In particular, proteins search a target
sequence on the DNA using a combination of 3D diffusion
and 1D diffusion (sliding on the DNA). Many theoretical
studies conclude that this protein-DNA search process is
facilitated by the 1D diffusion [1–3].
A combination of slow and fast diffusivities has been
observed in many biological phenomena. In enzyme ac-
tivities, a substrate searches a target on the enzyme sur-
face, where a retardation of a diffusivity around the tar-
get assists a binding to the target [4]. Furthermore, it has
been found that diffusion of water molecules on the mem-
brane surface exhibits subdiffusion and the origin of sub-
diffusion is a power-law trapping times (continuous-time
random walk) and anti-persistence (fractional Brownian
motion) by molecular dynamics simulations [5, 6]. Such a
slow motion of water molecules plays an important role in
enhancing biological reactions on the membrane surface
[7]. Therefore, it is essential to consider a slow motion
near targets in efficient target search processes.
In such a diffusion process, it is interesting to inves-
tigate fluctuations of diffusivities in the system because
the diffusivity is heterogeneous, indicating that the in-
stantaneous diffusivity fluctuates randomly over time. In
fact, diffusivities obtained from single particle trajecto-
ries show large fluctuations in heterogeneous diffusion
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processes such as a diffusion process with space-and time-
dependent diffusivity [8–12]. Therefore, heterogeneous
diffusivities can provide a possible explanation for large
fluctuating diffusivities observed in biological transports
such as in living cells and on cell membranes [13–16].
Another explanation of fluctuating diffusivity can be
provided by a trap model such as continuous-time ran-
dom walk (CTRW) [17–20] and random walk with static
disorder [21]. In CTRWs, time-averagedmean square dis-
placements (TAMSDs) increase linearly with time even
when the waiting-time distribution does not have a finite
mean [19]. However, when the waiting-time distribution
follows a power-law distribution with a divergent mean,
the diffusion coefficients remain random even when the
measurement time goes to infinity, where TAMSD is cal-
culated by a single trajectory,
δ2(∆; t) ≡ 1
t−∆
∫ t−∆
0
dt′(rt′+∆ − rt′)2, (1)
where rt is a position at time t. This intrinsic random be-
havior is characterized by the relative standard deviation
(RSD) of the TAMSDs, defined by
σD(t) =
√
〈D2t 〉 − 〈Dt〉2
〈Dt〉 , (2)
where 〈·〉 represents an average with respect to realiza-
tions, t is a measurement time and Dt is the diffusion
coefficient, defined as Dt ≡ δ2(∆; t)/(2d∆), where d is
the dimension. When the waiting-time distribution in
CTRW follows a power-law distribution with a diver-
gent mean, the RSD converges to a non-zero constant
even when the measurement time goes to infinity, i.e.,
t → ∞. When the waiting-time distribution in CTRW
has a power-law with an exponential cutoff, the RSD
2shows a transition from non-ergodic (distributional) be-
havior to ergodic behavior such as σD(t) ∝ t−0.5 [22].
In this paper, we investigate the effective diffusivity
and the fluctuations of TAMSDs in three-dimensional
random walk with a sticky surface, which mimics a dif-
fusion process in cell. We will provide a transition from
non-ergodic to ergodic fluctuations in TAMSDs, which
is similar to CTRW with a power-law distribution with
cutoff. These results provide a useful method to estimate
the diffusivity on the surface.
II. MODEL
We consider a CTRW on 3D lattice as a model of dif-
fusion in cell. In CTRW, a random walker must wait
for a random continuous time to jump. In the model,
there are two walls at z = 0 and z = L, which repre-
sent the membrane surfaces. We consider inhomogeneity
on the membrane surfaces (walls), where diffusivity on
the membrane surfaces is different from that in the bulk.
Such inhomogeneous diffusion processes are observed in
experiments such as diffusion of proteins on the mem-
brane surface [23–25] and diffusion near a solid-liquid in-
terface [26]. Moreover, the mean first passage time in an
inhomogeneous diffusion in a spherical domain has been
analytically studied [27–30].
In the bulk, the probability density function (PDF)
of the waiting times follows the exponential density
ψb(τ) = τ
−1
b exp(−τ/τb). For example, after random
waiting times, the random walker can jump to the x, y,
or z direction of ±1 in equal probability. On the mem-
brane surfaces, we consider two different PDFs for wait-
ing times, i.e., the exponential and power-law densities,
for lateral direction (xy plane). That is, the PDFs of the
waiting times in the absence of desorption are given by
ψs(τ) = τ
−1
s exp(−τ/τs) and ψs(τ) ∝ τ−1−α (τ → ∞)
for the exponential and power-law densities, respectively.
For the z direction on the membrane surface, the wait-
ing time is independent of that of xy plane and follows
the exponential density, i.e., φ(τ) = τ−1z exp(−τ/τz). On
the membrane surfaces, the random walker jumps to x
or y direction with equal probability if waiting time for
xy plane is smaller than that for the z direction, and it
can desorb from the membrane surface otherwise.
III. MEAN SQUARE DISPLACEMENT
Here, we analytically calculate the mean square dis-
placement (MSD) for the cases of exponential and power-
law waiting time distributions on the membrane surface.
We define the ratio between total residence time on the
membrane surfaces and total measurement time as Ts:
Ts ≡ lim
t→∞
t1s + · · ·+ tNts
t
, (3)
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FIG. 1. Schematic figure of our model. Diffusivity on the
surfaces is different from that in bulk.
where tis is the ith residence time on the membrane sur-
faces and Nt is the number of visits to the membrane
surfaces until time t. We note that the ratio is given
by the mean residence time on the membrane surfaces
µs and the mean return time to the membrane surfaces
after desorbing from the walls µb: Ts = µs/(µs + µb).
Furthermore, µb is given by µb = 3(L− 1)τb because the
mean waiting time for the z direction in the bulk is given
by 3τb and the mean first passage time to z = 0 or z = L
starting from z = 1 or z = L− 1 is given by L− 1 times
the mean waiting time for an usual random walk in one
dimension. As shown in Appendix A, the mean residence
time on the membrane surfaces is given by µs = τz both
in the cases of the exponential and power-law waiting-
time PDF on the xy plane. More precisely, the PDF
of the residence times on the membrane surface is the
exactly same form as φ(τ).
The MSD for the x direction is given by
〈x2t 〉 = 〈(∆xt1s +∆xt1b + · · ·+∆xtNts +∆xtNtb +∆t)
2〉 (4)
where ∆xtis is the displacement for x direction during
the ith residence on the membrane surfaces, ∆xti
b
is the
displacement for x direction during the ith residence in
the bulk, and ∆t is a correction term associated with
the last step, where 〈∆2t 〉 can be negligibly small when
t is sufficiently large, i.e., 〈∆2t 〉/〈x2t 〉 → 0 as t → ∞.
The displacements are given by ∆xtis = xti+tis − xti and
∆xti
b
= xti+1 − xti+1−tib if the random walker is initially
located on the membrane surface, where ti =
∑i−1
k=1(t
k
s +
tkb ). Because the displacements are independent of each
other, we have
〈∆xtis ·∆xtjs〉 = 〈∆xtib ·∆xtjb 〉 = 0 (i 6= j) (5)
and
〈∆xtis ·∆xtjb 〉 = 0. (6)
3It follows that the MSD is given by
〈x2t 〉 ∼
∞∑
n=1
Pr(Nt = n)
n∑
i=1
{〈∆x2tis〉+ 〈∆x
2
ti
b
〉} (7)
for t→∞.
We note that an equilibrium probability with respect
to the z direction exists because there is a confinement
for the z direction and the mean residence time on the
membrane surface is finite. In particular, the equilibrium
probability is given by
ρeq(z) =


µs
2(µs + µb)
(z = 0)
µb
(L− 1)(µs + µb) (0 < z < L)
µs
2(µs + µb)
(z = L).
(8)
A. Exponential waiting-time distribution
The diffusion coefficients, defined by D =
〈r(t)2〉/(2dt), in the bulk (d = 3) and on the membrane
surfaces (d = 2) are given by 1/(6τb) and 1/(4τs), re-
spectively. We use the following notation: Db = 1/(6τb)
and Ds = 1/(4τs). Because the initial condition for the
z position is in equilibrium, we have 〈Nt〉 = t/(µs + µb)
[31]. Using 〈∆x2
ti
b
〉 = 2Dbtib and 〈∆x2tis〉 = 2Dst
i
s, we
obtain the MSD:
〈x2t 〉 ∼ 2
(
Dsµs
µs + µb
+
Dbµb
µs + µb
)
t (9)
for t → ∞. Because the MSD for the y direction is the
same as that for the x direction, the lateral MSD (the
MSD on the xy plane) is given by
〈x2t + y2t 〉 ∼ 4
(
Dsµs
µs + µb
+
Dbµb
µs + µb
)
t (10)
for t→∞. Therefore, the effective lateral diffusion coef-
ficient, Deff ≡ 〈x2t + y2t 〉/(4t) as t→∞, is given by
Deff =
Dsµs +Dbµb
µs + µb
. (11)
The result is consistent with that for diffusion in multi-
layer media [32].
B. Power-law waiting time distribution
Equation (7) can be used even when the waiting time
distribution is not exponential. To investigate an effect of
anomalous diffusion (subdiffusion), i.e., the MSD grows
sublinearly with time, on the membrane surface, we con-
sider the following power-law waiting-time distribution
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FIG. 2. Mean square displacement for different waiting time
distributions on the membrane surfaces (τb = 1, τz = 100, and
L = 10). Squares and circles are the results of the numerical
simulation in the cases of exponential (τs = 20) and power-law
(α = 0.5 and τs = 1) waiting-time distributions, respectively.
In the power-law waiting-time distribution, we use ψs(τ ) =
ατ−1−α (τ ≥ 1). Solid lines are the theoretical ones.
on the surfaces, ψs(τ) ∼ ατs
(
τ
τs
)−1−α
(τ → ∞) with
α ≤ 1. In this case, the MSD on the membrane surface
shows subdiffusion:
〈x2ts + y2ts〉 ∼= D′stαs , (12)
where D′s = 1/Γ(1−α)Γ(1+α)ταs . As in the calculation
of the exponential case, we have
〈x2t + y2t 〉 ∼
(
D′s〈ταs 〉
µs + µb
+
2Dbµb
µs + µb
)
t, (13)
where we have used
∑n
i+1(t
i
s)
α/n → 〈tαs 〉. Because the
PDF of the residence times on the membrane surface is
the same as φ(τ), 〈tαs 〉 is given by 〈tαs 〉 = ταz Γ(1 + α).
Therefore, the effective lateral diffusion coefficient is
given by
Deff =
D′s〈tαs 〉/2 +Dbµb
µs + µb
. (14)
Figure 2 shows the MSDs for the exponential and power-
law waiting-time PDFs on the surfaces. Theoretical re-
sults, Eqs. (10) and (13), are in good agreement with
those of simulations. We note that the MSD is always
normal because of desorptions. In other words, the MSD
does not show a transient subdiffusion even when the
MSD on the surface is subdiffusive. This is because the
initial condition for z direction is in equilibrium. Other-
wise, the MSD asymptotically exhibits normal diffusion
(transient subdiffusion).
IV. TIME-AVERAGED MEAN SQUARE
DISPLACEMENT
Here, we consider fluctuations of the lateral TAMSD on
xy plane (d = 2) in the case of the exponential waiting-
4time distribution. To characterize the fluctuations, we
use the RSD, defined by Eq. (2). For an equilibrium pro-
cess, the ensemble average of TAMSD coincides with the
MSD: 〈δ2(∆; t)〉 = 〈x2∆ + y2∆〉. Therefore, the ensemble
average of diffusion coefficients is given by
〈Dt〉 = Dsµs +Dbµb
µs + µb
, (15)
for all t > 0.
As shown in Fig. 3, the RSD shows a crossover from a
plateau to t−0.5 decay. This persistent plateau implies a
distributional behavior in diffusivity. In other words, an
observed diffusivity before the crossover remains a ran-
dom variable. When the measurement time t is much
smaller than the crossover time τc, the diffusivity is al-
most determined by that of an initial state, i.e., bulk or
surface. It follows that the probability that diffusion co-
efficient is Ds is almost equal to Ts and the probability
that diffusion coefficient is Db is almost equal to 1− Ts.
Therefore, for t≪ τc, we have
〈D2t 〉 ∼= D2sTs +D2b (1− Ts) =
D2sµs +D
2
bµb
µs + µb
. (16)
Thus, the RSD is approximately given by
σD(t) ∼=
|Db −Ds|√µsµb
Dsµs +Dbµb
. (17)
Recently, theory of the RSD in a diffusion process with
a time-dependent and fluctuating diffusivity has been de-
veloped [12]. Because the lateral diffusion in our model is
a two-state diffusion process where the state is randomly
fluctuating, we can apply the theory to our model. For
t≫ τc, the theory states that the RSD is given by
σ2D(t)
∼= 2
t
∫ ∞
0
dsψ1(s), (18)
where
ψ1(t) ≡ 〈DtD0〉 − 〈D0〉
2
〈D0〉2 . (19)
The correlation function in dichotomous processes is cal-
culated in Appendix. C. It follows that the RSD for
t≫ τc is obtained as
σD(t) ∼ |Db −Ds|µsµb
Dsµs +Dbµb
√( 〈τ2s 〉c
µ2s
+
〈τ2b 〉c
µ2b
)
1
(µs + µb)t
,
(20)
where 〈·〉c is the cumulant. Therefore, the crossover time
τc from distributional to ergodic behavior is given by
τc =
µsµb
µs + µb
( 〈τ2s 〉c
µ2s
+
〈τ2b 〉c
µ2b
)
. (21)
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FIG. 3. Relative standard deviation of the TAMSDs (τb = 1,
τs = 20, and L = 10). In numerical simulations, we replace
Dt as δ2(∆; t) with ∆ = 20 because the TAMSDs show normal
diffusion, which is confirmed numerically (not shown). The
dashed lines are the theoretical ones described by Eq. (17) and
(20), where the second moment 〈τ 2s 〉 is obtained numerically.
V. METHOD REVEALING AN UNKNOWN
SURFACE DIFFUSIVITY
In experiments, it is difficult to estimate the exact dif-
fusivity on the surface. This is because a diffusing par-
ticle will desorb from the surface. Here, we provide a
method revealing the exact diffusivity on the surface,
when the bulk diffusion properties are known, i.e., the
bulk diffusivity Db and the mean return time µb. It is
important to note that one can obtain the bulk diffusion
coefficient Db, the mean return time µb in bulk, the ef-
fective diffusion coefficient Deff , σD(0), and the crossover
time τc by experiments. Using Deff and σD(0), one can
know unknown quantities, i.e., the surface diffusion co-
efficient Ds and the mean trapping time on the surface
µs. In fact, these quantities are explicitly obtained as
Ds =
Deff(DeffσD(0)
2 +Deff −Db)
Deff −Db , (22)
and
µs =
µb(Deff −Db)
D2effσD(0)
2
. (23)
In case that µb is unknown, we can obtain the ratio µs/µb
from Eq. (23). Moreover, using τc, one can know the
cumulant 〈τ2s 〉c, i.e., the second moment of the trapping
time τs. We note that this crossover time is important
to know a characteristic time in the diffusivity. In fact,
this crossover time is related to the longest relaxation
time in entangled polymers [12, 33]. In general, it is
difficult to determine whether a particle is on the surface
or not in experiments. Therefore, this is a good method
to estimate the surface properties because this method
does not require a determination of whether a particle is
on the surface or not.
5VI. CONCLUSION
We have shown that the ensemble-averaged MSDs
show normal diffusion even when the diffusion on the sur-
face is not normal (subdiffusion). Moreover, we find that
fluctuations of TAMSDs remain random if the measure-
ment time is smaller than a characteristic relaxation time
even when the process is in equilibrium. For large mea-
surement times, the fluctuations decay as t−0.5, which is
a usual ergodic relaxation. In other words, we find a tran-
sition from a non-ergodic (distributional) behavior to an
ergodic behavior. Although a similar phenomenon was
found in CTRW where the waiting-time distribution has
a power law with an exponential cutoff [22], the transition
in our model results from a two-state randomly fluctuat-
ing diffusivity, which is a completely different origin from
CTRW. Such a two-state diffusion process is an optimal
target search process because a searching molecule can
bind to the target with the aid of the slow diffusivity
near the target (surface). We suggest that the transition
from non-ergodic to ergodic behavior will be universal in
optimal target search processes.
TA thanks T. Uneyama and T. Miyaguchi for discus-
sion about Eq. (18). This work was supported in part
by Grant for Basic Science Research Projects from The
Sumitomo Foundation.
Appendix A: Derivation of the PDF of residence
times on the membrane surface
In our model, a random walker desorbs from the mem-
brane surface if the waiting time for the z direction is
smaller than that for the xy plane. Let Xi and Yi be
random variables with distributions ψs(x) and φ(y), re-
spectively. Then, the residence time can be represented
by
T = Z1 + Z2 + · · ·+ Zn−1 + Zn, (A1)
where n = min{k ≤ 1;Yk < Xk} and Zk be the minimum
ofXk and Yk: Zk ≡ min(Xk, Yk). Using Eq. (A1), we can
derive the PDF of the residence times on the membrane
surface. The PDFs of random variables Zk with Xk < Yk
and Yk < Xk are given by
ψZX (τ) = ψs(τ)
∫ ∞
τ
φ(x)dx (A2)
and
ψZY (τ) = φ(τ)
∫ ∞
τ
ψs(x)dx, (A3)
respectively. The Laplace transform of the PDF P (T ) is
written as
P ∗(s) =
∞∑
n=1
{ψ∗ZX (s)}n−1ψ∗ZY (s) =
ψ∗ZY (s)
1− ψ∗ZX (s)
, (A4)
where ψ∗ZY (s) and ψ
∗
ZY
(s) are the Laplace transforms
of ψZX (τ) and ψZY (τ), respectively. Because φ(τ) =
τ−1z exp(−τ/τz), the Laplace transforms of ψZX (τ) and
ψZY (τ) are given by
ψ∗ZX (s) = ψs(s+ τ
−1
z ) (A5)
and
ψ∗ZY (s) =
1
τz
1− ψs(s+ τ−1z )
s+ τ−1z
, (A6)
respectively. Therefore, we have
P ∗(s) =
1
1 + sτz
, (A7)
which means P (T ) = φ(T ).
Appendix B: Lateral subdiffusion in CTRW
It is known that the MSD in CTRW with the waiting
time PDF ψs(τ) ∼ ατs
(
τ
τs
)α
(τ →∞) is given by
〈x2t 〉 ∼
1
Γ(1− α)Γ(1 + α)
(
t
τs
)α
(B1)
for t→∞ [34]. In our model, if a random walker does not
desorb from the surface, a waiting time is assigned and
it will jump to the x or y direction with equal probabil-
ity. Because the waiting time PDF for the x direction in
our model can be written as its convolution, the Laplace
transform of the PDF is given by
ψ∗x(s) =
∞∑
n=1
{ψ∗s (s)}n
1
2n
=
ψ∗s (s)/2
1− ψ∗s (s)/2
. (B2)
Using the Laplace transform ψ∗s (s), we obtain
ψ∗x(s) = 1− 2ταs sα + o(sα). (B3)
The waiting time PDF for x direction is given by
ψx(τ) ∼ α
2
1
α τs
(
τ
2
1
α τs
)−1−α
(B4)
for τ →∞. It follows that the lateral MSD is given by
〈x2t + y2t 〉 ∼
1
Γ(1− α)Γ(1 + α)
(
t
τs
)α
. (B5)
Appendix C: Correlation function in dichotomous
processes
We calculate the correlation function, defined by
C(t) ≡ 〈DtD0〉 − 〈D0〉2, in two-state process (dichoto-
mous process). The correlation function is represented
by
C(t) = D2bPbWbb(t) +DbDsPsWbs(t)
+DsDbPbWsb +D
2
sPsWss(t)− 〈D0〉2, (C1)
6where Pb and Ps are the probabilities of finding a parti-
cle initially in the bulk and on the surface, respectively.
Wbb(t) = Pr{Dt = Db|D0 = Db}, Wbs(t) = Pr{Dt =
Ds|D0 = Db}, Wsb(t) = Pr{Dt = Db|D0 = Ds}, and
Wss(t) = Pr{Dt = Ds|D0 = Ds} are conditional proba-
bilities, and 〈D0〉 is given by
〈D0〉 = Dbµb +Dsµs
µb + µs
. (C2)
The conditional probability can be obtained as
Wbb(t) =
∞∑
n=0
Pr(Nt = 2n) (C3)
=
∞∑
n=1
{Pr(S2n < t)− Pr(S2n+1 < t)}
+Pr(Nt = 0), (C4)
where Sn is a sum of waiting times, i.e., S2n = τ
1
s + τ
1
b +
· · ·+ τns + τnb . Therefore, the Laplace transform is given
by
Wˆbb(s) =
1
s
∞∑
n=1
fˆE,b(s){ψˆs(s)ψˆb(s)}n−1ψˆs(s)− 1
s
∞∑
n=1
fˆE,b(s){ψˆs(s)ψˆb(s)}n + 1− fˆE,b(s)
s
(C5)
=
1
s
− fˆE,b(s)
s
1− ψˆs(s)
1− ψˆb(s)ψˆs(s)
, (C6)
where fˆE,b(s) is the Laplace transform of the PDF of the
forward recurrence time fˆE,b(τ) when the random walker
is in bulk, which is given by fˆE,b(s) = [1 − ψˆb(s)]/(µbs)
[31, 35]. In the same way as in Eq. (C6), we have
Wˆss(s) =
1
s
− fˆE,s(s)
s
1− ψˆb(s)
1− ψˆb(s)ψˆs(s)
, (C7)
Wˆbs(s) =
1
s
− fˆE,b(s)
s
1− ψˆs(s)
1− ψˆb(s)ψˆs(s)
, (C8)
and
Wˆsb(s) =
1
s
− fˆE,s(s)
s
1− ψˆb(s)
1− ψˆb(s)ψˆs(s)
, (C9)
where fˆE,s(s) is the Laplace transform of the PDF of
the forward recurrence time fˆE,s(τ) when the random
walker is on the surface, which is given by fˆE,s(s) =
[1 − ψˆs(s)]/(µss) [31, 35]. It follows that the Laplace
transform of C(t) is given by
Cˆ(s) =
(
Db −Ds
µb + µs
)2
µbµs
s
− (Db −Ds)
2
µb + µs
{1− ψˆb(s)}{1− ψˆs(s)}
{1− ψˆb(s)ψˆs(s)}s2
.(C10)
Because we assume that all moments of the waiting times
are finite, the Laplace transform becomes
Cˆ(s) =
(Db −Ds)2(µbµs)2
2(µb + µs)3
( 〈τ2b 〉c
µ2b
+
〈τ2s 〉c
µ2s
)
+O(s).
(C11)
in the small s ≪ 1. The integration in Eq. (18) can be
performed using
∫∞
0 dsψ1(s) = ψˆ1(0) =
Cˆ(0)
〈D0〉2
. There-
fore, we obtain Eq. (20).
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