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INTISARI 
Metode CHAID merupakan teknik klasifikasi yang mengelompokkan data untuk menganalisis 
keterkaitan antara variabel dependen dan variabel independen dalam bentuk pohon klasifikasi. 
Metode Improved CHAID merupakan pengembangan dari metode CHAID yakni mengkolaborasikan 
tabel kontingensi dengan Tschuprow’s T. Penelitian ini bertujuan untuk membandingkan hasil 
klasifikasi kedua metode tersebut. Langkah untuk mengerjakan metode CHAID adalah melakukan 
uji Chi-Square dilanjutkan dengan koreksi Bonferroni dan pembentukan pohon klasifikasi. 
Sedangkan metode Improved CHAID diawali dengan melakukan perhitungan Tschuprow’s T 
kemudian koreksi Bonferroni dan pembentukan pohon klasifikasi. Metode penelitian ini 
diaplikasikan pada data hasil usaha tani masyarakat Desa Sebubus Kecamatan Paloh Kabupaten 
Sambas. Hasil penelitian menunjukkan bahwa metode CHAID dan Improved CHAID menghasilkan 
pohon klasifikasi yang berbeda. Hasil pohon klasifikasi metode Improved CHAID lebih sederhana 
dengan nilai akurasi yang tinggi. 
Kata kunci: CHAID, Improved CHAID, Pohon Klasifikasi, Tschuprow’s T 
 
PENDAHULUAN 
Metode CHAID (Chi-Squared Automatic Interaction Detection) merupakan metode untuk 
menyelidiki keterkaitan antara variabel dependen dan variabel independen yang digunakan dalam 
klasifikasi [1]. Metode CHAID diperkenalkan pertama kali oleh Kass pada tahun 1980 yang merupakan 
salah satu dari tipe AID (Automatic Interaction Detection). Metode CHAID umumnya dikenal sebagai 
metode pohon klasifikasi (Classification Tree Method). Pohon klasifikasi berfungsi untuk 
pengelompokan yang sistematis pada sejumlah objek, gagasan atau benda-benda lain ke dalam kelas 
atau golongan tertentu berdasarkan ciri-ciri yang sama. Metode CHAID menggunakan uji independensi 
Chi-square yang merupakan uji nonparametrik karena sesuai untuk menguji hubungan antara variabel 
yang berbentuk kategori [2].  Bagian utama dari metode ini adalah membagi data menjadi kelompok-
kelompok yang lebih kecil berdasarkan keterkaitan antara variabel dependen dengan variabel 
independen. Data yang digunakan dalam metode CHAID adalah data berbentuk kategori dan lebih 
efektif diterapkan pada data dengan pengamatan yang banyak. Kelemahan metode CHAID adalah 
menghasilkan bias dalam memilih variabel independen yang dapat mengubah interpretasi data pada 
pohon klasifikasi sehingga perlu adanya pengembangan dari metode CHAID yang disebut dengan 
Improved CHAID [3]. 
Metode Improved CHAID merupakan perbaikan dari metode CHAID dengan mengkolaborasikan 
tabel kontingensinya dengan Tschuprow’s T [4]. Metode Improved CHAID menghasilkan pohon 
klasifikasi yang menyediakan informasi tentang derajat hubungan antara variabel dependen dan variabel 
independen serta informasi mengenai karakteristik segmen sehingga hasil segmentasinya akan lebih 
baik. Pohon klasifikasi yang dihasilkan merupakan output grafis sehingga membuat metode ini mudah 
untuk diinterpretasikan karena bisa dilihat langsung pola pemisahan dan penggabungan variabelnya. 
Tahap yang dilakukan dalam metode Improved CHAID hampir sama dengan tahap pada metode CHAID, 
perbedaannya terletak pada tahap kedua yakni setelah uji Chi-square lalu dilanjutkan dengan uji 
Tschuprow’s T  kemudian koreksi Bonferroni. Dengan demikian pembentukan hasil segmentasi dan 
klasifikasi menjadi lebih baik. 
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Data yang digunakan dalam penelitian ini adalah data hasil usaha tani masyarakat Desa Sebubus 
Kecamatan Paloh Kabupaten Sambas tahun 2008 [1;5]. Tahap pertama yang harus dilakukan adalah 
menentukan variabel independen dan dependen kemudian dilanjutkan dengan penentuan variabel 
independen signifikan terhadap variabel dependen dengan uji Tschuprow’s T. Caranya adalah dengan 
menghitung statistik Tschuprow’s T dari setiap pasang kategori yang dapat dipillih agar bisa digabung 
menjadi satu. Setelah itu hitung p-value terkoreksi Bonferroni berdasarkan pada tabel yang telah 
digabungkan [6]. Selanjutnya pilih variabel independen dengan nilai p-value yang terkecil dan kemudian 
lakukan pembagian kelompok dengan variabel independen yang lainnya. Setelah pohon klasifikasi 
terbentuk maka hitung nilai akurasi yang berfungsi untuk menjelaskan keakuratan pohon tersebut.  
 
UJI CHI-SQUARE 
Uji Chi-Square adalah uji untuk membandingkan antara fakta yang diperoleh berdasarkan hasil 
observasi atau yang disebut juga dengan hasil kenyataan dan fakta yang didasarkan secara teoritis atau 
yang diharapkan [7]. Uji Chi-Square pada penelitian ini menggunakan uji independensi atau 
Contingency Table Test untuk menguji data yang mempunyai variabel dependen dengan masing-masing 
variabel independen. Hasil klasifikasi data bisa dilihat dengan menggunakan tabel Chi-Square dengan 
cara membandingkannya dengan nilai 
2
hitung  dengan nilai 
2
tabel . Statistik uji Chi-Square dihitung 
dengan rumus berikut [8]: 
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dengan 𝜊𝑟𝑘 merupakan jumlah pengamatan baris ke- r  kolom ke- k  dan rke  adalah nilai harapan pada 
baris ke- r  kolom ke- k , 𝑚𝑟 adalah nilai total banyaknya pengamatan pada baris ke- r , 𝑛𝑘 adalah nilai 
total banyaknya pengamatan pada kolom ke- k , 𝑟 adalah jumlah baris dan 𝑘 adalah jumlah kolom. Hasil 
dari uji Chi-Square diperoleh variabel independen yang signifikan untuk dilanjutkan ke uji Tschuprow’s 
T dan koreksi Bonferroni. 
 
TSCHUPROW’S T 
Tschuprow’s T adalah uji yang digunakan untuk melihat hubungan antara dua variabel nominal 
dengan koefisien estimasi sederhana [9]. Koefisien estimasi sederhana yang dimaksud yaitu uji Chi-
Square ( 𝜒2). Nilai 𝜒2 tidak terbatas yang terletak pada interval [0, )+ , sehingga menyebabkan 
kerugian yakni terjadinya penekanan tinggi dalam mendeskripsikan analisis data. Solusi dalam 
mengatasi kerugian tersebut adalah dengan menormalisasikan nilai 𝜒2 yang berada pada interval  0,1  
sehingga diperoleh persamaan sebagai berikut [10]: 
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dengan V  adalah jumlah kategori variabel independen, U  adalah jumlah kategori variabel dependen 
dan W adalah total sampel. Tschuprow’s T dalam metode Improved CHAID bertujuan untuk menentukan 
variabel independen yang digunakan dalam pembentukan pohon klasifikasi. Tschuprow’s T 
dikolaborasikan dengan tabel kontingensi sehingga mempermudah dalam melakukan perhitungan dan 
menghasilkan segmentasi yang lebih baik. Selain itu, dengan tabel kontingensi memudahkan dalam 
tampilan dan pembacaan data yang berbentuk kategori. 
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KOREKSI BONFERRONI 
Koreksi Bonferroni adalah suatu proses koreksi yang digunakan ketika terdapat beberapa uji 
statistik untuk setiap uji masing-masing variabel [6]. Koreksi Bonferroni dilakukan setelah diperoleh 
variabel independen yang signifikan dan variabel independen yang sudah terjadi penggabungan serta 
dihitung nilai pengali Bonferroninya berdasarkan tipe variabel. Tipe variabel independen dalam metode 
CHAID dan Improved CHAID dibagi menjadi tiga yakni variabel independen monotonik, variabel 
independen bebas dan variabel independen mengambang. Variabel independen penggabungan memiliki 
c kategori dan dikurangi g kategori setelah penggabungan sehingga perkalian Bonferroni merupakan 
banyaknya cara yang mungkin dari c kategori dapat digabungkan menjadi g kategori. Pengali Bonferroni 
untuk masing-masing jenis variabel indepeden adalah seperti berikut [6]: 
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Persamaan (3), (4) dan (5) digunakan untuk mencari pengali Bonferroni pada masing-masing variabel 
independen. Setelah mendapatkan nilai pengali Bonferroni pada variabel independen maka dilanjutkan 
mencari nilai 𝛼 seperti berikut ini: 
M
 =         (6) 
dengan 𝜋 adalah family-wide error rate (FWER), 𝛼 merupakan comparison-wise error rute (CWER) 
dan 𝑀 adalah pengali Bonferroni.  
  
PEMBENTUKAN POHON KLASIFIKASI 
Pohon klasifikasi akan menggambarkan pembentukan segmen yang ditampilkan dalam sebuah 
diagram pohon. Diagram pohon berfungsi untuk mengeksplorasi data dan menemukan hubungan yang 
tersembunyi antara variabel dependen dan variabel independen. Diagram pohon CHAID disusun mulai 
dari kelompok utama kemudian dibawahnya sub kelompok seperti GSambar 1 [11]: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 1 Diagram Pohon Analisis CHAID. 
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Diagram pohon analisis CHAID mengikuti aturan “dari atas ke bawah” (top-down stopping rule). 
Pohon klasifikasi memiliki kedalaman (depth) yaitu banyaknya tingkatan node-node sub kelompok 
sampai ke bawah pada node sub kelompok yang terakhir. Pada kedalaman pertama, sampel dibagi oleh 
variabel independen 
1X  dan diperoleh 3 node yakni node 1, 2 dan 3. Pada masing-masing node akan 
ditampilkan presentase responden untuk setiap kategori dari variabel dependen dan ditunjukan jumlah 
total responden untuk masing-masing node [12]. Node 1 dengan 𝑛𝑌=1,𝑋1=1 yang merupakan jumlah 
sampel pada kategori node 1 dengan kategori pertama pada variabel dependen dan 𝑛𝑌=2,𝑋1=1 yang 
merupakan jumlah sampel pada kategori node 1 dengan kategori kedua pada variabel dependen. Node 
2 dengan 𝑛𝑌=1,𝑋1=2 yakni jumlah sampel pada kategori node 2 dengan kategori pertama pada variabel 
dependen dan 𝑛𝑌=2,𝑋1=2 yang merupakan jumlah sampel pada kategori node 2 dengan kategori kedua 
pada variabel dependen. Begitu juga berikutnya untuk node 3. Kedalaman kedua merupakan pembagian 
dari variabel independen 
1X  yang selanjutnya dibagi oleh variabel independen yang lainnya yaitu 
variabel independen 
2X  yang signifikan. Kemudian membentuk sub kelompok pada node berikutnya 
yakni node 1 dan 2. 
 
ANALISIS METODE CHAID 
Data penelitian yang digunakan adalah data sekunder yakni data hasil usaha tani masyarakat Desa 
Sebubus Kecamatan Paloh Kabupaten Sambas tahun 2008 [1]. Banyak data yang digunakan yaitu 665 
sampel dengan 14 variabel yang terdiri dari 13 variabel independen dan 1 variabel dependen. Variabel 
dependen untuk melakukan pengklasifikasikan data dan membentuk pohon klasifikasi adalah rata-rata 
pendapatan pertahun dan variabel-variabel independen adalah jumlah anggota keluarga, pendidikan 
terakhir, luas lahan pertanian, status lahan, biaya sewa pertahun, nama komoditas, hasil produksi, biaya 
produksi, jumlah modal usaha tani, sumber modal, masalah dalam pemasaran, penyuluhan dan teknologi 
produksi yang digunakan. Penelitian ini menggunakan software SIPINA dalam pembentukan pohon 
klasifikasi sehingga diperoleh hasil seperti berikut ini: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2 Pohon Klasifikasi Metode CHAID 
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Pohon klasifikasi pada Gambar 2 menghasilkan node teratas yaitu variabel pendapatan rata-rata 
yang memiliki jumlah total data sebesar 665 sampel. Klasifikasi variabel pendapatan rata-rata terbagi 
menjadi dua kelompok yakni ≤ Rp8.460.000,00 dengan 636 sampel (96%) dan > Rp8.460.000,00 
dengan 29 sampel (4%).  Pohon klasifikasi metode CHAID membentuk sebelas segmen dan 
menghasilkan karakteristik yang berbeda setiap segmennya. Hasil dari segmen tersebut menjelaskan 
bahwa masyarakat tani Desa Sebubus Kecamatan Paloh Kabupaten Sambas tahun 2008 sebagian besar 
berpenghasilan rendah dengan rata-rata pendapatan ≤ Rp8.460.000,00 per tahun  dengan jumlah modal 
≤ Rp490.000,00,  nama komoditas yakni padi dan timun, hasil produksi yang dihasilkan mulai dari 15 
kg sampai 1000 kg serta pendidikan terakhir mereka sebagian besar tidak sekolah, tidak tamat SD, SD, 
SMP dan SMA. 
 
ANALISIS METODE IMPROVED CHAID 
Metode Improved CHAID memberikan hasil pohon klasifikasi yang mirip dengan metode CHAID. 
Perbedaan terletak pada kedalaman dan node yang dihasilkan pohon klasifikasi. Pohon klasifikasi 
memberikan informasi derajat hubungan antara variabel independen terhadap variabel dependen. 
Berikut ini adalah pohon klasifikasi hasil analisis metode Improved CHAID menggunakan software 
SIPINA: 
 
 
 
 
  
 
 
 
 
 
 
 
Gambar 3 Pohon Klasifikasi Metode Improved CHAID 
Pohon klasifikasi metode CHAID pada Gambar 3 membentuk lima segmen dengan node teratas 
yakni variabel pendapatan rata-rata yang memiliki jumlah total data sebesar 665 sampel. Klasifikasi 
variabel pendapatan rata-rata terbagi menjadi dua kelompok yakni ≤ Rp8.460.000,00 dengan 636 sampel 
(96%) dan > Rp8.460.000,00 dengan 29 sampel (4%). Hasil segmen tersebut menjelaskan bahwa 
masyarakat Desa Sebubus Kecamatan Paloh Kabupaten Sambas tahun 2008 sebagian besar memiliki 
penghasilan yang rendah yakni dengan pendapatan rata-rata ≤ Rp8.460.000,00 pertahun dengan jumlah 
modal ≤ Rp490.000,00 serta mayoritas masyarakat disana menanam komoditas padi dan timun. 
 
HASIL PERBANDINGAN PEMBENTUKAN POHON KLASIFIKASI 
Hasil pohon klasifikasi metode CHAID dan Improved CHAID menunjukkan bahwa kedua metode 
tersebut memiliki pohon klasifikasi yang berbeda. Berdasarkan Gambar 2 dan 3, metode CHAID 
menghasilkan pohon klasifikasi yang memiliki 17 node dengan 3 end node yang mempunyai kedalaman 
pohon sebanyak 4 serta membentuk 11 segmen, Sedangkan metode Improved CHAID menghasilkan 
pohon klasifikasi yang memiliki 7 node dengan 4 end node yang mempunyai kedalaman pohon sebanyak 
2 serta membentuk 5 segmen. Setelah pembentukan pohon klasifikasi maka dilakukan perhitungan 
tingkat akurasi. Tingkat akurasi digunakan untuk menjelaskan keakuratan pohon klasifikasi. Data 
training yang digunakan dalam pembentukan pohon klasifikasi metode CHAID dan Improved CHAID 
adalah sebesar 80% dengan data testing sebesar 20%. Pengujian data dalam perhitungan tingkat akurasi 
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dilakukan sebanyak 20 kali pembentukan pohon klasifikasi untuk menghindari bias pada interpretasi 
data. Kemudian diperoleh hasil perhitungan tingkat akurasi yakni rata-rata tingkat akurasi dari metode 
CHAID adalah sebesar 95,075% dan metode Improved CHAID sebesar 95,677%. Hasil tersebut 
menunjukan bahwa metode CHAID dan Improved CHAID memiliki tingkat akurasi yang tinggi. 
 
KESIMPULAN 
Pembentukan pohon klasifikasi metode CHAID dan Improved CHAID dilakukan dengan cara 
yang berbeda. Perbedaannya terletak pada penggunaan uji Tschuprow’s T pada tabel kontingensi. 
Metode CHAID hanya menggunakan tabel kontingensi dengan uji Chi-Square, sedangkan metode 
Improved CHAID mengkombinasikan tabel kontingensi dengan uji Tschuprow’s T. Selain itu, pohon 
klasifikasi yang dihasilkan juga berbeda. Metode CHAID menghasilkan pohon klasifikasi yang memiliki 
17 node dengan 3 end node yang mempunyai kedalaman pohon sebanyak 4 serta membentuk 11 segmen, 
sedangkan metode Improved CHAID menghasilkan pohon klasifikasi yang memiliki 7 node dengan 4 
end node yang mempunyai kedalaman pohon sebanyak 2 serta membentuk 5 segmen. Kedua metode ini 
menghasilkan tingkat akurasi yang tinggi dan hampir sama nilainya tetapi metode Improved CHAID 
menghasilkan pohon yang lebih sederhana dengan mengurangi efek bias pada interpretasi data. 
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