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Abstract
We show that the equations of motion associated with a complexified
sigma-model action do not admit manifest dual SO(n,n) symmetry. In the
process we discover new type of numbers which we called ‘complexoids’ in
order to emphasize their close relation with both complex numbers and ma-
troids. It turns out that the complexoids allow to consider the analogue of the
complexified sigma-model action but with (1+1)-worldsheet metric, instead
of Euclidean-worldsheet metric. Our observations can be useful for further
developments of complexified quantum mechanics.
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1
Recently, Witten [1] has introduced new ideas on quantum mechanics via a
complaxification of the Feynman path integral of ordinary quantum mechanics.
It turns out that one of the key formulas in these new developments is the
generalized Cauchy-Riemann conditions
∂xµ
∂σ
= −gµν ∂x
α
∂τ
bνα, (1)
which can be obtained starting with the Morse theory flow equation (see Ref.
[1] for details). (By convenience, in writing (1) we have modified the notation
of Ref. [1].) The metric gµν and the nonsymmetric form bνα = −bναin (1) are
choosing by requiring that the quantity bµα = g
µνbνα satisfies
b
µ
βb
β
τ = −δµτ . (2)
Under this condition bµα turns out to be a direct sum of 2× 2-block matrices
of the form
εij ≡
(
0 1
−1 0
)
. (3)
In each block, the equation (1) gives
∂u
∂σ
= ∂v
∂τ
,
∂v
∂σ
= −∂u
∂τ
,
(4)
which are the familiar Cauchy-Riemann equations in two dimensions . This
means that the quantity f = u + iv is a holomorphic function of z = σ + iτ .
(Here, we are assuming that the partial derivatives in (1) are continuous.)
Consider the first order differential ω = ωidξ
i = ω1dσ+ω2dτ , where ω1 and
ω2 are complex valued functions. If one introduces the conjugate differential
∗ω = ∗ωidξi = −ω2dσ + ω1dτ one can verify that
∗ ωi = −εijωj, (5)
where ωi = δijωj , with
δij ≡
(
1 0
0 1
)
. (6)
Observe that ∗2 = −1. It can be shown that ω is holomorphic differential on a
specified region if and only if dω = 0 and ∗ω = −iω. Locally this is equivalent
to
∗ df = −idf, (7)
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for some function f = u+ iv. It turns out that (7) is equivalent to
∗ dv = du. (8)
This means that du and dv are conjugate differentials. In fact, one can show
that the condition (8) is equivalent to the Cauchy-Riemann conditions (4) (see
Ref. [2] for details). These basic observations allow us to write (1) in the form
U = dxµ − ∗bµνdxν = 0. (9)
Considering (5) one sees that this expression implies
U iµ = δij ∂x
µ
∂ξj
+ gµαbανε
ij ∂x
ν
∂ξj
= 0, (10)
which can also be written as
U iµ = δij
∂xν
∂ξj
gµν + ε
ij ∂x
ν
∂ξj
bµν = 0. (11)
It is interesting to write U iµ in the form
U iµ = Gijµν
∂xν
∂ξj
, (12)
with
Gijµν = δijgµν + εijbµν . (13)
We recognize in (13) the generalized metric proposed in [3].
Consider now the bosonic action [1]
S =
1
2
∫
M2
Fµ ∧ Uµ + 1
4
∫
M2
Fµ ∧ ∗Fνgµν . (14)
Here, Fµ is a Lagrange multiplier satisfying Fν= ∗ Fαbνα and M2 is a two
dimensional manifold. In tensor notation (14) becomes
S =
1
2
∫
d2ξεijF iµU jµ −
1
4
∫
d2ξεijF iµF jνbµν . (15)
Solving (15) for Fµi leads to
F iµ = −U iνbµν , (16)
where bµν = gµαgνβbαβ . Thus, substituting (16) back into (15) yields
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Sx =
1
4
∫
d2ξεijU iµU jνbµν , (17)
or
Sx = −1
4
∫
M2
Uµ ∧ ∗Uνgµν , (18)
in abstract notation. Here, in order to emphasize the x depends of U iµ we
wrote Sx instead of S. Of course (17) makes sense if one assumes U iµ 6= 0.
Substituting (12) into (17) one gets
Sx =
1
4
∫
d2ξεij(Gikµα
∂xα
∂ξk
)(Gjlνβ
∂xβ
∂ξl
)bµν . (19)
Since we have the identity
εijGikµαGjlνβbµν = 2Gklαβ, (20)
we discover that (19) becomes
Sx =
1
2
∫
d2ξGklαβ
∂xα
∂ξk
∂xβ
∂ξl
, (21)
which using (13) can also be rewritten as
Sx =
1
2
∫
d2ξδij
∂xµ
∂ξi
∂xν
∂ξj
gµν +
1
2
∫
d2ξεij
∂xµ
∂ξi
∂xν
∂ξj
bµν . (22)
We recognize in (22) the two dimensional σ-model action.
The above method can be generalized simply by changing the flat metric
δij to a world-sheet metric γij. In fact, in this case (11) (or (12)) can be
written as
U iµ = γij
∂xν
∂ξj
gµν + ǫ
ij ∂x
ν
∂ξj
bµν , (23)
where ǫij = ε
ij
√
γ
. Thus, following the same procedure we find that the general-
ized form of (22) is
Sx =
1
2
∫
d2ξ
√
γγij
∂xµ
∂ξi
∂xν
∂ξj
gµν +
1
2
∫
d2ξ
√
γǫij
∂xµ
∂ξi
∂xν
∂ξj
bµν . (24)
In order to recall that (24) was obtained by using the symplectic relation (2)
we shall call the two dimensional action (24) ‘symplectic-σ-model action’.
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Now, from Duff’s work [4] we already know how to dualize Sx. In fact, the
dual action of (24) is
Sy =
1
2
∫
d2ξ
√
γγij
∂yµ
∂ξi
∂yν
∂ξj
pµν +
1
2
∫
d2ξ
√
γǫij
∂yµ
∂ξi
∂yν
∂ξj
qµν . (25)
Here, pµν = pνµ and qµν = −qνµ are related to gµν and bµν by the expressions
p = (g − bg−1b)−1 (26)
and
q = −g−1b(g − bg−1b)−1. (27)
One can show that the field equations of the action Sx are the Bianchi identities
for the dual action Sy and the Bianchi identities of the original action Sx are
the field equations for Sy. In fact, one finds that the coordinates x
µ and yµ
are related by
ǫij
∂yµ
∂ξj
= γij
∂xν
∂ξj
gµν + ǫ
ij ∂x
ν
∂ξj
bµν (28)
and
ǫij
∂xν
∂ξj
= γij
∂yν
∂ξj
pµν + ǫij
∂yν
∂ξj
qµν . (29)
Moreover, (28) and (29) can be united into a single equation
ΩMNγ
ij ∂Z
N
∂ξj
= GMNǫ
ij ∂Z
N
∂ξj
, (30)
where ZM = (xµ, yα), with M = 1, ..., 2n and Ω and G are given by the
symmetric matrices
ΩMN =
(
0 δαµ
δµα 0
)
, (31)
and
GMN =
(
gµν − bµαgαβbνβ b αµ
−bβ ν gαβ
)
. (32)
Expression (30) shows explicitly the dual SO(n, n)-symmetry (see Ref. [4] for
details).
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In order to find a possible connection between this Duff’s dual formalism
and the above discussion on symplectic-σ-model action we shall define the
object
Pµνij = γijpµν + ǫijqµν . (33)
Let us assume the expression
Pµαjk Gkiαν = δijδµν . (34)
Explicitly, one has
(γjkp
µα + ǫjkq
µα)(γkigαν + ǫ
kibαν) = δ
i
jδ
µ
ν . (35)
From this formula one can derive the two equations
pµ ν − qµαbαν = δµν (36)
and
qµ ν + p
µαbαν = 0. (37)
Substituting (37) into (36) yields
pµα(gαν − bατgτλbνλ) = δµν , (38)
which leads to the symbolic expression (26). Similarly, by substituting (36)
into (37) one finds
qµα(gαν − bατgτλbνλ) = −gµαbαν . (39)
When written in a symbolic form this expression leads to (27). Moreover,
let us denote by (b−1)µν the inverse of bµν , that is, we have (b
−1)µαbαν = δ
µ
ν .
Therefore, multiplying (39) by b−1g one obtains
qµα(bαρ + gαν(b
−1)ντgτρ) = −δµρ . (40)
It is important to emphasize that in general (b−1)µν 6= bµν = gµαgνβbαβ.
Now it is straightforward to see from (38) and (39) that the Duff formalism
makes sense only when
gαν − bατgτλbνλ 6= 0. (41)
Of course, the same conclusion could be obtained observing that the symbolic
equations (26) and (27) are consistent only if one assumes the relation g −
6
bg−1b 6= 0 (which is the symbolic form of (41)). Nevertheless, the explicit
formula (41) may help to clarify this observation.
In the case of a symplectic-σ-model we have assumed the formula bµβb
β
ν =
−δµν , given in (2). This relation is equivalent to the expression
gαν − bατgτλbνλ = 0. (42)
Comparing (41) and (42) one discovers that one can not use the Duff’s pre-
scription in the case of a symplectic-σ-model. Consequently, the elegant for-
mula (30) does not follow from a symplectic-σ-model and therefore we can not
describe the dual symplectic-σ-model theory in terms of a manifest SO(n, n)-
symmetry. This is even more evident if we observe that the ”Kaluza-Klein”
type metric (32) becomes singular when the formula (42) is assumed.
It is interesting to observe that by assuming (2) or (42) one has (b−1)µν =
−bµν and therefore the the expression (40) is not consistent.
The above analysis means that it does not exist a dual theory for the case
of symplectic-σ-model at least with manifest SO(n, n)-symmetry. A possible
explanation for this result may be described as follows. Consider the a sub-
space A of the Hilbert space of holomorphic differentials H . One can show
that H=A⊕ A¯, where A¯ is the space complex conjugate differentials. In fact,
it turns out that the complex conjugate operator − defines an isomorphism
of A onto A¯, so dim A=dimA¯. It seems to us that this isomorphism defines
some kind of self-duality for the complex structure. So, from this point of view
there is not dual symplectic-σ-model because the model itself is self-dual.
It is interesting to mention that an alternative approach for a possible dual
theory can be obtained by writing the first order action [5]-[7] (see also Ref.
[8-10])
S(x,y) =
1
2
∫
d2ξ
√
γγij(∂x
µ
∂ξi
− Aµi )(∂x
ν
∂ξj
−Aνj )gµν
+1
2
∫
d2ξ
√
γǫij(∂x
µ
∂ξi
−Aµi )(∂x
ν
∂ξj
− Aνj )bµν +
∫
d2ξ
√
γǫij
∂yµ
∂ξi
A
µ
j .
(43)
From this action one may attempt to obtain the two actions (24) and (25). In
principle, this program can be achieved following two separated steps. First
varying (43) with respect to yµ one observe that (43) implies dA = 0. This
means that we can set A = 0 and therefore the action (43) is reduced to (24).
On the other hand by setting xµ = 0 in (43) we get the the reduced first order
action
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S(0,y) =
1
2
∫
d2ξ
√
γγijA
µ
i A
ν
j gµν
+1
2
∫
d2ξ
√
γǫijA
µ
i A
ν
j bµν +
∫
d2ξ
√
γǫij
∂yµ
∂ξi
A
µ
j .
(44)
Varying with respect Aµi we obtain the equation
ǫij
∂yµ
∂ξj
= γijAµi gµν + ǫ
ijA
µ
i bµν . (45)
The idea then will be to solve (45) for Aµi in terms of
∂yµ
∂ξj
and to substitute
the result back into (44). In principle with this method one should be able to
obtain the action (25). However, in the case of the symplectic-σ-model this is
not possible as we have shown. So, the action (43) does not solve the problem
of finding the dual symplectic-σ-model. Nevertheless, something interesting
may arise by considering (43) from another point of view as we now explain.
In the usual case under compactification the action (43) may transfer space-
like coordinates in the x scenario to space-like coordinates y in dual theory
and vice versa. But this phenomena depends whether we choose the Euclidean
metric
δij =
(
1 0
0 1
)
, (46)
or the Minkowski metric
ηij =
(
1 0
0 −1
)
. (47)
(see Ref. [5] for details). This is important because at the level of a possible
action if we choose δij we have σ-model action, while if we choose ηij we get
the string theory action. Traditionally, these results are not really a problem
because one can take recourse of a Wick rotation. However, at a more fun-
damental level one takes either δij or ηij but not both. The situation is even
more intriguing in the case of a symplectic-σ-model because in such a case one
uses δij instead of ηij. These observations motive us to review the complex
numbers structure.
As it is known a complex number can be written as
(
x y
−y x
)
= x
(
1 0
0 1
)
+ y
(
0 1
−1 0
)
. (48)
Since
(
0 1
−1 0
)(
0 1
−1 0
)
= −
(
1 0
0 1
)
one finds that the matrix
(
0 1
−1 0
)
can be identified with the usual imaginary unit i.
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It turns out that the matrices
(
1 0
0 1
)
and
(
0 1
−1 0
)
can be considered
as two of the matrix bases of general real 2 × 2 matrices which we denote by
M(2, R). In fact, any 2× 2 matrix Γ over the real can be written as
Γ =
(
a b
c d
)
= x
(
1 0
0 1
)
+ y
(
0 1
−1 0
)
+r
(
1 0
0 −1
)
+ s
(
0 1
1 0
)
,
(49)
where
x = 1
2
(a + d), y = 1
2
(b− c),
r = 1
2
(a− d), s = 1
2
(b+ c).
(50)
Let us rewrite (49) in the form
Γij = xδij + yεij + rηij + sλij, (51)
where
δij ≡
(
1 0
0 1
)
, εij ≡
(
0 1
−1 0
)
,
ηij ≡
(
1 0
0 −1
)
, λij ≡
(
0 1
1 0
)
.
(52)
Considering this notation, we find that (48) becomes
zij = xδij + yεij . (53)
Observe that (53) can be obtained from (51) by setting r = 0 and s = 0. If
ad−bc 6= 0, that is if det Γ 6= 0, then the matrices inM(2, R) can be associated
with the group GL(2, R). If in addition we require ad− bc = 1, then one gets
the elements of the subgroup SL(2, R).
Traditionally, one may start a gravitational theory by choosing a flat metric
with Euclidean signature or Minkowski signature, but not both. However, from
the point of view of 2 × 2 matrices both signatures are equally important.
So, if we choose Euclidean signature δij and the matrix εij we may have the
complex structure (53). Then the question arises why not to choose instead
the Minkowski metric ηij and the matrix λij? In such a case one should have
the alternative numbers
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ωij = rηij + sλij . (54)
The immediate answer to the above question can be expressed saying that the
algebra corresponding to the possible number (54) is not closed. In fact, as a
matrices ηij and λij satisfy the algebra(
1 0
0 −1
)(
1 0
0 −1
)
=
(
1 0
0 1
)
, (55)
(
1 0
0 −1
)(
0 1
1 0
)
=
(
0 1
1 0
)
, (56)
(
0 1
1 0
)(
0 1
1 0
)
=
(
1 0
0 1
)
. (57)
However something interesting arises if we analyze this algebra from tensor
analysis point of view.
The same algebra (55)-(57) can be written as
ηikδ
klηlj = δij , (58)
ηikδ
klλlj = εij , (59)
λikδ
klλlj = δij . (60)
Now, from (58)-(60) it is evident that we are combining the two flat metrics ηik
and δij instead to consider either ηik or δij. This may be interesting for some
kind of two dimensional gravitational theory but in principle what we would
like is to choose either ηik or δij , but not both. So, an alternative algebra will
be
ηikη
klηlj = ηij, (61)
ηikη
klλlj = λij , (62)
λikη
klλlj = −ηij, (63)
which is closed. So, with this algebra we can perfectly use the numbers in (54).
Just to recall that this numbers can be related to a matroid theory we shall call
such numbers complexoids. The reason for this comes from the observation
in the Ref. [11] that the matrices in (52) can be linked to a 2-rank self-dual
representable matroid M = (E,B) via the matrix
V Ai =
(
1 0 0 1
0 1 −1 0
)
, (64)
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with the index A taking values in the set
E = {1, 2, 3, 4}. (65)
It turns out that the subsets {V1,V2}, {V1,V3}, {V2,V4} and {V3,V4} are
bases over the real of the matrix (64). One can associate with these subsets
the collection
B = {{1, 2}, {1, 3}, {2, 4}, {3, 4}}, (66)
which is a family of subsets of E. It can be shown thatM = (E,B) is graphic
and orientable. In the later case the corresponding chirotope is given by
χAB = εijV Ai V
B
j . (67)
Thus, we get, as nonvanishing elements of the chirotope χAB, the combinations
12+, 13−, 24−, 34 + . (68)
The relation of this matroid structure with (52) comes from the identification
{V1,V2} → δij, {V1,V3} → ηij, {V2,V4} → λij and {V3,V4} → εij. The
signs in (68) correspond to the determinants of the matrices δij , ηij, λij and
εij , which can be calculated using (67) (see Ref. [11] for details (see also Refs.
[12]-[14] and references therein)).
In the case of complexoids we shall have the analogue of Cauchy-Riemann
conditions
V iµ = ηij
∂xν
∂ξj
gµν + λ
ij ∂x
ν
∂ξj
bµν = 0, (69)
where we change δij by ηij and λij by εij in (11). In this case one may propose
the analogue of the action (17), namely
Sx = 1
4
∫
dξ2λijV iµVjνbµν , (70)
with V iµ 6= 0. In this case, of course, one must assume bµν = bνµ. In fact, just
as (17) leads to (22) one can show that by considering the algebra (61)-(63)
that (70) leads to the action
Sx = 1
2
∫
dξ2ηij
∂xµ
∂ξi
∂xν
∂ξj
gµν +
1
2
∫
dξ2λij
∂xµ
∂ξi
∂xν
∂ξj
bµν . (71)
This is of course a type of string theory action with a (1+1)-world-sheet flat
metric ηij , instead of (0+2)-world-sheet Euclidean flat metric δij , as it is the
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case when one is using a complex structure. Thus, without the need of using
Wick rotation we were able to obtain (71). Indeed, the interesting thing is
that just as (22) can be related to complex structure the action (71) can be
linked to the new type of numbers which we called complexoids.
A natural generalization of (69) and (71) can be obtained by the transfor-
mation ηij → γij. In this way from (71) we get exactly the same action (24).
However, one needs to keep in mind that in this case the world-sheet metric
γij is associated with the Minkowski metric ηij rather than with the Euclidean
metric δij .
We still need to justify formula (69). For this purpose, one may first recall
the traditional method, in the usual complex numbers theory, for obtaining
the Cauchy-Riemann equations. In such case, one defines the derivative f ′
of a complex valued function f(ξi) = x1(ξi) + ix2(ξi) as an ifinitesimal limit
△ξi → 0 of the ratio
△f(ξi)
△ξi =
△x1 + i△ x2
△ξ1 + i△ ξ2 . (72)
Assuming △ξ2 = 0 one gets
△f(ξi)
△ξi =
△x1 + i△ x2
△ξ1 , (73)
that is, we have
f ′ =
∂x1
∂ξ1
+ i
∂x2
∂ξ1
. (74)
But if one assumes △ξ1 = 0 one finds
△f(ξi)
△ξi =
△x1 + i△ x2
i△ ξ2 . (75)
This gives
f ′ = −i∂x
1
∂ξ2
+
∂x2
∂ξ2
. (76)
Of course the derivative f ′ makes sense if the expressions (74) and (76) are
the same. This leads to the Cauchy-Riemann equations
∂x1
∂ξ1
= ∂x
2
∂ξ2
,
∂x1
∂ξ2
= −∂x2
∂ξ1
.
(77)
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In the matrices notation, if one consider the plane R2 and the matrices δ and
ε given in (52), that is if one assumes the triplite (R2, δ, ε), one may write (72)
in the symbolic form
△f(ξi)
△ξi =
△x1δ +△x2ε
△ξ1δ +△ξ2ε , (78)
So, one sees that (73) and (75) become
△f(ξi)
△ξi =
△x1δ +△x2ε
△ξ1δ (79)
and
△f(ξi)
△ξi =
△x1δ +△x2ε
△ξ2ε , (80)
respectively. From (79) we find
f ′ =
1
δ
(
∂x1
∂ξ1
δ +
∂x2
∂ξ1
ε). (81)
On the other hand, (76) is obtained from (79) when one computes
△f(ξi)
△ξi =
εδ(△x1δ +△x2ε)
εδ(△ξ2ε) . (82)
In fact, one finds
f ′ =
1
δ
(−ε∂x
1
∂ξ2
+ δ
∂x2
∂ξ2
). (83)
Once again (81) and (83) lead the Cauchy-Riemann conditions (77).
Now, consider the complexoid structure (R2, η, λ) where η and λ are given
in (52). In this case, one must have
△f(ξi)
△ξi =
△x1η +△x2λ
△ξ1η +△ξ2λ . (84)
When △ξ2 = 0 one gets
△f(ξi)
△ξi =
△x1η +△x2λ
△ξ1η , (85)
while when △ξ1 = 0 one obtains
△f(ξi)
△ξi =
△x1η +△x2λ
△ξ2λ . (86)
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From (85) we find
f ′ =
1
η
(
∂x1
∂ξ1
η +
∂x2
∂ξ1
λ). (87)
While writing (86) in the form
△f(ξi)
△ξi =
λη(△x1η +△x2λ)
λη(△ξ2λ) (88)
and using the algebra (61)-(63) one obtains the formula
f ′ =
1
η
(−λ∂x
1
∂ξ2
+ η
∂x2
∂ξ2
). (89)
Surprisingly, from (87) and (89) one again obtains the Cauchy-Riemann equa-
tions (77). However one needs to keep in mind that in this case (77) refers to
the complexoid structure (R2, η, λ) rather than the complex structure (R2, δ, ε).
In fact, this is verified by writing the Cauchy-Riemann equations in the two
different ways
δij
∂xν
∂ξj
δµν − εij ∂x
ν
∂ξj
εµν = 0, (90)
and
ηij
∂xν
∂ξj
ηµν − λij
∂xν
∂ξj
λµν = 0. (91)
Here, the indices µ, ν take values in the set {1, 2}. The expression (90) can
be obtained from (11) when we set gµν = δµν and bµν = −εµν , while (91) is
obtained from (69) by setting gµν = ηµν and bµν = −λµν . A generalization of
(91) is precisely (69).
Further motivation for our approach may arise from the following observa-
tions. It is known that the fundamental matrices δij , εij, ηij and λij given
in (52) not only form a basis for M(2, R) but also determine a basis for
the Clifford algebras C(2, 0) and C(1, 1). In fact one has the isomorphisms
M(2, R) ∼ C(2, 0) ∼ C(1, 1). Moreover, one can show that C(0, 2) can be
constructed using the fundamental matrices (52) and Kronecker products. In
this way all the others C(a, b)’s can be constructed from the building blocks
C(2, 0), C(1, 1) and C(0, 2). Therefore, in this context by combining complex
and complexoid structures one should expect that interesting relations may
emerge between the Clifford structure and the symplectic-σ-model theory.
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