Global dynamics in the brain can be captured using fMRI, MEG, or electrocorticography (ECoG), but models are often restricted by anatomical constraints. Complementary single-/multi-unit recordings have described local fast temporal dynamics. However, because of anatomical constraints, global fast temporal dynamics remain incompletely understood. Therefore, we compared temporal aspects of cross-area propagations of single-unit recordings and ECoG, and investigated their anatomical bases. First, we demonstrated how both evoked and spontaneous ECoGs can accurately predict latencies of single-unit recordings. Next, we estimated the propagation velocity (1.0-1.5 m/s) from brain-wide data and found that it was fairly stable among different conscious levels. We also found that the anatomical topology strongly predicted the latencies. Finally, Communicability, a novel graph-theoretic measure, could systematically capture the balance between shorter or longer pathways. These results demonstrate that macroconnectomic perspective is essential for evaluating detailed temporal dynamics in the brain.
Introduction
In the present study, we asked four basic questions regarding the time taken for electrical signals to propagate through the brain: First, focusing on propagations of evoked electrical signals in the primate cortex, we asked how well the global transmissions of electrical signals recorded with ECoG could predict the onset timings of neuronal spikes. Second, to check the robustness of this predictive ability, we evaluated how well time delays in ECoG data could predict time delays in evoked neuronal spikes in the absence of a clear stimulus onset. Third, as a simple but fundamental question, we estimated the propagation velocity of globally propagating electrical signals. Fourth, we examined the possibility of creating fundamental graph-theoretic descriptions of propagation using Communicability.
Results

Comparison of evoked activities between ECoG and neuronal spikes
First, we tested how well macroscopically recorded neuronal activities, i.e., ECoG evoked signals, could predict microscopically recorded activities, i.e., spikes in a visual-task condition. In the ECoG data, the transmission delays are given as the time delays of the primary peak in the individual time series of evoked spikes that occurred at the target region within 100 ms of stimulus onset via the primary visual region ( Fig.   1 -A). Then we evaluated the sharpness of the averaged waveforms using a variable named Peak Index (subsection 3 in Materials and Methods, Figure 1 -B) to extract the optimal time window. If the time window is too long, it is possible to erroneously select indirect or separated pairs of brain regions. Equally, if the time window is too short, long connections, which have long propagation times, may be ignored. We expected that responses in brain regions directly connected through anatomical pathways would be sharper than responses in indirectly connected brain regions. A. Schematic illustration showing prominent visuallyevoked electrical activity transmitted via the primary visual area (V1), to other "target" brain areas. B. The transmission delays were simply determined as the primary peak of evoked activities after the onset of an individual visual stimulus. To evaluate the sharpness of evoked responses, we defined a variable named Peak Index using the equation in panel B. We used the average Peak Index for all "target" regions to optimize the size of the time window in which we searched for peak points of evoked activities.
In the spike data, the time delays were given by mode values of firing rates locked to the visual stimulation. The result is shown in Figure 2 . The lower panel in Figure 2 -A shows the change in the Peak Index depending on the delay after the visual stimulus onset in the ECoG experiments. These coloured maps confirm the presence of a clear flow of electrical activity expanding to whole brain regions, and indicate that the flow is stable against changes in the size of the time window used to search for peak points. However, the consistency of reconstructed electrical flows, quantified by the averaged Peak Index, The main panel in Figure 2 -A shows that the averaged Peak Index was maximized when we searched for peaks in a time window that was 70 ms or shorter. Thus, this time window is optimal for detecting the clearest flow of electrical activity through the macaque cortex. Therefore, we determined the time delays for individual pairs of brain regions in the time window 0-70 ms. Figure 2 -B shows the scatter plot of time delays in neuronal spikes (y axis) and predicted delays of spikes from evoked ECoGs (x-axis) according to a linear regression model (y=ax+b). In the regression model, the gradient value was close to 1, indicating that we selected an appropriate time window. Therefore, we searched for activity peaks at 35 (40-75) ms, starting from the primary visual area: A time delay of 40 ms was previously estimated as the time required for visual information to travel from the retina to the primary visual region 38 .
Comparison between neuronal spikes and ECoG in the task-free condition
So far, we have related visually evoked ECoG dynamics to spike-based latencies evoked by visual stimuli.
Next, we sought to determine how well the ECoG signal flow during the Anesthetized and Awake Task-Free conditions, which had no clear visual stimulus onset, could reproduce the time delays recorded as electrical spikes (see subsection 1 in Materials and Methods). The relationship between evoked and spontaneous activity is a fundamental issue in neuroscience 3, 34 . Even in non-stimulated conditions, our brains are always working to process visual and motor information internally 58, 62 .
In the Anesthetized and Awake Task-Free conditions, we estimated the time delays in three steps ( Figure 6 , subsection 4 in Materials and Methods): First, we adopted the peak delays of cross-correlations between two time series at two brain regions (see subsection 3 in Materials and Methods) as the time delays for signal transmission on a direct pathway connecting the two brain regions. Second, we summed the delays necessary for all individual path components on the pathway. The example in Figure 6 shows pathways connecting region I to region J. Third, we calculated the weighted average of all delays for all pathways based on the three different weight models.
The three "Walk Ensemble Models" (Fig. 3-A) , which determine how to add individual time delays along selected chains of edges in three different ways, lead to completely different trends. The chain of edges referred to as a Walk, a graph-theoretic concept, is a set of nodes connected successively by links such that connecting back to the same node is allowed. Interestingly, time delays predicted from the Shortest Walk (SW) Model showed a clear positive correlation with spike timings, while the Mean Walk (MW) Model showed a clear negative correlation. The SW Model gives excessively high weights to walk ensembles holding the shortest walks. Inversely, the MW Model gives excessively high weights to ensembles holding longer Walks because the number of samples holding longer Walks is exponentially longer than the number of Walks. Therefore, we designed an intermediate model, the Decay Walk (DW) model, using weights that decay exponentially depending on the increase in Walk n . For example, if the transmission probability decreases by α (0 < α < 1) per one walk step, the multiplied transmission probability for n steps of Walk would be expressed as c n = Prob α, n ( ) = α n (0 < α < 1) . This corresponds with the natural probability expressing how often individual walks will be used in a random walk process. Depending on the index α , the DW model gradually changes from behaviour similar to the SW model to that similar to the MW model. If α =1, the DW model corresponds with the MW model, and for the limit α → 0 , we expect the result to approach that of the SW model.
Interestingly, we found that at an intermediate α in the DW model, the correlation between the spike delays and the delays estimated from spontaneous ECoG under the constraint of structural connectivity, reversed from a strong positive to a strong negative value ( Fig. 3-B ). The scatter plots between the original spike delays and estimated delays show natural diagonal distributions at strongly to reach their destinations in brain networks use ensembles of shorter paths more often than ensembles of longer paths. It seems that the exponent n must be sufficiently smaller than 10 −1 in the weight α n . In subsection 4, we will address what may have determined the transition point. In panel C, the upper three scatter plots show the results for data processed with structural constraints based on the SW model, and the lower three panels are scatter plots for the MW model. In both cases, the biggest panels are the results under the awake task-free condition, and the two small panels show the results for the two anesthetized conditions. The 
Time delay for spatial spreading and conduction velocity
So far, we have not observed spatial dimensions. Because brain regions are embodied in space, the spatial coordinates should also reflect the temporal dynamics of propagating electrical signals. Therefore, we examined the relationships between the spatial distances summed along the walk steps from the original to the target brain regions, and the necessary delays for electrical propagations through these walks ( Fig. 4 ).
The conduction velocity of electrical brain signals is a fundamental question in neuroscience. Due to limitations in technology or existing data, it has not yet been possible to estimate the velocity from brainwide observations. Here, we estimated the velocities for three conscious or arousal levels as ranging from 1.0-1.5 m/s. Interestingly, the estimated velocity was fairly close to the conduction velocity estimated from the perspective of optimally synchronous brain states in a computational simulation study 20 . We found that the velocities were only slightly different (not significant) among the different conscious levels (p > 0. showing distances between pairs of brain regions vs necessary delays to transmit neuronal spiking activities between them. Panels B-D show three dense scatter plots of the relationships between distance and necessary delays, estimated from the ECoG data. The three panels B-D reflect data for different cognitive states (awake state, light/deep anesthetized states). In the three panels, the downwards-pointing triangle markers indicate the results for directly connected paths (Steps of Walks n = 1), circles denote the results for samples with n = 2, and upwards-pointing triangle markers correspond to samples with n = 3. The inserted equations in the individual panels are equations for fit lines (d: distance, : delay). The two dotted lines in each panel are fit lines for samples with Walks that contain less than 4 steps. When the distance between two brain regions is longer (y-axis), the transmission requires more time (x-axis). In all states, the conduction velocity (the slope of the fit line) was ~1.0-1. 
Walk ensemble models and Communicability
In section 2, we reported that the time delays in firing spikes could be successfully estimated from ECoG data when we considered the cases in which shorter Walks (with structural constraints) are used more frequently than longer Walks. The balance between shorter and longer Walks seems to be characterized by α in the Delay Walk (DW) model. Thus, our final topic in this report involved determining the transition point according to α .
The DW model has exactly the same form as a class of novel measure: the Communicability between two nodes of a network. This was introduced in a series of studies of complex networks 23 [see also equation (15) in Ref. 24 ]. Importantly, Communicability can systematically quantify how longer walks contribute to the spread of information in many systems, including the brain. Let denote the adjacency matrix of the network; each element '( is one if a node is linked to a node , and is zero if not. The , for which = :> . To more systematically understand the given results for our neurophysiological data, we also calculated Communicability as a function of the decay factor α . Figure 5 -B is the correlation between Communicability between a pair of brain regions and the necessary delays required to transmit neuronal spikes between them. For reference, Figure 3 -B, which shows the correlation between the necessary delays and the Delay Walk Model, is reproduced as 5-A. The light grey region ( 0 07 ) corresponds with the region where negative correlations were observed, and the negative correlation was reversed at the bottom region ( 0 07 ). We also observed this trend for the correlations with Communicability in all cases when we limited the maximum number of Walk steps to 3-5, although the trend changed when we limited the maximum Walk steps to 2 ( Fig. 5-B ). This result indicates that at least 3 steps of Walk should be considered to properly characterize the balances between the shorter and longer paths. The original Communicability is also shown as This study produced four main findings: First, we demonstrated that ECoG signals can be used to predict the timing of evoked electrical neuronal spikes elicited by visual and auditory stimuli. Second, we confirmed that spontaneous ECoG under a blindfold condition (without stimuli triggers), can predict the timing of visually evoked neuronal spikes. The prediction performance from the blindfold data was efficiently supported by structural constraints. Third, we estimated the propagation velocity (conductance velocity) as 1.0-1.5 m/s using connectomic data, and found that the velocity does not depend on conscious level. Fourth, we demonstrated that Communicability can be used to systematically characterize the contributions of the shortest paths and non-shortest paths in the general pattern of transmission delay.
Multi-scale neuronal recording technologies
We were able to predict the time delays of visually evoked spikes from ECoG data recorded in the blindfold condition. Previous studies have successfully predicted spatial patterns of functional spontaneous activities observed from fMRI using spatial patterns of structural networks from diffusion tensor/spectral Imaging 33, 21, 30 . The temporal resolution of fMRI is longer than one second. To contrast this, we aimed to show how high structural constraints could influence the determination of temporal dynamics of neuronal spikes using a higher temporal resolution signal, i.e., ECoG, which is less than a millisecond. Several studies have reported high prediction performance of spike timings from Local Field potentials (LFPs) 60, 42, 61 .
Because the spatial scale recorded in ECoG, 1 cm, is over 100 times the spatial scale recoded in LFP, 1 mm, and many complex spatial patterns can be generated in the spatial map, the success of prediction using ECoG signals is a non-trivial result. Additionally, past predictions using LFP tested limited brain regions, while the data set used in our study included whole cortical networks. Therefore, the results of the present study provide important insight into the integration of different spatial scales 66 and the prominent nonuniformity of the cortical regions observed.
Subcortical contributions
When simultaneously observing many brain regions, it is important to consider the important roles that subcortical regions play in mediating electrical interactions between cortical regions 64; 49 . Indeed, how cortico-subcortico-cortical connections and subcortical pathways influence global dynamics within the cortex is an interesting question for future research 70 . Collaborative studies involving simultaneous recordings from many subcortical and cortical regions will improve our current understanding of neuronal signal transmission 47 .
Transmission delay and Communicability
The constraints of structural networks on transmission delays may be systematically captured by Communicability. Communicability characterizes the relative contribution of shorter and longer paths. In general, as the path length between two nodes increases, Communicability decreases. Because ECoG delay qualitatively reflects the path length, Communicability showed clear negative correlations at the regions where is small. This corresponds to the Delay Walk model, which showed a clear positive correlation with time delays. In the regions where is bigger, both clear correlations were modulated simultaneously. We also expect slow components, such as P300 67, 71 , to reflect activity where the nonshortest paths are more frequently selected, such that a larger will have a stronger contribution.
Communicability has been previously applied to weighted brain data collected via diffusion tensor imaging 17 . Furthermore, Communicability has been found to be a sensitive measure for quantifying changes in brain regions remote from Stroke foci in both an experimental study 18 and a computational simulation 4 . The removal of nodes with high Communicability, as well as the removal of rich-club nodes, can severely impact global communication in the brain 22 . Interestingly, we found that Communicability could capture the general trend of transmission delays, i.e., the "when" in the macro-connectome.
Estimation of transmission velocity
We also estimated propagation velocity. With respect to past studies, our main novel contribution is that we evaluated propagation velocity on a global brain scale. Indeed, past studies estimated propagation velocity of neuronal spikes within limited brain regions 75, 76, 81, 83 . In a previous computational modelling study, propagation velocity was estimated in terms of the optimality of synchronous activations between brain regions 22 . In our study, the propagation velocity was fairly stable, even at different Conscious levels.
Note that the variance or higher statistical moments of the velocity could potentially describe the differences between the Conscious levels ( Fig.4) . Meanwhile, we expect that Transfer Entropy will improve the current functional connectivity results better than Cross Correlation, as it will also clarify the relationships between functional connectivity and structural connectivity 30, 68 .
The estimated velocity contained clear variability, and the general form of the histogram of the propagation velocity followed a gamma distribution 53 . A physiological interpretation of the histogram form is a potential topic for future studies. Anatomical connectivity also contains variability in terms of connection strength, and recent studies have reported that there are more weak connections than previously presumed 46 . Physiologically, axonal conduction delays can vary widely depending on myelination or demyelination 81 , axon diameters 83 , and the density of sodium channels 83 , and also depend on the forms of dendritic branches and cell types. Future work evaluating the variety of global propagations 56 and considering the detailed synaptic topologies of neurons 82, 36, 78 will contribute greatly to this field.
Final remarks
This study focused on the time-delay in cortical information flow. Using Communicability and the index α , we quantitatively evaluated how a balance between shorter and longer paths influences the information flow in the unified theoretical framework. How the human brain evolved such an efficient network organization with the selective use of shorter paths remains an interesting question. Shorter paths reduce wiring cost, while some long paths are unavoidably necessary for the integration of information. Therefore, it is important to consider both the optimality and efficiency of the brain structure. We believe that our results represent an important step in generating increasingly realistic predictions of brain dynamics.
Materials and Methods
Data acquisition
Using a neuroinformatic approach, we combined three data sets acquired using different modalities by independent research groups: (1) spike-based visual responses in single-unit recordings, (2) brain-wide field dynamics recorded with ECoG, and (3) anatomical connectivity network data among cortical regions from tracer injection studies. All data were collected from the macaque cortex, and processed using the following methods:
First, we prepared a summary of responding peak latencies of neuronal spikes from past neurophysiological studies. We assessed neuronal spike timings associated with visual information processes for not only occipital visual areas, including V1 (primary visual) and V2 areas 65 , but also temporal areas such as TPO and TAa 8 , parietal areas including area 7ip 15 , frontal areas such as areas 8a, 46 15, 35 , and the orbitofrontal region 77 . Several previous articles have reviewed trends in the time delays of visual evoked activities 38, 12 . The peak latencies of neuronal spikes were represented by the mode values of firing pattern histograms. Note that, although many other studies have recorded evoked firing activities, we limited the data sets included in this study to those that recorded from the cortical gyri. This is because the ECoG data, which will be compared later, was recorded only from gyri. Additionally, if we could not extract mode values (peak points) from figures given in past reports, we excluded that data from our analysis.
Second, to optimally model the transmission pathways of electrical signals between brain regions, we considered the constraints of underling structural networks. We prepared the structural network of the monkey brain based on the data given in Lewis and Van Essen (2000) 40 . In their model, the network covers entire cortical regions, and includes the strengths of connections, discretized into seven levels. This atlas is shared publicly in the CoCoMac database 74, 37, 9 . This database has been used in many past studies, and has contributed to many investigations, including a comparison between monkey and human brains 31 , assessment of the relationship between structure and function 11 , and relationship between network structure and cognition 45 . Currently, this database is continuously maintained as the Scalable Brain Atlas 10 .
Third, we obtained macroscopic functional data, specifically ECoG data from four macaque monkeys, from the Neurochyco database 16, 48, 80 . The data set includes data recorded continuously from monkeys that were blindfolded and not engaged in any specific tasks, i.e., the "Awake Task-Free condition". ECoG recordings from anesthetized monkeys are referred to as those collected in the "Anesthetized condition".
The data set also included a visual stimulation experiment. In the visual experiment, a grating stimulus was presented around a fixation cross with one of eight randomly selected grating orientations. The stimuli were shown for 2 s. Refer to the web page (http://wiki.neurotycho.org/Anesthesia_Task_Details) for more detailed information about the ECoG experimental procedure.
Integration of data
To transform the original structural network data into a network with the spatial resolution of the ECoG sensors, we labelled groups of ECoG sensors according to brain region by comparing photos of ECoG sensors provided in the Neurochyco database with a spatial segmentation scheme of the monkey cortex 41 . Table 1 shows the list of sets of 128 ECoG sensors indexes, the region names for the neuronal spikes, and the indexes in the structural segmentation for individual monkeys. Because the locations of the ECoG sensors were different among monkeys, the corresponding structural brain regions also varied (Right four columns in Table 1 ). Here, the cortical regions at the sulci or on the longitudinal fissure were eliminated because the ECoG sensors were not indwelled at those regions, which are indicated in the Table 1 as index "0". The names of the structural brain regions corresponding with the indexes are also separately summarized in Table 2 . A previous study used a similar comparison method 67 . Because several regions were eliminated in this process, we regarded pairs of nodes, connected through one intermediate node, as connected. This preprocessing improved the prediction performance of spike timings of neurons 30 .
Estimation of time delays of neuronal spikes from visual stimulus-evoked ECoG activities.
In the visual stimulation experiment, we estimated the transmission delay from visual stimulation based on the time of the primary big sharp peak of evoked potential.
As preprocessing, we averaged the 210 trial data points after subtracting the 50 Hz component using a notch (band cut) filter with a 5 Hz standard deviation. Then, we selected the largest peak point between 0-Tms (T < 100ms) after the stimulus onset ( Fig. 5-B) , and used the time delay of that peak point as the delay of the ECoG evoked data. We explain how the time delays for the anesthetized conditions were extracted in subsection 3 in this method section. Then, we evaluated the sharpness of the averaged waveforms using a variable named Peak Index (Fig. 1-B ) to extract the most optimal time window. The Peak Index was mathematically defined by the following equation:
Peak Index = ((ECoG max ( )-EoG min ( ))/ ( )) (i: index of ECoG sensors) -- (1) Here, ECoG max and ECoG min are the maximum and minimum values, respectively, of the ECoG signal recorded by sensor i, and is the standard deviation when we fit the data to a Gaussian function around the primary peak point. Therefore, this index evaluates the average of the amplitudes at the ECoG peaks for all sensors with sigma ( ) as the unit. This value was averaged for all sensors involved in individual brain regions to get an averaged Peak Index representing interactions between brain regions.
Estimation of time delays from non-time locked ECoG activities along structural paths.
Here, we explain how we estimated time delays in the absence of a clear stimulus onset, such as in the "Awake Task-Free condition" or the "Anesthetized condition". This process had three steps: First, instead of evoked activity, we calculated Cross Correlations between all pairs of brain regions, and defined the time delays from the peak forms in the Cross-Correlograms. Second, we identified all possible pairs of ECoG sensors located in the Origin and Target regions. Third, we obtained the weighted averages of the delays for all possible pairs of ECoG sensors located in anatomically connected brain regions based on structural networks.
In the first step, after subtracting the 50 Hz components using the same notch filter as that used for evoked activities, we subtracted cross correlations of smoothed components by the following equation:
---(2) XC smoothed was calculated by smoothing individual waveforms using a uniform 50 ms time window. From the amplitude of the corrected cross correlations, we detected the primary peak for each pair of Origin and Target regions, within 0-30 ms. We used the time delay at the peak point to characterize the transmission delays of the electrical signals from the "origin" to the "target" region under the Awake task-free and the A. Our scheme involves calculating the time delays from a starting region I to a goal region J using spontaneous activities and structural pathways. In the present study, we used the Cortical Parcellation scheme according to Lewis and Van Essen (2000) . Regions I and J are shown as one of the pairs of 98 cortical regions included in the parcellation scheme. There are several ECoG sensors on both regions I and J. Here, we simply consider only two sensors, i1 and i2 (j1 and j2), to exist in each region I (J). In this example, the pathways from region I to region J involve all four combinations of paths from sensors on region I, i1 or i2, to sensors on region J, j1 or j2. Each combination of the starting and goal points may involve many paths (Steps of Walk n ≤ 4). Each delay '( at a step j on a path i was given as the peak delay of the equation (1) within T ms (T < 100). In panel A, for example, if the activity is transmitted using the most dorsal pathway, the total delay is 9 = 90 G 0H9
, and if the activity is transmitted on the most ventral pathway, the total delay is I = I0 J 0H9 . B. We made combinations of possible structural pathways and time delays for each path component. We then prepared three models to calculate the weighted averages of time delays In the second step, we integrated the time delays for the individual pairs of brain regions based on the constraints of the structural network, to predict the time-delays of neuronal firing. More specifically, we searched all pathways connecting all combinations of ECoG sensors between the Origin and Target regions.
For example, as shown Figure 6 -A , we selected all ECoG sensors included in regions I and J. We call these i 1 , i 2 , i 3 ,…, i n and j 1 , j 2 , j 3 ,…, j m respectively. If a pathway from region i 2 to region j 3 passes through regions k and l, then we summed the time delays for the three paths: from i 1 to k, from k to l, and from l to j 3 .
Finally, for all detected pathways (Walk < 4) 73 , we calculated the weighted average of the specific time delay for each pair. We defined the weighted average of time delays by the following equation:
Here, q is the index of the pathway connecting region I to region J, p is the number of Walk steps for a pathway q, and 1 is the maximum number of Walk steps. Therefore, the difference between the weights included in three Walk Ensemble models is reflected in C 1 (Fig. 6-B ). The Shortest Walk (SW) model considers only the time delays for the shortest Walks: C 1 = 1 1 = min 0 1 > min (n: number of Walks). The
Mean Walk (MW) model considers all Walks equally, so that C 1 = 1. The Decay Walk (DW) model assigns higher weights to shorter vs longer pathways using the exponentially decaying function C 1 = α n , where the decay of the exponent of α reflects the expectation that longer paths may be used to transmit activities less frequently than shorter paths. When α = 1 corresponds with the MW model, and α decreases toward 0, the result gradually approaches that obtained using the SW model.
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