We examine the short and long-time behaviors of time-fractional diffusion equations with variable space-dependent order. More precisely, we describe the time-evolution of the solution to these equations as the time parameter goes either to zero or to infinity.
Introduction
Let K be a compact subset of R d with d ≥ 2, and let κ ∈ L ∞ (K, R + . More precisely, we assume that κ : K → [α m , α M ], where α m and α M are two fixed constants such that 0 < α m < α M < 1. Given α * ∈ [α m , α M ], we put
in such a way that α ∈ L ∞ (R d ) verifies where Γ is the usual Gamma function. The existence and uniqueness of the solution to (1.3) in a bounded domain of R d was proved in [7] for suitable initial states u 0 . The main purpose of this paper is to extend the above mentioned existence and uniqueness result to R d , and then describe the time asymptotic behavior of the solution to (1.3) as t → 0 and t → +∞.
Motivations
Anomalous diffusion in complex media has attracted much attention from the scientific community in the last decade, with many applications in geophysics, environmental science and biology. The diffusion features of homogeneous media are often modeled by constant order (CO) time-fractional diffusion equations, corresponding to (1.3) with a constant function x → α(x), see e.g. [1, 3] .
However, in several complex media where space inhomogeneous variations are generated by the presence of heterogeneous regions, the CO fractional dynamic models are no longer robust for long times, see [5] . In this context, the VO time-fractional models are more relevant for describing the space-dependent anomalous diffusion process, see e.g. [21] . As a matter of fact, several VO diffusion models have been successfully applied to numerous areas of applied sciences and engineering, such as chemistry [4] , rheology [18] , biology [6] , hydrogeology [2] and physics [20, 22] . We point out that the VO time-fractional kinetic equation is frequently considered as a macroscopic model to continuous time random walk (CRTW) associated with stochastic diffusion processes with space-dependent diffusion coefficient, and we refer to [13, 15] for the derivation of VO time-fractional diffusion models from a CTRW scheme.
The IVP under consideration in this paper models anomalous diffusion in the whole space R d , with inhomogeneous perturbation induced by heterogeneous regions located in the compact subset K. In accordance with the above paragraph, the space inhomogeneous variations are described by the a priori non constant fractional power α. The main purpose of this article is to describe how compactly supported inhomogeneous variations of the diffusion space affect short and long time behaviors of the diffusion process.
Time-fractional diffusion equations: A short review of the mathematical literature
The analysis of ordinary or partial differential equations with time-fractional derivatives has been growing in interest among the mathematics community over the last decade. Without being exhaustive, we refer to [9, 14, 16] for an introduction to the mathematical approach of time-fractional differential equations.
While constant order and distributed order (DO) fractional diffusion equations have been extensively studied (see e.g. [8, 10, 16] ) by several authors, the reference [7] is, as far as we know, the only mathematical paper dedicated to the theoretical study of VO time-fractional diffusion equations. More specifically, the time asymptotic behavior of the solution to timefractional differential equations in a bounded spatial domain was examined in [16] for CO fractional diffusion equations, and in [11] for DO fractional diffusion equations. In this paper we aim to make the same for VO fractional diffusion equations in R d .
Main result, brief comments and outline
The main result of this article can be stated as follows.
Then there exists a constant C > 0, depending only on d, s, K, α m , α M and α * , such that the solution u to (1.3) satisfies the two following estimates:
If α is constant in R d then we have α m = α M and in this particular case (1.5) coincides with the short time behavior of the solution for CO fractional diffusion equations, given in [16, Theorem 2.1]. This result indicates that a local perturbation of α induces a singularity of the solution to (1.3) at t = 0.
However, for large time parameters, the rate of decay given by (1.4) in the particular case where α m = α M , is weaker than the one computed in [16, Theorem 2.1] for CO fractional diffusion equations. This is due to the additional technical requirement in (1.4) that u 0 ∈ L 2s ′ 2s ′ −1 (R d ), which was needed in the derivation of (1.4).
The paper is organized as follows. In Section 2, we prove the existence and uniqueness of the solution to (1.3) by adapting the strategy implemented in [7] . Section 3 contains technical estimates for the operator valued function p → (−∆ + p α )p α that are useful for the proof of Theorem 1.1, given in Section 4.
Analysis of the forward problem
In this section we give a precise definition of a weak solution to (1.3), which is inspired from [7, Section 2.2]. Then we prove that this solution exists and is unique within a suitable class of functions.
Weak solution
Let us first introduce some notations. We denote by
In light of this, we say that ϕ ∈ S(R + ) if ϕ is the restriction to R + of a functionφ ∈ S(R), and we set
whereφ is any function in S(R) such thatφ(t) = ϕ(t) for all t ∈ R + .
Next, for all p ∈ (0, +∞), we put
Since e p ∈ S(R + ), we define the Laplace transform with respect to
Having said that, we may now define a weak solution to (1.3) as follows.
has its Laplace transform U with respect to t, defined in (2.1), such that
Existence and uniqueness result
Assume that u 0 ∈ L 2 (R d ). Then upon arguing as in the derivation of [7, Theorem 1.1], we obtain that the IVP (
, enjoying the following Duhamel representation formula
Here θ ∈ (π/2, π) and ǫ ∈ (0, +∞) are arbitrary, and
is the contour in C, associated with
The proof of (2.3) follows the same path as the derivation [7, Theorem 1.1]: It relies on a careful application of the Bromwich-Mellin formula, which boils down to the following basic resolvent estimates, directly inspired by [7, Proposition 2.1].
Proposition 2.1 Assume that the function α fulfills (1.1)-(1.2).
1. If κ is not identically equal to α * in K, we have
Moreover, the mapping p → − ∆ + p α(x) −1 is bounded holomorphic in C \ R − .
2. If κ is constant and equals α * in K (hence α(x) = α * for all x ∈ R d ), we have
with
Moreover, the mapping p → − ∆ + p α * −1 is bounded holomorphic in C \ R − .
Proof. We shall prove the first statement only, the second one being obtained in a similar way. Moreover, since both cases r ∈ (0, 1) and r ∈ [1, +∞) can be handled analogously, we assume that r ≥ 1 in the remaining part of the proof. a) Suppose that β ∈ (0, π), the case β ∈ (−π, 0) being treated in the same way. Let U β denote the multiplication operator in
Notice that iU 2 β is the skew-adjoint part of the operator −∆ + r α(x) e iα(x)β . By setting m β := min j=m,M sin(α j β), we have
so the self-adjoint operator U β is bounded and invertible in L 2 (R d ), and
For any p = re iβ , let B p := −∆ + r α(x) cos βα(x) denote the self-adjoint part of the operator
with U −1
From this and (2.9) it follows that the operator
, and we infer from (2.8) and (2.10)-(2.11) that
b) Assume that β = 0. Then we have −∆ + p α(x) = −∆ + r α(x) and consequently
Finally, arguing as in the derivation [7, Proposition 2.1], we get that p → − ∆ + p α(x) −1 is bounded holomorphic in C \ R − , so the proof is complete.
It is clear from (2.3) that the time evolution of the solution u to (1.3) is determined by the behavior of the mapping p → (−∆ + p α(x) ) −1 p α(x) u 0 (x) on the integration path γ(ǫ, θ). More precisely, we shall see that the analysis of the time asymptotic behavior of u boils down to specific estimates of the resolvent of the operator −∆ + p α(x) , given in the coming section.
Resolvent estimates
For s ∈ [1, +∞) we denote by S s (L 2 (R d )) the Schatten-von Neumann classes of compact linear operators L for which the norm L S s (L 2 (R d )) := Tr |L| s 1/s is finite. For further use, we recall the two following well known properties (see e.g. [17] ) about these sets:
We start by establishing the following technical result.
Then, there exists a constant r 0 = r 0 (d, s, α m , α * ) ∈ (0, 1) such for all p = re iβ with r ∈ (0, r 0 ) and β ∈ [−θ, θ], we have: 
.
(3.3)
To estimate the last factor of the product in the right hand side of (3.3), we successively apply the above Properties (SvN1) and (SvN2), and obtain that
. (3.4) Next, since s 2 ≥ 2, we have
ϑ 2 +r α * s/2 dϑ for some constant C d depending only on d, and
Therefore we get
where C d,s is a positive constant depending only on d and s. Further we estimate the second term of the product in the right hand side of (3.4), with the help of the spectral mapping theorem, getting:
Moreover, since β ∈ − θ, θ where θ is given by (3.1), then α * β ∈ − π 2 , π 2 and thus the real part of p α * is nonnegative: Re p α * ≥ 0. As a consequence we have
for all λ ∈ [0, +∞), and (3.6) then yields
Now, putting (3.4), (3.5) and (3.7) together, we obtain 
Finally, the desired result follows from this by taking
Remark 3.1 It can be seen from the proof that the result of Lemma 3.1 remains valid upon replacing the constant Armed with Lemma 3.1 we may now prove the main result of this section.
Proposition 3.1 Let s and θ be as in Lemma
a) If α * obeys the same conditions as in Lemma 3.1 and that the function α is non constant in R d , then there exists a positive constant C = C(d, s, K) such that the following estimate
holds for all p = re iβ ∈ C \ R − with β ∈ − θ, θ and r ∈ 0, r 0 , where r 0 is the constant defined in Lemma 3.1. Here s ′ := s s−4 and u 0 is the Fourier tranform of u 0 .
for all p = re iβ ∈ C \ R − with β ∈ − θ, θ and r ∈ (0, 1), s ′ being the same as above.
Proof. We start by proving the first statement of the result, i.e. the one associated with a function α that is non constant in R d . To do that we use the following basic inequality 10) and estimate each of the two terms appearing in the right hand side of (3.10). The first one is treated with the aid of the resolvent identity,
, we infer from Lemma 3.1 that the operator
(3.12)
Therefore we have
from (3.11), and
, this leads to
Further, applying (3.4)-(3.5) and (3.7) with p instead of p, we get that
which together with (3.14), yields
We turn now to estimating the second term in the right hand side of (3.10),
With reference to (3.12) -(3.13) we have
, so we infer from the estimate
and (3.7) , that
From this, (3.16 ) and the Plancherel formula it then follows that
We are thus left with the task of estimating
. This can be achieved upon using the fact that
More precisely, for all q > d 4 and q ′ such that
by the Hölder inequality, the constant C d,q > 0 depending only on d and q. In the particular case where q = 
which together with (3.17), yield Finally the second statement is a byproduct of (3.18) with α(x) = α * for all x ∈ R d .
Proof of Theorem 1.1
In this proof, C is a generic constant depending only on d, K, s, α m , α M and α * , that may change from line to line.
We start by showing (1.4). To this end, we assume that
With reference to (2.3) and (2.4)-(2.5), we set for all t ∈ (1, +∞) and a.e. x ∈ R d , 
Moreover, as we have
for all t ∈ (1, +∞), we infer from (3.8) that
Similarly we get for all t ∈ (1, +∞) that
The first term in the right hand side of (4.4) is treated by (2.6):
For the second term, we apply (3.8), getting for all t ∈ (1, +∞): 
Putting this together with (4.4)-(4.5), we obtain
and hence
−(αm−α * (1− We turn now to proving (1.5). We proceed as in the derivation of (1.4): for all t ∈ (0, 1] we define u j (t, ·), j ∈ {±, 0}, as in (4.1), and we check that (4.2) remains valid. Next we apply (2.6) and get for all t ∈ (0, 1] that
Similarly, for each t ∈ (0, 1] we have
so we immediately get (1.5) from the two above estimates and (4.2).
