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It would be very nice to classify all locally nilpotent derivations of k[X, Y,Z] , but that problem seems to be quite difficult. This paper addresses the less ambitious problem of describing the class of homogeneous locally nilpotent derivations of k[X, Y,Z] ; to be precise, we consider homogeneity with respect to any N-grading of k[X, Y,Z] where f and g are w-homogeneous and algebraically independent, and it is also known that such a derivation is essentially determined by its kernel. Hence, our task is to understand which f, g E k[X, Y,Z] are such that k[ f, g] is a kernel. One should note that some ring-theoretical characterizations of the kernels are relatively easy to obtain (1.3 for instance), but these are unsatisfactory -they do not say anything explicit about f and g.
We now state the solution to our problem; for the purpose of this introduction, we restrict ourselves to the special case where k is algebraically closed and a = b = c = 1, i.e., the grading is the standard one (the statement we give here is a corollary of Theorem 3.5 and Corollary 3. In this statement, P2 is the projective plane over k and V(fg) denotes the union of the two curves "f = 0" and "g = 0" in P2.
The theorem enables us to construct infinite families of rank 3 Question. Which pairs of irreducible curves Ci, C2 in P2 have the property that P2\(C1 U C2) is isomorphic to P2 minus two lines?
There is no doubt that this question is interesting in itself, and that there exists relevant literature about it ( [9, 13, 16, 181, etc.) , but it is not entirely clear (to this author) to what extent it has been satisfactorily answered. In any case, we stress that we do not address the above question in this paper, except for the following:
Example. We 
.).
Observe that n can be recovered from pfin, so that 12 H p,, is an injective map. (2) Fix an irreducible curve Ci in P2, of degree 2, and let P E Cl. One can show that, for each choice of a sequence n, there exists at least one irreducible curve C2(n) (in P2) which satisfies l Ci n CF) = {P} and CF' has a cusp at P; l &gC,(")= ' l-I"=1 (4% + 1); l the multiplicity sequence2 of CF' at P is p,,.
Moreover, one can see that any such C$') satisfies: P2\(C1 U Cp') Z P2 minus two lines.
(3) Conversely, if Ci and CZ are irreducible curves in P2 such that deg Ci = 25 deg C2 and P2\(C1 U C2) gP2 minus two lines, then one can prove that Ci and C2 meet in one point P, C2 has a cusp at P and there exists a unique sequence n=(?Q,..., ne) such that pL, is the multiplicity sequence of C2 at P and deg C2 = rJ:=i(4n" + 1).
Remark. We think that the above family of examples should be mentioned in this paper but, unfortunately, we have to omit the proof. A satisfactory proof would be rather long and would use techniques completely different from those of this paper.
Remark. In the notation of the above example, Freudenburg's example [6] corresponds to the sequence n=(l) (i.e., J= 1 and ni = 1).
Preliminaries
Throughout this paper, all rings are commutative and have an identity element. If B is a ring then B* denotes the group of units of B; if B is an integral domain then qtB denotes the field of fractions of B.
If B is an A-algebra and n > 0 is an integer then the notation B =A ["] means that B is A-isomorphic to the polynomial algebra in n variables over A. Suppose that k 2 We mean the sequence (~(C~"',fi))~O, where Po =P, 9 is the ith infinitely near point over P and
is the multiplicity of 9 on the suitable strict transform of CF'. References. (1) is given in 2O of [14] ; for (2) , see the proposition in [8] ; (3) is well known; (4a) is Proposition 2.1 of [17] ; (4b) is an easy consequence of (4a), and is pointed out in [5] ; the "if" part of (5) is trivial, and the "only if" part can be derived from the proof of the Claim in [8] . (Daigle [3, Proposition 1.41) . Let B be an integral domain of characteristic zero and let A #B be a subring of B such that B is finitely generated as an A-algebra.
1.3
Then the following are equivalent: (1) A is the kernel of some locally nilpotent derivation D: B+B; (2) 
there exists a multiplicatively closed subset S of A\(O) such that S-'B= (S-'A)['] and B n (S'A) = A; (3) S-'B= (S-'A)['] and B n (S'A) = A, where S = A\(O).
The next result will be used in the proof of 3.10. Recall that a locally nilpotent derivation D: B --P B is said to be irreducible if the only principal ideal of B which contains D(B) is B itself.
Lemma. Let D : B -+ B be an irreducible locally nilpotent derivation, where B is a UFD of characteristic zero, let A = kerD and let S CA\(O) be a multiplicatively closed set such that S-'B = (S'A) [ll. Then each v E B satisfying S-'B = (S-'A)[v] also satisjies: Dv E A\(O) and, for some a E A\(O), a Dv E S.
Proof. Let VE B be such that S-'B=(S-'A) [v] and
let a: (S-'A)[v] + (S-'A)[v]
denote the derivative with respect to v. Being an (S-'A)-derivation Since A is a UFD and R, =A, ['] , it is clear that R, is a UFD; so, in order to prove that R is a UFD, it suffices to show that a is a product of prime elements of R. Since CI is homogeneous, it is enough to verify that every homogeneous prime element p of A is a prime element of R. So, let r-1, r2 be homogeneous elements of R such that p 1 t-1 r2 (in R). Since p is irreducible in A and A is inert in B, it follows that p is irreducible in B, hence p is a prime element of B and consequently we may assume that rl = bp, for some b E B. Then b is homogeneous and 0
Now if H' E 2 we have v = u'H' (a' E A \ {0}), so
This shows that p is a prime element of R and hence that R is a UFD. Finally, we show that H* is a prime element of R. Let Q be a prime factor of H* in R; factoring Q in B gives Q = uHi, where u E B* and 0 < i 5 6. Then u is homogeneous of degree zero, so ideg H = deg Q E 0 (mod d). By observation (S), this implies that 6 1 i, so i = 6 and H6 is a prime element of R. 0 Proof. Suppose (1) holds. We claim that kerDGd.
Since kerD is a homogeneous subring of B, the proof of (7) Let b E B\(O), homogeneous and such that Db = 0; then b E qtA, so we may write ab = a' for some a,a' E A\(O). Moreover, we may arrange that a and a' be homogeneous, and this shows that b E &. Hence (7) holds.
If we define S as in 2.6 then (7) implies S-'kerD=&.
On . By 1.6, such a derivation is determined by its kernel, up to multiplication by a w-homogeneous element of that kernel; so our basic goal is to characterize the kernels of these derivations. Note that 1.5, 1.14 and Corollaries 1. 
We will now verify that On the other hand, pick h E {f, g} such that w(h) > 0; using only the fact that h is a homogeneous prime element of B and w(h) > 0, it is easy to see that B&, = k*, hence B(h) is not isomorphic to Bcfs). Hence f,g cannot be associates, and (10) 
From this, one easily deduces 
where T = Acfs)\{O}.
We now consider the equivalence of conditions (1) and (2) Conversely, assume that (1) of Theorem 3.5 holds. We begin by observing that A(fs) is an inert subring of B(fs). To see this, consider a locally nilpotent derivation D : B + B with kernel A. Then, by 1.2, localization at fg yields a locally nilpotent derivation, Dfg : Bfg + Bfs, with kernel Afs. Thus (again by 1.2) Afg is an inert subring of Bfg, and it follows immediately that Acfg) is an inert subring of B(fs).
We also point out that Lemma 2.7 and (14) imply that
We will now verify that, for each a E k*, the following hold (where we write rc = 5 -a):
(i) rc is a prime element of B(fg),
Since n: is an irreducible element of A(fg) and A(fg) is an inert subring of B(fg), x is an irreducible element of B(fg). Since B(fg) is a UFD by (9), z is prime in B(fs) and (i) holds.
If b E Bcfg)\{O} satisfies r$ EA(~~) then, again by inertness of Acfg), we have BE Acfgj; so (ii) holds.
Condition (iii) is obvious, since k is assumed to be algebraically closed.
In view of 1.1, conditions (17) and ( (The verification of these claims is left to the reader. This is very easy if one uses the third section of [4] .)
The aim of this subsection is to prove that Example 3.6 is in fact the only way that In order to prove Theorem 3.7, we will establish two lemmas. Hence, the second part of the lemma follows from the first. We prove part (1) 
where A = k[f, Z]. For future use, we also note that
This follows from Eq. (18) Then f'gj is in the image of the k-linear map E@k 6 : iiC3k V + E@k W, and it follows that f'gi is in the image of 6. In other words, (5) holds.
Next, we show that if d(D) = 1 then assertions (l)- (5) hold. Since we have shown that (5) holds, part (4) of 1.2 implies that assertion (3) holds, which implies that (1) holds (by Lemma 2.5); clearly, (2) follows from (1). As to (4), the only nontrivial part is "J" when rat&D = 2. Suppose that rat&D = 2; then dim g(D) = 1 by (5) hold in this case. This completes the proof. 0
