The task of this paper is the enhancement of realized volatility forecasts. We investigate whether a mixture of predictions (either the combination or the averaging of forecasts) can provide more accurate volatility forecasts than the forecasts of a single model.We estimate long-memory and heterogeneous autoregressive models under symmetric and asymmetric distributions for the major European Union stock market indices and the exchange rates of the Euro.
Introduction
Undoubtedly, ultra-high frequency financial data have been valuable in estimating and forecasting volatility more accurately. The long-memory autoregressive and the heterogeneous autoregressive models are representative methods of volatility forecasting.
The literature provides strong evidence that ARFIMA models introduced by Granger (1980) , produce superior forecasts relative to those produced by conditional volatility GARCH models that are based on daily returns. Due both to the long memory property of volatility as well as its high persistence, the ARFIMA specification is suitable for estimating realized volatility. Among others, Andersen et al. (2003) , Chiriac and Voev (2011) , Deo et al. (2005) , Koopman et al. (2005) , Martens and Zein (2002) , Pong et al. (2004) have applied various extensions of ARFIMA models to ultra-high frequency-based volatility measures.
The structure of the Heterogeneous Autoregressive model of realized volatility is based on the heterogeneous market hypothesis (Müller et al., 1997) , which states that in financial markets, investors (ultra-high frequency algorithmic traders, inter-day investors, institutional investors trading on a monthly basis, etc.) interact at different frequencies. Thus, the HAR model is able to accommodate the heterogeneous beliefs of traders; different types of market participants drive volatility at different frequencies. Andersen et al. (2007) show that volatility for equity and bond futures is adequately expressed by a HAR-GARCH model.
In forecasting ultra-high frequency constructed volatility, various extensions of the HAR model have been applied by Chen and Ghysels (2011) , Clements et al. (2008) , Corsi and Reno (2012) , Hua and Manzan (2013) , Prokopczuk et al. (2015) , Sevi (2014) and Degiannakis and Filis (2017) . In general, the literature provides evidence in favor of the HAR model compared to other models such as the plain autoregressive model, the MIDAS model of Ghysels et al. (2007) , the HEAVY model of Shephard and Sheppard (2010) , the ARFIMA model, etc.
Apart from modelling information of realized volatility from the past, an alternative approach is to extract the predictive information from the futures market. Such techniques have been employed mainly by policy institutions 1 , which are looking for the market expectations of the exogenous variables required for their macroeconomic model frameworks. Alquist and Kilian (2010) provided an interesting analysis of oil price forecasts based on futures prices. Their study showed that futures are not the most accurate predictor of the spot price of crude oil; even no-change forecasts tend to be more accurate.
Additionally, the implied volatility extracted from the option prices has been considered as an alternative source of measuring investor sentiment with regard to market volatility. Koopman et al. (2005) showed that models based on realized volatility (i.e.
ARFIMA models) outperform models based on implied volatility. On the other hand, Fleming et al. (1995) , Christensen and Prabhala (1998) , Fleming (1998) , Blair et al. (2001) , Giot (2003) , Degiannakis (2008) and Frijns et al. (2010) provided evidence that implied volatility is more informative when stock market volatility is being investigated.
Although model-averaging methods for forecasting purposes date back to the works of Bates and Granger (1969) , Granger and Newbold (1977) and Granger and Ramanathan (1984) , the combination of volatility forecasts has not been broadly studied. Liu and Maheu (2009) and Wang et al. (2016) have investigated the impact of model averaging on realized volatility prediction accuracy, while Amendola and Storti (2008) and Hu and Tsoukalas (1999) have examined the performance of combining forecasts estimated from conditional volatility models (i.e. based on daily data). However, the performance of combined forecasts has not been explored for ultra-high frequency based volatility estimates.
This paper studies whether the combination or the averaging of realized volatility predictions increases forecasting accuracy. It brings to light two strands of mixed predictions (i) selecting forecasts from a set of candidate models according to an evaluation criterion; and
(ii) the averaging of forecasts.
This forecasting evaluation exercise is not limited to one-day-ahead forecasts, as multiple-days-ahead forecasts (i.e. one-week and two-weeks-ahead forecasting horizons)
gather investor interest as well. Moreover, we investigate the predictive accuracy under four different distributions for the standardized unpredictable component of the models. Briefly, our results conclude that: 1) The heterogeneous autoregressive framework works better than the long memory framework.
2) The averaged models provide superior forecasts compared to those of single models.
3) The modeling of volatility asymmetry is crucial in forecasting the ten-days-ahead realized volatility. 4) The combination of volatility forecasts according to the statistical properties of forecast errors provides us with more accurate two-weeks-ahead volatility forecasts compared to forecasts from a single model.
The remainder of this study is structured as follows. Section 2 describes the estimation of the realized volatility measures, section 3 provides information for the dataset of the 3 stock market indices and the 3 exchange rates, while sections 4 and 5 demonstrate the ARFIMA and HAR estimated models and the relative forecast specifications for one-day and multiple-days-ahead horizons. Sections 6 and 7 present methods of combining predictions according to model selection criteria and methods of computing the model-average forecasts, respectively. Section 8 describes a unified framework for the evaluation of all predictive methods. Section 9 reports the empirical results and suggests when we should apply the volatility forecasts of a single model, a combination of models, or the average forecast from a set of models. Section 10 concludes the paper and suggests areas for further research.
The Realized Volatility Measure
The financial literature assumes that the instantaneous logarithmic price   t p of an asset follows a diffusion process . Accuracy improves as the number of sub-intervals increases, or as    , but on the other hand, at a high sampling frequency, such as 0  sf , market friction is a source of noise due to market microstructure features (i.e. discreteness of the data, transaction costs, properties of the trading mechanism, bid-ask spreads, etc.). Thus, realized volatility is constructed in the highest sampling frequency which the intra-day autocovariance minimizes 3 ; see e.g. Andersen et al. (2006), and Floros (2015) . The 2 The   t p is the latent efficient price, whereas j t P is the observed price. The unobserved distance between   t p and j t P is the market microstructure noise. There exist a number of estimators for the integrated volatility that possess asymptotical properties which are robust for microstructure noise and jumps. However, Sévi (2014) and Prokopczuk et al. (2015) provided empirical evidence that the modelling of jumps does not improve the forecast accuracy of the simple HAR-RV model. Thus, we construct the realized volatility estimates without taking into consideration the presence of jumps. 3 The inter-day variance can be decomposed into the intra-day variance,    t RV , and the intra-day
. As the autocovariance comprises a measurement error, its expected value equals to zero,   0
sequence of the sampling prices is constructed according to the previous tick method 4 of Wasserfallen and Zimmermann (1985) . 
, as both functions lead to the same solution.
Hence, we minimize the squared distance between the realized volatility measure and integrated volatility, avoiding the need to define a specific relation betweenefficient prices and market microstructure noise.
Dataset -FTSE100, DAX30, CAC40 and Euro Exchange Rates
The database is made up of the three most liquid euro exchange rates (with the Pound, the Dollar and the Yen) and the three major European stock indices (FTSE100, DAX30, CAC40). The Euro, the Pound, the Dollar and the Yen are the four most tradable currencies.
The blue-chip FTSE 100 from the London Stock Exchange, has a market cap of €1.8 trillion, the DAX30 (a market cap of €1 trillion) from the Deutsche Boerse group, is Germany's prime index featuring many of Europe's biggest companies, and the CAC40 (market cap of €1.2 trillion) represents a capitalization-weighted measure of the 40 most significant companies listed on the Euronext Paris (formerly Paris Bourse). [Insert Table  1 about here] [Insert Figure  1 About here] The logarithmic transformation of realized volatility has an ogive empirical distribution which approximates the Gaussian distribution. The average value of the annualized standard deviation for the three stock indices is 18.8% (see Table 2 ). The mean of the annualized standard deviation for the three euro exchange rates is 10.1%. The maximum annualized volatility observed for the FTSE100 index was 167%, on Friday, October 10, Table 3 provides descriptive statistics of the annualized logarithmic realized volatility.
Sample skewness is positive in all cases. The average of the skewness of log-standard deviations across the stock indices decreases to 0.3 compared to 2.9 for the realized standard deviations. As far as kurtosis is concerned, the average value for the log-volatilities, across the stock indices, is 3.1 compared to 19.5 for the realized standard deviations. Therefore, although the kurtosis of the indices exceeds the normal value of three, the logarithmic transformation case is obviously much closer to the assumption of normality. Normality approximation is very good for the log-volatilities of the exchange rates as well.
[Insert Table  2 about here] [Insert Table  3 about here]
Estimation of the Models
We proceed to an estimation of two widely accepted model frameworks for the annualized logarithmic realized volatility,
. The first framework is the Autoregressive Fractionally Integrated Moving Average, or the ARFIMA model with timevarying conditional innovations. The ARFIMA, initially developed by Granger (1980) and Granger and Joyeux (1980) , captures the long-memory property of dependent variables. The time-variation and clustering that the volatility of realized volatility exhibits is modeled by extending the ARFIMA to the ARFIMA-GARCH framework proposed by Baillie et al.
is defined as:
, θ is the vector of the parameters which define f ) and
are the parameters to be estimated. 
, and iv) skewed Student t distributed;
, the density function is:
where   .  is the gamma function. With conditional GED (Generalized Error Distribution or
where v is the tail-thickness parameter and
where g and  are the asymmetry and tail parameters, respectively, of the distribution 
. Thus, for each model the vector of parameters is re-estimated every trading day, for
days, based on a rolling sample of constant size T  .
Realised Volatility Forecasting
The one-day-ahead adjusted logarithmic realized volatility, 
. For the HAR-RV-GARCH(1,1) model we have: 
for the HAR-RV-GARCH(0,1) model is computed from eq. (7) 
Combining Forecasts
In this section, we will investigate whether the combination of predictions can provide more accurate volatility forecasts compared to the use of a specific single model. Let us define that we have a set of M competing models. At each point in time we forecast the next day's volatility based on the model with the minimum forecast error. Specifically, we investigate two rules (evaluation functions) for model selection based on the most recent onestep-ahead forecast error, or
. In other words, on day 1  t we estimate the M competing models, and for day t we compute the one-step-ahead forecasts.
For day 1  t we forecast the volatility based on the model m with:
The predicted squared forecast error, in eq. (10), is the most widely accepted criterion for evaluating forecasting ability. The eq. (11) is the standardized predicted squared forecast error, whose properties have been investigated by Degiannakis and Xekalaki (2005) .
Consider a model with the generic form, which incorporates the models in eq. (1) criterion.
Averaging Forecasts
Next, we proceed with model-average forecasts in order to assess whether the average forecast could improve forecasting accuracy. We consider the model-average forecasts of all the models with the same distributional assumption:
where
denotes the conditional distribution of the models.
In addition, we construct the overall average forecast of all the competing models and residual distributions.
where 16  M .
Evaluating Model Predictability
The 16 models are re-estimated every trading day t , for T days, where  T 1686, 1784, 2106, 2308, 2091, 2108 for the CAC40, DAX30, FTSE100, EURUSD, EURGBP and EURJPY realized volatility series. The rolling window approach with a fixed window length of 1000  T  days is utilized for incorporating changes in trading behaviour more efficiently.
The total number of observations is T T T   ~. The forecasting accuracy of the models is measured with the mean predictive squared error (MPSE) 13 : Beyond the 16 models, we have defined 2 methods of combining forecasts (in section 6). Each method is applied to the models with i) normally; ii) Student t; iii) GED; and iv) is the comparison of forecasts, not necessarily estimated by models, which acknowledges the limitations of the data. Thus, uninformative data yield a confidence set with many models whereas informative data yield a set of just a few models.The MCS is employed in order to determine the set of models that is made up of the best ones. The term "best" is defined according to our evaluation function MPSE. The MCS compares the prediction accuracy of 13 The mean predictive absolute error, the hypothesis that is being tested is:
For example, in the case of the MPSE evaluation function, 
Investigating Predictive Accuracy
The main purpose of our study is to explore the possible sources that help us enhance our realized volatility forecasts. Let us keep in mind that we have investigated the predictive accuracy of model frameworks with different autoregressive structures (i.e. long-memory autoregressive against heterogeneous autoregressive), and different distributions for the standardized residuals (i.e. normal against skewed Student t). Then, we explore whether the use of a single model can be improved upon by the implementation of a method that combines forecasts (section 6) or by the averaging of forecasts (section 7). To sum up, the hypotheses that we investigate are: 1) The heterogeneous autoregressive (HAR) framework is expected to work better than the long memory (ARFIMA) framework.
2) The averaged models are expected to provide superior forecasts compared to those of the single models;
either HAR or ARFIMA. 3) Is the modeling of volatility asymmetry crucial in forecasting realized volatility? 4) Does the combination of volatility forecasts according to the statistical properties of forecast errors provide more accurate volatility forecasts? The forecasting evaluation exercise is not limited to the one-day-ahead forecasts, as we also explore the predictive ability for the 5-days and10-days-ahead horizons. Table 4 provides the values of the mean predictive squared error, Overall, we cannot infer in favor of a specific method of constructing one-day-ahead realized volatility forecasts. The p-values in Table 5 conclude that most of the prediction methods (single models, combined forecasts and averaged models) belong to the confidence set of the best performing models. The lowest value of the [Insert Table  4 about here] [Insert Table  5 about here] [Insert Figure  2 About here] Table 6 shows the mean predictive squared forecast error, or [Insert Table  6 about here] [Insert Table  7 about here] [Insert Figure  3 About here]
One-day-ahead Predictive Accuracy

Five-days-ahead Predictive Accuracy
Ten-days-ahead Predictive Accuracy
Tables 8 and 9 illustrate the relative information for the two-calendar-weeks-ahead forecasts. Overall, in the ten-days-ahead forecasting horizon, the necessity for employing combined forecasts and averaged models arises. According to Table 9 , for all the realized volatility series under investigation the combined forecasts according to the [Insert Table  8 about here] [Insert Table  9 about here] [Insert Figure  4 About here] For purposes of robustness, we have investigated the forecasting performance based on the mean predictive absolute error. The results are qualitatively similar. Thus, we do not report the Tables with the values of the evaluation function and the relevant MCS p-values, which are available to the readers upon request.
Conclusion
Our major task is to investigate whether we can enhance our realized volatility forecasts. The forecasting evaluation is conducted for one-day-ahead, one-calendar-weekahead and two-calendar-weeks-ahead horizons. The ARFIMA-GARCH and HAR-RV-GARCH models are estimated for the major European Union stock market indices (FTSE100, DAX30, CAC40) and for the exchange rates of the Euro with the British Pound, the US Dollar and the Japanese Yen under the assumption that the standardized innovations are i) normally; ii) Student t; ii) GED; and iv) skewed Student t distributed. Additionally, we explore whether the use of a single model can be improved upon through the implementation of a method that combines forecasts or by the averaging of the forecasts.
The overall findings can be summarized as follows. For one-day-ahead volatility forecasts, most prediction methods (single models, combined forecasts and averaged models) belong to the confidence set of the best performing models. For five-trading-days-ahead forecasting horizon, the heterogeneous autoregressive model is superior to the long-memory framework model. Moreover, the combined forecasts and the averaged models fail to provide superior volatility forecasts. For the ten-trading-days-ahead forecasting horizon, the criteria deliver the most accurate volatility forecasts. Also, the averaged models provide superior forecasts compared to those of single models.
Additionally, the modeling of volatility asymmetry (the use of the skewed Student t distribution) is important for the ten-days-ahead volatility forecasts.
Thus, for longer forecasting horizons, more complicated forecasting frameworks are required. Combined forecasts and averaged models are methods considered to be adequate for volatility forecasting purposes; a crucial finding for investors, portfolio managers, risk managers, policy makers, etc.
Avenues for future research may include the enrichment of the methods under comparison (i.e. weights anti-proportional to the forecasting errors) or the confirmation of the findings for other datasets, i.e. commodities, non-European stock indices, etc. It would also be interesting to explore whether we can enhance the forecasting accuracy for other measures of volatility, such as the realized kernels and bi-power variation, or from information extracted from futures and options. 
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