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SDEs
Kristian Debrabant · Anne Kværnø
Abstract For a particular class of Stratonovich SDE problems, here denoted as sin-
gle integrand SDEs, we prove that by applying a deterministic Runge–Kutta method
of order pd we obtain methods converging in the mean-square and weak sense with
order ⌊pd/2⌋. The reason is that the B-series of the exact solution and numerical ap-
proximation are, due to the single integrand and the usual rules of calculus holding
for Stratonovich integration, similar to the ODE case. The only difference is that in-
tegration with respect to time is replaced by integration with respect to the measure
induced by the single integrand SDE.
Keywords Stochastic differential equation ·Runge–Kutta methods · single integrand
SDEs · B-series
Mathematics Subject Classification (2010) MSC 65C30 · MSC 60H35 · MSC
65C20
1 Introduction
In this paper we consider a particular class of Stratonovich stochastic differential
equations (SDEs), single integrand SDEs, given by
dX = λ f (X)dt +σ f (X)◦ dW, X(t0) = x0 (1.1)
where W (t) is a Wiener process, λ ∈ {0,1} and σ ∈ R is a given constant. We as-
sume the coefficient f : Rd → Rd to be differentiable and that f and f ′ f satisfy a
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Lipschitz condition such that there exists a unique solution [12]. The case λ = 0 cov-
ers Stratonovich SDEs without drift term. For λ = 1, this class of methods arises
frequently in applications, especially when modelling phenomena by ordinary differ-
ential equations and then introducing multiplicative random fluctuations of uncertain-
ties in time.
All results in this paper hold as well for single integrand SDEs with multidimen-
sional Wiener process,
dX = λ f (X)dt +
m
∑
i=1
σi f (X)◦ dWi, X(t0) = x0, (1.2)
as this case can be reduced to (1.1) using σ :=
√
∑mi=1 σ2i and the Wiener process
W := 1σ ∑mi=1 σiWi.
Some well known examples for single integrand SDEs are the SDE describing
fatigue cracking [12,20], the Kubo oscillator [6,17], the stochastic Van der Pol equa-
tion [21] and certain stochastic Hamiltonian problems, see [7].
We are interested in solving (1.1) on the interval I = [t0,T ]. The equation can also
be written in integral form as
X(t) = x0 +
∫ t
t0
f (X(s))◦ dµ(s), µ(s): = λ s+σW(s). (1.3)
Let a discretization I ˜h:= {t0, t1, . . . , tN} with t0 < t1 < .. . < tN = T of the time interval
I with step sizes hn: = tn+1 − tn for n = 0,1, . . . ,N − 1 and maximal step size ˜h :=
maxN−1n=1 hn be given.
The SDE is solved by an s-stage stochastic Runge–Kutta method defined by
Hi =Yn +∆tn,hn µ
s
∑
j=1
ai j f (H j), (1.4a)
Yn+1 =Yn +∆tn,hn µ
s
∑
i=1
bi f (Hi). (1.4b)
Here, ∆tn,hn µ = µtn(hn) with
µt(s) := µ(t + s)− µ(t) = λ s+σ(W(t + s)−W(t)),
and typically, the coefficients ai j and bi will be those of a known Runge–Kutta
method for ordinary differential equations. For a general SDE, this simple general-
ization will result in a strong order 1 method, at the best [1, 2]. But for the single
integrand SDEs the situation is far better, as stated in the main result of this paper:
Theorem 1.1 The Runge–Kutta method (1.4) of deterministic order pd is of mean
square as well as weak order pµ = ⌊pd/2⌋, under the conditions on f specified in
Assumption 4.1. For weak convergence, it suffices that ∆t,hµ is chosen such that at
least the first 2pµ +1 moments coincide with those of µt(h), and all the others are in
O(hpµ+1).
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Fig. 1.1 The mean square error of Gauss methods applied to (1.5).
Here and in the following, the O notation refers to the absolute value and h → 0,
and for x ∈ R, ⌊x⌋ denotes the largest integer not larger than x. Theorem 1.1 will be
proved in Section 4. Before going into the details, let us justify the result by a simple
numerical experiment:
Example 1.1 We apply the s-stage Gauss method of deterministic order 2s [5] to the
SDE [12]
dX =
√
1+X2 dt +σ
√
1+X2 ◦ dW, X(0) = 0 (1.5)
with the exact solution X(t) = sinh(t +σW(t)), with σ = 0.8. The solution is ap-
proximated on the interval [0,1] with step sizes 2−12−2−5 and the sample average of
M = 10,000 independent simulated realizations of the absolute error is calculated in
order to estimate the expectation. The results at t = 1 are presented in Figure 1.1.
The outline of this paper is as follows: In section 2 some results on convergence and
consistency are recalled. In section 3, we will show that the B-series of the exact
and the numerical solution are exactly as in the ODE case [5], with the exception
that integration is now performed with respect to µ instead of h. This is due to the
following lemma:
Lemma 1.1 For all h ≥ 0 it holds
∫ h
0
µt k ◦ dµt =
1
k+ 1 µt(h)
k+1.
To deduce the mean square and the weak order of the approximations, the following
lemma is pivotal:
Lemma 1.2 For n ∈N it holds that E µt(h)n =
{
O(h n2 ) : if n is even,
O(h n+12 ) : if n is odd.
The proofs of Theorem 1.1 and Lemmas 1.1 and 1.2 are given in section 4. Finally,
more numerical experiments justifying the theoretical results are given in section 5.
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2 Convergence and consistency
Here we will give the definitions of both weak and strong convergence and results
which relate convergence to consistency.
Let ClP(Rd ,R
ˆd) denote the space of all g ∈ Cl(Rd ,R ˆd) fulfilling a polynomial
growth condition [12] and I ˜h be the discretized time interval defined above.
Definition 2.1 A time discrete approximation Y = (Y (t))t∈I ˜h converges weakly with
order p to X at time t ∈ I ˜h as the maximum step size ˜h→ 0 if for each g∈C2(p+1)P (Rd ,R)
there exist a constant Cg and a finite δ0 > 0 such that
|E(g(Y (t)))−E(g(X(t)))| ≤Cg ˜hp
holds for each ˜h ∈ ]0,δ0[ .
Now, let leg(h;t,x) be the weak local error of the method starting at the point (t,x)
with respect to the functional g and step size h, i. e.
leg(h;t,x) = E
(
g(Y (t + h))− g(X(t+ h))|Y (t) = X(t) = x
)
.
The following theorem due to Milstein [16], which holds also in the case of gen-
eral one step methods, shows that, as in the deterministic case, consistency implies
convergence:
Theorem 2.1 Suppose the following conditions hold:
– The integrand f of (1.3) is differentiable, and f and f ′ f satisfy a Lipschitz condi-
tion and belong to C2(p+1)P (Rd ,Rd).
– For sufficiently large r (see, e.g., [16] for details) the moments E(‖Y (tn)‖2r) exist
for tn ∈ I ˜h and are uniformly bounded with respect to N and n = 0,1, . . . ,N.
– For all g ∈C2(p+1)P (Rd ,R) there exists a K ∈C0P(Rd ,R) such that
|leg(h;t,x)| ≤ K(x)hp+1
is valid for x ∈ Rd and t, t + h ∈ I, i. e., the approximation is weak consistent of
order p.
Then the method (1.4) is convergent of order p in the sense of weak approximation.
Whereas weak approximation methods are used to estimate the expectation of func-
tionals of the solution, strong approximation methods approach the solution path-
wise.
Definition 2.2 A time discrete approximation Y = (Y (t))t∈I ˜h converges strongly re-
spectively in the mean square with order p to X at time t ∈ I ˜h as the maximum step
size ˜h → 0 if there exist a constant C and a finite δ0 > 0 such that
E‖Y (t)−X(t)‖ ≤C ˜hp respectively
√
E(‖Y (t)−X(t)‖2)≤C ˜hp
holds for each ˜h ∈ ]0,δ0[ .
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In this article we will consider convergence in the mean square sense. But by Jensen’s
inequality we have
(E‖Y (t)−X(t)‖)2 ≤ E(‖Y (t)−X(t)‖2),
so mean square convergence implies strong convergence of the same order.
Now, let lem(h;t,x) respectively lems(h;t,x) be the mean respectively mean square
local error of the method starting at the point (t,x) with respect to the step size h, i. e.
lem(h;t,x) = E
(
Y (t + h)−X(t+ h)|Y(t) = X(t) = x
)
,
lems(h;t,x) =
√
E
(
(Y (t + h)−X(t+ h))2|Y (t) = X(t) = x
)
.
The following theorem due to Milstein [16], which holds also in the case of general
one step methods, shows that in the mean square convergence case we obtain order
p if the mean local error is consistent of order p and the mean square local error is
consistent of order p− 12 .
Theorem 2.2 Suppose the following conditions hold:
– The integrand f of (1.3) is differentiable, and f and f ′ f satisfy a Lipschitz condi-
tion.
– There exists a constant K independent of h such that
‖lem(h;t,x)‖ ≤ K
√
1+ ‖x‖2 hp1 , lems(h;t,x)≤ K
√
1+ ‖x‖2 hp+
1
2
with p ≥ 0, p1 ≥ p+1 is valid for x ∈Rd and t, t +h ∈ I, i. e., the approximation
is consistent in the mean of order p1 − 1 ≥ p and in the mean square of order
p− 12 .
Then the SRK method (1.4) is convergent of order p in the sense of mean square
approximation.
3 B-series and rooted trees
In order to apply Theorems 2.1 and 2.2 we will now use B–series and rooted tree
theory to study the order of the local errors of the method (1.4). B-series for deter-
ministic ODEs were introduced by Butcher [4]. Today such series appear as a funda-
mental tool to do local error analysis on a wide range of problems. B-series for SDEs
and their numerical solution by stochastic Runge–Kutta methods have been devel-
oped by Burrage and Burrage [2, 3] to study strong convergence in the Stratonovich
case, by Komori, Mitsui and Sugiura [14] and Komori [13] to study weak conver-
gence in the Stratonovich case and by Rößler [18, 19] to study weak convergence
in both the Itô and the Stratonovich case. However, the distinction between the Itô
and the Stratonovich integrals only depends on the definition of the integrals, not on
how the B-series are constructed. Similarly, the distinction between weak and strong
convergence only depends on the definition of the local error. A uniform and self-
contained theory for the construction of stochastic B-series for the exact solution of
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SDEs and its numerical approximation by stochastic Runge–Kutta methods is given
in [8]. Based on the notation used there, we will now derive the B-series for the exact
solution and numerical approximation of single-integrand SDEs. Due to the single
integrand we will, similar to the ODE case [5], only need non-colored trees in the
expansion of the solution.
Definition 3.1 (Trees) The set of rooted trees T is recursively defined as follows:
a) The empty tree /0 and the graph •= [ /0] with only one vertex belong to T .
Let τ = [τ1,τ2, . . .,τκ ] be the tree formed by joining the subtrees τ1,τ2, . . .,τκ each by
a single branch to a common root.
b) If τ1,τ2, . . .,τκ ∈ T then τ = [τ1,τ2, . . .,τκ ] ∈ T .
Definition 3.2 (Elementary differentials) For a tree τ ∈ T the elementary differen-
tial is a mapping F(τ) : Rd →Rd defined recursively by
a) F( /0)(x) = x,
b) F(•l)(x) = f (x),
c) If τ = [τ1,τ2, . . .,τκ ] ∈ T \ { /0} then
F(τ)(x) = f (κ)(x)(F(τ1)(x),F(τ2)(x), . . .,F(τκ)(x))
where x ∈ Rd .
Definition 3.3 (B-series) Consider a family {φ(τ)}τ∈T of random variables satisfy-
ing
φ( /0)≡ 1 and φ(τ)(0) = 0, ∀τ ∈ T\{ /0}.
A (stochastic) B-series is then a formal series of the form
B(φ ,x;h) = ∑
τ∈T
α(τ) ·φ(τ)(h) ·F(τ)(x),
where α : T →Q is given by
α( /0) = 1, α(•) = 1, α(τ = [τ1, · · · ,τκ ]) =
1
r1!r2! · · ·rq!
κ
∏
j=1
α(τ j),
where r1,r2, . . .,rq count equal trees among τ1,τ2, . . .,τκ .
The next lemma proves that if Y (t+h) can be written as a B-series, then g(Y (t+h))
can be written as a similar series, where the sum is taken over trees with a root of color
g and subtrees in T . The lemma is fundamental for deriving the B-series of the exact
and the numerical solution. It will also be used for deriving weak convergence results.
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Lemma 3.1 ( [8]) If Y (t+h) = B(φ ,x;h) is some B-series and g ∈C∞(Rd ,R ˆd) then
g(Y (t+h)) can be written as a formal series of the form
g(Y (t+h)) = ∑
u∈Ug
β (u) ·ψφ (u)(h) ·G(u)(x), (3.1)
where Ug is a set of trees derived from T , by
a) [ /0]g ∈Ug, and if τ1,τ2, . . .,τκ ∈ T \ { /0} then [τ1,τ2, . . .,τκ ]g ∈Ug.
b) G([ /0]g)(x) = g(x) and
G(u = [τ1, . . .,τκ ]g)(x) = g(κ)(x)
(
F(τ1)(x), . . .,F(τκ )(x)
)
.
c) β ([ /0]g) = 1 and β (u = [τ1, . . .,τκ ]g) = 1
r1!r2! · · ·rq!
κ
∏
j=1
α(τ j),
where r1,r2, . . .,rq count equal trees among τ1,τ2, . . .,τκ .
d) ψφ ([ /0]g)≡ 1 and ψφ (u = [τ1, . . .,τκ ]g)(h) = ∏κj=1 φ(τ j)(h).
We are now able to derive the B-series of the exact solution. Here and in the following,
ρ(τ) denotes the number of nodes in a tree τ .
Theorem 3.1 Let γ : T → N be given by
γ( /0) = 1, γ(•) = 1,
γ([τ1, . . . ,τκ ]) = ρ([τ1, . . . ,τκ ])
κ
∏
j=1
γ(τ j).
Then the solution X(t+h) of (1.1) starting at the point (t,x) can be written as a
B-series B(ϕt ,x;h) with
ϕt(τ)(h) =
µt(h)ρ(τ)
γ(τ) for τ ∈ T. (3.2)
Proof Write the exact solution as some B-series X(t+h) = B(ϕt ,x;h). By applying
Lemma 3.1 to f (in which case Ug = T ) the integral form (1.3) of the SDE can be
written as
∑
τ∈T
α(τ) ·ϕt(τ)(h) ·F(τ)(x) = x+ ∑
τ∈T
α(τ) ·
∫ h
0
κ
∏
j=1
ϕt(τ j)(s)◦ dµt(s) ·F(τ)(x).
By comparing term by term we get
ϕt( /0)≡ 1, ϕt(•)(h) = µt(h),
ϕt(τ)(h) =
∫ h
0
κ
∏
j=1
ϕt(τ j)(s)◦ dµt(s) for τ = [τ1, . . . ,τκ ] ∈ T.
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This proves the theorem for τ = /0 and τ = •. The rest is proved by induction on the
height of τ . If τ = [τ1, . . . ,τκ ] then
ϕt(τ)(h) =
∫ h
0
κ
∏
j=1
ϕt(τ j)(s)◦ dµt(s) =
∫ h
0
κ
∏
j=1
µt(s)ρ(τ j)
γ(τ j)
◦ dµt(s)
Lemma 1.1
=
µt(h)ρ(τ)
ρ(τ)
κ
∏
j=1
1
γ(τ j)
=
µt(h)ρ(τ)
γ(τ) .
⊓⊔
For the numerical approximation (1.4) the following result holds:
Theorem 3.2 The numerical solution Y (t+h) after one step with step size h starting
at the point (t,x) as well as the corresponding stage values Hi can be written in terms
of B-series
Hi = B(ηt i,x;h), Y (t + h) = B(Φt ,x;h)
with ηt i(τ)(h) = (∆t,t+hµ)ρ(τ)ηˆi(τ), where
ηˆi( /0) = 1, ηˆi(•) =
s
∑
j=1
ai j, (3.3a)
ηˆi(τ) =
s
∑
j=1
ai j
κ
∏
k=1
ηˆ j(τk) if τ = [τ1, . . . ,τκ ] (3.3b)
and Φt (τ)(h) = (∆t,t+hµ)ρ(τ) ˆΦ(τ), where
ˆΦ( /0) = 1, ˆΦ(•) =
s
∑
i=1
bi, (3.4a)
ˆΦ([τ1, . . . ,τκ ]) =
s
∑
i=1
bi
κ
∏
k=1
ηˆi(τk). (3.4b)
Proof Write Hi as a B-series, that is
Hi = ∑
τ∈T
α(τ)ηt i(τ)(h)F(τ)(x).
Use (1.4a) together with Lemma 3.1 to obtain
Hi = x+∆t,t+hµ
s
∑
j=1
ai j f (H j)
= x+∆t,t+hµ
s
∑
j=1
ai j f
( ∑
τ∈T
α(τ)ηt j(τ)(h)F(τ)(x)
)
= x+∆t,t+hµ
s
∑
j=1
ai j ∑
τ∈T
α(τ)ψηt j (τ)(h)F(τ)(x)
= x+ ∑
τ∈T
α(τ)
(
∆t,t+hµ
s
∑
j=1
ai jψηt j (τ)(h)
)
F(τ)(x).
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Thus ηt i(τ) = ∆t,t+hµ ∑sj=1 ai jψηt j (τ)+
{
1 : τ = /0
0 : τ 6= /0
, proving (3.3). Analogously,
Y (t + h) = x+∆t,t+hµ
s
∑
i=1
bi f (Hi)
= x+ ∑
τ∈T
α(τ)
(
∆t,t+hµ
s
∑
i=1
biψηt i(τ)(h)
)
F(τ)(x),
proving (3.4). ⊓⊔
To decide the weak order we will also need the B-series of a function g, evaluated at
the exact and the numerical solution. From Theorems 3.1 and 3.2 and Lemma 3.1 we
obtain
g(X(t+h)) = ∑
u∈Ug
β (u) ·ψϕt (u)(h) ·G(u)(x),
g(Y (t + h)) = ∑
u∈Ug
β (u) ·ψΦt (u)(h) ·G(u)(x),
with
ψϕt ([ /0]g)≡ 1, ψϕt (u = [τ1, . . .,τκ ]g)(h) =
κ
∏
j=1
ϕt(τ j)(h)
and
ψΦt ([ /0]g)≡ 1, ψΦt (u = [τ1, . . .,τκ ]g)(h) =
κ
∏
j=1
Φt(τ j)(h).
So, for the weak local error it follows
leg(h;t,x) = ∑
u∈Ug
β (u) ·E[ψΦt (u)(h)−ψϕt (u)(h)] ·G(u)(x).
For the mean respectively mean square local error we obtain from Theorems 3.1
and 3.2
lems(h;t,x) =
√
E
( ∑
τ∈T
α(τ) · (Φt(τ)(h)−ϕt(τ)(h)) ·F(τ)(x)
)2
,
lem(h;t,x) = ∑
τ∈T
α(τ) ·E
(
Φt(τ)(h)−ϕt(τ)(h)
)
·F(τ)(x).
4 Proofs of Theorem 1.1 and Lemmas 1.1 and 1.2
With all the B-series in place, we can now present the order conditions for the weak
and strong convergence. For convenience, we first summarize the assumptions on f :
Assumption 4.1 Let f ∈C2(p+1)(Rd ,Rd) and f and f ′ f fulfill a Lipschitz condition.
Further, assume
– for mean-square convergence, that either
* all elementary differentials F(τ) fulfill a linear growth condition, or
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* there exists a constant C such that ‖ f ′(y)‖ ≤C ∀y ∈ Rd (which implies the
global Lipschitz condition) and all necessary partial derivatives exist [3],
– respectively for weak convergence, that f ∈C2(p+1)P (Rd ,Rd).
We have weak consistency of order pµ if and only if
EψΦt (u)(h) = Eψϕt (u)(h)+O(hpµ+1) ∀u ∈Ug (4.1)
where ρ(u = [τ1, · · · ,τκ ] f ) = ∑κj=1 ρ(τ j), and mean square global order pµ if and
only if
E
(
(Φt (τ)(h)−ϕt(τ)(h))2
)
= O(h2pµ+1) ∀τ ∈ T, (4.2)
EΦt(τ)(h) = Eϕt(τ)(h)+O(hpµ+1) ∀τ ∈ T. (4.3)
Assume ∆t,hµ = µt(h). Due to E µt(h)2ρ(τ) = O(hρ(τ)) by Lemma 1.2, (4.2) is then
by Theorems 3.1 and 3.2 automatically fulfilled for all τ ∈ T with ρ(τ) ≥ 2pµ + 1,
and satisfied for the remaining trees if and only if
ˆΦ(τ) = 1γ(τ) ∀τ ∈ T with ρ(τ)≤ 2pµ . (4.4)
Note that (4.4) is just the condition that for the order pd of the Runge–Kutta method
applied to a deterministic system (σ = 0) it holds pd = 2pµ .
Similarly, (4.3) is automatically fulfilled for all τ ∈ T with
ρ(τ)≥
{
2pµ + 2 : for even ρ(τ)
2pµ + 1 : for odd ρ(τ)
,
and satisfied for the remaining trees if and only if
ˆΦ(τ) =
1
γ(τ) ∀τ ∈ T with ρ(τ)≤
{
2pµ + 1 : for even ρ(τ)
2pµ : for odd ρ(τ)
. (4.5)
Thus, the method will be mean-square consistent of order pµ if its deterministic order
is
pd =
{
2pµ : if pµ ∈ N
2pµ + 1 : if pµ + 12 ∈ N
(4.6)
or, vice versa, a method of deterministic order pd will converge with mean-square
order ⌊ pd2 ⌋.
Assume now that ∆t,hµ is chosen such that at least the first 2pµ + 1 moments
coincide with those of µt(h), and all the others are in O(hpµ+1). Analogously to the
discussion of (4.3), (4.1) is automatically fulfilled for all u ∈Ug with
ρ(u)≥
{
2pµ + 2 : for even ρ(u)
2pµ + 1 : for odd ρ(u)
,
and satisfied for the remaining trees if and only if (4.5) is fulfilled. Thus, we obtain
that the weak order of the method equals its mean-square order, which finishes the
proof of Theorem 1.1.
Finally we present the proofs of Lemmas 1.1 and 1.2.
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Proof (Lemma 1.1) As µt is a semimartingale with continuous paths, it holds for
f ∈C2(R,R) that
f (µt (h))− f (µt(0)) =
∫ h
0
f ′(µt(s))◦ dµt(s),
which for f (x) = xk+1 immediately gives the assertion. ⊓⊔
Proof (Lemma 1.2) The assertion follows from
E µt(h)n =
n
∑
i=0
(
n
i
)
λ n−ihn−iσ i E
((
W (t+h)−W(t)
)i)
and using that
E
((
W (t+h)−W (t)
)i)
= h
i
2
{
0 : if i is odd,
(i− 1) · (i− 3) · · · · ·3 ·1 : otherwise.
⊓⊔
5 Numerical experiments
To verify the theoretical result, we solve three test problems by method (1.4), based
on some classes of well known deterministic Runge–Kutta methods. The first group
consists of the Gauss methods of deterministic order pd = 2s, in which case the pre-
dicted stochastic order pµ = s, as already demonstrated in Example 1.1. Using the
results from [11, 15] it is straightforward to confirm that the Gauss methods preserve
quadratic invariants. Two of the test problems below have such invariants, for these
problems we also demonstrate this conservation property. The second group of meth-
ods consists of the Radau IIA methods, these are of deterministic order pd = 2s− 1,
thus pµ = s− 1. Finally, we consider three explicit Runge–Kutta (ERK) methods: A
third order, three stage method [5, RK32, p. 95], the classical fourth order Runge–
Kutta method [10, p. 138] and the fifth order Fehlberg method [10, p. 177]. In the
following, they will be denoted by ERK3, ERK4 and ERK5, respectively.
For the calculation of the numerical order pnum, errors less than 10−14 have been
ignored.
Example 5.1 This is a continuation of Example 1.1. The SDE (1.5) is solved by the
Radau IIA methods, as well as the three explicit methods. The number of independent
simulations is still M = 10,000. Convergence plots are given in Figure 5.1, as well as
the estimated order pnum. The order pnum is slightly above pµ , probably because the
error of the deterministic part becomes more dominant for larger step sizes.
Example 5.2 The next example is the well known Kubo oscillator, a prototype prob-
lem for solving oscillatory problems, [17, sec.4.4.1]. The SDE is given by
dX =
[
0 −a
a 0
]
X dt +
[
0 −σ
σ 0
]
X ◦ dW, (5.1)
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Fig. 5.1 Error plots for the Radau IIA and the ERK methods applied to (1.5).
where a and σ are real parameters. With X(0) = [1,0]T this problem has as exact
solution X(t) = [cos(at +σW(t)),sin(at +σW (t))]T . In our experiments, we have
used a = σ = 1.0, the mean square error at t = 1.0 is estimated based on M = 1,000
simulations.
The Kubo oscillator has the invariant I(X) = X21 +X22 . To see how well this is
preserved by the numerical methods, we have computed one solution path by the
Gauss (s = 2) method, one by the Radau IIA (s = 3) and one by the ERK5 method,
all with pµ = 2. The step size was h= 0.5, and the integration interval [0,1000]. From
the picture at the bottom right of Figure 5.2 it is clear that the Gauss solution stays on
the circle given by I(X(t)) = I(X(0)), the others do not.
Example 5.3 This example is based on the deterministic rigid body model from [9].
This model has also been used in [7] for studying energy-preserving integrators. The
SDE is given by
dX = A(X)X dt +σ A(X)X ◦ dW (5.2)
with
A(X) =

 0 X3/I3 −X2/I2−X3/I3 0 X1/I1
X2/I2 −X1/I1 0


and parameters I1 = 2, I2 = 1 and I3 = 2/3. As initial value we choose X(0) =
(cos(1.1),0,sin(1.1))T . This problem conserves the invariants
H(X) =
1
2
(
X21
I1
+
X22
I2
+
X23
I3
)
, C(X) = X21 +X22 +X23 .
The equation with σ = 0.5 was solved, and the mean square errors at t = 1.0 based on
M = 1,000 independent simulations are presented in Figure 5.3. For the Gauss and
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Fig. 5.2 Error plots for the Kubo oscillator (5.1) (top, and bottom left). The solution points for one tra-
jectory, using ERK5 (Fehlberg), Radau IIA (s = 3) and Gauss (s = 2) with h = 0.5 for t ≤ 1000 (bottom
right).
Radau IIA methods, some Newton iterations fail for the larger step sizes. In order to
demonstrate the conservative properties of the Gauss method, a plot of the Casimir
C(X) for one trajectory computed by the Gauss (s = 2) method, the Radau IIA (s = 3)
method and ERK5 has been included. As expected, the Gauss method preserves the
Casimir, the others do not.
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Fig. 5.3 Error plots for the stochastic rigid body problem (5.2) (top and bottom left). Drift of the Casimir
C(X) for Gauss (s = 2), Radau IIA (s = 3) and ERK5 (Fehlberg) using h = 2−5 for t ≤ 1000 (bottom right).
6 Conclusion
We have proved that a straightforward extension of deterministic Runge–Kutta meth-
ods of order p to Stratonovich single integrand SDEs results in methods converging
with order ⌊p/2⌋ in the mean-square and weak sense. They also inherit certain prop-
erties from their deterministic origin, like preservation of quadratic invariants. These
methods are cheaply implementable and seem to be preferable for solving single in-
tegrand problems.
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