We have discovered conjectural near-addition formulas for Somos sequences. We have preliminary evidence suggesting the existence of modular theta functions.
Somos Sequence Background
RS first learned of Somos sequences from Michael Somos, around 1988. The Somos sequence of order N begins with a block of N 1s, and is generated from a simple non-linear recurrence. For Somos4, the recurrence is a k a k+4 = a k+1 a k+3 + a 2 k+2 ; for Somos5, it is a k a k+5 = a k+1 a k+4 + a k+2 a k+3 ; Somos6 and 7 follow the patterns for 4 and 5, with more terms in the folded dot product. The recurrence can also be used to extend the sequences in the negative direction; they are palindromic. Somos4 begins 1,1,1,1,2,... . One surprising property is that all the terms in Somos4 -Somos7 are integers. This was discovered back in the 1940s by Morgan Ward [9, 10] for a sequence including Somos4. He called his sequences Elliptic Divisibility Sequences; Somos4 is the odd numbered terms from a particular EDS. RS was at an MSRI number theory workshop shortly after learning of the sequences, and the group spent some time trying to prove integrality. Eventually Dean Hickerson and Janice Malouf independently proved that Somos6 is integral. Our experimenting showed that we could modify the sequence initial values in various ways while apparently keeping the integrality property. Also, introducing algebraic coefficients into the equation, such as a k a k+4 = xa k+1 a k+3 + ya 2 k+2 , often produced polynomials with integer coefficients, rather than the expected ensemble of rational functions. (Of course, this doesn't matter much when the values are interpreted mod P , or in a finite field, which can handle fractions just fine.) The raw integer values of the sequences seem to grow roughly as C K 2 . The Somos4 and Somos5 sequences have a close connection with elliptic curves and classical theta functions. The higher order Somos sequences may be connected to hyperelliptic curves. There's a moderate amount of background material scattered around the net; Jim Propp's Somos page [7] , and Sloane's sequence database [8] , and Zagier's problem 5 [12] , have useful material. Background on theta functions is available in the Abramowitz & Stegun [2] compendium of special functions, now available on the net (as a scanned photocopy) at [3] .
Somos Sequence Near-Addition Formulae
Summary: Somos(nx) is calculable in O(log n) time from three values near Somos(x), at least for orders 4 and 5. Orders 6 and 7 require longer intervals of values. Along the way, we find addition formulae for Somos and Somos-like sequences of polynomials and algebraics, and reduce some fifth order recurrences to fourth and third order. We find three-term, four-variable relations for most of these, as well as for ordinary ϑ functions. A sequence of polynomials obeying the Somos4 recurrence has a particularly nice doubling formula. Many of these results fall out of a very general determinant identity. For certain algebraic "Somos" sequences, we find closed forms in terms of Chebychev polynomials.
Definitions: an := Somos4, bn := Somos5, . . . , en := Somos8, i.e., which is pretty much a Somos9. And, for all t and u, Somos4 satisfies an = (t − 7) an−1an−7 + (u − 5t + 31) an−2an−6 + (4t − u + 1) an−3an−5 − ua 2 n−4
an−8 , a double continuum of quasi-Somos8s.
Furthermore, for all t, the sequence sn := a sn−8 .
Change of variable:
A Somos sequence may be multiplied by any constant. A Somos sequence multiplied by an arbitrary geometric progression satisfies the same recurrence, but usually loses its palindrome symmetry. The "odd" (Somos5 and Somos7) sequences may also be termwise multiplied by any number of factors of the form tan(x + nπ/2) without even disturbing the palindrome property.
There is, however, no sharp dichotomy between odd and even, since Somos4 satisfies the quasiSomos5 (Quasimodo?) (odd) recurrence an = 5an−3an−2 − an−4an−1 an−5 ,
as does an tan(x + πn/2), etc.
The sequence sn := r sx n−y1 sx n +y 1 sx n−y2 sx n +y 2 . . . sx n−yn sx n+yn .
Note that each term of the expanded determinant will have subscripts summing to 2x1 + 2x2 + . . . + 2xn. This is decidedly not symmetrical in x and y, so that an identity involving a D operator may yield a new identity under interchange of the x and y vectors. Note that the determinant also vanishes for at := sin t, for arbitrary complex u, v, w, x, y, and z. More interestingly, experimental Taylor expansion at q = 0 plus several numerical experiments suggest that the same goes for at := ϑj(t, q). The published addition formulae mixing two or more different j are merely the result of choosing v, w, y, and z to be things like π/2 and πτ /2 (and 0). (Whittaker & Watson, crediting Jacobi, list numerous special cases, suggesting that the more general formula was not yet known.)
Still more generally,
a three term identity in four variables.
Conjecture 4.5: The determinant
s1+u−x su+x s1+u−y su+y s1+u−z su+z s1+v−x sv+x s1+v−y sv+y s1+v−z sv+z s1+w−x sw+x s1+w−y sw+y s1+w−z sw+z = 0, where sn := an or bn, and u, v, w, x, y, and z are arbitrary integers. E.g., Somos4 addition formulae: (See the section "Somos4oid polynomials" for a sequence sn with much nicer addition formulae than those derived here for an.)
Suppose we have four consecutive values ax−1, ax, ax+1, ax+2. Choose s := a, u = x, y = 0, z = −1, v = 0, w = 1 to get
a1 a2 a0 a3
= a2 x ax ax+1 ax−1 ax+2 ax ax+2 1 2 a Now run the Somos4 recurrence one step forward to get ax+3 and replace x by x + 1 in the preceding two determinants to get the four consecutive values a2x−1, a2x, a2x+1, a2x+2. So we can double anx to a2nx.
Now suppose that we have the four values around anx and also around a (n+1)x . Then
So from anx and a (n+1)x we get a2nx and a (2n+1)x . Thus we can multiply by maintaining eight values. E.g.,
In principle, we need only maintain two sets of three values, anx−1, anx, anx+1, and a (n+1)x−1 , a (n+1)x , a (n+1)x+1 , by virtue of the third order relation Conjecture 4a ("derived" below):
with which we can eliminate ax+2 from:
Similarly, The square roots plus the size of these expressions probably render them "too cumbrous to be of any importance," but the even coefficients may pay off in some finite fields.
"Derivation" of Conjecture 4a: By Conjecture 4.5,
Nonstandard initialization: You might wonder how this third order recurrence can compute a fourth order recurrence with four initial conditions (a0, . . . a3 = 1). First of all, given the palindrome condition and scaling, there is only one degree of freedom. I.e., in general, we have
When p is a root of unity, the denominators remain bounded and can be scaled out, e.g., 
There appears to be a generalization of this relation for initializations in violation of the palindrome property.
Perhaps the most important of these is Sloane's A051138
A−1, A0, . . . = −1, 0, 1, 1, −1, −5, −4, 29, 129, −65, . . .
We can think of An as sinh and an as cosh, but actually they're both theta functions. Also, an is centered at n = 3/2 instead of 0.
Solving this last equation for a k generalizes the Somos4 defining recurrence:
Another such generalization is the "k-tuple speedup":
Generalizing both of these is the three-variable relation an = A2 j A k+j an−j a n−k−2 j − Aj A k+2 j an−2 j a n−k−j Aj A k a n−k−3 j .
These expressions mixing A and a are somewhat striking because up until now, all the monomials in a given relation have had the same subscript sum, modulo An = −A−n and an = a3−n. In particular, these nonconforming identities can not come directly from Ds type determinant identities, except via the artifice of multiplying the deficient monomials by A k and the overweight monomials by −A −k .
A can be eliminated from the speedup identity via the relations
, for arbitrary m and p. Also,
If we eliminate A between this and the k-tuple speedup identity, we get a polynomial in a with subscript sums which can be brought into agreement via selective application of an = a3−n.
Also, An = s2n, where sn = Sloane's A006769: 
That A 1/2 , A 3/2 , . . . can be integers suggests that a 1/2 , a 3/2 , . . . could be, too. Substituting half-integers into the ϑ expression below yields nonintegers, but it is likely that there are alternative analytic expressions for an which disagree for nonintegers.
Curiously, A2n does not obey the Somos4 recurrence.
Note that a is even easier than A to eliminate from the mixed recurrences, since they hold for a = A! I.e.,
With the relation A−n = −An along with linear changes of variable, this can be rewritten
so that each term's subscript sum is 2j. We might thus expect an equivalent 3 by 3 determinant a la Conjecture 4. The most general case gives a six variable relation with 24 terms of degree 6. The only apparent way to reduce to degree four is to specialize two of the variables to create terms of absolute value 1, i.e. A±1, A±2, or A±3.
But this will introduce small integer offsets among the remaining subscripts, a feature notably absent from our trivariate relation. So for An, at least, determinants may not tell the whole story.
Likewise for ϑ1: the trivariate relation empirically holds if we replace An by ϑ1(n, q), for arbitrary complex n and any fixed q within the unit circle. That it fails for the other ϑs suggests the existence of a four or more variable generalization. Indeed, by analogy with (4vars),
also holding with A in place of a. So maybe (4vars) type determinants do tell the whole story.
If sn = −s−n, s1 = 1, (as with sn := An,) then
is equivalent to s being an elliptic divisibility sequence. Integer divisibility sequences merely require d|n ⇒ s d |sn, but the divisibility sequences discussed in this report appear to satisfy the stronger relation (sx, sy) = |s (x,y) |, even when they disobey the addition formula. This may be what is meant by "strong divisibility sequence".
The EDS upside is this nice addition formula.
Fomin and Zelevinsky have shown that Somos4, . . ., Somos7 are Laurent polynomials (rational functions with monomial denominators) in their initial values.
Somos4oid polynomials:
We can get true polynomials from the "odd" (s−n = −sn) sequences with the initialization −1, 0, 1, 1, −1, x, where x is unconstrained by the Somos4 recurrence, which gives 0/0. At greater length,
An is the case x = −5 and A n/2 is the case x = 1. I. e., sn(−5) = s2n(1). Empirically, this is a strong (redundant?) elliptic polynomial(!) division sequence for all x. If indeed the divisibility property holds for both integers and polynomials, then the values assumed by the polynomials s k (x)/s (k,n) (x) and sn(x)/s (k,n) (x) are relatively prime for every integer x.
It seems that the Chebychev polynomials Un−1(y) := sin(n arccos y)/ sin(arccos y) behave similarly. E.g., for integers k and n, sin(kn arccos y)/ sin(n arccos y) is a polynomial in y, but of degree only (k − 1)n.
Here are the polynomial factorizations of sn(x) through n = 18. 
which can be written
It appears that n prime ⇒ sn irreducible. The polynomials appear to be monic except for s8n, whose leading coefficients appear to be (−) n 3n.
It appears that all the polynomials sn(x) have a root close to x = ω ≈ −0.669499628215, ω 4 + 3 ω 3 − 5 ω 2 + 21 ω + 17 = 0, with proximity rapidly increasing with n.
Besides the EDS condition, we retain the ϑ1 three-variable identity s2 j s k sn s n+k = sj s k−j sn−j s n+k+j + sj s k+j sn+j s n+k−j This can be subscript-balanced as s2 j s k+j s −n−k−j sn = s−j s −k sj−n s n+k+2 j − s−j s k+2 j s −n−k sn+j, but its asymmetry and failure to subsume the EDS condition suggest that we're missing a nice, four-variable relation. Sure enough, by analogy with (4vars), s k−i s k+i sj−n sn+j = sj−i sj+i s k−n s n+k + s k−j s k+j si−n sn+i withstands empirical testing.
This identity specializes to a particularly attractive doubling formula:
Given the four consecutive values sn−2, . . . , sn+1, extend them to sn+3 stepping the recurrence twice. Then use the doubling formula to get the four values s2n−1, . . . , s2n+2. Etc.
We also have
And we have the ntuple speedup relation
This provides an alternative doubling process: Given four values s k , s 2k , s 3k , s 4k , start n at k and generate s 5k , s 6k , s 7k , s 8k . Discard the odd multiples, and we have doubled k and are free to iterate.
For x = 0, sn has period 8:
Of course, a much simpler expression is
For x = −1 the period is 5:
For x = −2/3, we get eight interlaced progressions:
Note that y is not π/8 nor even real, so where do the periodic 0s come from? And |u| is not 3 −1/16 , in fact, even its square root is too small. So where does the 3 −n 2 /16 "growth" rate come from? The answer, as usual, is clear after Jacobi's imaginary transformation:
e.g., q ≈ .5913080374704560258502159338438 + .4423170132359810537349781037012 i.
We thus answer both questions, and reduce four mysterious parameters to one. Or rather, two, since q ≈ .7241830710727415040344246937315 i + .5068861260317593704061905537186 also satisfies the infinite product constraint, but produces the mysterious sequence
, . . . ! For x = the golden ratio, we get six interlaced progressions:
Likewise for the conjugate:
This ϑ expression is close to sn(−2/3) because −1/φ = −.618 is close to −2/3.
It is probable that sn(α) comes out in k such interlaced progressions when s k (α) = 0. E.g., when α 3 + α + 1 = 0, we appear to get seven interlaced progressions scaled by α (k+1)(k+1/7) .
An
= Un−1 w
where Un is the Chebychev polynomial, second kind. The degeneration of the ϑ corresponds to the vanishing of q. Note that one of the roots x ≈ −0.669499628215, which is numerically close to −2/3, which at least explains the unusually small value of q in the otherwise puzzling ϑ expressions for sn(−2/3) and sn(−1/φ).
This ϑ-free expression for sn(−w 3 − 2w 2 ) affords elementary expansions of b, u, y, and q about ǫ = 0 in 
Another interesting Somos4 (apparently (strong) polynomial (non-E)DS) is
which gives us Gaussian integers, among other things. As with the previous Somos4 polynomial sequence, there is likely a value of x for which the ϑ1 degenerates to a Chebychev, and consequently another set of elementary expansions of the ϑ parameters about this x. But foo, these polynomials are essentially identical to those generated by the −1, 0, 1, 1, −1, x, x + 1, . . . sequence.
Corollary 4: the determinant
Da s, t, u, v w, x, y, z = 0, where s, t, u, v, w, x, y, and z are arbitrary integers. Proof: Dodgson's rule, provided the central 2 by 2 doesn't vanish.
Expression as ϑ:
Email from Noam Elkies to sci.math suggests the relation
Using n ∈ {2, 3, 4, 5} to numerically approximate b, u, q, and z, {b = 1.01943271913292, u = 0.63853138366726, z = 0.05462469648874, q = 0.02157360406362} . In fact, the only terms affecting this double precision result were −9 ≤ n ≤ −2, making the series a competitive alternative numerical method.
With Jacobi's imaginary transformation, we get an even nicer, entirely real expression: An not surprisingly comes out as a ϑ1, also with a fairly small q: Note that this q is raised to the fourth power in the ϑ1, so that, modulo an alternating sign, these parameters are identical to those in the ϑ4 formula for an. I found these parameters enormously tough to compute (prior to Jacobi-transforming the an expression), which may explain their absence from Elkies's email. Then again I flunked numerical analysis. Of course, now that we have it, the Chebychev expansion is also valid at w = 1.22074408460576, x = w 3 − 2w 2 = −4.79960475359606, which is close enough to −5 to provide an excellent first approximation. To a different solution, however! (Negated b and u, π-complement of y.)
Testing the non-Chebychev expression: 0 = 0.0d0, 1 = 1.0d0, 1 = 1.0d0, −1 = −1.0d0, −5 = −4.99999999999998d0, −4 = −3.99999999999998d0, 29 = 28.9999999999998d0, 129 = 128.999999999998d0, −65 = −65.0000000000002d0, −3689 = −3688.99999999996d0 .
Recalling that An = sn(−5) = s2n(1), where sn(x) is the EDS polynomial sequence satisfying Somos4, we sought a ϑ1 expression for sn(1) to see if s2n(1) gives the same expression as the ϑ1 for An. In fact, we found (with much difficulty) ten ϑ1 expressions that agree with sn(1) for integer n. For noninteger or nonreal n, symmetry suggests that there are as many as sixteen different functions. (And not one of them coincides, for n ← 2n, with our An expression.) The sixteen seem to divide into two classes of eight. Within each class, their values at n = 1/2, 3/2, . . . agree modulo conjugation and multiplication by some integer power of i.
However, there appear to be more than sixteen (y, q) pairs producing sn(1). I.e., there are multiple ways to express sn(1) as b u n 2 ϑ1(ny, q) that agree even for complex n! In particular,
ϑ1 (2 y, q) The last three are quite unlike the first seven for noninteger n. For integer n, sn(1) is real and the conjugates of all these work as well. Note the equality of the first and last q in the first group. This would seem to be an instance of translation by a quasiperiod, via ϑ1 (y + i n log q, q) = (−1) n e 2 i n y ϑ1 (y, q) q n 2 for some integer n. But there are three problems with this. First, following a tradition that still puzzles me, we have made no provision for a geometric (r n ) factor in our ϑ formulae, even though the recurrence relation is unaffected by such a factor. (Ah, but the EDS relation is affected.) Second, if we go ahead and solve for n, n = 0.75842109957414 i.
Not an integer, but pure imaginary, for some reason. Third, if, for some integer n, one of these turned up in our search, why wouldn't we find dozens more engendered by other values of n?
Also compare the fourth and fifth q of the first group with the last q of the second group. This offers hope for some simple relation between the corresponding y. whose significance thus far eludes me, although it appears to be a (weak) EDS.
Somos5 differs from Somos4 in two respects: bn = b4−n instead of an = a3−n, and a different order-reducing relation from Conjecture 4a.
Substituting into Conjecture 4.5 sn = bn, u = x, y = 0, z = −1, v = 1, w = 0, This gives us b2x−1 in terms of four consecutive b values. However, we can reduce these to three!
, a fourth order recurrence. Alternatively,
, a different fourth order recurrence. Subtracting,
a third order recurrence for b 2k+1 in terms of the three previous terms. (Assuming you know which sign to take on the square root). But what about b 2k ? Simply replace k by 3 − k and bx by b4−x, and we have b 2k in terms of b 2k−1 , b 2k−2 , and b 2k−3 :
But this sensitivity mod 2 entails four residue classes when we order-reduce the duplication formulae.: We can obviate the first or last of these with (respectively) the odd or even version of the third order recurrence. This takes care of doubling.
As with Somos4, we assume three or four values near bnx and another tuple near b (n+1)x . Then
gives b (2n+1)x . Similar constructions provide the adjacent values, and in principle, we can use the third order relations to make everything work on triples.
Note, however, that we could avoid the square roots and mod 4 intricacies by maintaining four values instead of three, with the help of the fourth order relations that we subtracted to get the third order one.
(Brief flame: a nearly forgotten fact of hardware design is that a binary square root instruction via the "schoolboy algorithm" is actually simpler than the divide instruction. In the early 1960s, the Packard-Bell 250, as feeble a machine as you could imagine, whose active registers were magnetostrictive delay lines instead of flip-flop words, and whose divide instruction needed a software followup correction, nevertheless had a hardware square root (with remainder) that worked perfectly, in the same time as an uncorrected divide.)
But which sign of the square root do we take? Not obvious! E.g., suppose we try to use the third order Somos4 relation to compute ax from the three previous values:
Then for 2 ≤ x ≤ 38, the sign sx coincides with
where φ is the golden ratio, and rnd(x) := ⌊x + 1/2⌋, the "round" function. But for x = 39, this fails! In practice this isn't really a problem, since we can simply choose whichever produces an integer value for ax, and we can usually check this modulo something small. But there may be another solution.
To take a simpler example, from the third order relation for bn, we notice that b2 n+1 b2 n+3 − b appears to satisfy the EDS addition formula. Evidently, gn = −hn except when n = (0 mod 4).
It seems reasonable to conjecture that the desired sign pattern for these square root expressions is one that yields an EDS, or at least a simple recurrence. An example of the latter is 3 b2 n b2 n+2 − 2 b i.e., the same recurrence as gn, above.
Unfortunately, the order of the recurrence is likely to exceed the order of the relation that engendered the square root, defeating the presumable purpose of maintaining smaller intervals of consecutive values.
However, these f and g sequences serve another purpose if we interlace them: 
generalizing the Somos5 recurrence.
Note that Bn obeys the Somos5 recurrence, yet somehow jumps from 1 to 7, via the well known identity −7 = 0/0. (Of course, in the limit of absurdity, any sequence which is alternately 0 satisfies Somos5 and Somos7.)
The k-tuple speedup formula is
A three-variable generalization of these last two relations is
This is the same relation as with a and A, except that k must be even. The further generalization k ← k/2 involves an additional term that appears guessable, and seems to vanish for even j.
Thus, if bn is the Somos5 cosh, then Bn is the sinh, although a glitch is that bn is centered at n = 2 rather than n = 0. As with a and A, we can merely substitute B for b in the last identity:
This all suggests that A and B will have cheaper addition algorithms than a and b (Somos4 and 5). But caution: even though Bn isn't quite an EDS, its values mod 19 lie in {0, 1, 7, 8, 11, 12, 18}. There may be other moduli with even (proportionately) sparser residue classes.
As with A4, we can replace the B5 = −7 (= 0/0) term by x to get a sequence of polynomials:
These do not form an EDS, even with reassignation of signs, except when x = −2. But they retain "strong" divisibility,
What does (apparently) form a (weak) EDS is the (algebraic) sequence
, which could be made (peculiar) polynomials with x = −1 − y 8 :
. 
and the Somos4oid
Eliminating tn−5 and tn−4, Solving for tn yields a radical whose sign seems to depend on x.
In the special case x 3 + 5x 2 − 10x + 11 = 0, this EDS has the elementary formula
This is basis for the Chebychev expansion for the "sinh" analog of Somos5.
As in the Somos4 analog, the sprime polynomials are irreducible, at least through s67. The polynomials appear to be monic, except for s7n, whose leading coefficients appear to be ±n.
Happily, the three-variable relation seems to hold for general x: sj s 2 k sn s n−2 k−3 j = s2 j s 2 k+j sn−j s n−2 k−2 j − sj s 2 k+2 j sn−2 j s n−2 k−j .
Better yet, putting u = −x, v = −y and sn = −s−n in Conjecture 4.5, we get the four (integer) variable, three term relation
Caution: This fails for noninteger i, k, j, n even though the subscripts are integral.
In his email to sci.math, Elkies makes the remarkable observation (modulo typos) that tn := (2/3) (n mod 2)/4 bn satisfies the reduced order (quasiSomos4) recurrence
It is probable that tn also satisfies a third order relation (of higher degree).
As with the Somos4 polynomials, it appears that sn(α) falls into k interlaced elementary progressions when s k (α) = 0, but they are more complicated. Alternatively, they can be written as mk simpler progressions, for some multiple m. E.g., s8(e iπ/3 ) = 0 and sn(e iπ/3 ) is merely periodic, but the period is forty-eight! Also like the Somos4 polynomials, we can get a ϑ1 expression via the change of variables:
where tn(x) satisfies tn−4 tn = tn−3 tn−1
It shouldn't be hard to find a Chebychev formula for some algebraic x, and hence elementary expansions for the ϑ parameters, as we did for Somos4.
Expression as ϑ: Elkies' email gives
with q = 0.02208942811097933557356088 . . . , z = 0.1141942041600238048921321 . . . , b = 0.9576898995913810138013844 . . . , and u = 0.7889128685374661530379575 . . . . These constants do not appear to be in Plouffe's collection.
Similarly,
also satisfies the (Elkies) recurrence, giving In email to sci.math, Randall Rathbun and Ralph Buchholz make the remarkable claim that the Heron triangles with two rational medians have side lengths
.
Somos6
: 
Modular Theta Functions
This section explores mod P analogs of some classical special functions. We're interested in the general problem of developing modular analogs for classical special functions of analysis. The modular versions of exponentiation and logarithms have been known for two centuries. These are easily generalized to modular trigonometric and hyperbolic functions, and thence to elliptic functions such as sn, cn, dn, and Weierstrass ℘. The modular Gudermannian function gd converts between sin and tanh. A modular version of the amplitude function am converts between sin and sn. I've already mentioned modular polylogarithms. This note introduces modular theta functions.
Elliptic Function Review
The classical elliptic functions arose from trying to determine the arc-length of an ellipse, by integrating expressions involving the square roots of cubic or quartic polynomials. Elliptic functions are analytic, complex valued functions, that take complex number arguments. They have two periods. One period is usually taken to be a real number, and the other is necessarily complex. Elliptic functions have poles as their only singularities (at finite locations). The two periods make a period parallelogram, covering the complex plane in a regular pattern.
The function values repeat in each parallelogram. There are two popular ways of discussing elliptic functions, depending on whether the basic integral is the square root of a cubic or quartic polynomial. The two ways are equivalent, but the choices lead to differences in details of the formulas. The Jacobian elliptic functions ( [2, 3] , chapter 16) lead more naturally to theta functions. The basic Jacobian elliptic functions are sn(u, k), cn(u, k), and dn(u, k). Typically k is fixed in an application (it is related to the shape of the period parallelogram), and it is often elided to simplify formulas. These functions have two poles and two zeros in each copy of the period parallelogram. Some of the fundamental formulas are The sn and cn functions can be regarded as sine and cosine of a distorted input. The am function captures the distortion. Chapter 16 of Abramowitz & Stegun [2, 3] has much more, and the classic Whittaker & Watson [11] explains what's going on.
Elliptic Functions vs Elliptic Curves
An elliptic curve can be parameterized by elliptic functions, just as a circle can be parameterized by circular (trigonometric) functions (cos and sin) and a hyperbola by hyperbolic functions (cosh and sinh). The original applications of these ideas were for real and complex applications, but there has been a minor component of number theory ever since Diophantus (c. 200 AD) introduced problems that reduced to cubic curves. The theory of finding integer and rational points on elliptic curves has undergone a major development in the last century. The application of elliptic curves to cryptography depends on the fact that what works for the fields R, C, and Q can often be made to work for the fields mod p and the Galois Fields GF[p k ].
What's a Theta Function?
Theta functions were probably first introduced by Euler. They arise from some infinite products related to the partition function. Theta functions have rapidly convergent series, and they are closely related to elliptic functions, which makes them useful in computing elliptic function values. Like elliptic functions, theta functions are complex valued functions with one complex argument, and a second shape parameter. They only have one true period, but they have a second quasiperiod. The period is often taken to be 1 or 2π, while the quasiperiod is a complex number. Together the two define a parallelogram, as with elliptic functions. Changing the argument by one period leaves the value of the theta function unchanged, while changing the argument by the quasiperiod multiplies the theta function by a fixed value. In one sense, theta functions are easier than elliptic functions, since they have only one pole and one zero per parallelogram. There are 4 basic theta functions, with the pole located either in the corner of the parallelogram, in the middle of a side, or in the center. Elliptic functions are ratios of theta functions, with the same parallelogram. (1 − q 2n )(1 − q 2n−1 cos 2z + q 4n−2 ) sn ∼ ϑ1 ϑ4 , cn ∼ ϑ2 ϑ4 , dn ∼ ϑ3 ϑ4 Similar products exist for ϑ1,2,3. The partition generating function is 1/ ∞ n=1
Some Basic Properties of Theta Functions
(1 − q n ). Gosper has developed a package for manipulating theta functions in the symbolic algebra program Macsyma [5] .
Theta Function Identities
As with the elliptic functions, there is a multitude, nay, a plethora, of theta function identities. A small sampling is presented below. ϑi(0) is abbreviated to ϑi. Cn and sn are relabeled sine and cosine: The set {cn(n) + i sn(n)} is the powers of (13 − 2i) mod 43, but in an apparently random order. Note that 13 − 2i is on the mod 43 unit circle, since ||13 − 2i|| = 13 2 + 2 2 = 1 mod 43. The random ordering is captured by am, which in the real world is the distortion function: sn(n) = sin(am(n))
Some Possible Uses of Modular Theta Functions
Modular theta functions may be directly useful in Diffie Hellman key exchange. They could be used to compute elliptic curve values. And they provide another example of a modular analog for a classical special function.
Conclusion
There's a lot more to learn here.
