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1第 1章
序論
1.1 背景
現在，知識共有コミュニティサイトやブログ，マイクロブログなど，多くの情報共有サービ
スが存在している．tweetと呼ばれる短文を投稿する Twitter*1は，最も広く普及しているマ
イクロブログの一つであり，2013年現在，20億以上ものユーザが 40億を超える tweetを日々
投稿している [7]．ユーザは自らの経験や意見，また日常生活でのイベントなど，身近な「今」
を投稿しているため，他のユーザにとっても最新かつ有益な tweetが多い．例えば，電車の遅
延情報は交通機関を利用するユーザに役立ち，スーパーの特売情報はこれから買物に出かけよ
うとしているユーザを支援できる．これらのような地域性が高く新鮮かつ，他のユーザに有益
な tweetを，本論文では「実生活 tweet」と呼ぶ．
実生活 tweetが実際にユーザの生活を支援した例として，2011年 3月に起きた東日本大震
災が知られている [25]．地震が起きた直後，被災地周辺では断水や食料供給の不足，交通機関
の運行停止など，大きな混乱が生じた．その際，給水や食料配布が行われる場所，電車やバス
の運行情報について記述された有益な tweetが数多く投稿され，多くの生活者を支援したと報
告されている．
このように，ユーザにとって有益な実生活 tweetは，Twitterに数多く投稿されている．一
方で，実生活 tweet以外の tweetも少なくない．特に，「ありがとう」や「そうなんだ」，「な
るほど」といった，誰かの投稿に対する相槌や共感などの，ユーザの生活を直接支援しない
tweetが多い．このような tweetの混在は，実生活 tweetの発見を妨げる原因となっている．
*1 http://twitter.com
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1.2 実生活の局面
実生活 tweetは，様々な局面に対応している．例えば，「電車が来ない」という tweetは生活
の中の「交通」の局面に対応し，これから電車に乗ろうとしているユーザを支援できる．「今日
は全商品半額です」という tweetは「消費」の局面に対応し，買物に行こうとしているユーザ
を支援できる．本研究では，Wikipediaの「地域コミュニティ」*2と「生活」*3を参考に，人々
の生活を表 1.1に示す 14の局面に整理する [26]．
1.3 本研究の目的
本研究では，実生活 tweetを抽出するため，未知の tweetに対して表 1.1に示す局面を付与
する，局面の階層的推定法を提案する．階層的推定法は，第一段階で大量の tweetから潜在的
ディリクレ配分法（LDA）を用いてトピックを抽出し，第二段階で少量のラベル付き tweet
表 1.1 実生活の局面
局面 典型的な単語
服飾 衣服, 服装, 着る, 装飾, 化粧, 理髪, 衣装 ...
交流 約束, 出会い, 招待, 友人, 誘い, 勧誘, 飲み会 ...
災害 洪水, 竜巻, 地震, 火事, 津波, 二次災害 ...
食事 料理, 外食, 食べ物, レストラン, ジャンクフード ...
行事 祭り, 冠婚葬祭, 日程, 開催日, 学園祭, 文化祭 ...
消費 購入, 買う, 注文, 安売り, 特売, ショッピング ...
健康 風邪, 体調, 怪我, 痛み, 健康法, 病気予防 ...
趣味 余暇, 娯楽, おもちゃ, 音楽, テレビ, ゲーム ...
居住 掃除, 家具, 洗濯, 住まい, 隣人, アパート ...
地域 観光, 地域情報, 地理情報 ...
学校 勉強, 宿題, 課題, 試験, テスト, 資格, 研究 ...
交通 電車, バス, 飛行機, 時刻表, 渋滞, 混雑, 遅延 ...
気象 天気, 気温, 湿度, 風, 花粉, 雨量, 空模様 ...
労働 アルバイト, 研修, 就職活動, 営業, 仕事 ...
*2 http://ja.wikipedia.org/地域コミュニティ
*3 http://ja.wikipedia.org/生活
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を用いて，トピックと局面の関連度を算出し，局面毎に閾値を超えた関連度を持つトピックと
対応関係を構築する．入力された未知の tweetをトピックに展開し，関連度を用いて局面毎に
スコアを算出する．スコアに基づいて未知の tweetに対して局面を推定するが，実生活 tweet
は複数の局面を付与した方が適切な場合もある．例えば，「激しい雨のため，電車が遅延して
います」という tweetは，「激しい雨が降っている」ことと，「電車が遅延している」ことにつ
いて言及している．tweetの主題は「電車の遅延」であるが，この tweetはすぐに外の状況を
確認できないユーザに対して「雨が降っている」ことを伝えることも可能である．ユーザは，
現在の活動状況に適した局面を指定して，必要とする情報を選択して入手するであろうから，
この tweet には「交通」だけでなく，「気象」も付与しておくことが望ましい．tweet に複数
の局面を付与するため，算出したスコアから閾値を決定し，閾値を超えたスコアを持つ局面を
tweetに対して推定する．
1.4 本論文の構成
本論文の構成は次の通りである．第 2章では，関連研究について概観し，本研究の位置づけ
を示す．第 3 章では，実生活 tweet を抽出するために，局面の階層的推定法について説明す
る．第 4章で，人出判定によって作成した正解データを用いて，提案手法の推定精度について
評価し，5章で考察する．第 6章で本論文のまとめと，今後の課題について述べる．
4第 2章
関連研究
2.1 経験マイニングに関する研究
実生活 tweet は，ユーザの経験や知識，或いは地域に特有の情報を含んでいる．文書か
ら経験情報を抽出する方法として，経験マイニングに関する研究がいくつか行われている．
Kurashimaら [10]は，人間の経験を｛状況，行動，主観｝からなる情報と捉え，文章中から
｛時間，空間，動作，対象，感情｝を自動抽出する手法を述べている．Inuiら [6]は，人間の経
験を｛時間，極性，話者態度｝の観点から，｛トピック，経験主，事態表現，事態タイプ，事実
性｝の各項目に索引付する枠組みを提案している．池田ら [24]は，ユーザの体験表現を 20種
類の品詞の組合せルールとして定義し，ルールに適合する文章があった場合に，体験表現とし
て抽出している．Hattoriら [5]は，ソーシャルメディアに投稿される耳寄り情報を抽出する
ために，LDAによって各トピックにクラスタリングしたコメントから，経験マイニングを用
いて経験情報を抽出した後に，耳寄りキーワードを含むコメントを抽出している．これらの文
章の構造に着目した経験マイニングに関する研究は，ブログなどの長い文章に対して効果的で
あるが，Twitterに投稿される記事のような，非常に短い文書に対しては有効に機能しないと
考えられる．Twitterに投稿される記事は，頻繁に主語や目的語が省略され，経験マイニング
をより難しくしている．本研究は Twitterを対象に，ユーザの経験だけでなく知識や地域特有
のイベントを抽出することを目的としている．
2.2 Twitterからの情報抽出に関する研究
Twitter からの有益な情報を抽出する研究は，数多く行われている．Sakaki ら [17] は，
Twitterユーザをセンサーとみなし，地震などの現実世界で起きるイベントを発見する手法を
明らかにしている．Mathioudakisら [14]は，収集した tweetからバーストキーワードを見つ
け出し，キーワードの共起を用いてクラスタリングを行い，リアルタイムに変動するトレン
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ドを発見することを目指している．Zhaoら [23]は，Twitterに投稿された情報要求に関する
tweet を抽出し，ユーザの情報要求から現実世界のイベントやトレンドを発見する手法を提
案している．Wang ら [18] は，ユーザに対して tweet を推薦する手法を述べている．過去の
tweetからユーザの興味を推定し，入力された tweetに対するユーザのスコアを求め，スコア
に基づいて Support Vector Regressionを用いてユーザをランキングすることにより，tweet
と関連深いユーザの抽出をしている．Liら [11]は，Twitterに投稿される固有表現を教師なし
学習によって抽出する手法を提案している．Tweetを単語列に分解し，相互情報量を用いて単
語列のスコアを算出した後に，固有表現は他の固有表現と共起し易いという仮説に基づいて，
特定期間に投稿された tweetの単語列間の共起度から，固有表現らしい単語列をランキングし
ている．本研究は未知の tweetに対して実生活の局面を推定することによって，有益な実生活
tweetを抽出することを目的としているため，これらの Twitterに関する研究とは異なる．
2.3 トピックモデルに関する研究
トピックモデルに関する研究では，Bleiら [1]によって提案された，潜在的ディリクレ配分
法（LDA）が広く知られている．LDAとは，一つの文書に複数のトピックが存在すると仮定
した確率的トピックモデルであり，それぞれのトピックがある確率を持って文書上に共起す
るという考えのもと，各トピックの確率分布を導出する教師なし学習モデルである．Riedlら
[16]は，LDAを用いてテキストを話題毎に分割する手法を述べている．LDAによって得られ
た各トピック中の単語の生起確率から，文書中の単語をトピック IDに変換する．文の境界の
前後に一定の文章数の窓を設定し，各窓毎にトピックの出現頻度のベクトルを算出することに
より，トピックの変換点を検出している．Zhangら [22]は，LDAを用いてアーティストの推
薦をする手法を提案している．ユーザの選考アーティストを特徴量として生成したトピック集
合と，アーティストのコミュニティに所属するユーザを特徴量として生成したトピック集合を
用いて，アーティスト間の類似度，ユーザ間の類似度を算出し，精度だけでなく意外性のあ
るアイテムの推薦も目指している．Weng ら [20] は，Twitter 上で影響力のあるユーザの発
見のために，LDAを用いてユーザのトピック同定をしている．トピック毎にユーザのネット
ワークを構築し，各ネットワークに対して PageRankを拡張した TwitterRankを適用するこ
とで，ユーザをランキングする手法を提案している．本研究は，生成したトピックと局面の対
応関係を構築し，トピックと局面の関連度とトピック中の単語の生起確率を用いて，未知の
tweetに対して複数ラベルを推定することに特徴がある．
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2.4 本研究の位置づけ
これまでに，Twitter を対象に有益な情報を抽出する研究は数多くなされているが，本研
究では，人々の生活に有益な実生活 tweet を抽出することを目的としていることに特徴があ
る．また，実生活 tweetは人々の経験だけでなく，知識や地域特有のイベントも含んでいるた
め，文書から経験情報を抽出する経験マイニングに関する研究とは異なる．トピックモデル
は，バーストキーワードやユーザのトピック推定，アイテム推薦などに用いられる研究が多い
が，本研究では，トピックモデルによって生成したトピックと局面の対応関係を用いる階層的
推定法を提案する．階層的推定法はトピックと局面の関連度を用いて，未知の tweetに対して
複数の局面を推定する．
7第 3章
局面の階層的推定法
本章ではまず，階層的推定法の概要とそのアプローチについて説明する．次に，階層的推定
法の第一段階であるトピックの抽出方法と，第二段階のトピックと局面の対応関係の構築方法
について詳述する．次に，トピックと局面の対応関係におけるトピック数の最適化方法につい
て解説し，最後に未知の tweetに対する局面の推定方法について述べる．
3.1 局面推定のアプローチ
実生活 tweetは表 1.1に提示したように，様々な局面を含んでおり，局面に関連する全ての
キーワードを列挙することは困難である．また，経験マイニングで用いられているルールベー
スの解析手法は，Twitterに投稿される記事が短く省略が多いことから，実生活 tweetの抽出
を行うことは難しいと考えられる．
本研究で提案する階層的推定法の概要について，図 3.1に示す．第一段階では，LDAを用
いて大量の tweetからトピックを抽出する．LDAは大量の文書集合をクラスタリングするた
めの，教師無し学習モデルであるため，教師（正解）ラベルを必要としない特徴がある [1]．第
二段階では，局面ラベルが付与された少量の tweetを用いて，トピックと局面の対応関係を構
築する．入力された tweetから抽出した単語の各トピックにおける生起確率と，トピックと局
面の対応関係を用いて，局面毎にスコアを算出し，スコアが閾値を超えた局面を未知の tweet
に対して推定する．
局面とトピックの対応関係を構築することによって，各局面が対象とする話題をトピックに
よって構成することが可能となる．また，LDAで抽出するトピックは，似たような話題で使
用される単語を同一のトピック中に高い生起確率でクラスタリングできる．このため，未知の
tweetには出現するが正解データに出現しなかった単語についても，トピック中の単語の生起
確率をスコアを算出する際の特徴量として用いることができる．以上のことから，階層的推定
法は少量の正解データでトピックと局面の対応関係を学習できるため，幅広い話題を対象とす
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図 3.1 階層的推定法の概要
る実生活 tweetを網羅的に抽出することが期待できる．
3.2 LDAを用いたトピックの抽出方法
大量の tweetを LDAの入力とし，トピックを抽出する．LDAとは，一つの文書に複数の
トピックが存在すると仮定した確率的トピックモデルであり，それぞれのトピックがある確率
を持って文書上に共起するという考えのもと，各トピックの確率分布を導出する教師なし学習
モデルである．
LDAのグラフィカルモデルを図 3.2に示す．各文書はトピック分布  を持ち，文書上の各
単語について  に従ってトピック z が選ばれ，そのトピック z に対応する単語分布 に従っ
て，単語 w が生成される．K はトピック数，D は文書数，Nd は文書 d上の単語の出現回数
を表しており，トピック分布  は各文書毎に，単語分布 は各トピック毎に，単語 w とその
単語のトピックを表す z は，各単語の出現する位置ごとに生成される．はパラメータ が従
うディリクレ分布のハイパーパラメータ， はパラメータ が従うディリクレ分布のハイパー
パラメータを示す．実際に観測される変数は単語 wである．
LDAにおける文書の生成過程は，以下のような手順である．
1. 各トピック k について，ディリクレ分布に従って単語分布 k を生成
k～Dir()
2. 各文書 dについて，ディリクレ分布に従ってトピック分布 d を生成
d～Dir()
3. 文書 dにおける各単語の位置 nについて，
（a）文書 dにおける各単語の位置 nについて，多項分布に従ってトピック zd;n を生成
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図 3.2 LDAのグラフィカルモデル
zd;n～Multi(d)
（b）文書 dにおける各単語の位置 nついて，多項分布に従って単語 wd;n を生成
wd;n～Multi(zd;n)
ここで，Dir()はディリクレ分布，Multi()は多項分布を表す．
LDA は，教師なし学習によって文書ー単語行列からトピック集合 Z を推定する必要があ
る．本研究では，ギブスサンプリングを用いて推定する [4]．ギブスサンプリングの更新式は，
以下の式で与えられる．
P (zijZ i;W ) =
nd i;j + 
nd i; + T
 n
v
 i;j + 
n i;j +W
(3.1)
ここで，Z i はトピック集合全体から i 番目のトピックを除いたものを表している．nd i;j，
nd i;，nv i;j，n i;j は，それぞれ位置 iの情報を除外した場合の，文書 dにおいてトピック j
が割り当てられた頻度，文書 dにおいて単語が生成された頻度，トピック j から単語 vが生成
された頻度，文書全体においてトピック j が割り当てられた頻度を表す．また，T はトピック
数，W は語彙数を表している．
ギブスサンプリングによって得られたサンプルから，各文書におけるトピック分布 と，各
トピックにおける単語分布 の予測分布を算出する．文書 dにおいてトピック k が生成され
る確率の推定量 ^kd，トピック kが選択されたときに単語 wが生成される確率の推定量 ^wk は，
以下の式から算出される．
^kd =
Nd;k + 
Nd + T
; ^wk =
Nk;w + 
Nk +W
(3.2)
本研究では，第一段階で抽出するトピックとして，トピック k における単語 w の生起確率
である ^wk を抽出する．トピック k における単語 w の生起確率を用いて，トピックと局面の
対応関係を構築する．
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3.3 トピックと局面の対応関係の構築方法
大量の tweet を LDA の入力とし，予めトピックを生成しておく．抽出するトピックは数
百程度である．トピックと局面の対応関係を構築するため，局面がラベル付けされた少量の
tweetを用意する．用意された tweetに対して形態素解析し*1，得られた語彙集合をW とす
る．形態素解析には，日本語形態素解析器 MeCab[9] を用いる．ここで，抽出した全ての単
語に対して，局面を特徴付ける単語の重みとして情報利得 [21]を用いる．単語 w の情報利得
IG(w)は，以下の式で与えられる．
IG(w) = H(A)  (P (w)H(Ajw) + P ( w)H(Aj w)) (3.3)
ここで，A は全ての局面を意味する．P (w) は全ての tweet の中で単語 w が出現する確率，
P ( w)は全ての tweetの中で単語 w が出現しない確率である．H(Ajw)は単語 w が出現する
ときの，全局面 A における条件付きエントロピー，H(Aj w) は単語 w が出現しないときの，
全局面 Aにおける条件付きエントロピーである．IG(w)の値が高いとき，単語 wは良い特徴
であることを意味する．
各局面 aにおける単語wの重要度として，単語の生起確率 p(a;w)を算出する．本論文では，
マルチラベルが付与されているデータから，単語の生起確率を算出できる Labeled LDA[15]
を用いる．Labeled LDA（L-LDA）は，Ramageらによって LDAを教師あり学習へ拡張し
たトピックモデルである．L-LDAは文書に予め付与されているラベルを，その文書の内容を
表すものと捉えることで，潜在トピックの抽出における教師ラベルとして利用することを考え
たモデルである．L-LDAは文書に複数のラベルを付与した状態で，クラス別に単語の生起確
率を算出できる．
トピック tと局面 aの関連度 R(a; t)は，
R(a; t) =
X
w2W
IG(w)  p(a;w)  p(w; t) (3.4)
で算出する．ここで，p(w; t)は，LDAを用いて抽出したトピック tにおける単語 wの生起確
率である．この式は，局面 aの単語の生起確率とトピック tの単語の生起確率を用いて，局面
aとトピック tの関連度を算出する．
関連度を 0から 1の範囲とするために，正規化する．ここでは，以下の式（3）に示す，各
局面で正規化した関連度 R^a(a; t)と，各トピックで正規化した関連度 R^t(a; t)を用意する．
*1 実際には，形態素解析の結果に基づいて，名詞と動詞，形容詞のみを使用する．
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R^a(a; t) =
R(a; t)X
t2T
R(a; t)
; R^t(a; t) =
R(a; t)X
a2A
R(a; t)
(3.5)
ここで，T は LDAで抽出した全てのトピック，Aは全ての局面である．R^a(a; t)は，局面が
どのトピックによって支持されているかを表す指標であり，R^t(a; t)は，トピックがどの局面
を支持しているかを表す指標である．
関連度 R^a(a; t) を用いてトピックと局面の対応関係を構築する．局面によって，対応関係
にも様々な傾向があることが考えられる．局面とトピックの対応関係の例を図 3.3に示す．こ
の図は，交通の局面はトピック 2から 0.79の高い関連度を持っており，消費の局面はトピッ
ク 1とトピック 3から 0.39と 0.53のやや高い関連度を持っている．このような場合，交通の
局面はトピック 2と対応関係を構築し，消費の局面はトピック 1と 3の二つのトピックと対
応関係を構築する．以上のような対応関係を全てのトピックと全ての局面の間で構築するため
に，局面毎に閾値を決定し，関連度 R^a(a; t)が閾値を超えたトピックと対応関係を構築する．
局面 aと対応関係を構築するトピック集合 Ta は，媒介変数 dを用いて，
Ta = ftjR^a(a; t) > max
t2T
(R^a(a; t))  (R^a(a; T ))  dg (3.6)
とする．ここで，(R^a(a; T ))は，局面 aの全トピック T に対する関連度の標準偏差である．
dはトピックとの対応関係を調整するためのパラメータであり，dを大きくすることで，より
多くのトピックが局面に関連付けられる．トピックが局面に関連付く度合いは局面毎に異なる
ことから，第 4章では dを変化させて，適合率，再現率，F値を評価し最適な値を求める．
3.4 局面の推定方法
未知の tweetの局面を推定するため，第 3.3節で構築したトピックと局面の対応関係を用い
る．局面の推定方法の概要を図 3.4に示す．tweetから単語を抽出し，トピック中の各単語の
生起確率と，トピックと局面の関連度を用いて，局面毎にスコアを算出する．未知の tweet tw
と各局面 aのスコア S(tw; a)は，以下の式で算出する．
S(tw; a) =
X
t2Ta
X
w2Wtw
p(w; t)  R^a(a; t)  (R^t(A; t)) (3.7)
ここで，Wtw は未知の tweet twから抽出した単語集合，p(w; t)はトピック tにおける単語 w
の生起確率である．(R^t(A; t))は，トピック tの全局面 Aに対する関連度 R^t(A; t)の標準偏
差である．(R^t(A; t))の値が高いとき，トピック tは特定の局面に対して強く支持している．
(R^t(A; t))の値は，あるトピック tが全ての局面に対して支持している度合いを表す指標と
なっている．
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図 3.3 対応関係の例
算出されたスコアが高いほど，未知の tweetに対して推定すべき局面である．本論文で目的
としているマルチラベルを実現するためには，上位 k 局面を付与するのだが，k を動的に定め
る必要がある．
本論文では，算出されたスコアの平均値と標準偏差を用いて各スコアを正規化し，閾値 rを
超えたスコアを持つ局面を，未知の tweetに対して推定する．未知の tweet tw に対して推定
する局面集合 Atw は，
Atw =

a
S(tw; a)  E(S(tw;A))(S(tw;A)) > r

(3.8)
とする．ここで，E(S(tw;A))と (S(tw;A))は，スコア S(tw; a)の全局面 Aにおける平均
値と標準偏差である．各スコアについて，平均値との差を標準偏差で除すことによって，0を
基準とした値に正規化される．スコアが閾値 rよりも大きければ，そのスコアを持つ局面は未
知の tweetに対する局面として推定する．
3.5 トピック数の最適化方法
図 3.1 より，階層的推定法は第一段階で LDA を用いてトピックを抽出し，第二段階でト
ピックと局面の対応関係を構築する．第 3.3節で説明したように，関連度に基づいてトピック
と局面の対応関係が構築されることから，LDAで生成するトピック数によって，局面と結び
つくトピックが大きく異なる．
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図 3.4 局面の推定方法
最適なトピック数を決定するため，Jensen-Shannon Divergence（JS Divergence）[13]を
用いて，ある一つの局面と他の局面との類似度を計算する．二つの局面の確率分布が同じであ
る場合，JS Divergenceは 0となる．本論文の場合は，局面間の確率分布 R^a(a; t)が異なって
いる方が望ましい．そのため，各局面間の JS Divergenceの合計値を最大とするトピック数を
最適であるとした．JS Divergenceの合計値 JSsum は，以下の式で求められる．
JSsum =
X
(8p;8q)2A
JS(R^a(p; )jjR^a(q; )) (3.9)
JS(P jjQ) = 1
2
 X
t2T
P (t) log
P (t)
R(t)
+
X
t2T
Q(t) log
Q(t)
R(t)
!
ここで，R(t)は確率分布 P (t)と Q(t)の平均であり，R(t) = P (t)+Q(t)2 で与えられる．
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第 4章
実験と評価
評価実験では，提案手法の適合率，再現率，F値を評価する．提案手法が有効に機能するこ
とを分析するため．Naive Bayesをマルチラベリングへ拡張した手法と比較する．また，構築
したトピックと局面の対応関係について詳細に分析することで，提案手法が有効に機能する局
面と機能しない局面の違いを明らかにする．
4.1 データセットとパラメータ設定
4.1.1 データセット：トピック抽出に用いる tweet
階層的推定法の第一階層における LDAを用いたトピック抽出のため，2012年 4月 15日か
ら 2012年 8月 14日の間に，日本語で Twitterに投稿された tweetを Search API*1を用いて
収集した．その中から，tweetのロケーション情報に「京都」或いは「Kyoto」と入力されて
いる tweetを使用した．以上の条件により評価に使用する tweetは，2,390,553件であった．
4.1.2 データセット：実生活 tweet
トピックと局面の対応関係を構築するため，人手によって局面がラベル付けされた tweetを
用意した．1,500件の tweetに対して，第一著者（実験者 A）と他 2名（実験者 B及び C）の
合計 3名で，各 tweetに対して局面を付与する人手判定を行った．実験者にはガイドラインと
して，表 1.1に示す各局面に含まれる典型的な単語と，その局面に分類される tweetの例（各
局面 1件ずつ）と，それが分類された理由を提示した．人手判定では，各 tweetに対して適切
な局面として第一，第二，第三候補まで付与することとした．いずれの局面にも適さないと判
断した場合は，「非実生活」を付与することとした．なお，用意した 1,500件の tweetは，い
*1 https://dev.twitter.com/docs/api/1/get/search
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ずれもロケーション情報に「京都」或いは「Kyoto」と表記されたものである．また，3名の
実験者はいずれも「つくば市」在住の大学生である．
人手判定の結果，第一候補に分類された局面について，実験者間の一致度をκ値 [2]によって
評価した．実験者Aと実験者 Bのκ値は 0.687，実験者Aと実験者 Cのκ値は 0.595，実験者
Bと実験者 Cのκ値は 0.576となった．κ値の平均は 0.619であり，高い一致（substantial）
であった．
各 tweet に対して適切な複数の局面をラベル付けするため，3 名の人手判定の結果を用い
る．tweet twに対して正解となる局面集合 ACtw は，
ACtw = fajUscore(tw; a)  10g (4.1)
とする．ここで，Uscore(tw; a)は，実験者が tweet twに対して，局面 aを第何候補に選択し
たかを合計した値であり，以下の式で求められる．
Uscore(tw; a) =
X
u2U
candidate(tw; a; u) (4.2)
ここで，U は全ての実験者を表し，cnadidate(tw; a; u)は，tweet twに対して実験者 uが局面
aを分類した候補番号である．Uscore(tw; a)の最小値は，実験者 3名が同じ局面を第一候補に
選択した場合であり，candidate(tw; a; u) = 1となるため，Uscore(tw; a) = 3となる．最大
値は，実験者が特定の局面をいずれの候補にも選択しなかった場合に candidate(tw; a; u) = 4
とし，Uscore(tw; a) = 12となる．
以上の処理によって，人手判定した 1,500件の tweetに対して，各 tweetに付与された局面
の数を集計した結果を表 4.1に示す．最も多いラベル数は 3で，820件の tweetが存在する．
ラベル数が 6ある tweetは，11件存在する．1,500件の tweetにラベル付けされた局面の数を
集計した結果を，表 4.2に示す．服飾の局面は，1,500件の tweetの中で合計で 181件ラベル
付けされている．1,500件の tweetに対する全てのラベル数は 5,092件となっており，一つの
tweetに対して平均 3.39件のラベルが付与されている．
評価実験では，いずれの局面にも属さない「非実生活」についても一つのクラスとしてト
ピックと対応関係を構築し，非実生活を推定できるか否か評価する．
表 4.1 ラベル数別の tweet数
ラベル数 1 2 3 4 5 6 合計
tweet数 1 111 820 442 115 11 1,500
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表 4.2 人手判定の結果，正解ラベルとして付与された局面の数
局面 ラベル数
服飾 181
交流 379
災害 86
食事 287
行事 311
消費 435
健康 177
趣味 348
居住 213
地域 432
学校 195
交通 169
気象 226
労働 262
非実 1,392
合計 5,092
4.1.3 パラメータ設定
LDAは，事前にいくつかのパラメータを設定する必要がある．関連研究 [4]を参考に，ハイ
パーパラメータである は 50jT j， は 0.1とした．jT jは LDAで生成するトピック数である．
イテレーション回数は，予備実験の結果から安定した値が得られる 100とした．
LDAで生成するトピック数は，第 3.5節で説明した JSsum の値が最大値となるトピック数
を選択する．トピック数を 50，100，200，500，1,000と変化させ，各トピック数で JSsum を
算出した結果を，表 4.3に示す．JSsum が最大となったトピック数は 200であったことから，
最適なトピック数は 200とし，トピックと局面の対応関係を構築した．
表 4.3 各トピック数における JSsum
トピック数 50 100 200 500 1,000
JSsum 114.54 129.64 135.94 134.97 129.32
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4.2 実験方法
4.2.1 評価尺度
提案手法により，tweetに対して正確に局面が推定できているかを評価する．提案手法の有
効性を議論するには，推定した局面がどれだけ正解しているかという正確性と，全ての正解の
うちどれだけ提案手法で局面を推定できたかという網羅性の 2つの観点からの評価が必要とな
る．本研究では，正確性を適合率（Precision），網羅性を再現率（Recall），適合率と再現率
の調和平均である F値（F measure）によって提案手法の推定精度を評価する [12]．それぞ
れの計算方法について，以下に示す．
Precision =
推定した正解局面数
推定した局面数
(4.3)
Recall =
推定した正解局面数
全ての正解局面数
(4.4)
F measure = 2  Precision Recall
Precision+Recall
(4.5)
実験では，分割交差検定 [8]によってトピックと局面の対応関係を構築，及び推定精度の評
価を行う．正解データの分割数を 10とし，9割のデータでトピックと局面の対応関係構築し，
残りの 1割を用いて推定精度を評価する．以上の操作を 10回繰り返し，各評価値の平均値を
算出する．
4.2.2 比較手法
提案手法の有効性について検証するため，本論文では，文書に対してマルチラベル分類が
できる Naive Bayes Multi-label Classication（NBML）[19]を比較対象とする．NBMLは
Weiらによって，Naive Bayes[3]をマルチラベル分類へ拡張された手法である．Naive Bayes
は，テキスト中に含まれる単語が互いに独立に発生したものであるという仮定をおき，それら
の単語が出現したときの文書のクラスへの所属確率をベイズの定理により求め，所属確率が最
も高いクラスへ文書を分類する手法である．NBMLは，Naive Bayesによって算出したクラ
ス別の所属確率から平均値を求め，平均値を超える所属確率を持つクラスへ文書を分類するこ
とで，マルチラベリングを実現している．
Naive Bayesは単語の生起確率を算出する際に，各文書に対して一つのラベルが付与されて
いることを前提としているため，第 4.1.2節で説明したような複数ラベルが付与された文書に
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図 4.1 各局面に結びつくトピック数の遷移
対応していない．そこで，本論文では文書に付与されているラベルを一つにするため，ラベル
毎に同じ文書を複製することで対応する．つまり，ラベルの数だけ文書を複製するため，表
4.2に示しているように，全てのラベルを合計した 5,092件の tweetによって学習する．
4.3 実験結果
4.3.1 局面に対応するトピックの推定結果
全ての局面に結びつくトピック数が 200となるまで，パラメータ dを 1から増加していく．
各局面に対して結びつくトピック数の遷移を図 4.1 に示す．全ての局面で，パラメータ d の
増加にともなって，結びつくトピック数が増加している．学校の局面は d  11の範囲で結び
ついているトピック数が一つである．d = 14となったとき，全ての局面で結びついているト
ピック数が 200となり，トピックと局面の対応関係は完全二部グラフとなる．
4.3.2 推定の精度
提案手法を用いて適合率，再現率，F値を評価した．提案手法について式 3.9に示した r = 0
としたときの，学校と交通の局面のパラメータ dの増加にともなう各評価値とトピック数の変
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化を，それぞれ図 4.2と図 4.3に示す．学校の局面では，dの増加にともなって適合率は増加
し，d  12から急激に減少に転じている．再現率は d = 14，F値は d = 10で最大となってい
る．交通の局面では，いずれの評価値についても d = 6で増加している．再現率は d  7から
減少しているものの，d = 11で再び増加している．また，F値も d = 11で最大となっている．
F値が最大値となったときの適合率，再現率，F値を表 4.4に示す．提案手法で r = 0の場
合は TPE0，r = 1の場合は TPE1，比較手法は NBMLと表記した．太字で表記している数
値は，各手法を比較したときの最大値を表している．服飾の局面では，適合率の最大値は 0.83
で NBML，再現率の最大値は 0.57 で TPE0，F 値の最大値は 0.53 で TPE0 となっている．
全ての局面についてマクロ平均をとった結果，各手法で最大値を示したのは，適合率と F値で
は NBML，再現率で TPE0であったが，F値における差異は僅かであった．
提案手法と比較手法について，各 tweetに対して推定したラベル数を集計した結果を表 4.5
に示す．TPE0では最頻値となったラベル数は 5，TPE1では 0，NBMLでは 2となった．ま
た，いずれの手法についても，最頻値となるラベル数に向けて徐々に増加し，最頻値を超えて
からは減少に転じている．一つの tweetに対する平均ラベル付与数は，TPE0は 4.28，TPE1
は 2.08，NBMLは 2.75となった．
4.3.3 トピックと局面の対応関係の詳細
トピックと局面の対応関係の詳細を，表 4.6 に示す．表では，局面毎に R^a(a; t) の高い上
位 5 トピックを抽出し，そのトピック番号と関連度を示している．また各トピックについ
て，(R^t(A; t)) の値によって降順に並び替えたときの順位も示している．服飾の局面に対
して最も強く結びつくトピックは，Topic147 であり，その関連度 R^a(a; t) は 0.261 である．
Topic147 については，順位が 1 位となっており，200 トピックの中で最も (R^t(A; t)) の値
が高いことを表している．災害，行事，地域，交通，気象，非実生活の局面に対しては，共
に Topic62が最も強く結びついている．同様に，Topic174や Topic21，Topic152も多くのト
ピックに対して強く結びついている．
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図 4.2 学校の適合率，再現率，F値
図 4.3 交通の適合率，再現率，F値
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表 4.4 各手法の適合率，再現率，F値
適合率 再現率 F値
局面 TPE0 TPE1 NBML TPE0 TPE1 NBML TPE0 TPE1 NBML
服飾 0.49 0.57 0.83 0.57 0.46 0.37 0.53 0.51 0.51
交流 0.38 0.50 0.53 0.63 0.38 0.54 0.47 0.43 0.53
災害 0.16 0.17 0.76 0.51 0.47 0.21 0.25 0.25 0.33
食事 0.88 0.88 0.73 0.60 0.51 0.51 0.71 0.64 0.60
行事 0.35 0.38 0.56 0.42 0.34 0.45 0.38 0.36 0.49
消費 0.43 0.61 0.52 0.49 0.21 0.46 0.46 0.32 0.49
健康 0.28 0.27 0.76 0.60 0.60 0.38 0.38 0.37 0.50
趣味 0.39 0.50 0.57 0.67 0.40 0.44 0.50 0.44 0.49
居住 0.46 0.48 0.71 0.47 0.46 0.41 0.46 0.47 0.51
地域 0.81 0.83 0.62 0.56 0.50 0.65 0.66 0.62 0.63
学校 0.68 0.69 0.81 0.46 0.42 0.52 0.55 0.51 0.63
交通 0.33 0.36 0.82 0.72 0.65 0.50 0.45 0.46 0.62
気象 0.33 0.41 0.81 0.57 0.40 0.58 0.42 0.40 0.67
労働 0.36 0.36 0.56 0.58 0.46 0.35 0.44 0.41 0.43
非実 0.94 0.95 0.93 0.73 0.21 0.93 0.82 0.34 0.93
平均 0.48 0.53 0.70 0.57 0.43 0.49 0.50 0.43 0.56
表 4.5 各手法のラベル数別の tweet数
ラベル数 TPE0 TPE1 NBML 人手判定
1 70 609 165 1
2 122 421 531 111
3 262 215 442 820
4 291 247 243 442
5 478 7 90 115
6 197 0 23 11
7 62 0 6 0
8 17 0 0 0
9 1 0 0 0
平均ラベル数 4.28 2.08 2.75 3.39
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第 5章
考察
5.1 提案手法と比較手法に関する考察
表 4.4より，再現率では，多くの局面で TPE0（提案手法で r = 0）が NBMLに比べ高い値
を示している．しかし，適合率と F値では，NBMLが提案手法に比べ高い値を示す局面が多
いことが分かる．表 4.5より，一つの tweetに対する平均ラベル数は，TPE0が 4.28，TPE1
が 2.08，NBMLが 2.75となっている．表 4.1より，正解データに付与されているラベル数の
平均は 3.39となっている．以上のことから，提案法である TPE0は正解データに対して過剰
な局面を推定する割合も多いが，NBMLよりも網羅的に局面を推定できるため，実生活 tweet
の抽出に適した手法であると考えられる．
提案手法が正確に正解ラベルを推定した例を，表 5.1に示す．tweetに正解ラベルとして付
与されている局面は気象と健康であり，NBML では気象の局面のみ推定しているが，TPE0
はこの二つの局面を正確に推定することに成功している．tweet文に着目すると，翌日の天気
予報について文章の前半で言及し，文章の後半では天候によって体調を悪くしないための対策
について言及している．NBMLでは，「晴天」や「黄砂」，「気温」の単語が気象の局面に対し
て高い生起確率であったために，気象に対する所属確率が他の局面に比べて高くなり，一つの
局面のみを推定したと考えられる．一方，提案手法では「熱中症」や「水分」といった単語を
高い生起確率として持つトピックが，健康の局面に対して高い関連度を持って結びついたため
に，気象に加えて健康の局面も推定することができたと考えられる．
提案手法が人手による正解ラベルに加えて，別の局面も推定した例を表 5.2に示す．この例
では，tweetに正解ラベルとして付与されている局面は学校と行事であり，NBMLではこの二
つの局面を推定することに成功している．これに対して，TPE0ではこの二つの局面に加えて
地域の局面を推定する結果となった．tweet 文に着目すると，「桂川」という単語が存在する
ことが分かる．「桂川」は京都市内を流れる川の名前であるため，この tweetは，「桂川」の近
くで勉強会を開催するという内容であることが分かる．したがって，この tweetは勉強会を開
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催する内容であるが，その勉強会が特定の地域に限定したイベントであると考えることもでき
る．このように，人手では思い至らなかった局面についても TPE0はラベル付けすることが
できており，網羅性の高いラベリングができていると言える．
5.2 トピック局面の対応関係に関する考察
表 4.4より，提案手法で 0.5以上の F値を示した局面は，服飾，食事，趣味，地域，学校で
ある．表 4.6より，各局面に対して強く結びつくトピックに注目すると，服飾と学校の局面で
R^a1位で結びついている Topic147と Topic67は，共に (R^t(A; t))の順位が 1位と 4位であ
り，他のトピックに比べて非常に高いことが分かる．(R^t(A; t))の値の大きさは，特定の局
面に対してどれほど強く支持しているかを表す．Topic147と Topic67は，それぞれ服飾と学
校に対してのみ，高い関連度で結びついていたため，(R^t(A; t))の値が大きくなり，順位も
高くなったと考えられる．
食事と趣味の局面に着目すると，R^a1位で結びついているトピックの順位は，Topic147と
Topic67に比べると低いが，全てのトピックが 200ある中では高い順位であることが分かる．
また，R^a2 位以降のトピックについても見ると，トピックの順位は高くなっていることが分
かる．
服飾，学校の局面に対して R^a1位で結びつくトピックと，食事，趣味の局面に対して R^a1
位と R^a2 位で結びつくトピックについて，生起確率の高い上位 10 単語を抽出したものを表
5.3に示す．服飾と学校については，表 1.1に示したような局面の典型的な語や，その関連語
が集まっていることが分かる．食事と趣味については，それぞれ 1位と 2位でやや傾向が異な
るものの，こちらも表 1.1に示したような単語が現れている．以上のことから，服飾，食事，
趣味，学校の局面では，各局面を表現するために必要なトピックが，高い関連度で結びついて
いると考えられる．
これら 4つの局面と比較して，地域の局面は高い F値を示しているものの，R^a1位から 4
位までに結びついてるトピックの順位が高くない．また，R^a1位から 4位までに結びついて
るトピックである Topic62，Topic174，Topic152，Topic21 は，災害や行事，交通や気象と
いった局面とも高い関連度で結びついていることが分かる．これらのトピックについて分析す
るため，それぞれのトピックの生起確率の高い上位 10単語を抽出したもの表 5.4に示す．各
トピック中の単語に注目すると，京都特有の単語が頻出していることが分かる．以上のことか
ら，これらのトピックは京都という地域を表現するために必要なトピックであるため，地域の
局面に対して高い関連度で結びついていると考えられる．
表 5.4のいずれのトピックも，「京都」や「河原町」，「伏見」，「大阪」といった地名を意味す
る単語も出現していることが分かる．このことが，災害，行事，交通，気象の局面とも高い関
連度で結びついている原因であると考えられる．例えば，災害の局面が付与される tweetとし
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表 5.1 提案手法が局面を推定した tweet例
正解局面 気象，健康
NBMLが推定した局面 気象
TPE0が推定した局面 気象，健康
tweet本文 明日も関西は晴天で黄砂も飛んでこない様子．
最高気温も 28℃くらいまで上がるよう．
外出時には UVケアもしっかりとして直射日光に気をつけなければ！
熱中症にも気をつけないとね．水分補給を忘れずに…
表 5.2 提案手法が過剰に局面を推定した tweet例
正解局面 学校，行事
NBMLが推定した局面 学校，行事
TPE0が推定した局面 学校，行事，地域
tweet本文 【拡散希望】5月 31日 18時から桂集会を開催します．
開催場所は桂川の近くです．
大学院試験のための勉強会やります．気軽に連絡ください．
て，地震の発生を報せるような tweetが例として挙げられる．地震の発生について言及する場
合，震源地がどこであるかも記述されることが多い．行事についてはイベントの開催地，交通
については駅名といった形で，これらの局面は地名をともなって言及されることが多い．以上
のことが原因となって，表 5.4に示すトピックと高い関連度で結びついたが，これらのトピッ
ク中では各局面を表現するために必要な単語の生起確率が低かったために，災害，行事，交通，
気象の局面では F値が低くなったと考えられる．
5.3 推定精度と対応関係に関する考察
図 4.2より，学校の局面では d  11までは結びついているトピック数が 1つであるが，適
合率は上昇し，再現率は減少している．この原因として，他の局面に結びつくトピック数が増
加しているために，tweetに対して算出されるスコアに変化が生まれ，推定する局面が変わっ
ていることが考えられる．学校の場合では，他の局面のスコアが高くなり，学校と推定できる
局面の数は減ったが，その分誤って推定していた tweetも少なくなったために，再現率が下が
り，適合率が上がったと考えられる．
図 4.3より，交通の局面ではトピック数の増加と共に，適合率は上がっている．また，d = 6
や d = 11の結びつくトピック数が増加しているときに，再現率も大きく上がっている．d = 6
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表 5.3 F値が高い局面に対して結びつくトピックの上位語
トピック 上位語
Topic147 着る，浴衣，似合う，Tシャツ，デート，
服飾 R^a 1位 スーツ，ピンク，衣装，シャツ，水着
Topic67 勉強，テスト，終わる，試験，課題，
学校 R^a 1位 面接，集中，受験，受かる，合格
Topic132 食べる，ご飯，美味しい，お昼，ごはん
食事 R^a 1位 おいしい，アイス，寿司，ケーキ，チョコ
Topic154 飲む，ビール，コーヒー，美味しい，お茶
食事 R^a 2位 呑む，飲める，ワイン，ジュース，おいしい
Topic4 見る，録画，テレビ，面白い，ドラマ，
趣味 R^a 1位 様子，ビデオ，貞子，楽天，感動
Topic73 見る，感じ，見れる，途中，おもしろい
趣味 R^a 2位 最後，最近，興奮，いい，コール
表 5.4 多くの局面に対して結びつくトピックの上位語
トピック 上位語
Topic62 京都，新聞，市内，イオン，宇治，
滋賀，会館，平成，タワー，住む
Topic174 京都，観光，河原町，交通，四条，
案内，鳥丸，便利，三条，地下鉄
Topic152 京都，美しい，神社，公園，咲く
商店，季節，散歩，伏見，綺麗
Topic21 京都，美山，体験，時代，着物
大阪，花魁，舞妓，大学，工房
表 5.5 交通の局面に対して結びつくトピックの上位語
トピック 上位語
Topic162 乗る，バス，電車，新幹線，降りる，
交通 R^a 4位 着く，移動，帰り，向かう，夜行
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のとき結びついているトピック数は 2であり，d = 11のとき結びついているトピック数は 4
であることが確認できる．表 4.6より，交通の局面に R^a2位と 4位で結びついているトピッ
クは，Topic174と Topic162である．また，Topic162については (R^t(A; t))の順位が 12位
であることが確認できる．Topic174において生起確率が高い単語ついて見ると，表 5.4より
主に京都の地名が頻出し，その中に「地下鉄」や「案内」といった交通に関連する単語が現
れていることが分かる．このため，d = 6で再現率が上がっていると考えられる．表 5.5に，
Topic162において生起確率が高い上位 10単語を示す．Topic162については，上位の全ての
単語が交通に関連する単語であることが分かる．このため，Topic162 の (R^t(A; t)) の順位
も高くなり，d = 11で Topic162と結びついたときに交通の再現率が大きく上がったと考えら
れる．
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第 6章
結論
本論文では，未知の tweetに対して適切な局面を推定するマルチラベリングを実現する，階
層的推定法を提案した．提案手法は，教師なし学習と教師あり学習を組合せているところに特
徴がある．第一段階では，教師なし学習で文書をクラスタリングできる LDAを用いて，大量
の tweetからトピックを抽出する．第二段階では，少量のラベル付き tweetを用いて，トピッ
クと局面の対応関係を構築する．未知の tweetに対して適切な局面を推定するため，トピック
と局面の対応関係と，tweetから抽出した単語のトピック中の生起確率を用いて，局面毎にス
コアを算出する．閾値を超えたスコアを持つ局面を，他の局面よりも相応しい局面として，未
知の tweetに対して推定する．
提案手法の有効性を評価するため，京都市内で投稿された日本語 tweet を用いて評価実験
を行った結果，未知の tweet に対して複数の適切な局面を推定できることを明らかにした．
Naive Bayes をマルチラベル分類へ拡張した NBML と提案手法を比較した結果，NBML に
比べて提案手法はより網羅的に局面を推定できることが明らかになった．トピックと局面の対
応関係について分析した結果，F値が高い局面では，その局面を表現するために必要な単語が
集まったトピックが高い関連度で結びついていた．F値が低い局面では，他の局面とも高い関
連度で結びついているトピックが結びついていることを明らかにした．今後の課題は，トピッ
クと局面の対応関係をより洗練することによって，F値の向上を目指すことである．
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