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Abstract. We utilize undetermined coefficient method and an iterative method to con-
struct the series solutions of the 3DCauchy problem for a class of incompressible Navier-
Stokes and Euler Equations. Thenwe can turn the Navier-Stokes Equations (Euler Equa-
tions) into the Cauchy problem for finitely (infinitely) many ordinary differential equa-
tions. We get the finite series solution of the Navier-Stokes Equations. By using some
combinatorial identities techniques, we prove that the sum of the solutions to these or-
dinary differential equations is an infinite series solution of the Euler Equations in some
cases.
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1 Introduction
The 3-D incompreesible Navier-Stokes equations can be formulated as the follows:{
div u=0,
ut−ν∆u+(u·∇)u+∇u= f ,
(1.1)
where x = (x1,x2,x3)∈R
3, u = (u1(x,t),u2(x,t),u3(x,t)) are the components of the three-
dimensional velocity field, p = p(x,t) is the pressure of the fluid at a position x, f =
( f1(x,t), f2(x,t), f3(x,t)) are the components of a given, externally applied force, ν> 0 is
the viscosity. When ν= 0, (1.1) is the 3-D incompreesible Euler equation. The Navier-
Stokes and Euler equations usually describe the motion of a fluid in R3. Constructing ex-
act solutions of them is very important to understand how the real fluid will flow. Lou et
al. utilized Ba¨cklund transformation and Darboux transformation to obtain exact solutions
for the Euler equations in the vorticity form [1,2]. By using the separation method,Makino
obtained the first radial solutions to the Euler and Navier-Stokes equations in 1993 [3]. In
2011 and 2012, Yuen constructed many exact solutions for the Euler equations [4, 5]. In
2014, Fan and Yuen obtained a class of nonlinear exact solutions with respect to x for the
Euler Equation [6].
∗Corresponding author. Email address: zhangtaocx@163.com (T. Zhang), alatanca@imu.edu.cn (A.
Chen).
http://www.global-sci.com/ Global Science Preprint
2The series solutions of the linear partial differential equations can be obtained by using
the superposition principle. However, it is hardly to obtain the exact series solution for
any nonlinear partial differential equations. The purpose of this paper is to construct the
series solutions of some Euler and Navier-Stokes Equations. The key idea of our method
mainly comes from the following properties of the series {ekx}+∞k=0:
(i) Eigenvalues and eigenvectors: d
j
dx j
ekx = kjekx, j,k=0,1,2,··· .
(ii) For any m1,m2=0,1,2,··· , we have e
m1xem2x = e(m1+m2)x, m1+m2≥max{m1,m2}.
This paper is organized as follows. In Section 2, we construct the finite series solution
of some incompressible Euler and Navier-Stokes equations. In Section 3, we construct the
former infinite series solution of some incompressible Euler equations. Moreover, by using
an iterative method with respect to (ii) and some combinatorial identities techniques, we
prove that the former solution is an exactly infinite series solution of the Euler Equations
in some cases.
2 Finite series solutions of the Euler and Navier-Stokes Equa-
tions
In this section, we construct the finite series solution of the following incompressible
Euler and Navier-Stokes equations:

ujt+
3
∑
i=1
(uiujxi−νujxixi)+pxj = f j(x,t), j=1,2,3, (2.1)
u1x1+u2x2+u3x3 =0, x=(x1,x2,x3)∈R
3, t≥0, (2.2)
uj(x,0)=
n
∑
k=0
Ajkξk, f j(x,t)=
n
∑
k=0
Bjk(t)ξk, j=1,2,3, (2.3)
where ν≥0, Ajk∈R, Bjk(t)∈C[0,+∞), ξk=exp(k(λ1x1+λ2x2+λ3x3)), λj∈R\{0}, j=1,2,3,
k=0,1,2,··· ,n.
Suppose that (2.1)-(2.3) has a solution in the form:

uj(x,t)=
n
∑
k=0
Tjk(t)ξk, j=1,2,3;
p(x,t)=
n
∑
k=0
T4k(t)ξk,
(2.4)
where Tjk(t), j=1,2,3,4, k=0,1,··· ,n are functions to be determined. Then we have:
Remark 2.1. By (2.2) we have
3
∑
j=1
n
∑
k=1
λjkTjkξk =
n
∑
k=1
3
∑
j=1
λjkTjkξk =0,
Note that the sequence {ξk}
n
k=1 is linearly independent, so we get
3
∑
j=1
λjTjk =0, k=1,2,··· ,n.
3Hence
3
∑
i=1
uiujxi =
3
∑
i=1
n
∑
k=0
n
∑
m=1
λimTikTjmξk+m =
n
∑
k=0
n
∑
m=1
3
∑
i=1
λiTikmTjmξk+m =0, j=1,2,3.
Next we seek Tjk(t), j=1,2,3,4, k=0,1,··· ,n. Substituting (2.4) into (2.1)-(2.3) we get

T′j0−Bj0(t)+
n
∑
k=1
[
T′jk+
3
∑
i=1
νλ2i k
2Tjk+λjkT4k−Bjk(t)
]
ξk =0, j=1,2,3,
n
∑
k=1
(λ1T1k+λ2T2k+λ3T3k)kξk =0,
uj(x,0)=
n
∑
k=0
Tjk(0)ξk =
n
∑
k=0
Ajkξk, j=1,2,3,
Note that the sequence {ξk}
n
k=1 is linearly independent, so we have{
T′j0−Bj0(t)=0,
Tj0(0)=Aj0,
j=1,2,3, (2.5)


T′jk+
3
∑
i=1
νλ2i k
2Tjk+λjkT4k−Bjk(t)=0, j=1,2,3,
λ1T1k+λ2T2k+λ3T3k =0,
Tjk(0)=Ajk, j=1,2,3,
(2.6)
where k=1,··· ,n. For every k=1,··· ,n, the first equation in (2.6) is multiplied by λj (j=1,2,3).
Together with
λ1T
′
1k+λ2T
′
2k+λ3T
′
3k =0,
then we can induce that
3
∑
j=1
λ2j kT4k−
3
∑
j=1
λjBjk(t)=0.
Finally we obtain

Tj0(t)=
∫ t
0
Bj,0(s)ds+Aj,0, j=1,2,3,
T40=1,
T4k(t)=
∑
3
j=1λjBjk(t)
∑
3
j=1λ
2
j k
, k=1,2,··· ,n,
Tjk(t)=exp(Mk(t))(
∫ t
0 (Bjk−λjkT4k)exp(−Mk(s))ds+Ajk), j=1,2,3, k=1,2,··· ,n,
where
Mk(t)=
3
∑
i=1
ν(λik)
2t−
∫ t
0
λikTi0(s)ds, k=1,2,··· ,n.
3 Infinite series solution of the Euler Equations
In this section, we consider the Cauchy problems for the following 3D incompressible
Euler Equation: 

ujt+
3
∑
i=1
uiujxi +pxj =0, j=1,2,3,
u1x1+u2x2+u3x3 =0, x=(x1,x2,x3)∈R
3
+, t≥0,
uj(x,0)= ∑
k∈N3
Bjkϕk∈C
∞(R3+), j=1,2,3.
(3.1)
4where R3+={(r1,r2,r3)∈R
3 |rj≥0, j=1,2,3}, ϕk=exp(−k1x1−k2x2−k3x3), k=(k1,k2,k3)∈
N
3={(k1,k2,k3) |kj =0,1,2,··· , j=1,2,3}.
There are a lot of functions can be approximated by the series {ϕk}k∈N3 . Next we let
TE(U)=
{
f (x)∈C∞(U) | f (x)= ∑
k∈N3
Akϕk, {Ak}k∈N3⊆R, x=(x1,x2,x3)∈U
}
where U⊆R3. Then by Stone-Weierstrass theorem [7], we have:
Theorem 3.1. If U⊆R3 is a bounded closed set, then for any f (x)∈C(U), there exists a
sequence { fm(x)}m∈N⊆TE(U) such that
lim
m→+∞
sup
x∈U
| fm(x)− f (x)|=0.
Moreover, there exists many functions can be expressed by the series {ϕk}k∈N3 .
Theorem 3.2. Let f (x1,x2,x3)∈C
∞(U), j=1,2,3, U⊆R3, and let g(x1,x2,x3)= f (e
−x1 ,e−x2 ,
e−x3), then we have g(x1,x2,x3)∈TE(U0), U0={(x1,x2,x3) | (e
−x1 ,e−x2 ,e−x3)∈U}.
For example:
Example 3.3.
sine−x1 cose−x2
1−e−x3
=
+∞
∑
k1=1
+∞
∑
k2=0
+∞
∑
k3=0
(−1)k1+k2−1
ϕ(2k1−1,2k2,k3)
(2k1−1)!(2k2)!
∈TE(R2⊕(0,+∞)).
Next we seek the following formal series solution of (3.1) :


uj(x,t)= ∑
k∈N3
Tjk(t)ϕk, j=1,2,3;
p(x,t)= ∑
k∈N3
T4k(t)ϕk,
(3.2)
where Tjk(t), j=1,2,3,4, k∈N
3 are functions to be determined. Then substituting (3.2) into
(3.1) we get


T′
m,(0,0,0)+ ∑
k>(0,0,0)
[
T′mk−
3
∑
j=1
∑
k[1]+k[2]=k
k
[2]
j Tjk[1]Tmk[2]−kmT4k
]
ϕk=0, m=1,2,3,
− ∑
k∈N3
(k1T1k+k2T2k+k3T3k)ϕk=0,
uj(x,0)= ∑
k∈N3
Bjkϕk = ∑
k∈N3
Tjk(0)ϕk, j=1,2,3.
5Clearly {Tjk(t) | j=1,2,3,4, k∈N
3} should satisfy:

uj = ∑
k∈N3
Tjk(t)ϕk∈C(R
3
+⊕[0,+∞)), j=1,2,3, (3.3)
p= ∑
k∈N3
T4k(t)ϕk∈C(R
3
+⊕[0,+∞)), (3.4)
ujt = ∑
k∈N3
T′jk(t)ϕk∈C(R
3
+⊕[0,+∞)), j=1,2,3, (3.5)
ujxi = ∑
k∈N3
−kiTjk(t)ϕk∈C(R
3
+⊕[0,+∞)), i, j=1,2,3, (3.6)
pxj = ∑
k∈N3
−kjT4k(t)ϕk∈C(R
3
+⊕[0,+∞)), j=1,2,3, (3.7)
uiujxi = ∑
k∈N3
ηijkϕk∈C(R
3
+⊕[0,+∞)), i, j=1,2,3, (3.8)
where
ηijk = ∑
k[1]+k[2]=k
−k
[2]
i Tik[1]Tjk[2] , k
[m]=(k
[m]
1 ,k
[m]
2 ,k
[m]
3 )∈N
3, m=1,2, i, j=1,2,3.
Note that the sequence {ϕk}k∈N3 is linearly independent, so we have:{
T′
j,(0,0,0)=0,
Tj,(0,0,0)(0)=Bj,(0,0,0),
j=1,2,3, (3.9)
and 

T′ik−
3
∑
j=1
kjTj,(0,0,0)Tik−
3
∑
j=1
∑
k[1]+k[2]=k,
k[1],k[2]>(0,0,0)
k
[2]
j Tjk[1]Tik[2]−kiT4k =0, i=1,2,3,
k1T1k+k2T2k+k3T3k =0,
Tjk(0)=Bjk, j=1,2,3,
(3.10)
where k > (0,0,0). For every k > (0,0,0), the first equation in (3.10) is multiplied by ki
(i=1,2,3). Together with
k1T
′
1k+k2T
′
2k+k3T
′
3k =0, k> (0,0,0),
then we can induce that
3
∑
i=1
ki
3
∑
j=1
∑
k[1]+k[2]=k,
k[1],k[2]>(0,0,0)
k
[2]
j Tjk[1]Tik[2]+T4k
3
∑
i=1
k2i =0, k> (0,0,0).
(where k[1],k[2]< k) It follows that
3
∑
i,j=1
∑
k[1]+k[2]=k,
k[1],k[2]>(0,0,0)
k
[1]
i k
[2]
j Tjk[1]Tik[2]+T4k
3
∑
i=1
k2i =0, k> (0,0,0).
Finally we use an simple iterative method to get Tjk(t), j=1,2,3,4, k∈N
3 by the following
order:
6(i) We can get the Tj,(0,0,0)(t), j=1,2,3 by solving (3.9). Moreover, we let T4,(0,0,0)=1.
(ii) Base on (i), we solve (3.10) when |k|=1, then we can get Tjk(t), |k|=1, j=1,2,3,4.
(iii) Base on (i) and (ii), we solve (3.10) when |k|= 2, then we can get Tjk(t), |k|= 2,
j=1,2,3,4.
Where |k|= k1+k2+k3. By repeating this process, we can get:

Tj,(0,0,0)(t)=Bj,(0,0,0), j=1,2,3,
T4,(0,0,0)=1,
T4k(t)=
−
3
∑
i,j=1
∑
k[1]+k[2]=k, k[1],k[2]>(0,0,0)
k
[1]
i k
[2]
j Tjk[1]
T
ik[2]
3
∑
i=1
k2i
, k> (0,0,0),
Tjk(t)=exp(−Pk(t))
(∫ t
0 Qjk(s)exp(Pk(s))ds+Bjk
)
, j=1,2,3, k> (0,0,0),
where 

Qik=
3
∑
j=1
∑
k[1]+k[2]=k, k[1],k[2]>(0,0,0)
k
[2]
j Tjk[1]Tik[2]+kiT4k, i=1,2,3,
Pk(t)=
3
∑
j=1
−Bj,(0,0,0)kjt.
Clearly we have:
Theorem 3.4. If the series (3.2) we obtain satisfies (3.3)-(3.8), then it is a solution of (3.1).
Next we prove that the series (3.2) we obtain satisfies (3.3)-(3.8) in some cases. First we
give some Lemmas.
Lemma 3.5. (Abel identities [8]) For any n=1,2,··· , we have
(i)
n
∑
k=0
n!
k!(n−k)!
(x+k)k−1(y+n−k)n−k = x−1(x+y+n)n,
(ii)
n
∑
k=0
n!
k!(n−k)!
(x+k)k−1(y+n−k)n−k−1=(x−1+y−1)(x+y+n)n−1.
Corollary 3.6. For any k=1,2,··· , we have
(i)
k
∑
m=1
(k+1)!
m!(k+1−m)!m
m(k+1−m)k−m = k(k+1)k ,
(ii)
k
∑
m=1
(k+1)!
m!(k+1−m)!
mm−1(k+1−m)k−m =2k(k+1)k−1≤2(k+1)k.
Proof By Lemma 3.5 (i) we can induce that
k+1
∑
m=0
(k+1)!
m!(k+1−m)!
(x+m)m−1(y+k+1−m)k+1−m
=
k
∑
m=1
(k+1)!
m!(k+1−m)!
(x+m)m−1(y+k+1−m)k+1−m+x−1(y+k+1)k+1+(x+k+1)k
=x−1(x+y+k+1)k+1
7=x−1(y+k+1)k+1+(k+1)(y+k+1)k+
k+1
∑
m=2
(k+1)!
m!(k+1−m)!
xm−1(y+k+1)k+1−m .
Then we have
k
∑
m=1
(k+1)!
m!(k+1−m)!
(x+m)m−1(y+k+1−m)k+1−m+(x+k+1)k
=(k+1)(y+k+1)k+
k+1
∑
m=2
(k+1)!
m!(k+1−m)!
xm−1(y+k+1)k+1−m.
Let x=y=0, we get
k
∑
m=1
(k+1)!
m!(k+1−m)!
mm−1(k+1−m)k+1−m =
k
∑
m=1
(k+1)!
m!(k+1−m)!
mm(k+1−m)k−m = k(k+1)k .
Similarly, we can get (ii).
Corollary 3.7. For any kj =1,2,··· , j=1,2,3, we have
∑
1≤mi≤ki, i=1,2,3
m1
3
∏
j=1
m
m j−1
j (kj+1−mj)
k j−m j
mj!(kj+1−mj)!
≤4k1
n
∏
j=1
(kj+1)
k j
(kj+1)!
.
Lemma 3.8. If Bj,(0,0,0)≤−2, j=1,2,3, ǫ>0, and if
|Bjk|≤
e−|k|(1+ǫ)
103 ∏
j=1,2,3, k j>0
k
k j−1
j
kj!
, k> (0,0,0), j=1,2,3.
Then we have
|Tik(t)|≤
1
100 ∏
j=1,2,3, k j>0
k
k j−1
j
kj!
exp
(
−
1
2
Pk(t)−|k|(1+ǫ)
)
, k> (0,0,0), i=1,2,3. (3.11)
Proof We prove (3.11) by the induction method. By a simple calculate we can induce that
(3.11) holds when |k|=1,2. Suppose that it holds for any |k|<n (n>2), then by Corollary
3.6 and 3.7, for any k=(k1,k2,k3)≥ (1,1,1), |k|= n(without loss of generality we suppose
that k1≥ k2,k3), we have
|T4k(t)|≤
3
∑
m,j=1
∑
k[1]+k[2]=k, k[1],k[2]>(0,0,0)
k
[1]
m k
[2]
j
∣∣∣Tjk[1] ∣∣∣|Tmk[2] |
3
∑
m=1
k2m
≤
3
104 ∑
(0,0,0)<(m1,m2,m3)≤k
3
∏
j=1
m
m j−1
j (kj−mj)
k j−m j−1
mj!(kj−mj)!
exp(−
1
2
Pk(t)−|k|(1+ǫ))
≤
60
104
3
∏
j=1
k
k j−1
j
kj!
exp
(
−
1
2
Pk(t)−|k|(1+ǫ)
)
,
8|Qjk(s)|≤
3
∑
j=1
∑
k[1]+k[2]=k, k[1],k[2]>(0,0,0)
k
[2]
j |Tjk[1](s)||Tmk[2] (s)|+kj|T4k(s)|
≤
90k1
104
3
∏
j=1
k
k j−1
j
kj!
exp
(
−
1
2
Pk(t)−|k|(1+ǫ)
)
, j=1,2,3,
|Tjk(t)|≤exp(−Pk(t))
(∫ t
0
|Qjk(s)|exp(Pk(s))ds+|Bjk|
)
≤
1
100
3
∏
j=1
k
k j−1
j
kj!
exp
(
−
1
2
Pk(t)−|k|(1+ǫ)
)
, j=1,2,3.
In a similar way, we can prove that (3.11) holds for any k=(k1,k2,k3)∈N
3 with k1= 0 or
k2=0 or k3=0.
Theorem 3.9. If Bj,(0,0,0)≤−2, j=1,2,3, ǫ>0, and if
|Bjk|≤
e−|k|(1+ǫ)
103 ∏
j=1,2,3, k j>0
k
k j−1
j
kj!
, k> (0,0,0), j=1,2,3.
Then there exists a series solution of (3.1) satisfying (3.3)- (3.8).
Proof We only need to prove that the series (3.2) we obtain satisfies (3.3)- (3.8). Note that
nm
m! ≤ e
n, m,n=1,2,··· , so we have
{
|Tik(t)ϕk|≤
1
100 exp
(
− 12Pk(t)−|k|ǫ
)
ϕk<
1
100 e
−|k|ǫ, k> (0,0,0), i=1,2,3,
|T4k(t)ϕk|≤
60
104
exp
(
− 12Pk(t)−|k|ǫ
)
ϕk<
60
104
e−|k|ǫ, k> (0,0,0).
Hence the series (3.2) converges absolutely on R3+⊕[0,+∞). It means that the series (3.2)
continuous on R3+⊕[0,+∞). Furthermore, we can prove that
|T′ikϕk|=
∣∣∣∣∣
3
∑
j=1
∑
k[1]+k[2]=k
k
[2]
j Tjk[1]Tik[2]+kiT4k
∣∣∣∣∣|ϕk|
≤
(∣∣∣∣∣
3
∑
j=1
Bj,(0,0,0)kj
∣∣∣∣∣|Tik|+|Qik|
)
ϕk
≤
(∣∣∣∣∣
3
∑
j=1
Bj,(0,0,0)kj
∣∣∣∣∣+ 90|k|104
)
exp
(
−
1
2
Pk(t)−|k|ǫ
)
ϕk, i=1,2,3, k> (0,0,0),
|kjT4kϕk|≤
60|k|
104
exp(−
1
2
Pk(t)−|k|ǫ)ϕk , j=1,2,3, k> (0,0,0),
|ηijkϕk|≤
30|k|
104
exp(−
1
2
Pk(t)−|k|ǫ)ϕk , i, j=1,2,3, k> (0,0,0).
Similarly, we can induce that the series (3.2) we obtain satisfies (3.5)-(3.8). Therefore it is a
solution of (3.1) by Theorem 3.4.
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