We consider a linear regression model with errors modelled by martingale difference sequences, which include heteroskedastic augmented GARCH processes. We develop asymptotic theory for two monitoring schemes aimed at detecting a change in the regression parameters. The first method is based on the CUSUM of the residuals and was studied earlier in the context of independent identically distributed errors. The second method is new and is based on the squares of prediction errors. Both methods use a training sample of size m. We show that, as m → ∞, both methods have correct asymptotic size and detect a change with probability approaching unity. The methods are illustrated and compared in a small simulation study.
INTRODUCTION
Changes in economic environment are likely to induce structural instability in the initially chosen underlying econometric model. Therefore, testing for possible structural changes in model parameters has recently become one of the principal objectives of econometric analysis. There are two distinctly different approaches to tackle such problems, namely, (1) retrospective or a posteriori tests, and (2) sequential (on-line) or a priori tests. The present paper is concerned with the second approach which is more useful when a decision has to be made on-line, as new data become available. We follow the general paradigm of Chu et al. (1996) in which the initial time period of length m is used to estimate a model, and the goal is to monitor for changes in model parameters, ensuring that the probability of a false detection does not exceed a prespecified level α. In this approach, the asymptotic analysis is carried out assuming that m → ∞, and its goal is to verify that the probability of the detection approaches α under the null of no change and one under the alternative of a change in parameters after the initial time period. Following the work of Chu et al. (1996) , Horváth et al. (2004) developed the asymptotic theory for two new classes of monitoring schemes based on residuals and recursive residuals and appropriately chosen boundary functions. The latter paper, however, considered a linear regression model with independent identically distributed (i.i.d.) errors. While the assumption of i.i.d. errors is convenient from the mathematical point of view, it is typically violated in regressions involving econometric variables.
The goal of the present paper is to develop the theory of sequential change-point testing for two monitoring schemes. The first scheme is the CUSUM of residuals test introduced in Horváth et al. (2004) . We show that this test is robust, for instance, to heteroskedasticity in the regression errors and inherits all the desirable properties established for regressions with i.i.d. errors. The second scheme is motivated by the work of Clark and McCracken (2005) and is based on squared prediction errors. Allowing heteroskedasticity implies that the squared prediction errors are (even asymptotically) serially correlated, so the asymptotic analysis is much more delicate than for asymptotically uncorrelated residuals.
Even though the literature on sequential monitoring of linear models is still rather small, the methods considered here have a rich background in the retrospective setting. Quandt (1958 Quandt ( , 1960 derived the maximum likelihood ratio test under the assumption of normally distributed errors. Further properties and refinements of this maximally selected F-test were developed by Andrews (1991 Andrews ( , 1993 and who studied the asymptotic behaviour of a trimmed (restricted) version, and by Horváth (1995) who obtained the exact limit distribution. Wald-type and union-intersection tests were proposed in Hawkins (1987 Hawkins ( , 1989 ). Their precise asymptotics were derived in Horváth and Shao (1995) . Csörgő and Horváth (1997, p. 298) showed that the union-intersection and the maximally selected tests are asymptotically equivalent. The above methods are based on comparisons of parameter estimates. For further references and details, we refer to Perron (1998, 2003) , and Hansen (1995 Hansen ( , 2000 , among others. Using residuals to detect changes in regression parameters was advocated by Brown et al. (1975) whose approach has been subsequently refined and specialized by many authors (see e.g. Krämer et al. 1988; Ploberger et al. 1989; Gombay and Horváth 1994) . In the context of evaluating out-of-sample forecasts, McCracken (2000) [see also McCracken (2001, 2005) ] advocated tests based on prediction errors.
The paper is organized as follows. In Section 2, we introduce the testing problem and list the assumptions. The test statistics and their limiting behaviour under both null and alternative hypothesis are stated in Section 3. Before proving our results in Section 5, we illustrate them by means of a small simulation study in Section 4.
THE TESTING PROBLEM AND THE ASSUMPTIONS
We consider the linear regression model
where x i is a p × 1 dimensional random or deterministic vector of the form
β i is a p × 1 dimensional parameter vector and {ε i } is an error sequence. Our first assumption states that there is no change in the regression parameter during the first m observations, i.e.
Condition (2) was called the 'non-contamination assumption' in Chu et al. (1996) . It is particularly important because the test statistics to be defined below use the historical data set as a reference for comparisons with later observations. We wish to test the no change in the regression parameter null hypothesis
against the alternative hypothesis
The parameters β 0 , β * and k * , the so-called change-point, are assumed unknown. The monitoring procedures studied in this paper use a detector function (m, k) and a boundary function g(m, k) which together define the stopping time
(with the understanding that inf ∅ = ∞) which must satisfy
The index k labels the time elapsed after the monitoring has commenced. The probability α ∈ (0, 1) controls the false alarm rate. Condition (6) ensures that the probability of a false alarm is asymptotically bounded by α, while condition (7) means that a change-point is detected with probability approaching one. In the remainder of this section, we state the assumptions on the regression model. As mentioned in the 'Introduction', we allow the errors ε i to exhibit conditional heteroskedasticity. However, we will consider somewhat more general innovation sequences to be defined now. We assume that
and Eε
Under appropriate assumptions, condition (8) is satisfied, for example, for so-called augmented GARCH(1,1) processes introduced by Duan (1997) . See Section 6 for a broader discussion. In order to be able to estimate the asymptotic variance of the squared prediction error, we must assume that
Finally, we impose the usual conditions that there is a positive definite matrix C and a constant κ > 0 such that
and that
In (10) and in the following, |·| denotes the maximum norm of both vectors and matrices. Throughout the paper, we work with a realization of the x i , 1 ≤ i < ∞, satisfying the bound in (10).
MONITORING PROCEDURES AND THEIR ASYMPTOTICS
In this section, we define the two monitoring procedures and state their asymptotic properties under both the null and the alternative. The first procedure is based on the residualŝ
is the least-squares estimator computed using the initial m observations. The detector function is
and the boundary function is
The stopping time is
This method was studied by Horváth et al. (2004) under the assumption of i.i.d. errors ε i . We will show that its asymptotic properties are unaffected by assuming (8) instead, so, for example, under conditional heteroskedasticity.
The second procedure is motivated by the recent work of Clark and McCracken (2005) . Denote byŷ
the linear predictor of y +i based on the first observations. Then, under H 0 , the squared prediction error (y +i −ŷ +i ) 2 should be close to the square of the unobservable error ε 2 +i . Following the lines of the proofs in Horváth et al. (2004) , one can then expect that the detector function
will lead to a monitoring procedure satisfying (6), (7) with the boundary function (14). For completeness, we state that the stopping time is defined by
The asymptotic properties of the monitoring procedures are formulated in terms of a functional of the standard Brownian motion (Wiener process) which we denote in the following by {W (t):t ≥ 0}.
Moreover, the proofs of the theorems to come rely heavily on the following approximations of certain partial sums of the innovations {ε i }. We assume that, for each m, there are independent Wiener processes {W 1,m (t):t ≥ 0} and {W 2,m (t):t ≥ 0} and a constant σ > 0 such that
and
with some < 1/2. Conditions (15) and (16) 
The limit distribution of sup 0<t<1 |W (t)|t −γ is known only in the case γ = 0. Critical values for other choices of γ were obtained through simulation in Horváth et al. (2004) .
The application of Theorem 1 requires the estimation of σ 2 . Since there is no change in the historical data and the errors are orthogonal, the natural estimator is the sample variance of the residualsσ
It can be verified thatσ 2 m converges in probability to σ 2 , so Theorem 1 remains true when σ is replaced byσ m .
To prove a corresponding limit theorem for the prediction approach, we need further conditions. Let {G k } be a filtration, that is G k ⊂ G k+1 for all k, and assume that
Also, we require that the innovation variances and fourth moments are the same, that is
Furthermore, we assume that there are independent Wiener processes {W 3,m (t) : t ≥ 0} and {W 4,m (t) : t ≥ 0} such that
with some < 1/2, where μ is as defined in (9). Under suitable assumptions, augmented GARCH processes satisfy conditions (19) and (20), as is shown in Lemma A.2. (2), (9), (10), (14) and (17)- (20) 
Theorem 2 Assume that
We also need an estimator for μ 2 defined in (9). This parameter is much harder to estimate than σ 2 , since the {ε
i } is a strictly stationary sequence, the Bartlett estimator is defined byμ 
Under the conditions of Theorem 2,μ 2 m P −→ μ 2 , so the assertion of Theorem 2 remains true if μ is replaced byμ m .
Next, we turn our attention to investigating the behaviour of τ Q (m) and τ R (m) under the alternative hypothesis. In addition to assumption (10), we also need that the condition
is satisfied, with C defined in (10). It turns out that the order of the differenceτ (m) − k * depends on the location of the change-point. Let · denote the integer part.
Theorem 3 Assume that (1), (2), (4), (8), (10), (11), (14) and (23) Under H A , as m → ∞:
Theorem 4 Suppose that the assumptions of Theorem 3 are satisfied. Then all conclusions of Theorem 3 hold with τ Q (m) replaced by τ R (m).
Theorems 3 and 4 imply that the difference τ R (m) − k * has, in case (i), an asymptotic order which-depending on the choice of γ ∈ [0, 1/2), but not on that of β-lies between m 1/2 and m. In case (ii), the order is bounded from below by m 1/2 and from above by m β , while in case (iii), the order is at least m 1/2 . Let us assume that there are several changes in the parameters and the number of observations between changes is at least m. Our monitoring procedures will stop around the first change-point. We use the next m observations after τ (1) , the time of stopping, as the next training sample and start the monitoring procedure from the (τ (1) + m)th observation. If there is a change, we stop again at some time τ (2) . We then continue the monitoring from the (τ (2) + m)th observation. Thus, our procedure might also be used to detect multiple changes.
A SMALL SIMULATION STUDY
We illustrate the theory developed in the previous sections in case of the linear regression
The discussion in this section is not intended to provide new insights into research in economics or finance, but merely to illustrate the statistical behaviour of the monitoring procedures and to facilitate their practical application by considering some special cases.
Denote byβ 0 (n) andβ 1 (n) the least-squares estimators of the intercept and the slope based on the observations (x i , y i ), i = 1, 2, . . ., n, and consider the residualŝ
and the prediction errorsû Sinceû j+1| j =ε j+1 , for r = 1, the detector R(m, k) becomes
Recall that
It is convenient to work with the normalized detectors The null hypothesis is rejected at level α at the first time
A table with these critical values is given in Horváth et al. (2004) .
As in Chu et al. (1996) , all simulation results below are based on 2500 replications. Table 1 reports empirical sizes of the procedures with β 0i = 0, β 1i = 0 and independent standard normal errors. This setting is similar to that considered in Chu et al. (1996) , but both the slope and the intercept are estimated. [Chu et al. (1996) reported simulation results only for monitoring a possible change in mean of independent standard normal observations.] The size is well controlled and similar to that of the fluctuation detector of Chu et al. (1996) . Methods with small γ are more conservative than methods with γ close to 1/2. We found that size does not depend on the values of β 0i and β 1i = 0, the differences are smaller than the chance error. Results for m = 50 and 200 are similar and are therefore not reported.
A much more telling insight is provided by a power study reported in Table 2 . For i ≤ m, we set β 0i = 0, β 1i = 0. The changes in the regression parameters are such that the maximal power is close to 100%, but is never 100%, otherwise the methods could not be compared. The detector D γ is sensitive to changes in the intercept, but largely insensitive to changes in the slope. The picture is reversed for P γ . The two detectors thus complement each other. Note that for the change in the slope, the power of P γ is the same for monitoring horizons of 4m, 6m and 8m. The realizations of P γ (m, k), k ≥ 1 look different, but they tend to approach the vicinity of the critical value for k ≤ 100. After that time, they decrease, and never approach the critical value again. This is due to the recursive prediction errors used in P γ , and this effect is visible to a lesser extent for the power when the intercept changes and for the size. We will further illustrate the behaviour of the monitoring schemes by simulations based on a part of the data set compiled by McCracken (2000) . Our goal is to come closer to a real world application, in which the assumptions of our theory are not perfectly satisfied. As will be seen, the size is no longer strictly controlled. The main reason why the size exceeds the nominal size for long monitoring horizon lies in the nature of the explanatory variables x i which now form a time series with a complex dependence structure for which the convergence in (10) may be very slow and the stochastic structure of the x i evolves with time as well. Conditionally heteroskedastic errors, whose marginal distribution has excess kurtosis, also increase the size, but to a lesser extent.
To motivate our simulations, we consider the dependent variables y i which are the monthly excess returns of the S&P 500 index over the period from January 1954 to March 1997. The explanatory variables x i are previous month's earnings to price ratios. The detailed description of these quantities is given in McCracken (2000) . We split the 519 data points (x i , y i ) into two subsets shown in Figure 1 . The first subset contains the initial 200 observations and the second the remaining 319 observations. The break point corresponds to September 1971 and was so chosen because the parameters of the regression appear to change slightly after that date. In the initial 200 months they appear to be constant, so we work in the sequel with m = 200. Table 3 gives summary statistics for both time periods and suggests that before 1971 excess returns were positively correlated with the earnings to price ratio, whereas after 1971 the earnings to price ratio had no significant linear predictive ability.
We evaluate the performance of the monitoring schemes by reporting cumulative annual empirical rejection frequencies over the period of 10 years which corresponds to 120 observations. While this maximal monitoring period seems appropriate for the macroeconomic data considered in this section, it is somewhat arbitrary: in practice it would be dictated by the timespan of interest.
In our simulations, the errors were generated as realizations of a GARCH(1,1) model fitted to the residuals of the regression for the initial period. The parameters of this GARCH model are ω = 0.000144, α = 0.095450 and β = 0.801718. These parameters change only slightly when the GARCH(1,1) model is fitted to the residuals over the remaining sample points, (to ω = 0.000117, α = 0.076625, β = 0.863166), so we used the same model for the errors before and after the onset of the monitoring, as required by our theory. The initial model corresponds to the estimated model for the period 1954-1971, i.e. β 0 = −0.0284 and β 1 = 5.5337. When studying the power, we consider two regression models after the change: Model A: β 0 = 0.0000, β 1 = 0.0000; Model B: β 0 = 0.0216, β 1 = 5.5337. Model A represents a very small change in parameters and corresponds to the estimated model for the period 1971-1997 for which neither the intercept nor the slope is significantly different from zero. In Model B, the slope remains unchanged but the intercept increases by 0.05. Visually, this represents a larger separation of the scatter plots than in Figure 1 . We performed simulations for k * = 3 and 12, which correspond to a change-point after one quarter and after 1 year since the onset of the monitoring. Table 4 shows empirical sizes for the detectors D γ and P γ . As in the case of a regression with i.i.d. errors, detectors with small γ are more conservative, while detectors with γ close to 1/2 have a higher rate of false rejections. In the long run, detectors P γ are more conservative than D γ and their rejection probabilities increase more gradually with the time of monitoring. Over the period of 10 years, none of the detectors considered in Table 4 has empirical size smaller than α, the detector P 0 comes very close. In a practical application, one would choose to work with a detector with a well-controlled size over the monitoring period of interest. Table 5 shows that detector D γ has higher empirical power than the detector P γ , but even it needs close to 10 years of monitoring to detect a change to Model A, which cannot be effectively detected by detector P γ . This is not surprising because this change is very small: if only one-thirds of the points were available in the right-hand panel of Figure 1 , it would be practically impossible to tell by eye that the parameters of the regressions are different in the right-hand and left-hand panels of that figure. The change to Model B can be readily detected. The change at 3 months is easier to detect than a change at 12 months. Other simulations, not reported here to save space, show that these general properties hold for other choices of γ . In accordance with Table 4 , the power is lower for smaller γ . For detector P γ , it is higher by some 5% for q = 0 and decreases for larger q. The practical choice of the detector, including the choice of γ and q, will be dictated by the particular problem at hand, in particular by the time horizon of interest and the minimum size of the change to be detected.
PROOFS
Before proving Theorems 1-4, we establish an elementary lemma, which will be extensively used in the sequel. Recall that we work with a fixed realization of the x i 's.
Lemma 1 If condition (10) is satisfied for some
Proof. Horváth et al. (2004, lemma 1) proved that (10) implies (24). By Abel's summation formula and standard estimates, we get
implying (25), since the supremum on the right-hand side is finite and the latter sum is increasing with order log m. Let ε > 0. Similarly, we also obtain, after an application of the mean-value theorem to the function
since both the supremum and the sum are finite. Thus the proof is complete.
Proof of Theorem 1
The proof of Theorem 1 consists of two lemmas stated and proved in this section.
Lemma 2 If the conditions of Theorem 1 are satisfied, then, as m → ∞,
Assumption (8) yields that E x j ε j = 0 and Var (x j,i ε j ) ≤ C|x i | 2 , so, by Chebyshev's inequality,
Lemma 5.1 of Horváth et al. (2004) and (10) yield that there are random variables k 0 and m 0 such that, for all k ≥ 1,
where c 1 is the first column of C. Putting together equations (24), (27) and (28), we conclude that
Since γ < κ, we get that
as m → ∞. Also, 
Proof. Using assumptions (15) and (16), we have
Since < 1/2, we get similarly
completing the proof of the lemma.
Proof of Theorem 1. Putting together Lemmas 2 and 3, it is enough to show that
This is established in the proof of theorem 2.1 of Horváth et al. (2004) .
Proof of Theorem 2
We will use the notation
Elementary calculations, involving the application of (13), show that
and, therefore, for any N ≥ 0,
In the following lemmas, we show that appropriately normalized functionals of the second and third terms in (31) are negligible. We then work with the first term to establish the required limit in Theorem 2.
Lemma 4 Let the conditions of Theorem 2 be satisfied. Then, as m → ∞,
Proof. Straightforward estimation gives that
A combined application of condition (10) and (24) yields
Using assumption (17) and (26), we get that
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Thus we have
Using exercise 7.4.10 in Chow and Teicher (1988, p. 249) , we get that for all δ, δ * > 0 there is a random variable m 0 such that
So by (32) and (33), we can find a random variable ξ such that
By Abel's summation formula, we get that, for any 1
Hence, there are random variables ξ * and m * such that
completing the proof.
Lemma 5 Let the conditions of Theorem 2 be satisfied. Then, as m → ∞,
Proof. Define the filtration {F k } by letting
Since { k j=1 x j ε j } is a mean zero, square integrable martingale with respect to {F k }, via the Hájek-Rényi inequality [see Chow and Teicher (1988, p. 247) ] we obtain that, for any λ > 0,
Also, by assumption (10) and Lemma 1, we get |C
By (26) we have
and thus we arrive at
as m → ∞ on choosing λ appropriately small, hence completing the proof.
Lemma 6 Let the conditions of Theorem 2 be satisfied. Then, as m → ∞,
So by the Hájek-Rényi inequality [see Chow and Teicher (1988, p. 247)] we have, for any λ > 0,
Moreover, by (24),
with some positive constant A. Hence, for all 0 < δ < 1 − 2γ ,
as m → ∞, since the latter sum is finite according to (26). Choosing λ arbitrarily small, the proof is complete on recognizing that
Lemma 7 Let the conditions of Theorem 2 be satisfied. Then, as m → ∞,
Proof. Observe that, by the orthogonality of the x j ε j and (25), we have
as m → ∞ by (25) with some positive constant A. Thus we have, after applying Chebyshev's inequality,
as m → ∞, finishing the proof.
Proof of Theorem 2. It follows from Lemmas 4-7 that it is enough to prove that
We note that
Because the number of terms in the second sum on the right-hand side of the latter equation does not depend on m and k, it is clear that
Using the uniform weak invariance principle in (19), we have that
Similarly, (19) also yields
as m → ∞, since < 1/2. On the other hand, the weak approximation in (20) implies that
On combining equations (35)- (38), we arrive at
Horváth et al. (2004, pp. 239-240) showed that for all m,
and so Theorem 2 is proved.
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Proofs of Theorems 3 and 4
Proof of Theorem 3. It follows from the definition ofε i that, for all k ≥ k * ,
By Theorem 1, we have
where the bounds in O P (1) and O(1) do not depend on N. We need to choose N so large that the supremum on the right-hand side of the last equation is larger than a given constant. Elementary arguments show that choosing N as
The proof of Theorem 4 is more complex and uses a number of technical lemmas. Similarly to the decomposition (30), which holds true under the null hypothesis H 0 , we obtain under H A , for all k > k * and 1 ≤ i ≤ r ,
where Δ =β * −β 0 and I denotes the p × p identity matrix. We have used that β i =β 0 if i ≤ m + k * and β i =β * if i >m + k * . Introducing the notations
where we have used the further refined abbreviations
The first term, B k,1 (m), does not depend on the parameter subject of change, Δ. Therefore, it is bounded in probability. Lemma 8 Let the assumptions of Theorem 4 be satisfied. Then, as m → ∞,
Proof: The assertion follows directly from Theorem 2, since the process under consideration is exactly the one under the null hypothesis H 0 . Next, we show that B k,4 (m) will be asymptotically 'large'. Subsequently, it will turn out that this term determines the asymptotics under the alternative H A , since it dominates also B k,2 (m) and B k,3 (m).
Lemma 9 Let the assumptions of Theorem 4 be satisfied. Then, for any s ∈ (0, 1), there are k 0 and m 0 such that
Proof: By assumption (14) and Lemma 1, for any 1 ≤ i ≤ r and for a given s ∈ (0, 1), we can find an integer m 0 = m 0 (s) such that
if m ≥ m 0 for all k ≥ 1. By Abel's summation formula, we get that
Using (14) and again Abel's summation formula, there is k 0 such that, for any s > 0, (14), (40) and (41), we have 
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Proof: Choose 1 ≤ a ≤ m and λ > 0. The Hájek-Rényi inequality yields P sup
Using Lemma 1, there is a constant c 1 such that
Elementary computations give
and therefore (14) and Abel's summation formula imply that
Similar arguments also give 
for all λ > 0.
Proof: Using Abel's summation formula, we obtain that
Note that R k (m) does not depend on the summation index ν. The Hájek-Rényi inequality yields
Applying Lemmas 1 and 14, we get that, for all i,
APPENDIX A: AUGMENTED GARCH PROCESSES
As mentioned in the Introduction, we wish to allow the errors ε i to exhibit conditional heteroskedasticity. We can achieve this by modelling them as an augmented GARCH(1,1) sequence (see Duan 1997) . Most conditionaly heteroskedastic models used in practice are augmented GARCH(1,1) processes, (see Carrasco and Chen 2002 and Aue et al. 2006 for specific examples). The goal of this section is to verify that conditions (15), (16) and (19), (20) hold under appropriate assumptions, if {ε i } is an augmented GARCH(1,1) sequence (A1) defined by the recursions 
where −∞ < k < ∞; (x), h(x) and g(x) are real-valued functions defined on the non-negative real numbers and the real numbers, respectively, and {ζ k : −∞ < k < ∞} are independent, identically distributed random variables with Eζ 0 = 0.
To solve for σ 
exists and is non-negative, and there are C and z such that 1 ( −1 (x)) ≤ C x z for all x ≥ ω.
Assumptions (A.6)-(A.9) cover the case when is a polynomial-type function (i.e., (x) = x b ). The case of (x) = log x, the so-called exponential GARCH model, received special attention in the literature (cf. Geweke 1986 and Nelson 1991) and requires a stronger assumption:
if (x) = logx, then E exp(t|g(ζ 0 )|) exists with some t > 4 and |h(x)| < h with some 0 < h < 1.
Throughout the sequel, we assume that the augmented GARCH sequence in (A.2) and (A.3) satisfies (A.4)-(A.6), (9) and, in case of polynomial-type functions, (A.7)-(A.9) or, for exponential GARCH models, (6.10). We note that under these conditions {ε k } is a stationary and ergodic sequence with Eε 0 = 0 and Eε 4 0 < ∞ (see Aue et al. 2006 
Hence, we can approximate m i=1ε i and { m+k i=m+1ε i : 1 ≤ k < ∞} with two independent Wiener processes. In light of (A.11) and the stationarity of the ε i , we need to show only that there is a Wiener process {W (t):t ≥ 0} such that
It is clear that (A.13) and the upper bounds for the increments of {W (t):t ≥ 0} in Csörg and Révész (1981) imply (A.12). The proof of (A.13) is based on the strong approximation in Eberlein (1986) . Let with a suitably chosen Wiener process W 3,m (t) and with any > 3/8. Thus, (19) is also proved.
