I. INTRODUCTION
Gestures and postures have been used as a means of communication among people for a long time, being interpreted as streams of tokens for a language [l] . They may vary from the stylized lexicon of a traffic cop to the highly developed syntax of a natural language such as the sign language.
The sign language is a method of communication for the deaf-mute.
It is understood by means of gestures of both hands and fingers [2] .
This paper deals with a system which recognizes the Korean Sign Language (KSL) and translates it into a normal Korean text.
According to a standard KSL dictionary, the 45-year-old Korean Sign Language contains about 6 000 vocabulary words. However, they are formed by combining a relatively small number of basic gestures. Moreover, two types of gestures of hands and fingers are used: one type consists of stabc postures and the other is dynamic gestures. The former consists of 31 distinct postures expressing the dactylology while the latter is made up with changing patterns, constituting the main body of the KSL and expressing different meanings of vocabulary words.
One may extract features of static postures of 10 fingers by identifying and recognizing the dactylology in the space domain. On the other hand, the recognition of changing patterns of dynamic gestures in the time domain is essential to understand any KSL-based sentences. This means that the recognition of the KSL should be conducted in real-time. For our system, an electronic device, called Data Glove [3], is adopted as an input device in consideration of cost effectiveness of hardware versus real-time processing capability. It is remarked that, in case that an 8-bit gray level vision system is adopted as an input sensing device, the system is required to handle at least 8 Mb/s while, in case of Data Glove, the device needs to handle about 600 b/s. It is also known that the pattern classes of KSL gestures are not linearly separable and that patterns tend to overlap with each other. Therefore, it is desirable to design a pattern classifier in such a way that the amount of mis-classification for those overlapping classes is minimum. Also, the system needs some form of learning capability due to the varying nature of the patterns to handle.
It is remarked that in [6] and [7] , neural network based methods were presented for recognition of the American Sign Language (ASL). In the work by Fe1 [6] were used the back-propagation . This method is proposed to avoid the usual heavy work of retraining when new vocabulary words are added to the system though this method also requires to train the system for recognition of initial classes. Also if the number of new vocabulary words to be added gets increased, the system may fail to show the same success rate. In this paper, we propose a dynamic gesture recognition method by employing a technique for efficient classification of motions, and applying a fuzzy min-max neural network [4] for on-line pattern recognition.
KSL RECOGNITION SYSTEM
To express a KSL word or sentence, all of the two hands and ten fingers may be used. The right hand performs main motional actions while the left hand is often employed for auxiliary purpose. That is, most of the left hand motions are usually symmetrically the same as those of the right hand.
Since different humans have different hands and fingers in physical dimension, the same form of a gesture made by two different persons may produce nonidentical numerical data when the gestures are measured by ordinary sensing devices. Naturally, some form of transformations may be needed for feature recognition.
The VPL Data-Glove [3], which is an input device for our system, is equipped with two sensor systems for each hand and its fingers. One flex-sensor system consists of fiber optic transducers which measure flexing angles of the finger joints. There is also a "polhemus" sensor system attached to the back of the glove which measures the z, y, z , yaw, pitch, and roll of the hand relative to a fixed source.
Thus, the Data-Glove put on a hand in motion generates 16 types of data. That is, 10 flex angles, 3 position data (z, y, z ) , and 3 orientation data (roll, pitch, yaw) are obtained from each of the two Data-Gloves. Two sets of the 16 parameters from the right and left hand Data-Gloves, however, are often heavily contaminated by noises generated during electronic sensing and/or caused by signer's unnecessary motions including unconscious hand trembling. It is desired to suppress those irregularly generated noises. For recognition of the KSL, these 16 kinds of raw data are processed to generate some directional and regional information of the hand motion, which, in turn, are used as features.
In the following, we describe the process of recognizing the KSL in a more detailed manner.
A. Setting of Initial Position
At any instant of time, the hand gesture can be represented by its position and orientation of the hand, and the configuration of the fingers. From the signal point of view, we may say that a sequence of regularly sampled gestures constitute the motion of the hands and fingers. This sequence of gestures will be termed as dynamic gestures. The dynamic gestures as a whole present very complicated forms of data and may not be easily characterized by conventional means, such as image features.
To initiate any dynamic gesture, there should be some starting point in space; that is to say, the hands should start their motions from some initial positions, but the initial positions of the hands for KSL gestures can be different for different people and for different time/places. In fact, for actual KSL speakers, there is no fixed referential initial position of the hands to start dynamic gestures. Therefore, it is needed for the. recognition system to be independent of the initial position of a gesture. For this, the initial z, y, and z-axis data are recorded from the Data-Glove and all the subsequent position data of the DataGlove are calibrated by continuously subtracting the initial position data from the current position data. It is remarked that our coordinate system is determined in reference to the mechanism of the DataGlove [3] and, thus, the vertically up/down hand motion is called an z-axis motion while the y-axis motion occurs horizontally lefthight (refer to Fig. 10) .
B. Partition qf Region
The KSL contains about 6000 gestures but most of the gestures are formed by combining some basic gestures. In this paper, we have selected 25 important basic gestures shown in Fig. 1 for our pilot study.
After analyzing these 25 gestures, one can easily conclude that these gestures contain 10 basic direction types of motion patterns shown in Fig. 2 . As mentioned earlier, the input data obtained by the gloves are heavily contaminated by noise. For example, let us consider the trajectories of horizontally left-to-right motion and vertically up-to-down motion shown in Fig. 3 . Specifically, a direction type "Dz" is measured by the Data Glove and plotted in Fig. 3 (a) while a direction type "Ds" is given in Fig. 3(b) . inches. Hence, for efficient filtering and also for reduction of data processing time, we have divided the x-axis and y-axis into 8 regions, respectively, as shown in Fig. 4 , taking into account the range of motions. In the paper, motional patterns of hand are represented by these region data. registers. It is remarked that, in our system, 1 time unit is equal to 1/15 s. If the current region data are the same as the region data 1 time unit before, the current data are not inputted to the register. To be more specific, let R(x, y ) , , i = 1, . . . , 5, denote the ith register having the region data obtained ith step before. Those 5 cascaded registers contain the most recent information about region data on z-axis and y-axis motions. The current contents of the registers are compared with the contents of 1 step before to determine the direction class of the current gesture shown in Fig. 2 . If we denote by C D ( x , y l k , k = 2, . . , 5 the information on the change of direction obtained at k step before, then we can write k = 2, . . ' , 5.
(1)
In the above expression, "+" means righthpper motion and "-" means left/down motion. As one can observe from Fig. 2 , those 10 essential types of basic motion patterns may be grouped into 4 types. In the above expression, " x " denotes the "don't care" condition. For example, the direction class "D 1" continuously contains region Ry(4, 5 , 6, 7) and &(l, 2, 1). Therefore, according to (l), the class D1 can be represented by CDy(+, +, +, x ) and Because a sign language word or sentence is understood at the end of each motion, the above approach of processing the region data renders no difficulty for real-time processing.
C. Recognition of Postures
In our 25 gestures, 14 types of basic hand postures are included as shown in Fig. 7 . It is proposed in this paper that each hand postures be recognized by applying the technique of Fuzzy Min-Max Neural Network [4], which we shall call FMMN network in the following. Here, y is a sensitivity parameter that regulates the speed at which the membership values decrease when an input pattern is separated from the hyperbox core. And f a~l is the flex angle of the inner joints of fingers and f a f 2 is the flex angle of the outer joints of In this system, y of f a f l is smaller than y of f a~2 because f a f 2 is more sensitive to the change of flex angles. Given an input posture, the output of this network is the membership function values for 14 posture classes and the class with the maximum value of membership is classified as the designated posture if the value is above a given threshold (6). If the maximum value is below the threshold (S), no decision is made.
D. Recognition of the KSL
When a signer performs a motion for a gesture, many data are generated from the Data-Glove and inputted to the system. Region partition transforms these raw data set into a set containing small number of data and this small number of region data are used to recognize the direction class. An input gesture is identified as one of the given direction classes, and then, the hand shape of that%motion is recognized by the posture recognition method. With these two stages, the input pattern is recognized as one of the gesture classes on-line.
The flow chart of the recognition algorithm is given in Fig. 9 . Fig. 10 shows the configuration of the KSL recognition system organized for our experiment. All the functions are run on a Sun Sparc-Station I1 (Sun 4/75) as main computer and the Data-Glove sends 32 data sets to the main computer via RS232C with 9,600
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Baud rates.
The system function can be divided into 4 levels: in the first level, a signer who wears the Data-Glove sets the starting position. Then, the data from Data-Glove are transformed as region data. In the second level, one of 10 direction classes is determined by examining the change of direction [ C D ( x , y ) 
] .
In the third level, its posture class is identified with one of the 14 postures. Then in the final level, the result of a dynamic gesture is classified by using the above two results and is displayed as texts via on-line graphics. Fig. 11 shows a recognition result of gesture "woman", for which the two hands are moving to make a rightneft motion of hands with unfolded little finger, In Fig. 1 l(a) is shown the motion profile along y-axis sampled at every 1/15 s. In this case, the direction class is determined to Dz at the 30th time unit by examining the change of direction as described above. After the direction class is decided, the membership values about 14 postures are obtained as shown in Fig. ll(b) by inputting flex angles to the FMMN network. In this Fig. ll(b) , the number of class (horizontal axis) is assigned to the corresponding posture numbers in Fig. 7 . In the network, 0 = 0.2, yl = 4, 7 2 = 10, and 6 = 0.8 are used. As shown in Fig. ll(b) , the 6th posture has the maximum value of B which is greater than b and therefore, we conclude that the result of recognition is the gesture "woman".
Many experiments have been conducted with 25 different sign languages and we have found that the success rate of our method in classification reaches up to almost 85% of the given words. Taking into account the fact that the deaf-mute who use gestures often misunderstand each other [ 2 ] , we may say this success rate seems acceptable as a pilot study. We find that abnormal motions in the gestures and postures, and errors of sensors are partly responsible for the observed mis-classification.
IV. CONCLUDING REMARKS
In this paper, a dynamic gesture recognition method is proposed, for which a new technique for efficient classification of motions is employed, and a fuzzy min-max neural network is applied for online pattern recognition. Currently, expandability of the classifier is under investigation when new patterns (words) are added along with further refinement study to achieve higher success rate.
