Conception et analyse des biopuces à ADN en environnements parallèles et distribués by Jaziri, Faouzi
Conception et analyse des biopuces a` ADN en
environnements paralle`les et distribue´s
Faouzi Jaziri
To cite this version:
Faouzi Jaziri. Conception et analyse des biopuces a` ADN en environnements paralle`les et
distribue´s. Autre [cs.OH]. Universite´ Blaise Pascal - Clermont-Ferrand II, 2014. Franc¸ais.
<NNT : 2014CLF22465>. <tel-01276669>
HAL Id: tel-01276669
https://tel.archives-ouvertes.fr/tel-01276669
Submitted on 19 Feb 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de





Université Blaise Pascal – Clermont II 
Ecole Doctorale des Sciences pour l’Ingénieur 
 
Thèse 







Conception et analyse des biopuces à ADN en 
environnements parallèles et distribués 
 
Date de soutenance prévue : 23 Juin 2014 
 
 
Membres du jury 
 
Rapporteurs:       Abdoulaye Baniré Diallo, Professeur, Université du Québec 
Robert Duran, Professeur, Université de Pau et des Pays de 
l’Adour 
                                        
Examinateurs:    Vincent Breton, Directeur de recherche, CNRS 
Eric Innocenti, Maître de conférences, Université de Corse 
Pasquale Paoli 
 
Directeurs de thèse: David Hill, Professeur, Université Blaise Pascal 
                                   Pierre Peyret, Professeur, Université d’Auvergne 
 




Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systèmes (LIMOS) 
EA Conception Ingénierie et Développement de l’Aliment et du Médicament (CIDAM) 
Laboratoire Microorganismes: Génome et Environnement (LMGE) 
  
 







Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
4 
Les microorganismes constituent la plus grande diversité du monde vivant. Ils jouent un rôle 
clef dans tous les processus biologiques grâce à leurs capacités d’adaptation et à la diversité de 
leurs capacités métaboliques. Le développement de nouvelles approches de génomique permet de 
mieux explorer les populations microbiennes. Dans ce contexte, les biopuces à ADN représentent 
un outil à haut débit de choix pour l'étude de plusieurs milliers d’espèces en une seule expérience. 
Cependant, la conception et l’analyse des biopuces à ADN, avec leurs formats de haute densité 
actuels ainsi que l’immense quantité de données à traiter, représentent des étapes complexes mais 
cruciales. Pour améliorer la qualité et la performance de ces deux étapes, nous avons proposé de 
nouvelles approches bioinformatiques pour la conception et l’analyse des biopuces à ADN en 
environnements parallèles. Ces approches généralistes et polyvalentes utilisent le calcul haute 
performance (HPC) et les nouvelles approches du génie logiciel inspirées de la modélisation, 
notamment l’ingénierie dirigée par les modèles (IDM) pour contourner les limites actuelles.  
Nous avons développé PhylGrid 2.0, une nouvelle approche distribuée sur grilles de calcul 
pour la sélection de sondes exploratoires pour biopuces phylogénétiques. Ce logiciel a alors été 
utilisé pour construire PhylOPDb: une base de données complète de sondes oligonucléotidiques 
pour l’étude des communautés procaryotiques. MetaExploArrays qui est un logiciel parallèle pour 
la détermination de sondes sur différentes architectures de calcul (un PC, un multiprocesseur, un 
cluster ou une grille de calcul), en utilisant une approche de méta-programmation et d’ingénierie 
dirigée par les modèles a alors été conçu pour apporter une flexibilité aux utilisateurs en fonction 
de leurs ressources matériel. PhylInterpret, quant à lui est un nouveau logiciel pour faciliter 
l’analyse des résultats d’hybridation des biopuces à ADN. PhylInterpret utilise les notions de la 
logique propositionnelle pour déterminer la composition en procaryotes d’échantillons 
métagénomiques. Enfin, une démarche d’ingénierie dirigée par les modèles pour la parallélisation 
de la traduction inverse d’oligopeptides pour le design des biopuces à ADN fonctionnelles a 
également été mise en place. 
Mots-clés: Bioinformatique, Biopuces à ADN, Sélection de sondes, Analyse des biopuces, Calcul 
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Microorganisms represent the largest diversity of the living beings. They play a crucial role 
in all biological processes related to their huge metabolic potentialities and their capacity for 
adaptation to different ecological niches. The development of new genomic approaches allows a 
better knowledge of the microbial communities involved in complex environments functioning. In 
this context, DNA microarrays represent high-throughput tools able to study the presence, or the 
expression levels of several thousands of genes, combining qualitative and quantitative aspects in 
only one experiment. However, the design and analysis of DNA microarrays, with their current 
high density formats as well as the huge amount of data to process, are complex but crucial steps. 
To improve the quality and performance of these two steps, we have proposed new bioinformatics 
approaches for the design and analysis of DNA microarrays in parallel and distributed 
environments. These multipurpose approaches use high performance computing (HPC) and new 
software engineering approaches, especially model driven engineering (MDE), to overcome the 
current limitations.  
We have first developed PhylGrid 2.0, a new distributed approach for the selection of 
explorative probes for phylogenetic DNA microarrays at large scale using computing grids. This 
software was used to build PhylOPDb: a comprehensive 16S rRNA oligonucleotide probe database 
for prokaryotic identification. MetaExploArrays, which is a parallel software of oligonucleotide 
probe selection on different computing architectures (a PC, a multiprocessor, a cluster or a 
computing grid) using meta-programming and a model driven engineering approach, has been 
developed to improve flexibility in accordance to user’s informatics resources. Then, PhylInterpret, 
a new software for the analysis of hybridization results of DNA microarrays. PhylInterpret uses the 
concepts of propositional logic to determine the prokaryotic composition of metagenomic samples. 
Finally, a new parallelization method based on model driven engineering (MDE) has been proposed 
to compute a complete backtranslation of short peptides to select probes for functional microarrays. 
Keywords: Bioinformatics, DNA microarrays, Probe design, DNA MicroArray Data Analysis, 
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Les microorganismes constituent la plus grande diversité du monde vivant et sont 
indispensables au bon fonctionnement des écosystèmes. En effet, ils jouent un rôle clef 
dans le maintien de l’équilibre des écosystèmes en participant au transfert de la matière et 
de l’énergie au travers des grands cycles biogéochimiques. Leurs capacités d’adaptation, 
leurs ont permis de coloniser tous les environnements, même les plus extrêmes. Cependant, 
l’exploration de cette diversité est restée longtemps très parcellaire du fait de la difficulté à 
cultiver les microorganismes. Ainsi, une grande majorité d’entre eux reste encore non 
cultivable avec les techniques actuelles.  
Ces dernières années, le développement de la biologie moléculaire a révolutionné la 
vision de l’écologie microbienne. En effet, les techniques moléculaires développées 
permettent d’aborder les problématiques d’écologie microbienne via l’analyse des 
molécules d’acides nucléiques (Amann et al., 1995). Ces techniques indépendantes de la 
culture reposent sur l’utilisation de génomes entiers ou de biomarqueurs capables de 
renseigner sur l’identité (biomarqueurs phylogénétiques) ou sur le rôle fonctionnel 
(biomarqueurs fonctionnels) des microorganismes. Pour l’affiliation, les gènes exprimant 
la petite sous-unité de l’ARN ribosomique sont ainsi devenus des marqueurs 
incontournables pour décrire les communautés microbiennes (Pace, 1997). Ces gènes sont 
caractérisés par leur structure incluant à la fois des régions conservées facilitant leurs 
isolements mais aussi des régions suffisamment variables pour permettre la discrimination 
des microorganismes. Ils sont également ubiquistes, ne subissent pas ou peu de transfert 
horizontal et de recombinaisons (Hugenholtz, 2002), possèdent une taille adaptée pour les 
analyses et les séquences sont très abondantes dans les bases de données nucléotidiques 
internationales facilitant les recherches de similarité. Toutes ces caractéristiques font d’eux 
un marqueur moléculaire de choix largement utilisé en écologie microbienne.  
Récemment, l’application du barcoding (également appelée approche amplicon) à 
très haut débit utilisant le séquençage de nouvelle génération (NGS pour « Next 
Generation Sequencing ») a permis de franchir une nouvelle étape en révélant la biosphère 
rare (Sogin et al., 2006). Malgré les limites de ces approches (biais de PCR, difficultés 
d’identification), une nouvelle vision de la diversité microbienne s’ouvre à nous. 
L’exploration d’échantillons complexes est alors devenue une réalité. Le séquençage 
systématique de tous les ADN des organismes constituant ces échantillons permet donc 
dans l’absolu, même si le problème est beaucoup plus complexe, l’inventaire de la totalité 
des gènes des communautés présentes dans un environnement donné (Lewin et al., 2014). 
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Les plateformes de séquençage de nouvelle génération permettent donc d’obtenir des 
séquences d’ADN à une vitesse sans précédent à des coûts très réduits et en font ainsi des 
méthodes de choix pour des études de génomique à haut débit. Cependant, en raison de la 
complexité de ces environnements seule une fraction des données peut être obtenue par les 
approches de séquençage globales et les masses de données produites sont difficiles à 
analyser et interpréter.  
Les biopuces à ADN représentent également un outil haut débit de choix pour l’étude 
de milliers d’espèces en une seule expérience (Schena et al., 1995). L’évolution rapide et 
continue des formats de biopuces à ADN (jusqu’à plusieurs millions de spots actuellement) 
permet aujourd’hui d’explorer l’extrême diversité microbienne des environnements 
complexes. Le point clef de la réussite d’une expérience de biopuce à ADN est la 
détermination in silico de sondes à la fois spécifiques et sensibles, mais également sur la 
bonne interprétation des grandes quantités de données produites par cette technique. Ainsi, 
la complexité de la tâche de développement des biopuces est due à la difficulté de 
combiner une multitude de critères pour la sélection des sondes optimales (spécifique et 
sensible) pour des marqueurs pouvant être très similaires, ainsi qu’à l’utilisation répétitive 
de certains logiciels bioinformatiques, notamment ceux d’alignement de séquences qui 
engendrent souvent des temps de calcul prohibitifs. 
L’obtention de sondes spécifiques et sensibles est un réel défi en écologie 
microbienne, mais la sélection de sondes exploratoires en est un encore plus grand. En 
effet, malgré l’explosion du nombre de séquences déposées dans les banques de données 
internationales, la grande majorité des séquences des microorganismes reste jusqu’alors 
inconnue. Pour espérer étudier la diversité microbienne dans sa globalité, il est aujourd’hui 
nécessaire de sélectionner des sondes exploratoires capables d’anticiper les variations 
génétiques et de cibler de nouvelles séquences ou variants de gènes non encore découverts. 
Ce besoin de sélectionner des sondes exploratoires nécessite un traitement fastidieux qui 
vient s’ajouter à la complexité et la grande charge de calcul nécessaire pour la sélection des 
sondes respectant les autres critères de qualité. Ainsi, la conception et l’analyse des 
biopuces à ADN exploratoires, avec leurs formats actuels, ainsi que l’explosion de 
l’information dans les bases de données génomiques, nécessitent un recours à 
« l’informatique » au sens large et plus particulièrement au calcul haute performance. 
Le calcul haute performance HPC (« High Performance Computing ») est 
aujourd’hui au cœur de nombreuses applications dans différents secteurs comme la 
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recherche académique, la météorologie, la médecine, la pharmacie, la biologie, la défense, 
la sécurité, le transport, l’énergie, etc. En effet, grâce aux développements des nouvelles 
technologies et de logiciels libres, le coût du calcul intensif devient de plus en plus 
abordable. Cela a facilité la diffusion des équipements, des outils et des méthodes de calcul 
intensif qui sont ainsi devenus des outils indispensables pour répondre aux besoins des 
applications en termes de temps de calcul et d’espace de stockage. En biologie, l’utilisation 
du calcul haute performance est en évolution continue, spécialement en écologie 
microbienne où le traitement des données produites nécessite d’importantes capacités de 
calcul et de sauvegarde. Ainsi, dans ce contexte, la conception et l’analyse des biopuces à 
ADN exigent un recours au calcul intensif, et l’application des nouvelles approches du 
génie logiciel, et plus particulièrement l’ingénierie dirigée par les modèles (IDM). 
L’IDM (ou « Model Driven Engineering (MDE) » en anglais), est une discipline du 
génie logiciel qui s’intéresse aux meilleures techniques de développement des applications 
informatiques et à leur évolution. C’est une ingénierie générative où l’application 
informatique peut être générée à partir de modèles (génération partielle ou parfois 
complète), et ce afin de faire face à l’évolution continue des applications et de leur 
complexité. 
Les travaux de cette thèse s’inscrivent dans une optique d’amélioration des 
performances des logiciels de conception de sondes et d’analyse des biopuces à ADN pour 
l’écologie microbienne. Nos travaux se déclinent en plusieurs objectifs.  
Notre premier objectif était d’exploiter les capacités de calcul et de stockage des 
architectures parallèles et distribuées afin de proposer de nouveaux algorithmes capables 
de sélectionner plusieurs milliers de sondes spécifiques et sensibles en un temps de calcul 
raisonnable.  
Nous avons également souhaité optimiser et simplifier, du point de vue logiciel, les 
applications de sélection de sondes, et ce en faisant appel aux nouvelles approches du 
génie logiciel telle que l’Ingénierie Dirigée par les Modèles.  
Ensuite, nous avons voulu apporter des améliorations sur une stratégie de sélection 
de sondes exploratoires (Militon et al., 2007), afin d’en assurer une meilleure qualité et 
fiabilité pour la conception de biopuces à ADN exploratoires utilisables en écologie 
microbienne.  
Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
26 
Enfin, notre dernier objectif était de proposer une nouvelle méthode d’analyse des 
données de biopuces, pour faciliter l’interprétation des résultats issus des expériences 
d’hybridation des biopuces à ADN développées à l’aide des différents logiciels de 
sélection de sondes proposés dans le cadre de cette thèse. 
Ce manuscrit aborde dans le premier chapitre le contexte général de la thèse et la 
problématique de la conception et de l’analyse des biopuces à ADN pour l’étude de la 
diversité de microorganismes dans les différents écosystèmes de notre planète. Tout 
d’abord, nous présentons la biodiversité microbienne et l’intérêt de son étude. Ensuite, 
nous exposons les différentes approches d’étude des microorganismes, de la culture aux 
approches moléculaires haut débit, avec un focus particulier sur l’utilisation des biopuces à 
ADN pour l’étude de la biodiversité. Enfin, nous évoquerons le problème de 
l’augmentation exponentielle des données génomiques déposées dans les banques de 
données publiques et son impact sur la conception des biopuces. 
Le deuxième chapitre propose une synthèse bibliographique sur la sélection de 
sondes et l’analyse des données issues des biopuces à ADN. D’abord, nous présentons les 
différents critères de sélection de sondes oligonucléotidiques ainsi que les logiciels de 
détermination les plus couramment utilisés. Ensuite, nous exposons les différentes 
approches de normalisation et d’analyse des résultats des biopuces et nous présentons enfin 
une sélection d’outils informatiques connus pour l’analyse des biopuces. 
Dans le troisième chapitre, nous proposons un état de l’art sur les méthodes et les 
outils informatiques permettant de répondre à notre problématique. La première partie de 
ce chapitre est consacrée au calcul à haute performance avec une exposition des différentes 
architectures parallèles et distribuées et de leur utilisation pour la parallélisation d’outils 
bioinformatiques en liaison avec les biopuces à ADN. La deuxième partie évoque les 
avancées du point de vue du génie logiciel avec un aperçu de l’ingénierie dirigée par les 
modèles en tant qu’approche efficace pour le développement d’applications informatiques.  
Dans le quatrième chapitre, nous présentons une nouvelle approche distribuée pour la 
sélection de sondes exploratoires sur grilles de calcul. Nous utilisons ensuite notre logiciel 
pour construire une base de données complète de sondes oligonucléotidiques pour l’étude 
des communautés procaryotiques. Cette base de données est disponible en accès libre via 
un site web que nous présentons dans la deuxième partie de ce chapitre. 
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Dans le cinquième chapitre, nous revisitons la stratégie de sélection de sondes 
exploratoires utilisée dans le chapitre 4, pour une meilleure qualité de ce type de sondes. 
Nous implémentons notre nouvelle stratégie dans un logiciel parallèle pour la 
détermination de sondes oligonucléotidiques, en utilisant une approche de méta-
programmation et d’ingénierie dirigée par les modèles. 
Le chapitre 6 présente un nouveau logiciel pour l’analyse des données issues des 
expériences d’hybridation des biopuces à ADN développées à l’aide des logiciels de 
sélection de sondes que nous avons présentés dans les deux chapitres précédents. Notre 
programme utilise une approche basée sur la logique propositionnelle. 
Le dernier chapitre, propose une nouvelle approche distribuée pour le calcul de la 
traduction inverse complète d’oligopeptides, appliquée à la sélection de sondes pour 
biopuces à ADN fonctionnelles. Nous utilisons une approche de méta-programmation et 
d’ingénierie dirigée par les modèles pour la production (par transformation) des codes 
sources adaptés pour différents moyens de calcul: PC, multiprocesseur de type SMP 
(« Symmetric Multi-Processor »), clusters ou grille de calcul. 
Enfin, nous proposons une conclusion générale avec un bilan des résultats obtenus et 
une exposition des perspectives de recherches issues de cette thèse. 
 
 




Chapitre 1: Principes des biopuces à 
ADN en écologie microbienne 
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1. Introduction 
De par leur grande capacité d’adaptation et l’énorme diversité de leurs métabolismes, 
les microorganismes constituent la plus grande diversité du monde vivant et sont retrouvés 
dans tous les environnements même les plus extrêmes. Aussi, l’étude et la compréhension 
du fonctionnement des écosystèmes et des rôles des microorganismes représentent un 
enjeu majeur en écologie microbienne. Cependant, l’évaluation de l’immense diversité des 
microorganismes demeure très complexe (Willey et al, 2007). Dans ce chapitre, après avoir 
abordé la biodiversité microbienne, les différentes approches d’étude des microorganismes 
seront présentées avec un focus plus particulier sur les biopuces à ADN. 
2. Biodiversité 
2.1. Historique 
La biodiversité est un terme qui désigne la diversité, la richesse et la complexité du monde 
vivant. Ce terme est relativement récent. Il a été proposé par Walter G. Rosen en 1985 lors 
des préparations du forum national sur la diversité biologique, organisé par le « National 
Research Council » de l’Académie des Sciences américaine en 1986. Pour des raisons 
d’efficacité en termes de communication, le mot biodiversité a remplacé le terme diversité 
biologique introduit par le biologiste américain Thomas Lovejoy en 1980. Il a été ensuite 
popularisé et publié pour la première fois par le biologiste américain « E.O. Wilson » à 
travers son livre « Biodiversity » (1988). A partir des années 80, la disparition d’espèces 
vivantes et la conscience du besoin de protection et de préservation de la nature ont poussé 
la communauté internationale à porter beaucoup plus d’intérêt à l’étude de la biodiversité. 
Cet intérêt a fortement augmenté dans les années 90 (Oksanen et al., 2004). L’importance 
de la biodiversité à cette époque est le résultat des préoccupations et des engagements 
exprimés pour l’environnement et le développement de notre planète. 
L’étude de la biodiversité permet de lutter contre les menaces qui pèsent sur elle 
comme par exemple les pertes d’habitats, la pollution, le changement climatique, les 
invasions biologiques et l’exploitation excessive des espèces. En 2001, et suite à la 
demande du secrétaire général des Nations Unies Kofi Annan, un programme de travail 
international intitulé « l’Évaluation des écosystèmes pour le millénaire EM » a été instauré. 
Ce projet avait pour objectif d’évaluer les conséquences de l’évolution des écosystèmes sur 
l’être humain et d’établir la base scientifique des actions nécessaires pour améliorer la 
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restauration et l’exploitation durable des écosystèmes. Les conclusions de ce travail mené 
de 2001 et 2005 par plus de 1 360 experts originaires de 95 différents pays ont été 
présentées sous forme de cinq volumes techniques et six rapports de synthèse actuellement 
disponibles en plusieurs langues sur le site web du projet 
(http://www.unep.org/maweb/fr/index.aspx). Ces conclusions montrent une dégradation de 
l’environnement et de la biodiversité. En effet, selon ces rapports, environ 60 % des 
ressources fournies par les écosystèmes terrestres et indispensables à la vie sont 
surexploitées ou leur qualité a été dégradée. Le rapport conclu qu’au cours des 50 dernières 
années, l’être humain a causé des changements dans les écosystèmes de manière plus 
rapide et plus extensive que durant n’importe quelle autre période comparable de l’histoire 
de l’humanité. Ceci a engendré une perte substantielle et irréversible de biodiversité et une 
dégradation des écosystèmes. Ces changements ont réduit la capacité de la terre à répondre 
aux besoins humains et ont rendu le développement global et durable beaucoup plus 
difficile à réaliser. 
Le monde vivant était auparavant classé en 5 grands règnes comprenant les animaux, 
les végétaux, les champignons, les protistes et les procaryotes. Les protistes regroupent les 
eucaryotes unicellulaires (une seule cellule). Ce groupe n’a pas de cohérence 
phylogénétique. Il a été initialement créé sur une base phénotypique reposant sur ce 
caractère de cellule unique. Ce caractère unicellulaire est également partagé par les 
procaryotes. La distinction entre les eucaryotes (animaux, végétaux, champignons et 
protistes) et les procaryotes (bactéries et archées) repose respectivement sur la présence ou 
l’absence d’un noyau vrai. Chez les eucaryotes les chromosomes sont contenus dans un 
noyau délimité par une membrane nucléaire. Chez les procaryotes, l’absence de ce 
compartiment nucléaire implique la présence du ou des chromosomes directement dans le 
cytoplasme de la cellule. Les travaux de phylogénie moléculaire de Carl Woese ont montré 
que les archées (Archaea) anciennement appelées archébactéries étaient distantes des 
bactéries et n’étaient pas aussi ancienne que précédemment supposé (Woese and Fox, 
1977). Ce caractère ancien ou archaïque qui avait conduit à leur donner le nom 
d’archébactérie (bactérie ancestral) était supporté par la découverte de ces organismes dans 
des environnements extrêmes pouvant être proches de ceux de la terre primitive ayant vu 
l’émergence de la vie. Sur ces constatations, le monde vivant a alors été divisé non plus en 
5 grands royaumes mais en 3 à savoir les bactéries, les archées et les eucaryotes.  
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Le nombre des espèces vivantes sur notre planète est estimé à environ 9 millions, 
selon les dernières estimations de la biodiversité. Cependant, la grande majorité de ces 
espèces ne sont pas encore décrites. En effet, seulement 1,2 million d’espèces sont 
répertoriées dans une base de données centrale (Mora et al., 2011). La plupart des espèces 
non encore décrites appartient au groupe des microorganismes. 
2.2. Les microorganismes 
Les microorganismes sont des organismes non visibles à l’œil nu. L’ancêtre du 
microscope a été développé par un mercier hollandais Antonie van Leeuwenhoek (1632-
1723). Le mot « microbe » a été introduit en 1878 par le médecin militaire et chirurgien 
français Charles-Emmanuel Sédillot. La même année, Louis Pasteur a publié son mémoire 
sur « La théorie des germes et ses applications à la médecine et à la chirurgie » dans lequel 
il proposait la théorie de germes. En effet, Pasteur affirmait que les maladies se 
développent à cause de germes externes qui attaquent l’organisme, de la même manière 
que des microorganismes se développent dans le lait pour entraîner sa fermentation. Cette 
théorie a été au début refusée par les scientifiques et les médecins de l’époque qui avaient 
du mal à accepter qu’un microorganisme puisse tuer des organismes beaucoup plus grands. 
La microbiologie pasteurienne basée sur l’isolement n’a permis l’étude que d’une très 
faible minorité de microorganismes. En effet, la diversité des microorganismes est 
immense et son évaluation demeure très complexe (Willey et al., 2007).  
Le nombre total de cellules bactériennes sur terre est estimé à environ 4-6 × 1030 
(Whitman et al., 1998). A titre de comparaison, le nombre d’étoiles dans l’univers est 
quant à lui estimé à 1024. Aussi, la découverte d’un nouveau microorganisme avec de 
nouvelles fonctions devrait être aussi enthousiasmante que la découverte d’une nouvelle 
étoile (Jansson and Prosser, 2013). L’exploration des environnements complexes demeure 
actuellement l’un des défis majeurs en écologie microbienne du fait de l’importante 
diversité des microorganismes qu’ils hébergent. Pour une bonne compréhension du 
fonctionnement des écosystèmes il est important de: 
(1) identifier les microorganismes (structure des communautés),  
(2) caractériser leurs fonctions métaboliques,  
(3) relier la structure à la fonction, 
 (3) comprendre les interactions entre microorganismes. 
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Un grand nombre de méthodes culturales, moléculaires et biochimiques ont été dès 
lors développées pour répondre à ces questions. 
3. Méthodes d’étude des microorganismes 
La détermination des structures et des fonctions des communautés microbiennes a 
nécessité le développement d’approches variées allant de la culture aux approches 
moléculaires haut-débit.  
3.1. Approches culturale et microscopique 
Les techniques classiques de microbiologie basées sur la culture consistent à inoculer 
un échantillon environnemental à analyser sur des milieux de culture, dans des conditions 
optimales pour la reproduction des populations à caractériser (température, temps 
d’incubation, pH, présence ou non de lumière, etc.). Ces approches sont souvent 
appliquées soit pour dénombrer les cellules viables (Sait et al., 2002), soit pour 
sélectionner des microorganismes présentant un caractère spécifique. Cependant, ces 
approches souffrent de certaines limites telles que la sélection préférentielle des 
microorganismes à croissance rapide (Sait et al., 2002) et la difficulté de reproduction des 
conditions naturelles de l’environnement à la base de l’isolement. De ce fait à l’heure une 
large proportion de microorganisme reste encore non cultivée.  
Durant la dernière décennie, de nouvelles approches de culture ont été développées. 
Certaines utilisent des chambres de diffusion (Nichols et al., 2010) ou encore 
l’encapsulation de cellules dans des microgouttelettes de gel combinée à de la cytométrie 
en flux, pour assurer une culture à grande échelle des microorganismes (Zengler, 2002; 
Zengler et al., 2005).  
Des approches d’observation microscopique basées sur l’utilisation des sondes 
fluorescentes ciblant des séquences spécifiques d’acides nucléiques, directement au niveau 
in situ, ont ensuite proposées pour apporter des données sur l’abondance, la répartition et 
les interactions des microorganismes d’intérêt. Les plus utilisées de ces approches sont le 
FISH (Fluorescent In Situ Hybridization) et le CARD-FISH (DeLong et al., 1989; Amann 
et al., 1990; Schönhuber et al., 1997; Bottari et al., 2006; Valm et al., 2011). De nouvelles 
méthodes couplant le FISH à des techniques isotopiques (MAR-FISH, SIMSISH) (Lee et 
al., 1999, Li et al., 2008) ont été proposées pour pouvoir accéder à la fois aux informations 
sur l’identité des microorganismes ainsi que sur leurs fonctions. Ces méthodes génèrent 
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des données quantitatives, mais ne permettent pas une étude exhaustive de tous les 
microorganismes d’un environnement donné. Le développement de la biologie moléculaire 
et l’apparition des approches haut débit se sont alors révélés comme des avancées 
primordiales pour appréhender cette immense diversité microbienne. 
3.2. Approches moléculaires et émergence des outils haut-débit 
Le développement croissant et remarquable des techniques moléculaires durant les 
deux dernières décennies, permet aujourd’hui de contourner les limites des approches 
culturales (Amann et al., 1995; Pace, 1997) et d’étudier les communautés microbiennes au 
travers de l’analyse des molécules d’acides nucléiques (ADN et/ou ARN). Ces techniques 
moléculaires reposent le plus souvent sur l’utilisation de biomarqueurs capables de fournir 
des informations suffisantes sur l’identité (biomarqueurs phylogénétiques) ou le rôle 
fonctionnel (biomarqueurs fonctionnels) d’un grand nombre de microorganismes.  
Le biomarqueur phylogénétique le plus utilisé en microbiologie est le gène exprimant 
l’ARN ribosomique de la petite sous unité du ribosome (ARNr 16S chez les procaryotes et 
ARNr 18S chez les eucaryotes) (Woese et al., 1990). Les ARNr ne sont pas traduits en 
protéines mais exercent leurs fonctions sous forme d’ARN. Ces molécules vont s’associer 
aux protéines ribosomales pour former les complexes nucléprotéiques (association d’acides 
nucléique c’est-à-dire les ARNr et de protéines à savoir les protéines ribosomales) de la 
machinerie de traduction c’est-à-dire les ribosomes. Les ribosomes assurent la traduction 
des ARN messagers (ARNm) en protéines. Ces gènes présentent ainsi plusieurs critères qui 
en font de bons marqueurs phylogénétiques: 
 ils sont ubiquistes (présents chez tous les organismes), 
 leur taille d’environ 1500 paires de bases chez les procaryotes et 1800 chez les 
eucaryotes permet d’analyser un grand nombre de caractères simultanément, 
 ils subissent peu ou pas de recombinaison et de transfert latéral (échanges entre 
espèces différentes par opposition au transfert vertical de génération en génération) 
ce qui assure une bonne stabilité du marqueur retraçant l’histoire évolutive, 
 ils peuvent être isolés facilement grâce à la présence de régions hautement 
conservées (utilisation d’amorces « universelles » pour une amplification génique 
de ces gènes par PCR), 
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 ils peuvent être très discriminants grâce à la présence de régions hautement 
divergentes, 
 les bases de données sont très riches en ces séquences facilitant les comparaisons. 
Toutefois, d’autres biomarqueurs tels que les gènes codant pour la sous-unité β de 
l’ARN polymérase et celle de l’ADN gyrase (gyrB), la recombinase A (recA) ou la 
Protéine de choc thermique Hsp60 ont été aussi utilisés en microbiologie pour différencier 
certaines espèces bactériennes (Ghebremedhin et al., 2008). En ce qui concerne les 
biomarqueurs fonctionnels, ils sont souvent des gènes codant pour des enzymes impliquées 
dans des métabolismes d’intérêt.  
L’avènement du séquençage à haut débit a permis d’explorer de manière plus 
exhaustive la structure et les fonctions des écosystèmes complexes en dépassant les limites 
des approches d’empreintes moléculaires moins informatives (DGGE, TGGE, ARISA, 
ARDRA, SSCP, T-RFLP). Ainsi, la première étude métagénomique a exploré les 
communautés microbiennes de la mer des Sargasses (Venter, 2004). Sur la base de 
millions de séquences, de nouvelles branches du monde microbien ont été découvertes 
ainsi que de nouvelles fonctions métaboliques. Une seule étude met ainsi en évidence des 
millions de nouveaux gènes appartenant pour certains à de nouvelles espèces. Ces 
séquences enrichissent les bases de données qui croissent toujours de façon exponentielle. 
Les techniques de séquençage de nouvelle génération permettent de s’affranchir de 
l’étape de clonage des fragments d’ADN, de réduire considérablement les coûts et le temps 
d’acquisition des données, et d’augmenter les quantités de données produites (Shendure 
and Ji, 2008; Ansorge, 2009; Metzker, 2010). Ces progrès de séquençage de deuxième 
génération ont permis d’aborder de nombreux projets de métagénomique (aujourd’hui 502 
études référencées dans la base de données « Genome OnLine Database » (GOLD) 
(www.genomesonline.org, consulté le 06 Mars 2014). Cependant, en raison de la taille 
relativement courte des fragments séquencés (moins de 700 paires de bases (bp)), leur 
assemblage pour assurer la reconstruction de la séquence complète de génomes pouvant 
faire plusieurs Mpb reste problématique (Morales and Holben, 2011). De plus, la quantité 
de données générées reste encore insuffisante pour accéder aux génomes de l’ensemble des 
microorganismes présents dans un environnement complexe. En effet, selon Quince et al. 
(2008), les capacités de séquençage actuelles devraient être multipliées par plus de 104 fois 
pour couvrir 90% de la diversité de certains écosystèmes particulièrement complexes. Il 
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faudrait ainsi mener plusieurs milliers d’expérimentations (« run ») de séquençage ce qui 
reste inenvisageable que ce soit sur le plan technique ou financier (Quince et al., 2008). 
Plus récemment, une troisième génération, se basant sur les progrès des 
nanotechnologies, a été proposée pour améliorer encore les données générées (Blow, 2008; 
Munroe and Harris, 2010; Pareek et al., 2011). Ces approches en cours de développement 
devraient à terme permettre la lecture directe d’une seule molécule d’ADN sur une 
longueur de plusieurs milliers de bases. 
Le séquençage est donc en constante évolution mais génère des quantités de données 
qui ne sont pas toujours facilement exploitables. Dans ce contexte, l’utilisation, à l’échelle 
du laboratoire, d’une autre approche moléculaire alternative, complémentaire et aussi de 
haut débit peut alors être privilégiée, il s’agit des biopuces à ADN. 
4. Biopuces à ADN 
4.1. Principe des biopuces à ADN 
La technologie des biopuces à ADN (ou « DNA microarrays » en anglais) a été 
initialement mise au point au milieu des années 90, suite au séquençage des premiers 
génomes, afin d’étudier simultanément l’expression de tous les gènes d’un organisme 
(Schena, et al., 1995). Son concept repose sur un procédé multidisciplinaire qui intègre la 
biologie, la chimie des acides nucléiques, les nanotechnologies, l’analyse d’images et la 
bioinformatique.  
Une biopuce à ADN est une technologie miniaturisée de biologie moléculaire 
constitué d’un support solide, souvent une lame de verre, sur lequel sont fixés jusqu’à 
plusieurs millions de fragments ADN simple brin appelés sondes. Les positions des sondes 
sur la biopuce sont connues. Le principe des biopuces (figure 1) est alors basé sur la 
capacité de reconnaissance et d’hybridation entre les sondes (ADNg, produits PCR, ADNc 
ou oligodésoxyribonucléotides) et leurs cibles simple brin (produits PCR, ADNg ou ARN) 
dans l’échantillon à analyser.  
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Figure 1. Principe des biopuces à ADN. Les sondes spécifiques fixées sur le support 
solide de la biopuce s’hybrident spécifiquement avec les cibles par complémentarité des 
bases. Les cibles extraites des échantillons biologiques à analyser sont marquées à l’aide 
d’un fluorochrome. Après, l’étape d’hybridation des cibles sur la biopuce et la lecture de la 
biopuce avec un scanner, l’image obtenue est alors analysée permettant les interprétations 
biologiques. 
4.2. Formats des biopuces à ADN et utilisations en écologie 
microbienne 
Initialement, les sondes désoxyribonuléotidiques étaient fixées sur des membranes de 
nylon ou de nitrocellulose et les cibles étaient marquées par de la radioactivité (P32). En 
raison de la densité très limitée en nombre de sondes, ce support a été remplacé par un 
format lame de verre pré activée par une chimie de surface permettant la fixation d’un 
nombre beaucoup plus élevé de sondes. Les cibles radioactives, quant à elles, ont été 
remplacées par des cibles marquées par des composés fluorescents en raison de leur 
flexibilité d’utilisation et de leur facilité de manipulation. Ces nouveaux formats de 
biopuce de la taille d’une lame de microscope sont actuellement les plus utilisés grâce à 
leur haute densité, la possibilité de fixation covalente des sondes sur le support solide, la 
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diminution du bruit de fond et la possibilité d’analyser au moins deux échantillons de 
cibles biologiques lors d’une même expérimentation (Dharmadi and Gonzalez, 2004).  
Les biopuces à ADN in situ sont actuellement les biopuces les plus utilisées. La 
synthèse des sondes est réalisée directement sur le support solide de la biopuce. Ce type de 
biopuce permet une flexibilité de synthèse des sondes oligonucléotidiques avec une très 
haute densité. La société Nimblegen (http://www.nimblegen.com) avait développé des 
biopuces à très haut débit comportant jusqu’à plus de 4 millions de sondes sur un format de 
type lame de microscope. Notons cependant que les biopuces Nimblegen ne sont plus 
commercialisées depuis 2012. La société Agilent (http://www.home.agilent.com) propose 
quant à elle des formats de biopuces à très haut débit pouvant comporter sur une même 
biopuce plusieurs réseaux de sondes autorisant l’étude de 24 échantillons en même temps.  
Ces biopuces à très haut débit sont donc des outils de choix pour aborder les 
différentes questions que posent l’écologie microbienne (Cook and Sayler, 2003; 
Ehrenreich, 2006; Gentry et al., 2006; Loy and Bodrossy, 2006; Sessitsch et al., 2006; 
Wagner et al., 2007) notamment sur la structure des génomes, leurs parentés, les 
expressions géniques, les capacités métaboliques, la structure et la dynamique des 
communautés microbiennes (figure 2). 
 
 
Figure 2. Présentation des différentes applications des biopuces à ADN en écologie 
microbienne. 
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La première biopuce à ADN appliquée à l’écologie microbienne a été développée en 
1997 (Guschin et al., 1997). Elle était conçue pour l’identification des bactéries nitrifiantes. 
Cette biopuce contenait 9 sondes ciblant le gène exprimant l’ARN ribosomique 16S. 
Depuis, les biopuces à ADN ont été largement utilisées en écologie microbienne (Wagner 
et al., 2007; Zhou, 2003).  
Les biopuces phylogénétiques sont actuellement largement utilisées pour étudier la 
structure et la dynamique des communautés microbiennes. 
Plusieurs biopuces phylogénétiques ont été développées pour explorer la diversité 
microbienne de différents environnements tels que les écosystèmes lacustres, les estuaires, 
les sols, les boues activées, les aérosols urbains. Ces biopuces ont été utilisées pour:  
(1) étudier la diversité totale des environnements complexes (Wilson et al., 2002; 
DeSantis et al., 2005; Brodie et al., 2006; Palmer et al., 2006; Militon et al., 2007; 
Huyghe et al., 2008);  
(2) cibler des groupes microbiens fonctionnels comme les sulfato-réducteurs (Loy et al., 
2002), les nitrifiants (Kelly et al., 2005), les acidophiles (Yin et al., 2007; Garrido et 
al., 2008); 
(3) caractériser des groupes taxonomiques comme les béta-protéo-bactéries de l’ordre 
des Rhodocyclales (Loy et al., 2005), les entérobactéries (Lehner et al., 2005), les 
alpha-protéo-bactéries (Sanguin et al., 2006), les Pseudomonas (Sanguin et al., 
2008), les cyanobactéries (Castiglioni et al., 2004).  
Notons que la PhyloChip (Brodie et al., 2006) a été la première biopuce à ADN 
phylogénétique capable de caractériser les structures microbiennes en ciblant de manière 
exhaustive le marqueur phylogénétique 16S. Cette biopuce est composée actuellement de 
500.000 sondes permettant de cibler 9000 unités taxonomiques opérationnelles. Elle a été 
appliquée pour caractériser les communautés procaryotes des écosystèmes tels que 
l’atmosphère urbaine (Brodie et al., 2007), les sols de prairie (Cruz-Martinez et al., 2009; 
DeAngelis et al., 2009), les sols de l’Antarctique (Yergeau et al., 2009), les sols miniers 
(Rastogi et al., 2010a, 2010b), les sédiments fluviaux contaminés par des métaux (Rastogi 
et al., 2011), les feuille d’agrumes (Sagaram et al., 2009), les aspirations endotrachéales 
chez des patients colonisés par Pseudomonas aeruginosa (Flanagan et al., 2007), etc. 
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La biopuce fonctionnelle GeoChip 4.0 (Tu et al., 2014) est la biopuce généraliste la 
plus aboutie. Elle est composée de 83 992 sondes oligonucléotides de 50-mers1 ciblant 
152 414 gènes dans 410 catégories géniques pour différentes fonctions et processus 
biochimiques dont les cycles du carbone, de l’azote, du soufre et du phosphore, les 
processus énergétiques, la résistance et la réduction des métaux, la dégradation des 
contaminants organiques, les réponses au stress, la résistance aux antibiotiques et les 
bactériophages (Rhee et al., 2004; He et al., 2007, 2010, 2011). L’évolution de la GeoChip 
se poursuit avec une nouvelle version 5.0, récemment développée, composée de 167 044 
sondes couvrant 395 894 séquences codantes (CDS) d’environ 1 500 familles de gènes 
fonctionnels. D’autres biopuces fonctionnelles explorant des voies métaboliques plus 
ciblées ont également été développées comme par exemple les biopuces ciblant les voies 
de dégradation des hydrocarbures aromatiques polycycliques (Terrat et al., 2010) ou les 
voies de dégradation des solvants chlorés (Dugat-Bony et al., 2012a). 
La pertinence notamment des biopuces phylogénétiques en écologie microbienne 
ainsi que leur complémentarité aux nouvelles techniques de séquençage ont été mises en 
évidence par différentes études. Ces études ont montré une forte corrélation entre les 
résultats des biopuces et des NGS (Ahmed et al., 2009, Ahn et al., 2011, Tottey et al., 
2013). 
L’une des difficultés majeures de l’approche biopuces à ADN, réside dans la 
détermination de sondes spécifiques et sensibles (pour revue voir Dugat-Bony et al., 
2012b).  
4.3. Détermination de sondes pour biopuces à ADN 
Une alternative aux sondes ADN simple brins est l’utilisation de sondes 
oligonucléotidiques. Ces sondes sont faciles à synthétiser (Kreil et al., 2006). Elles 
possèdent une taille plus petite (généralement entre 20 et 70-mers) qui permet d’augmenter 
leur spécificité mais de diminuer cependant leur sensibilité. La spécificité de ces sondes 
doit cependant être évaluée pour savoir si elles peuvent potentiellement entraîner des 
hybridations aspécifiques avec des séquences non ciblées. Dans ce contexte, une analyse 
bioinformatique est nécessaire pour choisir les sondes les plus efficaces. En effet, la 
                                                 
1 La longueur des oligonucléotides est souvent donnée en utilisant le mot « mer » (du grec 
« meros »: partie). Par exemple, un oligonucléotide de 50-mers désigne un fragment ADN 
de 50 nucléotides. 
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caractérisation des communautés microbiennes, par une approche biopuces à ADN, repose 
sur l’efficacité des sondes sélectionnées. Pour sélectionner des sondes performantes, il est 
nécessaire de se baser sur les critères prédisant l’efficacité de l’hybridation sondes/cibles 
(Pozhitkov et al., 2007). Ainsi, plusieurs critères interviennent dans le choix des sondes 
oligonucléotidiques: 
 une sonde doit s’hybrider parfaitement avec sa cible. Elle doit être facilement 
accessible et ne doit pas former des structures secondaires, 
 une sonde doit s’hybrider uniquement avec sa cible, les hybridations croisées 
doivent être évitées (Kane et al., 2000), 
 toutes les sondes sélectionnées doivent posséder un comportement 
thermodynamique uniforme. 
La sélection de sondes oligonucléotidiques exige une connaissance préalable des 
séquences des gènes ciblés mais également des séquences non ciblés présentent au sein de 
l’échantillon étudié. Elle nécessite alors d’exploiter les données de séquences existantes 
dans les bases de données génomiques. 
C’est au début des années 80 que les premières banques de séquences sont apparues. 
Pour les séquences protéiques, deux banques principales ont été initialement créées. Il 
s’agit de « Protein Information Resource » (PIR) (George et al., 1986; Wu et al., 2003) et 
Swissprot (Bairoch and Boeckmann, 1993, 1994; Bairoch and Apweiler, 2000).  
D’autres banques de séquences protéiques ont été ensuite développées comme 
Genpept et TrEMBL. En 2002, une collaboration entre PIR, EBI (« European 
Bioinformatics Institute ») et SIB (« Swiss Institute of Bioinformatics »), financés par les 
«National Institutes of Health, USA » (NIH), a permis la mise en place d’une unique base 
de données mondiale de séquences protéiques, en fusionnant les bases de données de PIR, 
Swiss-Prot, et TrEMBL. 
En ce qui concerne les séquences des acides nucléiques, il existe actuellement 3 
principales banques de données généralistes répertoriant ces séquences ainsi que leurs 
descriptions détaillées (fiches descriptives): DDBJ (DNA DataBank of Japan), GenBank 
(National Institue of Health genetic sequence database) et EMBL-Bank (European 
Molecular Biology Laboratory).  
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A titre d’exemple, les séquences stockées dans EMBL-Bank sont décrites suivant des 
classes de données préétablies. Ces classes donnent entre autres l’origine des séquences et 
leur méthode d’obtention. Les séquences sont également organisées et classées dans des 
sous divisions (tableau 1). La EMBL-Bank, ainsi que deux autres bases de données à 
savoir « Sequence Read Archive » (SRA) et « Trace Archive », gérées elles aussi par 
l’institut européen de bioinformatique, constituent ensemble la banque ENA (« European 
Nucleotide Archive ») (Leinonen et al., 2011). ENA stocke également des informations 
complémentaires telles que les procédures expérimentales, les détails de l’assemblage des 
séquences ainsi que d’autres données liées aux projets de séquençage 
(http://www.ebi.ac.uk/ena/).  
 
Tableau 1: Les divisions des données dans EMBL. 
(Source: http://www.ebi.ac.uk/embl/Documentation/User_manual/usrman.html, mai 2013) 
Division Code 
Bacteriophage PHG 




Other Mammal MAM 
Other Vertebrate VRT 
Mus musculus MUS 
Plant PLN 
Prokaryote PRO 
Other Rodent ROD 
Synthetic SYN 




Les données de ces trois principales banques de données nucléiques (DDBJ, 
GenBank et ENA) sont décrites et organisées suivant une charte internationale permettant 
une compréhension universelle de la description et de l’annotation des séquences 
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disponibles. En effet, un programme de collaboration internationale entre GenBank et 
EMBL, a vu le jour en février 1986. Cette collaboration, aujourd’hui appelée 
« International Nucleotide Sequence Database Collaboration » (INSDC), s’est ensuite 
étendue avec la participation de DDBJ en 1987 (figure 3). Elle a donné naissance en 1990 
à un dispositif de normes communes pour la pratique d’annotation de séquences. Un 
format unique et universel pour la description des caractéristiques biologiques des 
séquences déposées dans les banques de données nucléiques a été alors mis en place 
(« DDBJ/EMBL/GenBank Feature Table Definition »). Dans le cadre de cette 
collaboration, les trois banques échangent régulièrement les séquences collectées. Depuis, 
elles hébergent et partagent pratiquement les mêmes données. Ces données ont connu une 
augmentation quasi-exponentielle (figure 4) surtout avec les quantités de séquences 
générées par les approches de séquençage à haut débit. 
 
 
Figure 3. Schéma de la collaboration entre EMBL-Bank, GenBank et DDBJ: 
« International Nucleotide Sequence Database Collaboration » (INSDC) (Source: 
http://www.ddbj.nig.ac.jp/intro-e.html, mai 2013). 
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Figure 4. Evolution des quantités de données nucléotidiques déposées dans la base de 
données EMBL-Bank/GeneBank/DDBJ entre 1998 et 2013 (Source: 
http://www.ddbj.nig.ac.jp/breakdown_stats/dbgrowth-e.html#dbgrowth-graph, aout 
2013). 
L’explosion des données et l’hétérogénéité des séquences contenues dans les 
principales banques de séquences généralistes, ont encouragé la création d’autres bases de 
données spécialisées. Ces bases sont généralement plus homogènes. Elles sont développées 
autour d’une thématique bien précise ou pour réunir les séquences d’un même organisme, 
ou également pour lever des ambiguïtés des banques publiques généralistes et corriger des 
éventuels problèmes d’annotation, de classification voir de la séquence elle-même. Parmi 
ces banques, on peut citer les banques spécialisées des gènes codant la petite sous unité de 
l’ARNr comme Greengenes (DeSantis et al., 2006), SILVA (Quast et al., 2013), RDP 
(Cole et al., 2009) qui sont très utilisées en écologie microbienne. 
Les outils de sélection de sondes doivent donc surmonter plusieurs défis pour assurer 
une utilisation à haut débit à la fois efficace et fiable des biopuces à ADN. En effet, ces 
outils doivent traiter les immenses quantités de données de séquences pour explorer la 
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diversité complète des communautés microbiennes. Ils doivent également prendre en 
compte la nature de ces données, qui restent incomplètes et contiennent souvent des erreurs 
de séquençage d’annotation ou d’affiliation. 
4.4. Analyse des résultats de biopuces à ADN 
La dernière étape d’une expérience de biopuce à ADN correspond à la mesure des 
résultats de l’hybridation à l’aide d’un scanner approprié. Cette dernière produit une image 
numérique représentant la surface de la biopuce et les niveaux de signal d’hybridation 
sonde/cible produit pour chaque spot2. Dans une expérience de biopuce classique à deux 
couleurs (dont chacune correspond à un fluorochrome), deux images monochromes, 
généralement en format TIFF (« Tagged Image File Format »), sont produites: une pour 
chaque longueur d’onde. Elles sont ensuite superposées in silico pour fournir une image 
allant du vert au rouge et représentant les deux conditions d’hybridation (figure 5). Les 
images obtenues représentent le reflet qualitatif et quantitatif des hybridations. 
 
 
Figure 5. Exemple d’image d’une biopuce à ADN produite par un scanner: les 
couleurs reflètent les niveaux d’intensité de fluorescence permettant la quantification des 
hybridations sonde/cible. 
L’analyse des images produites par le scanner, pour l’interprétation des résultats 
d’une expérience de biopuce, consiste en plusieurs traitements successifs (Ehrenreich, 
                                                 
2 Un spot est un point d’hybridation situé sur le support solide de la biopuce, dans lequel 
sont fixées les sondes. 
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2006): l’extraction des données numériques, la normalisation des données et enfin 
l’analyse et l’interprétation biologique de ces données.     
4.4.1. Extraction des données numériques à partir des images de 
biopuces 
C’est la première phase du processus d’analyse des données de biopuces. Cette étape 
a un fort impact sur la qualité des résultats pouvant être obtenus au final. L’objectif est de 
fournir, à partir de l’image de biopuce, une mesure de l’intensité d’hybridation sonde/cible 
pour chaque spot. 
L’image produite par le scanner est analysée par un logiciel d’analyse d’images de 
biopuces à ADN. Ce logiciel est souvent fourni avec le scanner et dépend du type et de la 
marque de la biopuce utilisée.  
L’analyse de l’image est réalisée en trois étapes:  
(1) L’adressage: c’est l’identification de la position des spots sur la lame. On parle 
souvent d’appliquer une grille sur l’image. Dans un premier temps, la grille est 
positionnée approximativement en fonction des paramètres du plan de dépôt: nombre 
de blocs, nombre de lignes et de colonnes d’un bloc, espacement entre les blocs et 
entre les spots à l’intérieur d’un bloc, nombre de spots par bloc, etc. Un ajustement 
de la grille est ensuite réalisé afin de corriger les biais éventuels du processus 
mécanique de fixation de sondes. 
(2) La segmentation des spots: c’est l’identification des pixels appartenant au spot et 
qui seront utilisés pour la mesure de l’intensité des sondes, ainsi que les pixels 
appartenant au fond et qui seront utilisés pour la mesure du bruit de fond. 
(3) Le calcul des valeurs numériques: c’est le calcul des valeurs d’intensité pour 
chaque spot. Ces valeurs sont calculées pour chaque condition d’hybridation 
identifiée par l’un des fluorochromes utilisés. Les valeurs du bruit de fond peuvent 
aussi être calculées si le logiciel le permet. Les spots non exploitables à cause des 
biais de l’hybridation sont repérés pour ne pas être considérés lors de l’analyse des 
données. D’autres valeurs peuvent également être calculées comme les 
logarithmiques et les ratios des intensités. 
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4.4.2. Normalisation des données numériques 
En raison de la complexité de mise en œuvre d’une expérience d’hybridation de 
biopuce à ADN, de nombreux biais techniques potentiels peuvent affecter de manière non 
négligeable la mesure des intensités des fluorescents. Ces biais sont parfois inévitables car 
certains ne peuvent pas être parfaitement contrôlables tels que la différence entre les 
rendements des fluorochromes Cy3 et Cy5 ou la quantité de sondes déposées dans les 
spots. Une discussion sur les sources de ces biais techniques peut être trouvée dans 
(Hartemink et al., 2001). La normalisation des données issues des biopuces peut corriger 
les effets possibles de ces biais et garantir la distinction des variations biologiques que 
nous voulons mettre en évidence, des variations causées par des biais techniques. La 
normalisation se base sur certaines hypothèses, en particulier, celle qui suppose que pour 
une expérience d’hybridation de biopuce, seulement un nombre relativement faible de 
séquences ciblées varie entre les différents échantillons hybridés. La validité de cette 
hypothèse est principalement liée au nombre de séquences différentes présentes dans les 
échantillons et ciblés par la biopuce. En effet, dans le cas de l’étude d’un grand nombre de 
séquences, cette l’hypothèse peut être considérée comme réaliste et ainsi la normalisation 
peut être effectuée en utilisant l’ensemble total des sondes. Pour un nombre moyen de 
séquences, l’hypothèse devient moins réaliste et la normalisation peut dans ce cas être 
réalisée en utilisant un sous ensemble de séquences déterminées a priori (par exemple 
séquences correspondant à des gènes de ménage ou cibles de contrôle) et/ou a posteriori 
(gènes invariants). Cependant, si le nombre de séquences étudiées est faible, la 
normalisation ne doit être réalisée, de préférence, qu’en se basant sur les intensités des 
sondes de contrôle utilisées sur la biopuce. Après avoir déterminé les ensembles de sondes 
sur lesquelles la normalisation doit se baser, il est important de bien choisir la méthode de 
normalisation adéquate à appliquer. Certaines méthodes de normalisation peuvent être 
utilisées ensemble d’une manière successive. 
4.4.3. Analyse et interprétation biologique des résultats 
C’est la dernière étape d’une expérience de biopuce à ADN. Elle consiste à 
interpréter plusieurs milliers de valeurs numériques afin d’en extraire une information 
biologique pertinente. Cette étape est certainement la plus difficile du processus d’analyse 
des images de biopuces. Les objectifs de l’interprétation biologique des résultats peuvent 
largement varier en fonction du type de la biopuce, de la plateforme utilisée, de 
l’application et de la nature des échantillons hybridés. L’analyse des données peut ainsi 
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consister à déterminer la composition de l’échantillon hybridé, identifier les gènes sur ou 
sous-exprimés d’un échantillon à un autre, regrouper les gènes ayant le même profil 
d’expression, trouver les gènes expliquant les variations d’expression d’autres gènes, etc. 
5. Conclusion 
Nous avons vu dans ce chapitre que l’étude de l’immense diversité des 
microorganismes, exige actuellement l’utilisation des approches génomiques à haut débit 
telle que les biopuces à ADN. Cependant, et malgré les efforts continus de la communauté 
scientifique et le grand nombre de séquences déposées régulièrement dans les banques de 
données génomiques, la grande majorité des microorganismes reste encore inconnue. 
L’étude des communautés microbiennes nécessite donc le développement de nouvelles 
approches permettant à la fois de traiter l’immense quantité de données génomiques 
disponibles et d’explorer la grande diversité des microorganismes non encore découverts. 
L’utilisation de la technologie de biopuces à ADN combinée avec une nouvelle approche 
de sélection de sondes spécifiques et exploratoires représente donc une piste intéressante 
pour relever un tel challenge. Cependant, le développement de ces sondes exploratoires 
nécessite de nouveaux outils et solutions informatiques capables de traiter une grande 
quantité de données et de gérer une complexité de plus en plus importante en fonction de la 
nature de la biopuce développée. L’obtention de ces outils nécessite donc de faire appel 
aux concepts récents du génie logiciel (Ingénierie Dirigée par les Modèles) et aux 
techniques du calcul intensif. Ces concepts et techniques sont décrits dans le chapitre 
suivant, après une discussion sur les différentes approches de sélection de sondes et 
d’analyse des données issues des biopuces. 
 




Chapitre 2: Etat de l’art: Approches 
existantes pour la conception et 
l’analyse des biopuces à ADN 
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1. Introduction 
De nombreuses méthodes de conception et d’analyse des biopuces ont été 
développées. Dans ce chapitre, après avoir décrit les principaux critères de sélection de 
sondes pour biopuces à ADN, un aperçu détaillé des principales stratégies de détermination 
de sondes actuellement disponibles pour construire des biopuces phylogénétiques et/ou 
fonctionnelles sera présenté avec un focus particulier sur la sélection de sondes 
exploratoires. Ensuite, nous expliquerons la démarche nécessaire pour l’analyse des 
résultats d’une expérience de biopuce à ADN ainsi que les principales méthodes utilisées. 
2. Sélection de sondes pour biopuces à ADN en écologie 
microbienne 
L’étape cruciale pour le développement des biopuces à oligonucléotides dédiées à 
l’écologie microbienne, est la détermination des sondes. Bien que de nombreux outils 
généraux de détermination de sondes soient actuellement librement accessibles (Lemoine 
et al., 2009, Dugat-Bony et al., 2012b), seuls quelques-uns peuvent être appliqués en 
écologie microbienne (tableau 2). Dans les paragraphes suivants, nous allons définir les 
différents principes et critères de détermination de sondes. Nous présenterons ensuite les 
principaux outils de détermination de sondes oligonucléotidiques pour l’écologie 
microbienne, en particulier ceux qui combinent l’utilisation des sondes dégénérées et non-
dégénérées. Nous montrerons ainsi comment certaines stratégies de détermination de 
sondes ont essayé de contourner le problème de disponibilité des séquences dans les 
banques de données publiques, pour rendre possible l’étude de nouveaux microorganismes 
pour lesquels aucune séquence n’est disponible. 
2.1. Critères de sélection de sondes oligonucléotidiques 
La sélection de sondes doit prendre en compte plusieurs critères qui sont:  
 la spécificité (les sondes ne doivent pas s’hybrider avec des séquences non cibles),  
 la sensibilité (les sondes doivent détecter des cibles en faible abondance dans des 
mélanges complexes), 
 l’uniformité (les sondes doivent avoir un comportement d’hybridation similaire) 
(Loy and Bodrossy, 2006; Wagner et al., 2007).  
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Les programmes de détermination de sondes, disponibles actuellement, diffèrent 
dans le choix des critères considérés pour choisir le meilleur ensemble de sondes (tableau 
3). 
2.1.1. La spécificité 
La spécificité des sondes est connue comme étant le critère de sélection de sondes le plus 
important pour garantir la qualité des résultats d’hybridation de biopuces (Kane et al., 
2000; Evertsz et al., 2001; Koltai and Weingarten-Baror, 2008). En effet, lors de la phase 
d’hybridation, chaque sonde oligonucléotidique est mise en contact avec le mélange cible 
qui peut contenir un très grand nombre de molécules d’acides nucléiques différentes. Il est 
donc nécessaire qu’une sonde donnée s’hybride uniquement avec sa séquence cible, et non 
avec d’autres séquences présentes dans le mélange. Dans ce cas seulement la sonde est 
considérée comme spécifique de sa cible. Pour prendre en compte ce critère il faut 
rechercher les similarités potentielles entre la sonde et les séquences non ciblées. Les 
hybridations non spécifiques (ou croisées) engendrées par ses appariements non souhaités 
peuvent fausser l’interprétation des résultats par l’augmentation de l’intensité des signaux 
d’hybridation (figure 6). 
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Tableau2. Logiciels de sélection de sondes dédiés à l’écologie microbienne. Abréviations: POA « Phylogenetic Oligonucleotides Array », 
FGA « Functional Gene Array », WGA « Whole Genome Array ». 
Logiciel Applications Disponibilité URL Référence 
ARB POA Téléchargeable, Linux, MacOS www.arb-home.de/ Ludwig et al., 2004 
PRIMROSE POA Téléchargeable, Linux, Windows, 
MacOS 
- Ashelford et al., 2002 
ORMA POA, FGA Téléchargeable sur demande - Severgnini et al., 2009 
PhylArray POA Web Interface g2im.u-clermont1.fr/serimour/phylarray/  Militon et al., 2007 
HPD FGA Téléchargeable, Windows brcapp.kribb.re.kr/HPD/ Chung et al., 2005 
ProDesign FGA Interface Web uhnresearch.ca/labs/tillier/ProDesign/ProDesi
gn.html 
Feng and Tillier, 2007 
HiSpOD FGA, WGA Interface Web fc.isima.fr/~g2im/hispod/ Dugat-Bony et al., 2011 
Metabolic 
Design 
FGA Téléchargeable sur demande, 
Windows 
- Terrat et al., 2010 
CommOligo 2.0 FGA, WGA Téléchargeable, Windows ieg.ou.edu/software.htm Li et al., 2005 
OligoWiz 2.0 FGA, WGA Téléchargeable, Linux, Windows, 
MacOS 
www.cbs.dtu.dk/services/OligoWiz2/ Wernersson and 
Nielsen, 2005 
ROSO FGA, WGA Interface Web pbil.univ-lyon1.fr/roso/Home.php Reymond et al., 2004 
ArrayOligoSelec
tor 
FGA, WGA Téléchargeable, Linux arrayoligosel.sourceforge.net/ Bozdech et al., 2003 
OligoArray 2.1 FGA, WGA Téléchargeable, Linux berry.engin.umich.edu/oligoarray2_1/ Rouillard et al., 2003 
OligoPicker FGA, WGA Téléchargeable, Linux pga.mgh.harvard.edu/oligopicker/ Wang and Seed, 2003 
PROBEmer POA, FGA, WGA Interface Web - Emrich et al., 2003 
YODA FGA, WGA Téléchargeable, Linux, Windows, 
MacOS 
- Nordberg, 2005 
ProbeSelect WGA Téléchargeable sur demande, Linux - Li and Stormo, 2001 
KASpOD POA, FGA Interface Web g2im.u-clermont1.fr/kaspod/ Parisot et al., 2012 
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Tableau 3. Critères de sélection des sondes considérés selon les logiciels. 






Tm G  Sondes 
dégénérées 
Specificité Base de données 
ARB Choisi par 
l’utilisateur (10-100) 
Non Non Oui Oui Non Non Alignement local + 
calcul thermodynamique 
ARB Silva database 
PRIMROSE Choisi par 
l’utilisateur (3-100) 
Non Non Non Non Non Oui - - 
ORMA Choisi par 
l’utilisateur 
Non Oui Non Oui Non Oui Non Non 
PhylArray Choisi par 
l’utilisateur (20-70) 
Non Non Oui Oui Non Oui Blast + critères de Kane  Base de données ARNr 
personnalisée. 
HPD Choisi par 
l’utilisateur (20-70) 
Oui Non Oui Oui Oui Non Blast + critères de Kane Ensemble de données en 
entrée. 
ProDesign Choisi par 
l’utilisateur (20-70) 
Oui Oui Oui Oui Oui Non Suffix Tree + critères de 
Kane 
Ensemble de données en 
entrée. 
HiSpOD Choisi par 
l’utilisateur 












Oui Oui Oui Oui Non Non Alignement global + 
calcul thermodynamique 
+ critères de kane 
Ensemble de données en 
entrée. 
OligoWiz 2.0 Choisi par 
l’utilisateur 
Oui Non Non Oui Non Non Blast + 
thermodynamique + 
critères de kane 
Un seul génome 
d’organisme. 
ROSO Choisi par 
l’utilisateur 
Oui Oui Oui Oui Oui Non Blast Fichier Fasta externe 






Oui Oui Oui Non Non Non Blast + 
thermodynamique 
Fichier Fasta externe 






Oui Oui Oui Oui Non Non Blast + 
thermodynamique 
Fichier Fasta externe 
(typiquement un seul 
génome d’organisme). 
OligoPicker Choisi par Oui Oui Non Oui Non Non Blast Ensemble de données en 
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l’utilisateur (20-100) entrée ou Fichier Fasta 
externe. 
PROBEmer Choisi par 
l’utilisateur 
Oui Non Oui Oui Oui Non Suffix Tree RCP (v8.1), Fichier Fasta 
externe 
YODA Choisi par 
l’utilisateur 
Oui Oui Oui Oui Non Non Blast + 
thermodynamique 
Fichier Fasta externe 
(typiquement un seul 
génome d’organisme). 
ProbeSelect Choisi par 
l’utilisateur 
Oui Oui Non Non Oui Non Suffix Tree + 
thermodynamique 
Un seul génome 
d’organisme 
KASpOD Choisi par 
l’utilisateur 
Non Non Non Non Non Oui PATMAN Base de données 16S 
extraite de Greengenes 
(pour les biopuces POA). 
 




Figure 6. Différence entre hybridation spécifique et non-spécifique. 
La complexité du problème pour assurer la détermination de sondes spécifiques est 
accentuée par l’impossibilité de prédire complètement le comportement de l’hybridation 
d’une sonde fixée sur un support solide comme dans le cas des biopuces ADN (Pozhitkov 
et al., 2007). Une sonde pourra s’hybrider avec une séquence non-cible si cette dernière 
contient une région très similaire à une portion de la sonde. Ainsi, il a été démontré que 
pour une sonde de 25-mers, les hybridations croisées peuvent être causées par la présence 
de fragments complémentaires à la sonde d’une longueur minimum de 10 à 16-mers 
(minimum 40% de la longueur de la sonde) (Wu et al., 2005). Une autre étude menée par 
Kane et al., (2000), estime qu’une sonde spécifique de 50-mers ne doit pas avoir une 
similarité de plus de 75 à 80% avec une séquence non ciblée sous peine de pouvoir 
engendrer des hybridations croisées. Ces recommandations de Kane pour l’évaluation des 
hybridations croisées sont largement utilisées dans les méthodes de sélection de sondes. 
Dans la même étude, il a été prouvé que pour une sonde de 50-mers, toute séquence 
présentant 15, 20 ou 35 nucléotides identiques avec cette sonde entraîne respectivement 
une intensité d’hybridation de 1%, 4% et 50% par rapport à l’hybridation complète de la 
séquence ciblée. De leur côté, Kucho et al. (2004), estiment que deux conditions doivent 
être validées pour avoir des sondes spécifiques de 45-mer: l’absence d’une identité 
sonde/séquence non cible supérieure à 71% et un pourcentage Guanine + cytosine (G+C) 
ne dépassant pas 55%. En effet, d’autres paramètres tels que le pourcentage des 
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nucléotides G et C d’une sonde, sa faible complexité, la présence d’homopolymères (suite 
d’un même nucléotide) ou encore les positions des mésappariements peuvent aussi affecter 
la spécificité des sondes (Wang and Seed, 2003; Huang et al., 2005; Leparc et al., 2009). 
Le dernier critère à prendre en compte pour la spécificité est la taille de la sonde. En effet, 
les oligonucléotides courts (18 - 25-mers) sont plus spécifiques que les oligonucléotides 
longs (50-mers ou plus). Cependant, les oligonucléotides longs seront plus sensibles et 
permettront une détection des séquences cibles faiblement représentées dans l’échantillon 
étudié. 
La détection des hybridations croisées potentielles nécessite d’identifier les 
similarités entre la sonde et les séquences pouvant être présentent dans l’échantillon. 
Plusieurs algorithmes de recherche de similarité de séquences ont été proposés: FASTA 
(Pearson and Lipman, 1988), Blast (Altschul et al., 1990), MAFFT (Katoh et al., 2002), 
Kalign (Lassmann and Sonnhammer, 2005), PatMaN (Prüfer et al., 2008), etc. Ces 
algorithmes utilisent les alignements de séquences afin de calculer le score de similarité 
entre les séquences.  
L’alignement de deux séquences est réalisé par la transposition d’une séquence 
contre l’autre en vérifiant les correspondances entre les caractères similaires. Pour calculer 
le score d’un alignement donné, trois cas de figures sont considérés: les appariements 
(« match »), les mésappariement (« mismatch »), et les gaps (figure 7). Un appariement 
entre deux séquences est une égalité entre les caractères des deux séquences à une même 
position de l’alignement, une valeur positive est alors associée. Un mésappariement est 
observé lorsque deux caractères (un de chaque séquence) à la même position sont 
différents, une valeur négative (<= 0) est alors associée. Si une séquence est alignée avec 
un espace inséré, un gap noté « - » se produit et une autre valeur négative lui est attribuée. 
 
 
Figure 7. Exemple d’alignement entre deux séquences. 
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Actuellement, Blast (« Basic Local Alignment Search Tool ») (Altschul et al., 1990) 
est l’outil le plus utilisé pour la recherche de similarité par alignement local de séquences, 
du fait de sa rapidité et de la simplicité de son utilisation pour les biologistes. Plusieurs 
programmes distincts de recherche de similarité Blast existent, tels que:  
 Blastn: compare une séquence nucléotidique contre une base de données de 
séquences nucléotidiques, 
 Blastp: compare une séquence protéique contre une base de données de séquences 
protéique, 
 Blastx: compare une séquence nucléotidique traduite dans les 6 phases de lecture 
contre une base de données de séquences protéique, 
 tBlastn: compare une séquence protéique contre une base de données de séquences 
nucléotidiques traduites dans les 6 phases de lecture, 
 tBlastx: compare une séquence nucléotidique traduite dans les 6 phases de lecture 
contre une base de données de séquences nucléotidiques traduites dans les 6 phases 
de lecture. 
Blast utilise une méthode heuristique, assurant sa rapidité d’exécution au détriment 
d’une sensibilité parfois insuffisante. L’algorithme d’alignement dans Blast comporte 3 
phases principales: 
 La recherche des mots voisins: Blast suppose que pour obtenir un alignement 
significatif, les séquences alignées doivent partager des mots exacts (une série de 
lettres de longueur W fixée au départ). Toutes les positions de ces mots en commun 
entre deux séquences sont déterminées et seront utilisées comme base par la suite 
pour l’alignement. S’il n’y a pas de mots en commun dans l’alignement, le concept 
de mots voisins est alors introduit. Les voisins d’un mot incluent le mot lui-même 
et tous les autres mots ayant un score supérieur ou égal au seuil de score de 
voisinage T lorsqu’ils sont comparés au mot initial en utilisant une matrice de 
substitution. Le choix des paramètres W et T de la matrice de substitution est 
important pour contrôler la performance et la sensibilité du Blast.  
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 L’extension des mots: les mots obtenus précédemment sont étendus en parcourant 
les caractères proches des mots dans les deux sens. Cette extension va permettre 
d’améliorer ou de diminuer le score d’alignement en fonction de la similarité entre 
les deux séquences. Si ce score descend en dessous d’une valeur x donné par 
rapport à la valeur maximale qu’il avait atteint, si le score cumulé devient inférieur 
ou égal à zéro ou si la fin d’une des deux séquences est atteinte, le seuil l’extension 
est stoppée. Les alignements locaux ainsi trouvés sont appelés HSP (« High-scoring 
Segment Pair »). 
 L’évaluation: les scores de similarité générés dans la deuxième phase sont ensuite 
évalués pour ne pas prendre en considérations les alignements non significatifs 
c’est-à-dire ceux pour lesquels les scores sont inférieurs au seuil de spécificité fixé 
par l’utilisateur.  
Il est nécessaire de régler précisément les paramètres du Blast pour une utilisation 
optimale. Par exemple, il faut augmenter la valeur seuil de la e-value (« Expect value »: 
paramètre Blast qui décrit le nombre de résultats qu’on s’attendrait à trouver uniquement 
par hasard dans la base de donnée) pour assurer l’identification de similarité entre des 
séquences de petites tailles (sondes-cibles). En effet, la valeur de e value étant inversement 
proportionnelle au score d’alignement et le score étant dépendant de la longueur 
d’alignement, plus les séquences sont courtes plus le score sera faible. Il est aussi 
indispensable de réduire la taille W du mot utilisé dans la première phase de l’algorithme. 
En effet, les sondes oligonucléotidiques sont des séquences requêtes courtes pouvant 
présenter des mésappariements avec les séquences non ciblées, le paramètre W doit donc 
être fixé à la valeur minimale, soit 7 bases pour pouvoir identifier des similarités entre la 
sonde et ces séquences. 
2.1.2. La sensibilité 
Comme vu précédemment, la sensibilité augmente généralement avec la longueur 
des sondes. En effet, l’énergie de liaison sonde/cible pour les longues sondes est 
généralement plus élevée et les cinétiques d’hybridation sont irréversibles (Hughes et al., 
2001; Relogio et al., 2002; Letowski et al., 2004). Par exemple, des sondes de 60-mers 
peuvent détecter leurs cibles avec sensibilité huit fois plus élevée que celles faisant 25-
mers (Chou et al., 2004). Généralement, les POAs (« Phylogenetic Oligonucleotide 
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Arrays ») employées pour l’analyse des communautés microbiennes contiennent des 
sondes courtes (typiquement 24 - 25-mers) (Brodie et al., 2006; Paliy et al., 2009; Rajilic-
Stojanovic et al., 2009), alors que les FGAs (« Functional Gene Arrays ») sont construites 
soit avec des oligunucléotides courts (15 à 30-mers) (Bodrossy et al., 2003; Stralis-Pavese 
et al., 2004) ou des oligonucléotides longs (40 à 70-mers) (Kane et al., 2000; Relogio et al., 
2002; He et al., 2007). Pour pouvoir utiliser des sondes oligonucléotidiques courtes il est 
nécessaire dans la plupart des cas, d’amplifier les cibles par PCR. Cette étape assure un 
enrichissement des gènes ciblés et augmente donc la sensibilité, mais introduit de 
nombreux biais (Suzuki and Giovannoni, 1996; Peplies et al., 2004; Vora et al., 2004). 
La formation de structures secondaires stables par les sondes et/ou les cibles est un 
autre facteur crucial qui doit être considéré pour minimiser la perte de sensibilité. 
Cependant, malgré une bonne connaissance des propriétés thermodynamiques de formation 
et de dissociation en solution des duplex d’acides nucléiques (SantaLucia et al., 1996), 
ainsi que la disponibilité de plusieurs algorithmes comme Mfold (Zuker, 2003) ou Hyther 
(Bommarito et al., 2000) pour leur prédiction précise, la formation de ces structures est 
difficilement quantifiable dans le contexte de biopuces. Cela est dû à la connaissance 
limitée sur la thermodynamique de l’hybridation sur des interfaces solide-liquide 
(Pozhitkov et al., 2006; Pozhitkov et al., 2007). Ainsi, plusieurs paramètres vont influencer 
la sensibilité dépendant de la longueur de la sonde et de sa composition. 
2.1.2.1. La prédiction de la température de fusion et la thermodynamique des 
duplexes d’acides nucléiques 
La température de fusion Tm (« melting temperature ») des acides nucléiques est la 
température à laquelle 50% des brins d’ADN sont dissociés et l’autre moitié est sous forme 
appariée. C’est donc la température à laquelle la moitié de l’ADN est sous forme monobrin 
et l’autre moitié sous forme double brin. En effet, deux molécules simple brin s’hybrident 
en une molécule double brin, tandis qu’une molécule double brin se dénature en deux 
molécules simple brin. Le passage d’une forme à l’autre est brutal en raison du caractère 
coopératif de la réaction. 
La température de fusion dépend de nombreux facteurs tels que la longueur du 
fragment d’ADN, sa richesse en bases nucléotidiques C et G, ainsi que la concentration en 
ion Na+ du milieu réactionnel. Pour calculer la valeur de la Tm, plusieurs méthodes ont été 
proposées: 
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 Méthode basique: Elle considère uniquement le nombre d’occurrence de chaque 
nucléotide dans la séquence traitée (Marmur and Doty, 1962). En raison de sa 
simplicité, cette méthode est largement utilisée par les scientifiques malgré ses 
approximations.  
Pour des séquences d’une longueur maximale de 14-mers, la formule suivante est 
utilisée pour calculer la Tm: 
 
Où wA, xT, yG et zC sont respectivement les nombres d’occurrences des bases A, 
T, G et C. 
Cependant, pour les séquences de longueur supérieure à 14-mers, la température de 
fusion est calculée par la formule suivante: 
  
Ces deux équations supposent que la concentration en sel est égale à 50 mM, la 
concentration de l’oligonucléotide est égale à 50 nM et le pH est égal à 7.  
 Méthode d’ajustement: Elle prend en considération la valeur de la concentration 
en sel dans le calcul de la température de fusion. Plusieurs formules ont été 
proposées en fonction de la longueur de la séquence. Selon Howley et al., (1979), 
pour une concentration en sel entre 0,01 et 0,4 M et un pourcentage des bases G+C 
entre 30% et 75%, la Tm est calculée suivant la formule suivante: 
 
Cette équation suppose que la concentration de l’oligonucléotide est égale à 50 nM 
et le pH est égal à 7. 
 Méthode thermodynamique du plus proche voisin: Elle est considérée comme la 
méthode la plus fiable. Elle prend en compte la composition en base, mais s’appuie 
également sur les paramètres thermodynamiques attribués à chaque paire de bases 
dépendant des bases voisines (Wetmur, 1991). Elle prend en compte la relation 
entre l’entropie S, l’enthalpie H, la concentration en sel et la concentration de 
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l’oligonucléotide. L’enthalpie H représente la chaleur absorbée par la réaction lors 
de la formation ou de la dénaturation d’une paire de base à une pression constante. 
L’entropie S est la mesure du degré de perte de liberté du système. L’énergie libre 
G mesure la stabilité de la réaction chimique à une température Tm et à une 
pression constante. La valeur de G est donnée par l’équation suivante: 
 
La formule utilisée par la méthode du plus proche voisin pour le calcul du Tm est la 
suivante: 
 
Avec R la constante molaire des gaz parfaits (égale à 1,987 cal mol-1) et C la 
concentration molaire de la cible. 
Cette formule suppose que l’hybridation est réalisée à un pH = 7, la concentration 
en sel est comprise entre 0,01 et 1,0 M, la séquence n’est pas symétrique et contient 
au moins un C ou un G, et que la taille de l’oligonucléotide est comprise entre 14 et 
20 nucléotides afin d’obtenir des températures de fusion raisonnables. 
Enfin, d’après (Panjkovich and Melo, 2005), des différences significatives sont 
observées pour les valeurs de Tm des oligonucléotides courts calculées en utilisant les 
différentes méthodes disponibles. Des données expérimentales supplémentaires couvrant 
un plus grand nombre d’oligonucléotides sont nécessaires pour évaluer l’exactitude des 
méthodes actuelles ou pour obtenir une estimation plus précise de la valeur de Tm 
expérimentale pour un oligonucléotide court. Par conséquent, l’usage d’un calcul 
consensus de la valeur de Tm avec uneprobabilité d’erreur minimale doit être proposé. Il 
devrait être dérivé de la comparaison des méthodes existantes sur un large ensemble de 
séquences. Les lignes directrices à suivre en vue d’accroître le succès des applications de la 
biologie moléculaire sont les suivantes: 
(1) Les méthodes actuelles s’appliquent après avoir examiné les restrictions ou les 
limitations qu’elles ont (c’est-à-dire éviter les séquences qui forment une structure 
secondaire stable). 
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(2) Utiliser, si possible, des oligonucléotides possédant une composition moyenne en 
C+G et une longueur de 20 à 22 nucléotides (où la plupart des méthodes de calcul de Tm 
sont applicables) 
(3) Utiliser une méthode de calcul de Tm consensus. 
(4) Se référer à la littérature à venir pour des nouvelles méthodes améliorées pour la 
prédiction des valeurs de Tm.  
2.1.2.2. Les structures secondaires 
Tout comme un ADN (ou ARN) simple brin peut s’hybrider avec un brin 
complémentaire, il peut également se replier sur lui-même et s’hybrider avec ses propres 
bases lorsqu’il existe des zones complémentaires au sein de la même molécule (Zuker, 
2000). On parle dans ce cas de structure secondaire. Une sonde peut donc s’hybrider avec 
elle-même sous des conditions thermodynamiques bien précises. Elle devient ainsi non 
accessible pour les cibles ce qui empêche ou affaiblie l’hybridation sonde/cible. Il en va de 
même pour les cibles formant alors des régions inaccessibles pour les sondes. La présence 
de structures secondaires peut donc être source d’erreurs au niveau des résultats 
d’hybridations. Il est important alors d’écarter, lors de la sélection des sondes, les 
oligonucléotides qui peuvent former des structures secondaires. La recherche de structures 
secondaires peut être considérée comme une étape supplémentaire pouvant intervenir à la 
fin du processus de détermination de sondes pour ne sélectionner que les plus efficaces. 
Les structures secondaires peuvent exister sous plusieurs formes (figure 8). Ces 
structures sont d’autant plus stables que la valeur de leur énergie libre de formation est 
négative. Certaines méthodes expérimentales pour l’identification des structures 
secondaires ont été proposées telles que celles basées sur la cristallographie ou la RMN 
(résonance magnétique nucléaire). Cependant, ces méthodes demandent de grosses 
ressources en temps et en coût et ne sont pas applicables pour traiter des jeux de données 
toujours plus importants. 
Des méthodes automatiques de prédiction des structures secondaires ont alors vu le 
jour. Ces méthodes reposent sur deux approches principales: i) l’approche comparative qui 
s’applique sur un ensemble homologue ou un alignement de séquences et qui est basée sur 
le fait que la structure secondaire est mieux conservée que la séquence (Eddy and Durbin, 
1994; Gorodkin et al., 1997; Mathews and Turner, 2002), ii) l’approche thermodynamique 
qui se base sur des paramètres thermodynamiques pour calculer toutes les structures 
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possibles d’un ARN et rechercher ensuite la structure dont l’énergie est minimale (Stüber, 
1986; Knudsen and Hein, 1999; Lyngso et al., 1999; Zuker, 2003; Knudsen and Hein, 
2003; Ding et al., 2005; Do et al., 2006; Mathews, 2006; Wiese and Hendriks, 2006; Wiese 
et al., 2008). En effet à chaque structure correspond une quantité d’énergie libre, et la 
structure la plus stable est celle qui minimise l’énergie libre. Les premiers travaux basés 
sur cette approche sont ceux présentés dans (Tinoco et al., 1971). Les auteurs de cette 
étude ont établi des règles sur l’énergie des structures secondaires d’ARN et ont proposé 
une procédure pour prédire ces structures. Quelques années plus tard, Ninio (1979) a élargi 
les règles thermodynamiques par l’introduction des énergies des paires de bases non 
canoniques. Il a ensuite ajouté une dépendance de ces règles au contexte de l’appariement 
(Papanicolaou et al., 1984).  
 
 
Figure 8: Exemples de structures secondaires des acides nucléiques (Missaoui, 2009). 
La méthode de prédiction basée sur l’approche thermodynamique la plus utilisée 
actuellement est celle qui utilise la programmation dynamique. Le premier algorithme 
fondé sur la programmation dynamique a été proposé par Nussinov (Nussinov and 
Jacobson, 1980). Cet algorithme consiste à replier une séquence d’ARN en maximisant le 
nombre d’appariements. Il calcule la structure préférée pour des sous-séquences courtes. 
L’algorithme de Nussinov ne considère que les énergies des appariements. Dans cet 
algorithme, l’énergie d’une structure est obtenue comme étant la somme des énergies de 
chaque paire de bases qui la compose. Cependant, en réalité, l’énergie libre ne dépend pas 
seulement des appariements des paires de bases mais aussi des empilements, des boucles 
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internes, terminales et multiples, des épingles à cheveux et des renflements. Une 
amélioration de cet algorithme a été alors proposée par (Zuker and Stiegler, 1981). En 
effet, les auteurs ont pris en considération les liaisons hydrogènes, les énergies 
d’empilements et les énergies structurales plus globales. Zuker (1989) a ensuite amélioré 
cet algorithme en optant pour une solution déterministe qui calcule toutes les solutions 
alternatives en parallèle. Cet algorithme a été implémenté dans le logiciel Mfold (Zuker, 
2003) qui est actuellement le logiciel le plus utilisé pour la prédiction des structures 
secondaires d’une séquence ARN. 
La plupart des algorithmes basés sur la programmation dynamique ne permettent pas 
la recherche des pseudonœuds. Un algorithme permettant la prédiction des structures 
secondaires incluant des pseudonœuds a été proposé dans (Rivas and Eddy, 1999). 
Cependant, cet algorithme a une complexité très élevée. D’autres algorithmes utilisant 
l’approche thermodynamique sans programmation dynamique mais permettant de 
rechercher des pseudonœuds avec des complexités raisonnables ont été donc proposés. 
C’est le cas des trois algorithmes intégrés dans la plateforme STAR (« STructure Analysis 
of RNA »): le premier est basé sur un algorithme glouton (Abrahams et al., 1990), le 
deuxième (Gultyaev, 1991) est basé sur un algorithme stochastique et une procédure de 
Monte Carlo, et le dernier (Van Batenburg et al., 1995; Gultyaev et al., 1995) se base sur 
un algorithme génétique. 
Les règles thermodynamiques les plus utilisées actuellement sont celles établies par 
(Xia et al., 1998; Mathews et al., 1999) et révisées par (Mathews et al., 2004). Ces règles 
ont été implémentées dans des programmes de prédiction de structures secondaires tels que 
RNAfold (Hofacker, 2003) qui repose sur l’algorithme de Nussinov (Nussinov and 
Jacobson, 1980) et sur des fonctions de partition (McCaskill, 1990) permettant d’attribuer 
des probabilités à tous les appariements possibles. 
Malgré tous les efforts d’optimisation, les méthodes de recherche de structures 
secondaires restent toujours des prédictions qui sont seulement capables de prédire 
correctement que 50 à 70 % structures secondaires. Elles restent donc insuffisantes pour 
obtenir des résultats optimaux. 
2.1.3. L’uniformité 
Parce que le principe de la technologie des biopuces repose sur l’hybridation 
simultanée de plusieurs sondes dans les mêmes conditions (concentration en sel, 
température, etc.), il est important de s’assurer que les sondes sélectionnées ont des 
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comportements thermodynamiques aussi uniformes que possible (Loy and Bodrossy, 2006; 
Wagner et al., 2007). La meilleure façon d’y parvenir est de sélectionner des sondes ayant 
des propriétés structurelles homogènes telles que la longueur de la sonde, le contenu G+C, 
la température de fusion (Tm) ou les capacités de liaison (ΔG).  
2.2. Développement des biopuces phylogénétiques à 
oligonucléotides 
Afin d’étudier rapidement les communautés procaryotes présents dans des 
environnements complexes, les biopuces phylogénétiques oligonucléotidiques POAs 
(« Phylogenetic Oligonucleotide Arrays ») utilisent le biomarqueur de la petite sous unité 
de l’ARNr (Wilson et al., 2002; Brodie et al., 2006; Palmer et al., 2006; DeSantis et al., 
2007).  
Le principal obstacle à la conception d’un POA est celui des hybridations croisées 
potentielles. En effet, dans de nombreux cas, les séquences des gènes codant l’ARNr 16S 
sont très conservées et rendent difficile la conception de sondes discriminatoires au niveau 
de l’espèce (Bae and Park, 2006). Pour contourner ce problème, une conception 
hiérarchique permet de sélectionner des sondes pour des taxons microbiens à des niveaux 
phylogénétiques supérieurs (Huyghe et al., 2008; Liles et al., 2010). 
2.2.1. Sélection de sondes pour les biopuces POAs 
Des approches manuelles ainsi que des logiciels automatiques ont été développés 
pour concevoir des POAs (« Phylogenetic Oligonucleotide Arrays ») tout en prenant en 
compte les principaux critères de sélection de sondes efficaces, à savoir la sensibilité et la 
spécificité. Actuellement, trois programmes sont disponibles et capables de fonctionner 
avec des données structurées pour extraire et analyser des séquences de bases de données 
dédiées et proposer une sélection de sondes phylogénétiques ciblant le gène exprimant 
l’ARNr 16S. 
Le premier programme est l’outil de sélection de sondes inclus dans la suite 
logicielle ARB (Ludwig et al., 2004) qui est couramment utilisé pour sélectionner des 
oligonucléotides de longueur comprise en 10 et 100-mers. La première étape du 
programme consiste à sélectionner un groupe cible. Dans un second temps, l’algorithme 
identifie les tronçons de séquences uniques qui pourraient servir de sites cibles, et retourne 
ensuite une liste triée des oligonucléotides potentiels. Enfin, les sondes proposées peuvent 
être comparées à toutes les séquences de la base de données en utilisant le logiciel « Probe 
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Match » d’ARB pour identifier des hybridations croisées potentielles. ARB propose 
également différents ensembles de sondes prédéfinis, chacun ciblant des groupes 
phylogénétiques distincts. Cet outil a été largement utilisé pour développer des POAs à 
faible densité c’est-à-dire ne contenant que quelques centaines de sondes oligonucléotides. 
Ces sondes ciblent généralement soit des groupes restreints de microorganismes impliqués 
dans un métabolisme spécifique (Loy et al., 2002; Kelly et al., 2005; Franke-Whittle et al., 
2009), ou appartenant à un taxon spécifique (Castiglioni et al., 2004; Lehner et al., 2005; 
Loy et al., 2005; Kyselkova et al., 2008; Schonmann et al., 2009; Liles et al., 2010), ou 
vivant dans un habitat/écosystème d’un intérêt particulier (Neufeld et al., 2006; Sanguin et 
al., 2009).  
Le deuxième programme est PRIMROSE (Ashelford et al., 2002), une application 
qui utilise des bases de données standards ou sur mesure, et permet la détermination de 
sondes dégénérées. Initialement, un alignement multiple est produit en utilisant les 
différentes séquences représentant un taxon donné. Chaque sonde est ensuite testée contre 
toutes les séquences de la base de données initiale, pour caractériser les hybridations 
croisées potentielles, et pour vérifier une bonne couverture du taxon ciblé. Bien que cet 
outil ait été développé pour identifier des sondes phylogénétiques et des amorces, il a été 
principalement utilisé dans des approches FISH (Fluorescent In Situ Hybridization) et 
d’autres utilisant la PCR (Rusch and Amend, 2004; Yu et al., 2005; Feldhaar et al. 2007; 
Boeckaert et al., 2008; Klitgaard et al., 2008; Mühling et al., 2008; Gittel et al., 2009; 
Fraune et al., 2010; Bers et al., 2011). Peu d’applications POAs utilisant PRIMROSE ont 
été rapportées. Blaskovic et Barak (2005) ont présenté le développement d’une biopuce de 
faible complexité pour détecter spécifiquement des bactéries transmises par les tiques 
responsables de certaines maladies humaines et animales. 
Le troisième programme est ORMA (« Oligonucleotide Retrieving for Molecular 
Applications ») qui représente une bonne solution pour concevoir des sondes très 
discriminantes (Severgnini et al., 2009). Bien qu’il ait été d’abord appliqué à la sélection 
de sondes ciblant les gènes exprimant les ARNr 16S, ce logiciel peut être utilisé sur 
n’importe quel jeu de séquences. En utilisant ce programme, Candela et al. (2010) ont 
conçu la biopuce « HTF-Microbi.Array » qui permet l’analyse génétique de la flore 
microbienne intestinale humaine à des niveaux taxonomiques différents. Elle est composée 
de 30 paires de sondes ciblant 30 groupes appartenant à différents niveaux 
phylogénétiques: espèces, genre, famille, cluster ou groupes d’espèces. 
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En outre, d’autres approches de détermination de sondes, qui ne sont pas 
entièrement implémentées et automatisées dans des programmes, ont été proposées pour le 
développement de POAs de haute densité permettant de contrôler tous les taxons connus 
des bactéries ou des archées à l’aide d’une seule biopuce (Wilson et al., 2002; DeSantis et 
al., 2007). Ces approches reposent sur des algorithmes sophistiqués pour la sélection d’une 
multitude de sondes et l’analyse de profils d’hybridation très complexes. Le meilleur 
exemple est la biopuce « PhyloChip » développée par Brodie et al. (2006) en utilisant la 
stratégie de design de sondes définie par (Desantis et al., 2003) et basée sur la plate-forme 
de biopuces « Affymetrix GeneChip ». Cette biopuce est capable d’identifier 
simultanément des milliers de taxons présents dans un échantillon environnemental (voir 
chapitre 1 section 4.2). Notons, que dans l’approche Affymetrix une sonde s’hybridant 
parfaitement à la cible est sélectionnée ainsi qu’une sonde montrant un mésappariement 
central avec la cible dans le but de discriminer les hybridations imparfaites. 
La principale limitation de toutes les stratégies proposées pour la détermination de 
sondes est qu’elles ne garantissent que l’étude des microorganismes pour lesquels des 
séquences sont disponibles dans les bases de données publiques. Malheureusement, pour 
une grande majorité des espèces microbiennes aucune séquence n’est disponible. Un défi 
majeur pour l’avenir est l’amélioration de la technologie des biopuces à ADN pour 
s’appuyer sur de nouvelles stratégies de détermination de sondes exploratoires ciblant de 
nouvelles espèces qui ne sont pas encore répertoriées dans les bases de données. 
2.2.2. Stratégies de détermination de sondes exploratoires  
Le concept de sondes multiples consiste à utiliser plusieurs sondes ciblant un 
organisme à des niveaux phylogénétiques/taxonomiques différents. La détermination de 
sondes en utilisant ce concept réduit considérablement le risque d’erreur d’identification, et 
permet souvent la discrimination de bactéries jusqu’au niveau de l’espèce (Ludwig et al., 
1998; Loy and Bodrossy, 2006; Schliep and Rahmann, 2006; Huyghe et al., 2008; 
Schonmann et al., 2009; Liles et al., 2010). Les biopuces construites en se basant sur ce 
concept peuvent détecter la présence des taxons inconnus sans pour autant pouvoir les 
identifier. 
Actuellement, seuls deux logiciels dédiés aux POAs offrent la possibilité de 
sélectionner des sondes exploratoires discriminantes, à savoir KASpOD (Parisot et al., 
2012) et PhylArray (Militon et al., 2007). KASpOD est un service web pour la 
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détermination d’oligonucléotides spécifiques et exploratoires. L’algorithme de sélection de 
sondes dans KASpOD est implémenté en langage Perl. La stratégie KASpOD consiste à 
extraire les séquences k-mers à partir d’un groupe de séquences ciblées ainsi qu’à partir 
d’un autre groupe contenant toutes les séquences non ciblées, en utilisant Jellyfish version 
1.1.4 (Marcais and Kingsford, 2011). Chaque séquence k-mers trouvée en même temps 
dans les deux groupes est supprimée pour garder seulement les séquences k-mers non 
redondantes. Ces séquences sont ensuite classées à l’aide de CD-HIT version 4.5.4 (Li and 
Godzik, 2006) avec un seuil d’identité de 88%, et une séquence consensus pouvant être 
dégénérée est construite pour chaque cluster. La couverture (le pourcentage de séquences 
détectables par la sonde) de ces séquences est alors testée contre le groupe de séquences 
ciblées, et leur spécificité est quant à elle évaluée contre le groupe de séquences non 
ciblées. L’avantage de ce logiciel est qu’il est indépendant de l’alignement préalable des 
séquences pour la détermination des sondes. Ainsi, il peut traiter efficacement des masses 
de données beaucoup plus conséquentes. De son côté, le programme PhylArray (Militon et 
al., 2007), développé en Perl, permet de sélectionner des sondes sur la base d’alignements 
de séquences. La première étape de la détermination de sondes dans PhylArray est 
l’extraction de toutes les séquences disponibles correspondantes à un taxon donné à partir 
d’une base de données personnalisée. Dans un second temps, un alignement multiple de 
séquences est effectué en utilisant l’algorithme ClustalW (Thompson et al., 1994). Dans un 
troisième temps, une séquence consensus dégénérée est produite en tenant compte de la 
variabilité de séquence pour chaque position, ce qui permet la détermination de sondes 
dégénérées. Enfin, toutes les combinaisons possibles de chaque sonde dégénérée sont 
déduites et leur spécificité est ensuite vérifiée pour déterminer les hybridations croisées 
potentielles avec les séquences de la base de données initialement conçue. Parmi les 
combinaisons dérivées de chaque sonde dégénérée, certaines correspondent à des 
séquences qui n’étaient pas présentes dans les bases de données publiques (figure 9). Ces 
sondes doivent, par conséquent, permettre l’exploration de la fraction non encore décrite 
des communautés microbiennes environnementales correspond au groupe taxonomique 
ciblé. Les évaluations expérimentales comparatives r ont montré que les sondes conçues 
avec PhylArray donnent une plus grande sensibilité et spécificité que celles conçues avec 
les logiciels PRIMROSE et ARB précédemment décrits (Militon et al., 2007). Cependant, 
PhylArray peut nécessiter jusqu’à plusieurs jours de calcul pour sélectionner des sondes de 
25-mers ciblant un seul organisme contenant plusieurs centaines de séquences 16S de 
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longueur 1200 – 1500 bases, même en utilisant sa version parallèle disponible sur internet 




Figure 9. Etapes de détermination de sondes de l’algorithme PhylArray: 1: Sélection 
des séquences appartenant à un groupe cible, 2: alignement multiple de ces séquences, 3: 
détermination de séquences consensus spécifiques du groupe, 4: test de spécificité des 
sondes déduites de la sonde dégénérée. 
Pour une meilleure utilisation de ce logiciel, les auteurs de PhylArray ont construit 
une base de données de séquences ARNr 16S. Cette base spécialisée a été établie à partir 
de la banque de données de EMBL en prenant en compte des paramètres de qualité des 
séquences 16S (longueur, composition et affiliation) pour ne conserver que des séquences 
non redondantes et de bonne qualité et donc assurer une meilleure sélection de sondes. 
Une biopuce développée avec la stratégie de PhylArray a été utilisée pour évaluer 
la diversité bactérienne dans deux sols différents (Delmont et al., 2011). Les auteurs ont 
mis en évidence l’influence significative de plusieurs paramètres comme la profondeur de 
l’échantillonnage et les protocoles d’extraction de l’ADN sur l’estimation de la 
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biodiversité. Une autre biopuce permettant d’explorer le microbiote intestinal humain au 
niveau de la famille a également été développée (Tottey et al., 2013). 
2.3. Développement de biopuces à ADN fonctionnelles  
La difficulté de conception des biopuces fonctionnelles FGAs (« Functional Gene 
Arrays ») est de pouvoir déterminer des sondes ciblant des familles de gènes pouvant être 
plus ou moins conservées. Là encore, du fait de l’extraordinaire diversité des 
microorganismes, seule une petite fraction des gènes est actuellement connue. La 
détermination de sondes exploratoires est une fois encore un enjeu majeur.  
2.3.1. Détermination de sondes à partir d’un alignement de 
séquences nucléiques 
De nombreux programmes de détermination de sondes sont actuellement librement 
accessibles (Lemoine et al., 2009). La plupart d’entre eux ont été développés pour étudier 
un seul génome, et par conséquent, se limitent à la détermination des sondes ciblant une 
seule séquence par gène. En revanche, peu de stratégies offrent la possibilité de concevoir 
des sondes permettant une large couverture de plusieurs variants de séquences pour une 
famille de gènes donnée. 
Avec l’accroissement des données de séquences correspondant à des gènes 
fonctionnels (séquençage complet de génomes, études ciblant des marqueurs fonctionnels 
spécifiques et études métagénomiques), de nouveaux programmes prenant en compte cette 
grande diversité ont été développés. HPD (« Hierarchical Probe Design ») est le premier 
programme proposé dédié à la détermination des oligonucléotides pour biopuces 
fonctionnelles. Il a été développé avec le langage Pascal Objet sous Windows (version 
Delphi7 de Borland). HPD se base sur un alignement multiple et une classification 
hiérarchique des séquences (Chung et al., 2005). En effet, il réalise d’abord l’alignement 
(avec ClustalW (Thompson et al., 1994)) et le regroupement hiérarchique des séquences 
d’entrée en utilisant les méthodes de « neighbor-joining » (Saitou and Nei, 1987) ou 
d’UPGMA (Sokal and Michener, 1958) afin de générer l’ensemble complet des sondes 
candidates possibles. L’ensemble optimal de sondes est ensuite déterminé en fonction des 
critères de qualité de la sonde comme la couverture du cluster, la spécificité et la 
composition en G+C. Bien que cet outil ne soit pas exploratoire, il produit 
automatiquement des sondes contre tous les nœuds hiérarchiques, offrant une couverture 
étendue des variants connus à partir d’un gène fonctionnel conservé. 
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Le programme ProDesign, est un logiciel de sélection de sondes pour la détection 
de gènes ou de familles de gènes dans des échantillons environnementaux. Il a été 
développé par Feng et Tillier (2007) et est implémenté avec le langage de programmation 
C. ProDesign prend en entrée un ensemble de séquences et une liste initiale de groupes 
auxquelles ces séquences appartiennent. La sélection de sondes se fait en 4 étapes. 
Premièrement, les listes de mots sont construites en utilisant un algorithme de hachage de 
graines espacées. Le but ici est de trouver tous les mots possibles spécifiques à chaque 
groupe de séquences. Ensuite, en utilisant ces listes de mots, des sondes candidates pour 
chaque groupe sont déterminées. Les sondes d’un groupe se composent d’un ou de 
plusieurs mot spécifiques à ce groupe. Ces mots peuvent être chevauchants ou séparés par 
de petits gaps. Toutes les sondes candidates sont filtrées pour vérifier leur sensibilité et 
supprimer celles qui possèdent un pourcentage de G+C très élevé ou très bas, une valeur 
extrême de température de fusion ou des structures secondaires. La troisième étape 
consiste à regrouper les groupes de séquences pour lesquels aucune sonde n’a été 
sélectionnée, puis, sélectionner des sondes pour ces nouveaux groupes en utilisant la même 
méthode de l’étape 2. Cette étape peut être répétée en cas de besoin. Enfin, la dernière 
étape consiste à sélectionner le meilleur ensemble de sondes en se basant sur les valeurs de 
température de fusion et les propriétés d’hybridation déterminées en utilisant le package 
OligoArrayAux1. 
Comme avec HPD, cet outil ne fournit pas de sondes ciblant les séquences d’acides 
nucléiques non encore répertoriées. En outre, à notre connaissance, aucune application 
utilisant cette stratégie n’a été rapportée dans la littérature. 
Ces stratégies permettent à une plus large gamme de variants de séquences d’être 
couverte, et semblent donc être mieux adaptées pour décrire les communautés 
microbiennes des environnements complexes. Cependant, leurs principaux inconvénients 
sont leur incapacité à générer des sondes exploratoires et l’absence de test de spécificité 
pour la recherche des hybridations croisées potentielles contre une base de données 
complète représentative de la diversité microbienne. Au sein de notre équipe, un 
algorithme de détermination de sondes pour biopuces fonctionnelles, appelé HiSpOD 
(« High Specific Oligo Design »), a été proposé pour résoudre ce problème (Dugat-Bony et 
al., 2011). HiSpOD a été implémenté en Perl. HiSpOD est le seul programme capable de 
                                                 
1 http://mfold.rna.albany.edu/?q=DINAMelt/OligoArrayAux 
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prendre en compte à la fois les paramètres primordiaux nécessaires pour la sélection de 
sondes sensibles et spécifiques (taille, Tm, % G+C, complexité) et la détermination de 
sondes dégénérées pour la création de sondes exploratoires (figure 10). D’autre part, la 
spécificité de toutes les sondes sélectionnées est vérifiée contre une base de données 
complète dédiée aux communautés microbiennes, appelée EnvExBase (« Environmental 
Expressed sequences dataBase »). Pour construire EnvExBase, toutes les séquences 
d’ADN codantes (CDS) existantes dans les divisions PRO (procaryotes), FUN 
(champignons) et ENV (environnementales) de la banque de données EMBL ont été 
extraites et vérifiées pour enlever les séquences de mauvaise qualité. La base de données 
ainsi obtenue contient 9.129.323 séquences. A notre connaissance, EnvExBase est la 
première base de données CDS dédiée à l’écologie microbienne (Dugat-Bony et al., 2011). 
Pour valider la stratégie HISpOD, une biopuce FGA composée de 295 sondes de 
50-mers et ciblant 21 gènes ou familles de gènes impliqués dans biodégradation des 
chloroéthènes a été développée (Dugat-Bony et al., 2011). Les différents tests 
d’hybridation de cette biopuce ont démontré l’efficacité d’HiSpOD et la puissance des 
sondes déterminées en termes de spécificité et de sensibilité, tout en assurant une 
quantification des gènes ciblés. 
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Figure 10. Stratégie de design des sondes exploratoires avec HiSpOD 
2.3.2. Détermination de sondes à partir de séquences protéiques 
Contrairement aux stratégies décrites ci-dessus, un certain nombre de nouvelles 
stratégies ont été proposées pour initier la détermination des sondes non plus à partir des 
séquences d’acides nucléiques, mais de régions peptidiques conservées. Toutes les 
séquences nucléiques pouvant coder pour ces peptides sont alors définies. 
La première stratégie basée sur ce principe a été décrite par Bontemps et al. (2005) 
et a été appelée CODEHMOP (« COnsensus DEgenerate Hybrid Motif Oligonucleotide 
Probe »). Il s’agit d’une adaptation de la stratégie CODEHOP (« COnsensus DEgenerate 
Hybrid Oligonucleotide Primer ») pour le design des amorces PCR, développée à l’origine 
pour identifier des gènes phylogénétiquement éloignés codant pour des protéines qui 
appartiennent à des familles connues (Rose et al., 1998; Rose et al., 2003; Boyce et al., 
2009). Dans la stratégie de CODEHMOP, des motifs d’acides aminés conservés sont 
identifiés à partir des alignements multiples de séquences protéiques. Ensuite, toutes les 
combinaisons nucléiques possibles (15 – 21-mers) de la région la plus conservée (5 - 7 
acides aminés) de chaque motif de protéine, sont recréés et flanqués de 12 - 15 nucléotides 
à chaque extrémité (5’ end et 3’ end). Les sondes finales se composent donc d’un noyau 
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central variable pour cibler une diversité plus grande et deux séquences ajoutées aux 
extrémités de la sonde pour augmenter sa longueur. Les auteurs ont utilisé cette approche 
pour développer une biopuce à ADN prototype couvrant toutes les séquences nodC (gène 
de nodulation) décrites et non décrites chez les bactéries, et l’appliquer aux nodules de 
légumineuses (Bontemps et al., 2005). Cette stratégie a permis aux auteurs de détecter de 
nouvelles séquences nodC présentant moins de 74% d’identité avec les séquences connues. 
L’utilisation de la stratégie CODEHMOP est limitée par le fait qu’elle n’est pas 
implémentée dans un programme entièrement automatique et qu’aucun test de spécificité 
des sondes n’est incorporé. Néanmoins, cette approche semble particulièrement adaptée 
pour cibler l’ensemble des variants pouvant coder pour une même protéine.  
Terrat et al. (2010) ont développé un logiciel écrit en Java et Perl, appelé « Metabolic 
Design », qui assure la reconstruction in silico des voies métaboliques, l’identification des 
motifs conservés à partir des alignements multiples de protéines, et la génération de sondes 
exploratoires efficaces via une interface graphique simple et conviviale. Pour utiliser 
« Metabolic Design », tout d’abord et avant l’étape du design des sondes, l’utilisateur 
reconstruit in silico une voie métabolique d’intérêt avec les substrats et les produits 
provenant de chaque étape métabolique. Une enzyme de référence pour chacune de ces 
étapes est sélectionnée et sa séquence protéine extraite d’une base de données (par défaut, 
Swiss-Prot). Cette séquence est ensuite utilisée pour rechercher par similarité toutes les 
protéines appartenant à la même famille au sein des bases de données Swiss-Prot et 
TrEMBL. Après avoir sélectionné les séquences les plus représentatives, elles sont 
alignées pour débuter la phase de détermination des sondes. La traduction inverse des 
acides aminés est réalisée pour chaque site moléculaire identifié, en tenant compte de la 
redondance du code génétique, pour produire une séquence consensus nucléique 
dégénérée. Toutes les sondes dégénérées qui répondent aux critères définis par l’utilisateur 
(longueur de la sonde et taux de dégénérescence maximal) sont conservées. Toutes les 
séquences spécifiques déduites de chaque sonde dégénérée sont ensuite extraites et les 
hybridations croisées potentielles qu’elles peuvent engendrer sont vérifiées contre une base 
de données représentative (comme par exemple la base EnvExBase du programme 
HiSpOD). Enfin, le fichier de sortie, énumérant toutes les sondes dégénérées sélectionnées 
par l’utilisateur, permet de déduire toutes les combinaisons possibles et de les organiser en 
sondes spécifiques ou exploratoires (figure 11). L’approche a été validée par l’étude des 
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enzymes impliquées dans la dégradation des hydrocarbures aromatiques polycycliques 
(Terrat et al., 2010). 
Une approche complémentaire pour la détermination de sondes oligonucléotidiques 
qui combine une excellente spécificité avec une sensibilité potentiellement élevée, est 
l’utilisation de la stratégie GoArrays développée par Rimour et al. (2005) (logiciel 
disponible sur http://g2im.u-clermont1.fr/serimour/goarrays.html). Dans cette approche, la 
sonde oligonucléotidique est une concaténation, via une séquence de liaison (linker) 
aléatoire et courte (de 3 à 6-mers), de deux sous-séquences courtes qui sont 
complémentaires à des régions disjointes de la cible (figure 12). Cette stratégie a été 
conçue pour améliorer l’efficacité des biopuces fonctionnelles et taxonomiques pour une 
large gamme d’applications (Rimour et al., 2005; Zhou et al., 2007; Pariset et al., 2009; 
Kang et al., 2010). 
 
 
Figure 11. Stratégie de design des sondes exploratoires avec Metabolic Design. 
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Figure 12. Principe de la stratégie GoArrays: Dans cette stratégie, deux sondes courtes 
spécifiques sont concaténées via un linker pour former une sonde oligonucléotide 
combinant la très bonne spécificité des sondes courtes et la sensibilité des sondes longues. 
En fonction des positions des sondes, la cible peut former deux types de boucles stables 
lors de l’hybridation (A et B). 
Quel que soit l’outil de sélection de sondes utilisé, les biopuces à ADN en écologie 
microbienne sont complexes et nécessitent des logiciels d’analyse adaptés pouvant traiter 
la grande quantité de données issues de cette technique. 
3. Analyse des données de biopuces ADN pour l’écologie 
microbienne 
Ce processus consiste en plusieurs étapes successives: la lecture des signaux 
d’hybridation à l’aide d’un scanner, l’extraction des données numériques, la normalisation 
des données extraites, et enfin l’analyse de ces données. Les deux premières étapes sont 
généralement réalisées à l’aide des outils et matériels fournis par les fabricants des 
biopuces utilisées (voir chapitre 1 section 4.4). Cependant, pour la normalisation et 
l’analyse des données numériques, un grand nombre d’approches a été proposé. Ces 
techniques dépendent souvent du type de la biopuce et de son application.  
3.1. Normalisation des données numériques issues des biopuces 
à ADN 
Du fait de la complexité de mise en œuvre des différentes étapes d’une expérience 
d’hybridation de biopuces, de nombreux biais techniques peuvent être introduits tout au 
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long de l’expérience, de la préparation des cibles à l’analyse des images, en passant par 
l’hybridation (l’efficacité d’incorporation des ﬂuorochromes utilisés, l’utilisation de 
plusieurs aiguilles pour déposer les sondes sur les lames, etc.) (Hartemink et al., 2001). Ces 
biais peuvent provoquer des variations systématiques affectant les intensités mesurées qui 
se confondent avec le signal biologique à étudier. La quantification et la soustraction de 
ces variations, par normalisation, permet de mieux interpréter les résultats des biopuces. 
Dans ce contexte, plusieurs approches de normalisation des données de biopuces ont 
été développées (Bilban et al., 2002; Quackenbush, 2002; Schuchhardt et al., 2000; Yang 
et al., 2002; Park et al., 2003; Bolstad et al., 2003; Fujita et al., 2006; Dabney and Storey, 
2007; Oshlack et al., 2007; Xiong et al., 2008; Baber et al., 2011; Kang and Xu, 2013) 
mais aucune méthode n’est universelle. Chacune possède des avantages et inconvénients et 
doit être considérée en fonction du type de biopuce ADN et des questionnements 
biologiques. Parmi les techniques de normalisation les plus utilisées, on trouve la 
normalisation globale, la normalisation par régression linéaire, les méthodes par « invariant 
de rang » (Tseng et al., 2001), les techniques basées sur les statistiques des ratios (Kerr et 
al., 2000; Wolfinger et al., 2001), la technique LOWESS (« Locally weighted scatter plot 
smoothing ») (Cleveland, 1979, 1981) et les méthodes d’ajustement par quantile (Bolstad 
et al., 2003). Il est possible de distinguer deux grands types d’approches de normalisation: 
linéaires et non linéaires. Chacune de ces méthodes peut être appliquée au niveau local ou 
global. Dans le mode linéaire, la normalisation consiste à trouver une constante de 
proportionnalité entre les données des fluorochromes Cy3 et Cy5. Les approches non 
linéaires sont quant à elles plus générales et considérées comme plus puissantes.  
Les méthodes de normalisation globale sont les premières qui ont été développées. 
La principale méthode globale est celle de la normalisation par rapport à la moyenne (ou la 
médiane) globale des intensités. Cette méthode consiste à ajuster les intensités des sondes 
afin que la moyenne des logarithmes des ratios Cy3/Cy5 soit égale à 0 sur l’ensemble de la 
biopuce. Cette méthode suppose que les gènes étudiés constituent un échantillon aléatoire 
de l’ensemble des gènes de l’organisme, et que la majorité de ces gènes s’expriment de la 
même façon dans les deux conditions de l’expérience émettant ainsi un signal identique en 
Cy3 et Cy5.  
Les méthodes LOWESS et d’ajustement par quantile sont les plus couramment 
utilisées pour la normalisation des données de biopuces (Saviozzi et al., 2006; Fujita et al., 
2006; Oshlack et al., 2007; Dabney and Storey, 2007). La méthode Lowess a été proposée 
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afin de corriger le biais systématique qui existe dans les valeurs des logarithmes des ratios 
de fluorescence (Yang et al., 2002). Elle permet de calculer une courbe de normalisation 
ajustée à la forme du nuage par régression linéaire locale, grâce à un système de « fenêtre 
glissante ». En ce qui concerne la méthode de quantile, elle a l’avantage d’être plus rapide 
et plus simple que LOWESS car elle ne demande pas de réglage de paramètres. Le but de 
la méthode des quantiles est de rendre identique la distribution des intensités de sondes 
pour chaque réseau de sondes présent sur la biopuce ADN. Cette méthode est rapide et 
efficace mais peut cependant augmenter le poids à certaines sondes faibles. Une 
description de l’algorithme de normalisation par quantile est disponible dans (Bolstad et 
al., 2003).  
Le point commun entre la plupart des approches de normalisation des données de 
biopuces est qu’elles se basent sur l’hypothèse que la majorité des gènes ont un niveau 
d’expression invariant entre deux conditions d’hybridation. Cependant, cette hypothèse de 
stabilité des niveaux d’expression de certains gènes est raisonnable mais généralement pas 
vérifiables pour certaines expériences et inappropriée pour de nombreuses autres. Les 
modifications des intensités de signal, faites sur la base de cette hypothèse, peuvent donc 
engendrer une perte d’information et des erreurs au niveau de l’interprétation des résultats 
de biopuces. Récemment, Wu and Aryee (2010) ont proposé une nouvelle procédure de 
normalisation de données en se basant sur un ensemble de sondes de contrôle qui devraient 
produire des intensités constantes dans les différents échantillons. Ils ont appelé cette 
procédure SQN (« Subset Quantile Normalization ») afin de la différencier avec la 
méthode classique de normalisation par quantile qui rend les distributions de l’ensemble de 
la biopuce égales. En effet, un grand nombre de sondes de contrôle négatif est souvent 
ajouté à la biopuce pour vérifier la qualité de l’hybridation. Ces sondes sont conçues pour 
n’avoir aucune complémentarité avec les séquences ciblées. L’utilisation de ces sondes et 
l’ajout dans l’échantillon biologique des cibles correspondantes en proportion connue 
(« spike in ») rend alors possible la normalisation des données de biopuces sans faire 
d’hypothèses sur le comportement des cibles biologiques. 
Différentes méthodes de normalisation ont été implémentées dans des programmes 
tels que ceux écrits en langage R et introduits dans le projet libre « Bioconductor » 
(www.bioconductor.org): les packages « marray », « limma », « sma », etc. 
« Bioconductor » est un projet de développement logiciel open source lancé en 2001 et 
supervisé par une équipe basée principalement au « Fred Hutchinson Cancer Research 
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Center », et par d’autres membres issus des institutions américaines et internationales. Il 
est basé principalement sur le langage de programmation statistique R. Sa version est mise 
à jour deux fois par an. Il contient actuellement (avril 2014) 824 outils dont la plupart sont 
distribués sous forme de packages R. Il est également disponible en tant que « Amazon 
Machine Image » (AMI). L’objectif de « Bioconductor » est de fournir à la communauté 
scientifique (biologistes, bio-informaticiens, statisticiens) des outils pour l’analyse et la 
compréhension des données génomiques à haut débit. Ces outils sont principalement 
orientés vers l’analyse de données de biopuces mais proposent aussi d’autres 
fonctionnalités pour l’analyse des données de séquençage. 
3.2. Analyse des données numériques issues des biopuces à ADN   
Il existe un grand nombre de méthodes d’analyse des données de biopuce telles que 
les techniques de classification supervisée ou non, ainsi que de nombreuses méthodes 
issues d’autres disciplines et adaptées aux données de biopuces à ADN. Le nombre des 
approches d’analyse proposées dans la littérature est si important que le journal 
Bioinformatics a définit dans un éditorial publié en 2009, certaines normes à respecter pour 
que les papiers soumis dans le domaine d’analyse des données de biopuces soient 
sérieusement pris en considération (Rocke et al., 2009). Cet éditorial exige que tout nouvel 
article apporte une nouvelle méthodologie bien meilleure que les méthodes existantes ou 
puisse identifier un nouveau défi avec la formulation d’un nouveau problème. L’éditorial 
exige également une validation importante des approches. Cette validation ne doit pas être 
réalisée seulement sur des données simulées mais sur des données biologiques réelles. 
Les principes de l’analyse des données de biopuces ainsi que les différentes 
méthodes utilisées ont été décrits dans plusieurs travaux (Quackenbush, 2001; Butte, 2002; 
Nadon and Shoemaker, 2002; Parmigiani et al., 2003; Leung and Cavalieri, 2003; Hovatta 
et al., 2005; Barra, 2006; Do and Choi, 2008). 
En raison du grand nombre d’approches d’analyse de biopuces existantes, il est 
difficile d’être exhaustif et seules quelques approches, parmi les plus utilisées, seront 
présentées dans les paragraphes suivants. 
3.2.1. Analyse différentielle 
L’intérêt de l’analyse de l’expression différentielle est d’identifier les gènes 
s’exprimant différemment entre différentes conditions biologiques ou entre un échantillon 
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de référence et un autre échantillon testé. Ainsi, de nombreuses méthodes statistiques ont 
été proposées pour l’identification des gènes sur- ou sous-exprimés. 
L’une des méthodes connues comme étant la plus simple est celle du « k-fold ». 
Cette méthode se base sur la valeur du ratio entre les niveaux d’expression relatifs à la 
condition de référence et ceux des différentes conditions testées. Un gène est considéré 
comme exprimé de manière différentielle si son ratio « R », appelé « fold change », est 
supérieur à la valeur « k » du seuil choisi (De Risi et al., 1997). Cependant, la 
détermination de la bonne valeur de « k » reste la difficulté majeure de cette méthode. En 
effet, cette valeur dépend du niveau d’expression recherché, de la variabilité d’expression 
de chaque gène, et de la complexité de l’échantillon hybridé. Dans de nombreuses 
expériences de biopuces, le niveau d’expression d’un gène est considéré significativement 
différent si k = 2 (soit R >= 2 pour log2(R) >= 1) pour un gène surexprimé et qu’il est 
significativement réprimé si k=0.5 (soit R <= 0,5 pour log2(R) <= -1). Néanmoins, ces 
seuils ne peuvent pas être valides pour toutes les expériences de biopuces à ADN. En effet, 
à cause de la variabilité du niveau d’expression des gènes, une même valeur seuil peut 
donner de bons résultats pour un échantillon biologique et un niveau d’expression donné, 
mais peut aussi engendrer des erreurs d’interprétation dans d’autres cas (Tanaka et al., 
2000). Certains biologistes recommandent de calculer un seuil différent pour chaque 
expérience prenant en compte tous les ratios d’expression des gènes. Cette méthode n’est 
cependant applicable que si le nombre de gènes ayant une variation d’expression assez 
élevée est relativement faible par rapport au nombre total de gènes étudiés. Des seuils de 
confiance peuvent également être déterminés de manière arbitraire pour identifier les 
variations d’expression significatives. 
L’introduction des approches statistiques permet d’estimer la variabilité intra et inter-
groupes et de réaliser une analyse plus précise. De nombreux tests statistiques ont ainsi été 
utilisés pour l’analyse différentielle des gènes tel que la méthode t-test (ou test de student). 
Dans la méthode t-test, la mesure de la différence entre les moyennes des ratios des 
niveaux d’expression de la population est étudiée en relation avec l’écart type associé. Le 
t-test suppose une distribution normale des données qui présentent une variance homogène 
entre les séries d’observations indépendantes. Une variante du t-test a été proposée par 
Welch (1938). Elle permet de comparer des groupes dont la variance est hétérogène. Le t-
test est dit paramétrique, il n’est applicable que si les données observées ne suivent pas une 
distribution normale. Cependant, d’autres méthodes non paramétriques ont été développées 
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pour permettre l’analyse de telles données (Wilcoxon, 1945; Mann and Withney, 1947; 
Breitling et al., 2004). Ces méthodes sont moins sensibles au mode de distribution des 
données.  
Une alternative à l’inférence statistique classique est l’inférence bayésienne. Efron et 
al. (2001) ont proposé une approche bayésienne d’identification des gènes 
différentiellement exprimés appelée EBAM (« Empirical Bayes Analysis of Microarray 
data »). EBAM se base sur la comparaison de la distribution des différences des niveaux 
d’expression avec une distribution nulle établie empiriquement.  
De nombreuses autres méthodes ont été utilisées pour l’analyse différentielle de 
l’expression des gènes: SAM (Tusher et al., 2001), test LPE (« Local Pooled Error »), 
« regularized t-test » (Baldi and Long, 2001), etc. 
Outre la détermination des gènes exprimés de manière différentielle, il est souvent 
important de rechercher et visualiser les éventuels regroupements de gènes ou 
d’échantillons en fonction de leur profil d’expression en utilisant les méthodes de 
classification. 
3.2.2. Classification 
La classification est la technique la plus largement utilisée pour l’analyse des 
données de biopuces. Les approches de classification consistent à répartir un ensemble 
d’objets en plusieurs groupes en fonction de leurs similarités. Cette répartition minimise la 
variabilité intra-groupe et maximise les distances inter-groupes. Pour les biopuces à ADN, 
cela revient à identifier les groupes de gènes (ou d’échantillons) dont les membres sont 
similaires mais suffisamment distants des autres groupes, en fonction des expérimentations 
réalisées. Dans une méthode de classification, chaque gène est considéré comme un 
individu caractérisé par un ensemble de paramètres dont les valeurs représentent les 
niveaux d’expression du gène pour chaque échantillon analysé (Slonim, 2002). Les 
résultats d’intensité sont organisés dans une matrice de niveau d’expression (ou matrice de 
similarité) dont chaque ligne correspond à un gène et chaque colonne représente un 
échantillon donné. 
Les techniques de classification peuvent être utilisées pour l’analyse de différents 
types de biopuces: transcriptomiques, taxonomiques ou fonctionnelles. Elles permettent 
d’évaluer des variations d’expression des gènes chez un organisme donné ou de comparer 
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des échantillons biologiques complexes en écologie microbienne (biopuces taxonomiques 
et fonctionnelles). 
Il existe principalement deux types d’approches de classification: les approches 
supervisées et les approches non supervisées. 
3.2.2.1. Classification non supervisée 
Les approches de classification non supervisée sont des techniques de regroupement 
(clustering) qui séparent les données observées en groupes distincts sans aucune 
connaissance préalable des classes existantes. Plusieurs méthodes de classification non 
supervisée ont été utilisées pour l’analyse des données issues des biopuces. Nous exposons 
ci-dessous quelques-unes des plus connues. 
a. Classification hiérarchique 
La classification hiérarchique (Eisen et al., 1998; Spellman et al., 1998) est 
actuellement la technique la plus utilisée pour l’étude des profils d’expression des gènes. 
Elle consiste à calculer une matrice de similarité entre les gènes. Un arbre est construit au 
fur et à mesure pour représenter une hiérarchie des groupes de gènes (figure 13). La liaison 
entre deux gènes proches correspond à un nœud dans cet arbre, dont les deux gènes sont 
les feuilles reliées par des branches. La méthode hiérarchique nécessite des calculs de 
distances de similarité entre les groupes formés. Ces distances peuvent être calculées en se 
basant sur l’une des nombreuses approches proposées: « Single linkage » (distance 
minimale entre les éléments des groupes), « Average linkage » (distance moyenne), 
« Complete linkage » (distance maximale), « Centroid », etc.   
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Figure 13. Exemple de représentation de classification hiérarchique d’expression de 
gènes. Les données sont représentées par une matrice de rectangles colorés dont les 
colonnes représentent les différentes expériences et les lignes les différents gènes. Les 
valeurs numériques des ratios d’expression sont représentées sur une échelle de couleurs 
(rouge: surexprimé et vert: sous-exprimé). A gauche, l’arbre représente l’historique de 
regroupement des gènes. 
L’un des principaux inconvénients de la classification hiérarchique est sa difficulté à 
traiter de grands jeux de données qui la rend donc coûteuse en ressources mémoires. De 
plus, le résultat de la classification peut dans certains cas être difficile à interpréter. 
La classification hiérarchique a été largement utilisée pour l’analyse des données de 
biopuces (Moller et al., 2008; Savage et al., 2009; Claesson et al., 2009; Grossi et al., 2010; 
Mackay et al., 2011; Rajan et al., 2013). 
b. Regroupement en nuées dynamiques 
Le regroupement en nuées dynamiques ou « k-means clustering » consiste à calculer 
pour chaque groupe un point central (sa moyenne), et d’attribuer chaque gène au cluster le 
plus proche. La distance entre un gène et un cluster est définie comme étant la distance 
entre le gène et la moyenne du cluster. Les étapes du « k-means » sont les suivantes: 
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(1) Choisir arbitrairement K points qui seront définis comme les valeurs initiales des 
centres des k clusters (initialisation stochastique). 
(2) Affecter chaque gène G au cluster Ci de centre Mi tel que la distance entre G et Mi 
est minimale. 
(3) Recalculer le centre Mi de chaque cluster. 
(4) Répéter les étapes 2 et 3 si une affectation est réalisée. 
La popularité de l’algorithme k-means vient de sa simplicité, sa rapidité et sa 
capacité de traiter des jeux de données importants. Cependant, dans cette méthode, le 
nombre de groupes « k » doit être défini à l’avance. Cela nécessite un travail préalable 
pour choisir le nombre de groupes optimal, ce qui n’est pas toujours facile et possible dans 
le contexte de l’analyse des résultats de biopuces à ADN. Les résultats finaux sont 
fortement dépendants de ce choix du nombre de clusters. Toutefois, l’utilisateur peut 
essayer différents nombres de cluster afin de définir celui qui correspond le mieux aux 
données. 
L’algorithme k-means a été utilisé dans plusieurs études pour l’analyse des données 
issues des expériences d’hybridation de biopuces à ADN (Cao et al., 2008; Tothill et al, 
2008; Heintzman et al., 2009).  
c. Cartes de Kohonen 
Un des modèles de réseau de neurones les plus populaires mais également les plus 
utilisés en analyse de données d’expression de gènes est le SOM « Self Organizing Maps » 
souvent appelé cartes de Kohonen (Kohonen, 1982; Kohonen, 2001). Le SOM est un 
réseau non supervisé d’apprentissage pour le regroupement et la visualisation des données 
de grande dimension. Le principe de base du SOM est proche de celui de la méthode k-
means mais diffère au niveau de la réactualisation des positions des centres de classes. 
L’idée est d’introduire un espace de représentation de dimension réduite (une ou deux 
dimensions), représentant les relations de voisinage entre classes.  
L’utilisation des cartes de Kohonen, bien qu’étant une approche non supervisée, 
exige la prédéfinition de certains paramètres pour son initialisation tels que la structure 
topologique de la carte et le nombre de nœuds (ou neurones). 
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Cette méthode a été par exemple utilisée pour l’analyse et la visualisation des profils 
d’expression de gènes de levure (Törönen et al., 1999) et humains (Herrero et al., 2001, 
Hsu et al., 2003, Bédrine-Ferran et al., 2004). 
L’avantage de cette technique est sa capacité à préserver les relations topologiques 
entre l’espace d’entrée et l’espace de sortie. En effet, contrairement à la classification 
hiérarchique et à l’algorithme k-means, la position des groupes sur la carte reflète le niveau 
de similarité entre les données. Ainsi, la carte montre une certaine organisation et il est 
possible d’évaluer la structuration des données analysées par la simple observation de la 
carte. Les algorithmes SOM sont, de plus, peu sensibles aux données manquantes (Cottrell 
and Letrémy, 2005). 
Cependant, la complexité de la phase d’initialisation de ces algorithmes, en raison du 
besoin de prédéterminer la structure et la taille de la carte, représente une limitation 
significative de l’approche SOM. En effet, le choix des meilleures valeurs pour ces 
paramètres n’est pas simple. Souvent, à la fin de l’analyse, on constate qu’une carte 
différente aurait été plus appropriée. De ce fait les valeurs sont généralement définies après 
plusieurs simulations successives sur des cartes de différentes tailles.  
3.2.2.2. Classification supervisée 
Les approches de classification supervisée comprennent une phase d’apprentissage 
permettant d’établir des règles de classification à partir d’un jeu de données dont la 
classification est connue. Ces règles sont ensuite généralisées et utilisées pour prédire la 
classification de nouvelles données ne faisant pas partie du jeu de données initial. 
Comme pour les approches non supervisées, plusieurs techniques de classification 
supervisées existent. Seules deux des approches les plus connues et actuellement les plus 
utilisées seront présentées. 
a. « Support Vector Machines » 
Les techniques des « Support Vector Machines » (SVM) ou machine à vecteur de 
support (Vapnik, 1998) se basent sur la séparation des données d’un ensemble de tests par 
un hyperplan maximisant la distance aux points de test. Si aucune séparation par un tel 
hyperplan n’est possible, une coopération entre SVM et une technique de noyaux pour une 
séparation non linéaire est possible. Les données dont on ne connaît pas l’étiquetage sont 
ensuite classées par rapport à l’hyperplan séparateur (avec un intervalle de confiance 
dépendant par exemple de la distance à l’hyperplan).  
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Les techniques SVM ont été largement utilisées pour classer les données de biopuces 
(Mukherjee, 1999; Furey et al., 2000; Guyon et al., 2002; Valentini, 2002; Lee and Lee, 
2003; Mukherjee, 2003; Huang and Chang, 2007; Mukhopadhyay, 2009; Debnath and 
Kurita, 2010; Nanni and Lumini, 2011). Par exemple, Brown et al. (1997) ont utilisé les 
SVM sur des données d’expression de gènes de la levure Saccharomyces cerevisiae et ont 
comparé ces techniques avec d’autres méthodes supervisées. Pavlidis et al. (2002) ont de 
leur côté appliqué les SVM sur des données hétérogènes: données d’expression et profil 
génétique de chaque gène. 
b. « K Nearest Neighbor » 
La technique des k plus proches voisins ou KNN (« K Nearest Neighbor ») est une 
méthode de classification intuitive et très simple qui consiste à classer les nouvelles 
données non étiquetées (non classées) sur la base de leur similarité avec les données de la 
base d’apprentissage (figure 14). En effet, pour un élément X non étiqueté, on choisit la 
classe qui a le plus grand nombre d’éléments, parmi les k éléments étiquetés (appartenant à 
la base d’apprentissage), proches (plus similaires) de X. 
 
 
Figure 14. Exemple d’utilisation de l’algorithme des k plus proches voisins: dans cet 
exemple, on a 3 classes. On utilise la distance euclidienne et on considère un nombre de 
voisins k = 5. Parmi les 5 plus proches voisins du nouvel élément x, 4 appartiennent à la 
classe C1 et 1 à C2. L’élément x est donc affecté à la classe la plus représentée C1. 
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Trois paramètres sont à nécessaires pour appliquer l’algorithme KNN: le nombre des 
plus proches voisins recherchés (k), le seuil de décision (marge d’erreur) et la métrique de 
distance utilisée. 
La méthode KNN a été largement utilisée pour classer des données de biopuces (Lu 
et al., 2005; Miller et al., 2005; Hahn et al., 2008; Hoshida et al., 2008; Rosenfeld et al., 
2008). 
Cette technique est très simple mais elle est sensible aux valeurs aberrantes. Les 
résultats peuvent également être différents en fonction de la valeur de k choisie. 
3.2.3. Analyse en composante principale 
Le but d’une Analyse en Composantes Principales ACP (Dunteman, 1989) est de 
résumer et de hiérarchiser l’information contenue dans la matrice des niveaux d’expression 
des gènes. Il s’agit d’un changement de coordonnées dans l’espace permettant de 
représenter plus synthétiquement les variations des données, sans les dénaturer. 
L’analyse en composante principale consiste en les étapes suivantes:  
(1) Centrer et réduire les données afin de les standardiser. 
(2) Créer la matrice de corrélation entre les variables: matrice carrée symétrique d’ordre 
p (p est le nombre de colonnes de la matrice qui correspond au nombre 
d’échantillons hybridés). 
(3) Trouver les vecteurs propres de la matrice de corrélation ainsi que leur valeur propre 
associée. 
(4) Calculer les coordonnées des gènes et des échantillons sur les vecteurs propres pour 
la représentation graphique. Les gènes sont projetés sur les axes propres principaux 
donnant accès à une représentation 2D ou 3D des variations des données initiales. 
L’ACP a été largement appliquée à l’analyse des résultats de biopuces (D’Haeseleer 
et al., 2000; Raychaudhuri et al., 2000; Crescenzi and Giuliani, 2001; Yeung and Ruzzo, 
2001). 
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3.2.4. Autres méthodes 
De nombreuses autres approches issues d’autres disciplines scientifiques ont été 
utilisées pour analyser les données issues des biopuces à ADN. Parmi elles, on peut citer 
les méthodes basées sur la logique floue (Woolf and Wang, 2000; Azuaje, 2001) ou la 
théorie des graphes (Ben-Dor et al., 1999; Hartuv et al., 1999; Xing and Karp, 2001). On 
peut aussi trouver d’autres méthodes issues des domaines de l’intelligence artificielle et des 
bases de données (Lemkin et al., 2000; Hanczar et al., 2003, 2007; Gutkin et al., 2009), de 
la théorie de l’information (Fuhrman et al., 2000), etc. 
3.3. Logiciels d’analyse des données de biopuces 
La diversité des types et applications des biopuces à ADN, ainsi que leur grande 
popularité ont conduit au développement d’un nombre important d’outils informatiques 
pour aider à bien analyser et interpréter les données issues des hybridations de biopuces. 
Les outils les plus populaires sont décrits dans (Dudoit et al., 2003; Mehta and Rani, 2011; 
Koschmieder et al., 2012). En raison du grand nombre de logiciels d’analyse de biopuces 
existants, nous présentons ci-dessous seulement certains d’entre eux parmi les plus connus. 
3.3.1. TM4 
TM4 (Saeed et al., 2006) est un ensemble complet de programmes Java autonomes 
pour l’étude d’expression des gènes. Tous ces programmes, ainsi que leurs codes sources, 
sont publiquement et librement disponibles à partir du site web http://www.tm4.org/. TM4 
permet de collecter, gérer et analyser les données issues des expériences de biopuces à 
ADN. Il comprend quatre applications principales: MADAM « MicroArray Data Manager 
» pour sauvegarder des données de biopuces deux couleurs dans une base de données 
relationnelle, « Spotfinder » pour analyser les images de biopuces et générer les données 
numériques, MIDAS « Microarray Data Analysis System » pour filtrer et normaliser les 
données numériques fournies par Spotfinder et pour les préparer à l’analyse et 
l’interprétation et MeV « Multiexperiment Viewer » pour visualiser et d’analyser les 
données dans TM4. Cette dernière application permet ainsi de réaliser différents types 
d’analyses telles que la classification, le clustering ou des tests statistiques avec une 
interface graphique assurant la navigation entre les différents résultats obtenus. 
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3.3.2. SAM « Significance Analysis of Microarrays » 
SAM est un package R et une macro Excel distribués par l’Université de Stanford. 
C’est un outil statistique qui permet de vérifier si des différences d’expression de gènes 
sont statistiquement significatives. Le logiciel SAM est basé sur la méthode SAM 
présentée dans (Tusher et al., 2001). Cette méthode permet de trouver les gènes 
différentiellement exprimés entre différentes expérimentations en se basant sur un t-test 
modifié et des permutations aléatoires des données d’expression. Un score est attribué à 
chaque gène sur la base du changement de son niveau d’expression par rapport à l’écart 
type des mesures répétées de ce gène. Les différences d’expression des gènes ayant des 
scores supérieurs à un seuil donné sont considérées comme potentiellement significatives. 
SAM calcule aussi un taux de faux positifs FDR (« False Discovery Rate »).  
L’outil SAM peut être gratuitement téléchargé sur http://www-
stat.stanford.edu/~tibs/SAM/ pour les utilisateurs académiques et non-académiques après 
une étape obligatoire d’enregistrement. La dernière version actuellement disponible est 
SAM4.01 (release décembre 2013). Cet outil supporte plusieurs formats d’analyse: 
« Quantitative », « One class », « Two class », « Paired », « Multiclass », « Survival data », 
« Time course », et « Pattern discovery » (Chu et al., http://www-
stat.stanford.edu/~tibs/SAM/sam.pdf). 
3.3.3. Genesis 
Genesis (Sturn et al., 2002) est un package d’outils Java pour le traitement et 
l’analyse de grands ensembles de données issues des biopuces à ADN. Il contient plusieurs 
modules pour la transformation, la normalisation et la représentation graphique des 
données de biopuces. Il propose également différentes méthodes pour la classification des 
données d’expression des gènes: classification hiérarchique, k-means, SOM (« self 
organizing maps »), analyse en composantes principales et machine à vecteur de support 
SVM.  
La dernière version de ce logiciel est Genesis 1.7.6 (release septembre 2010). 
Genesis est disponible librement pour toute utilisation non commerciale (académique ou 
gouvernementale). Il peut être gratuitement téléchargé sur 
http://genome.tugraz.at/genesisclient/genesisclient_download.shtml. Une application web 
pour l’analyse des résultats de biopuces à grande échelle, basée sur les outils de Genesis, 
est également disponible sur https://carmaweb.genome.tugraz.at/genesis/.  
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3.3.4. Chipster 
Chipster (Kallio et al., 2011) est un logiciel gratuit et open source d’analyse de 
données à haut débit contenant une collection de 280 outils d’analyse pour les données de 
séquençage NGS et des biopuces à ADN de type Affymetrix (GeneChips, ExonChips and 
SNP), Illumina et Agilent. Chipster est développé en Java, il est compatible avec 
Windows, Linux et Mac OS. Il est basé sur une architecture client-serveur (figure 15). Les 
données sont importées et visualisées du côté client, alors que les calculs et traitements 




Figure 15. Interface client de Chipster (Source: Kallio et al., 2011). 
Chipster propose une grande variété de techniques pour la normalisation et la 
correction du bruit de fond (RMA, GCRMA, loess, quantile, VSN, mas5, normexp, etc.), le 
contrôle de qualité (RLE plot, NUSE plot, MA plot, density plot, etc.), l’analyse 
différentielle (t-test, SAM, ANOVA, F-test, Fold change, etc.), le clustering (K-means, 
classification hiérarchique, SOM Self-organizing map) et d’autres applications pour 
l’analyse des données de biopuces. Chipster offre également la possibilité d’importer ou 
d’exporter des données à partir des bases de données publiques comme « GEO » 
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et « ArrayExpress ». Il est possible d’ajouter de nouveaux outils dans Chipster. Le principe 
est simple: écrire une courte description des entrées, sorties et paramètres de l’outil à l’aide 
d’un outil de notation. Ensuite, copier cette description ainsi que le code source de l’outil 
dans un répertoire spécifique du service de calcul, ou bien ajouter simplement une 
référence au fichier binaire de l’outil dans le fichier de configuration Chipster s’il s’agit 
d’un outil en ligne de commande. 
3.3.5. PhyloTrac 
PhyloTrac (Schatz et al., 2010) est un outil informatique spécifique à l’analyse 
phylogénétique et la visualisation des données de biopuces PhyloChip. PhyloTrac est 
disponible gratuitement pour l’utilisation académique, et fonctionne sur Windows, Linux et 
Mac OS. Il peut être téléchargé sur http://www.phylotrac.org/Download.html. PhyloTrac 
permet une analyse des échantillons environnementaux des biopuces PhyloChip à travers 
une variété de modèles de visualisations intégrés (affichage des intensités de sondes, arbre 
phylogénétique, graphe « heatmap », graphe de coordonnées parallèles, feuilles de calcul 
textuelles, etc.), ainsi que la quantification des groupes taxonomiques OTUs (« Operational 
Taxonomic Units »), la normalisation des intensités de sondes et le clustering 
(classification hiérarchique). Utilisé avec une PhyloChip, PhyloTrac permet l’identification 
et l’analyse des communautés procaryotes dans des échantillons environnementaux 
complexes. 
L’analyse PhyloTrac prend comme entrée un fichier de format CEL (« Affymetrix 
probe results file ») contenant les résultats d’hybridation de la PhyloChip. Il réalise d’abord 
la normalisation des données en utilisant les méthodes décrites dans (DeSantis et al., 2007). 
PhyloTrac soustraire le bruit de fond des données et les normaliser en fonction des valeurs 
de bruit de fond et des intensités des sondes de synthèse. Ensuite, les intensités 
d’hybridation de chaque sonde PM (« perfect-match ») sont comparées à celles de la sonde 
MM (« mismatch probe ») correspondante (sonde générant un mésappariement en position 
centrale avec la séquence ciblée) pour estimer les hybridations spécifiques. Un OTU est 
considéré comme présent dans l’échantillon lorsque la fraction positive (PF) des sondes qui 
le ciblent est supérieure à un seuil donné par l’utilisateur (le seuil par défaut est égal à 
95%). Un score d’hybridation est aussi calculé pour chaque OTU présent. Ce score 
correspond à l’intensité moyenne de ses sondes PM. Ces résultats seront ensuite enregistrés 
et utilisés pour réaliser les représentations graphiques et le clustering hiérarchique (figure 
16). 




Figure 16. Interface graphique de PhyloTrac  
(Source: www.phylotrac.org/Getting_Started.html, mars 2014). 
4. Conclusion 
Dans ce chapitre, nous nous sommes intéressés aux problèmes de développement et 
d’analyse des biopuces à ADN en écologie microbienne. En effet, de nombreuses 
approches pour la sélection de sondes oligonucléotidiques ont été proposées pour les 
différentes applications de biopuces. Ces approches sélectionnent souvent des sondes 
ciblant seulement des séquences connues et déjà répertoriées dans les bases de données 
internationales. Cependant, il est largement admis que la grande majorité des séquences 
des microorganismes habitants notre planète n’a pas encore été découverte. De ce fait, les 
biopuces utilisant des sondes exploratoires c’est-à-dire ciblant des organismes connus et 
encore inconnus représentent une piste prometteuse à développer. Mais l’élaboration de 
telles sondes est une tâche loin d’être facile. En effet, un outil de détermination de sondes 
exploratoires doit permettre d’utiliser l’énorme masse de données de séquences présentes 
dans les bases de données publiques et sélectionner des dizaines de milliers de sondes à la 
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fois. De plus, l’utilisation d’un tel nombre de sondes génère une quantité considérable de 
résultats à traiter.  
Pour l’étape de normalisation des données de biopuces, plusieurs techniques sont 
adaptées et peuvent être utilisées pour la plupart des applications et types de biopuces. 
Cependant, ces techniques sont souvent basées sur une hypothèse de stabilité des intensités 
d’hybridation de la majorité des séquences ciblées entre les différents échantillons 
hybridés. Une hypothèse qui reste généralement peu vérifiable ou irréaliste pour de 
nombreuses expériences. 
En ce qui concerne l’interprétation et l’analyse des données de biopuces après 
normalisation, les outils développés sont souvent spécifiques à certaines applications 
(biopuces transcriptomiques) et types de biopuces (surtout aux biopuces Affymetrix). 
Cependant, les méthodes de classification développées pour évaluer des variations 
d’expression des gènes chez un seul organisme sont utilisables pour comparer des 
échantillons biologiques complexes en écologie microbienne (analyse des biopuces 
taxonomiques et fonctionnelles). De plus, comme la plupart des premiers logiciels 
n’étaient pas adaptés à l’exploitation des résultats beaucoup plus complexes produits par 
les biopuces utilisées en écologie microbienne, des outils d’analyse phylogénétique dédiés 
tels que PhyloTrac (Schatz et al., 2010) pour les biopuces PhyloChip ont été développé. 
La complexité des outils de développement et d’analyse des biopuces est en 
constante augmentation et de ce fait les besoins en temps de calcul dépassent largement la 
capacité d’un simple ordinateur. Nous nous intéressons donc par la suite aux outils du 
calcul intensif ainsi qu’aux meilleurs approches logicielles pour réaliser les outils 
nécessaire à la conception, la gestion et l’analyse des biopuces. 




Chapitre 3: Etat de l’art: 
Architectures de calcul intensif et 
concepts d’ingénierie dirigée par les 
modèles 
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1. Introduction 
Les techniques et architectures de calcul intensif, disponibles de nos jours, offrent 
des capacités de calcul et de sauvegarde de données très importantes pouvant réduire le 
temps de calcul et la complexité du problème de conception et d’analyse des biopuces à 
ADN. En outre, l’exploitation des architectures de calcul intensif peut être combinée avec 
l’utilisation des nouvelles approches du génie logiciel inspirées de la modélisation, 
notamment l’ingénierie dirigée par les modèles (IDM), afin d’améliorer l’efficacité des 
approches de sélection de sondes exploratoires. 
Dans ce chapitre, nous exposerons les principes du calcul intensif et ses principales 
architectures actuellement disponibles. Ensuite, la deuxième partie de ce chapitre décrira 
les concepts de l’ingénierie dirigée par les modèles. 
2. Le calcul intensif 
Avec l’augmentation continue de la quantité de données produite dans le domaine de 
la biologie et disponible dans les banques de données de séquences, les algorithmes 
bioinformatiques appliquées à ces données deviennent de plus en plus complexes et leurs 
temps de calcul peuvent rapidement dépasser la capacité d’une seule machine (Zomaya, 
2006). L’intérêt de l’utilisation du calcul intensif pour la bioinformatique est d’améliorer 
les performances des applications et les rendre capables de s’exécuter en un temps 
raisonnable. L’objectif est de gagner en efficacité et en précision, mais aussi de faire face à 
l’augmentation exponentielle des données à traiter. Dans le cadre de la détermination de 
sondes pour les biopuces à ADN, la recherche de sondes spécifiques et exploratoires 
nécessite de faire appel à des programmes de comparaison de séquences pour tester un 
grand nombre de sondes contre une large base de données de séquences. Les applications 
de détermination de sondes nécessitent donc des ressources de calculs croissantes (Zhu et 
al., 2006; Simmler et al., 2003). Les architectures de calcul intensif représentent un outil de 
choix pour répondre à ces besoins, surtout que la capacité et la disponibilité des ressources 
du calcul intensif sont actuellement en croissance continue. En effet, depuis une 
quinzaine d’années, le marché du calcul haute performance (HPC) enregistre une 
croissance importante d’environ 7% en moyenne annuellement, et ce malgré les crises. Ce 
marché a atteint un total de plus de 11 milliards de dollars dans le monde en 2012 et 
500 millions d’euros en France. Les leaders du domaine qui détiennent à eux seuls 74% de 
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ce marché en 2012 sont IBM, HP et Dell. Le dynamisme et la croissance du marché de 
calcul intensif vient de la continuité de la demande d’équipement dans le secteur public qui 
représente actuellement 70% du marché. Les investissements se justifient par l’apport 
considérable du calcul intensif sur la science (augmentation des performances et réduction 
des durées de traitement) et sur l’économie (création d’emplois). Ainsi, les ressources de 
calcul des laboratoires de recherches et des centres de calcul académiques, dans les pays 
leaders dans ce domaine en termes d’investissements, ne cessent de croître. En France, 
l’importance du calcul intensif, a poussé le ministère de la recherche à créer, en 2006, la 
société civile GENCI1 pour la gestion des moyens de calcul pour la recherche. GENCI est 
détenue à 49% par l’Etat, 20 % par le CEA, 20 % par le CNRS, 10% par les universités et 
1% par l’Inria. Elle a comme objectif de placer la France au meilleur niveau européen et 
international dans le domaine du calcul intensif. Un budget de 35 M€ a été alloué à GENCI 
en 2012. En parallèle, le ministère a créé, dans la même année 2007, le « Comité 
Stratégique pour le Calcul Intensif » (CSCI) chargé de suivre les activités nationales et 
européennes dans le domaine du calcul intensif et de formuler des propositions sur 
l’organisation, le renouvellement et l’utilisation des ressources de calcul intensif. 
Cependant, le secteur public n’est pas le seul à investir en HPC. Le secteur privé a 
aussi sa part du marché. En effet, les entreprises, dans plusieurs domaines (transport, 
énergie, pharmacie, finance, etc.), participent de plus en plus à l’émergence du HPC en se 
dirigeant vers l’utilisation du calcul intensif comme outil indispensable pour l’innovation, 
le développement et la compétitivité. Un outil qui permet de réduire les durées et les coûts 
des développements et de gagner en qualité et en précision. Comme exemples d’entreprises 
qui investissent de plus en plus en HPC, on peut citer Boeing, Airbus, et « Total » qui vient 
d’acquérir, en 2012, un supercalculateur de plus de 110.000 cœurs de calcul. La 
pénétration du HPC reste néanmoins faible dans l’industrie française, en particulier pour 
les PME, selon le rapport final du « Comité Stratégique du Calcul Intensif » publié en juin 
2013. 
L’émergence des ressources de calcul intensif, reste fortement encouragée par 
l’importante réduction de leurs coûts d’acquisition qui rend cette technologie de plus en 
plus abordable. De plus, la capacité d’usage et d’exploitation ne cesse de croître, surtout 
avec les nouvelles compétences humaines qui ont profité des formations universitaires de 
                                                 
1 http://www.genci.fr 
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plus en plus répandues en calcul intensif, que ce soit au niveau ingénieur, master ou 
doctorat (pour la France, le site http://calcul.cnrs.fr/ onglet formations recense les 
formations disponibles). Le nombre de ces formations reste cependant insuffisant en 
France selon le rapport final CSCI 2013 qui a recommandé la création de plus de 
formations de master et de projets de doctorat conjoints entre universités et composantes 
de calcul. 
Avec l’émergence des ressources de calcul intensif et la formation de nouvelles 
compétences humaines capables de gérer la complexité de l’utilisation d’architectures de 
calcul haute performance en évolution continue, il reste une question importante à poser 
avant l’acquisition de nouvelles ressources ou le développement de nouvelles applications: 
quelle architecture ou outil de calcul intensif utiliser en fonction de ses besoins applicatifs? 
2.1. Classification de Flynn 
Plusieurs approches de classification des architectures d’ordinateurs ont été 
proposées (la classification de Flynn (1966), de Kuck (1978), de Treleaven (1982), de 
Hwang and Briggs (1984), de Skillicorn (1988), de Hockney and Jesshope (1988), de Bell 
(1992), etc.). La plupart de ces classifications représente une modification ou une 
extension de la classification de Flynn qui est l’approche la plus ancienne et la plus 
connue. C’est une approche proposée par l’américain « Michael J. Flynn » dans les années 
60 (Flynn, 1966). Elle classe les différentes architectures en se basant sur deux flux: le flux 
d’instructions et le flux de données. Ces flux peuvent être simples ou multiples, et leurs 
combinaisons forment ainsi 4 catégories de machines (Flynn, 1972): 
 SISD (« Single Instruction Single Data Stream »): un seul flux d’instructions est 
exécuté sur un seul flux de données. C’est le cas des anciennes machines 
monoprocesseur (séquentielles) qui ne peuvent offrir aucun type de parallélisme, ni 
au niveau des instructions ni au niveau des données. Cela correspond à la machine 
de Von-Neumann (figure 17) et aux anciens microprocesseurs datant d’un peu plus 
d’une dizaine d’années. 
 SIMD (« Single Instruction Multiple Data Stream »): c’est une machine qui 
introduit le parallélisme au niveau des données: on parle en général de parallélisme 
de données. Pour un système de type SIMD, le même flux d’instructions est 
Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
97 
appliqué à différents ensembles de données. C’est le cas des processeurs vectoriels 
ou des processeurs graphiques. 
 MISD (« Multiple Instruction Single Data Stream »): c’est un système dans 
lequel différents flux d’instructions sont appliqués à un seul flux de données. Dans 
la pratique, ce type d’architecture n’est pas utilisé sauf dans les systèmes de 
tolérance aux pannes. 
 MIMD (« Multiple Instruction Multiple Data Stream »): c’est un ordinateur qui 
est composé de plusieurs instructions indépendantes s’exécutant simultanément sur 
plusieurs données indépendantes. C’est le cas des architectures distribuées comme 
les SMP (« Symmetric MultiProcessors »). 
 
 
Figure 17. Machine de Von-Neumann. Source Wikipedia traduction de l’anglais. 
2.2. Classification par type de mémoire pour les systèmes 
MIMD 
Trois classes de machines peuvent être identifiées en fonction de la gestion de la 
mémoire pour les systèmes MIMD: 
 Machines à mémoire partagée (« Shared Memory » SM): c’est une machine 
dont la mémoire peut être accédée simultanément par plusieurs processus. Il s’agit 
d’une zone de la mémoire vive (RAM pour « Random Access Memory ») partagée 
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par tous les processeurs. On distingue trois types de mémoire partagée: UMA 
(« Uniform Memory Access »), NUMA (« Non Uniform Memory Access ») et 
COMA (« Cache Only Memory Access »). 
 Machine à mémoire distribuée (« Distributed Memory » DM): c’est une 
machine dont chaque processeur possède sa propre mémoire à laquelle il peut 
accéder pour exécuter son propre flux d’instructions. Chaque processeur est donc 
indépendant et constitue avec sa propre mémoire un nœud. Un réseau dédié relie les 
différents nœuds. L’accès à une donnée située sur un autre nœud doit se faire par un 
mécanisme d’échange de messages. 
 Machine à mémoire virtuelle partagée (« Virtual Shared Memory » VSM): 
c’est une machine dont la mémoire est physiquement distribuée mais chaque 
processeur peut accéder aux mémoires spécifiques des autres processeurs. 
La figure 18 résume les différentes architectures possibles en fonction de la 
classification de Flynn et par type de mémoire. 
 
 
Figure 18. Classification des architectures des machines.  
Les acronymes sont donnés dans les paragraphes 4.1 et 4.2. 
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2.3. Supercalculateurs 
Les supercalculateurs sont des systèmes très puissants conçus pour réaliser une très 
haute performance en termes de puissance de calcul, par rapport aux autres ordinateurs 
d’une époque donnée. Ils sont dédiés à l’exécution de tâches très complexes de calcul 
intensif telles que les modélisations météorologiques, les simulations physiques, les 
modélisations moléculaires, etc. 
Face aux besoins toujours croissants des utilisateurs, plusieurs architectures ont été 
développées depuis l’apparition des premiers supercalculateurs avec l’IBM 7030, aussi 
appelé Stretch, en 1961. L’IBM 7030 est le premier ordinateur avec un processeur doté 
d’une architecture pipeline. Le pipeline est une technique permettant d’exécuter plusieurs 
instructions en même temps sur un processeur. Avec un pipeline, le processeur peut 
commencer une nouvelle instruction avant que l’exécution de la précédente ne soit 
terminée. Ainsi, plusieurs instructions se trouvent simultanément en cours d’exécution sur 
le processeur. Afin de mettre en œuvre un pipeline, l’exécution des instructions est 
découpée en plusieurs étapes (sous parties élémentaires). Chaque étape est effectuée dans 
un étage du pipeline. Par exemple, un processeur avec un pipeline RISC classique 
(« Classic RISC pipeline »), est composé de 5 étages: 
(1) IF (« Instruction Fecth »): chargement de l’instruction à exécuter, 
(2) ID (« Instruction Decode »): décodage de l’instruction et adressage des registres, 
(3) EX (« Execute »): exécution de l’instruction, 
(4) MEM (« Memory »): accès mémoire, 
(5) WB (« Write Back »): écriture du résultat dans un registre. 
Un processeur superscalaire dispose de plusieurs pipelines en parallèle afin 
d’exécuter plusieurs instructions simultanément parmi une suite d’instructions. Le premier 
supercalculateur équipé d’un processeur superscalaire était le CDC 6600 (1964), de la 
société « Control Data Corporation CDC ». Il est 3 fois plus rapide que l’IBM 7030 et a été 
l’ordinateur le plus puissant entre 1964 et 1969, date d’apparition de son successeur le 
CDC 7600.  
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À partir des années 1970, Seymour Cray, qui était le principal concepteur des 
supercalculateurs chez Control Data, quitte son entreprise pour créer sa propre société en 
préconisant l’utilisation d’architectures vectorielles. Cette approche de parallélisation 
permet d’exécuter une même instruction sur plusieurs fragments de données simultanément 
afin d’améliorer les performances des supercalculateurs. Les premiers supercalculateurs 
vectoriels ont été conçus par « Texas Instruments TI» (le ASC « Advanced Scientific 
Computer » entre 1966 et 1973), par Control Data (le CDC STAR-100 en 1974) et le plus 
célèbre a été conçu par « Cray Research Inc » (le Cray-1 en 1976). Ce dernier Cray-1 
possédait une puissance de calcul de 138 MégaFLOPS2. Très connu dans l’histoire des 
supercalculateurs, ce type d’architecture était la plus aboutie et constituait la référence de 
l’époque. En 1982 le Cray X-MP est le premier supercalculateur parallèle à 
multiprocesseur vectoriel inventé par « Steve Chen ». Le Cray X-MP qui a succédé au 
Cray-1, possédait alors une performance de 800 MégaFlops. Il a été ensuite suivi, en 1985, 
par Cray-2, toujours développé par Seymour Cray. Le Cray-2, composé de 2 à 4 
processeurs, fut le premier supercalculateur à dépasser le GigaFLOPS avec une puissance 
pouvant atteindre 1,9 GigaFLOPS. Cray Research a ensuite introduit le Cray Y-MP en 
1988. C’est une machine équipée de plusieurs processeurs (2, 4 ou 8) avec une 
performance de 333 MégaFLOPS par processeur et une performance totale record de 2,3 
GigaFLOPS.    
 D’autres moyens pour paralléliser des calculs ont été mis en place et les 
supercalculateurs se sont rapidement dotés systématiquement de plusieurs processeurs 
travaillant en parallèle (Hoffman and Traub, 1989). Depuis, la puissance de calcul des 
supercalculateurs ne cesse de croître. Deux fois par an, depuis juin 1993, une liste des 
500 meilleurs supercalculateurs les plus puissants du monde est publiée sur le site 
http://www.top500.org. Cette liste est considérée comme un classement de référence pour 
les supercalculateurs. Elle est établie en fonction de la puissance des machines sur la base 
du test de performance Linpack3, ce test se trouve maintenant remis en cause pour les 
architectures et les besoins modernes en calcul. Dans la dernière liste, datant du mois de 
                                                 
2 FLOPS: nombre d’opérations à virgule flottante par seconde (en anglais "FLoating point 
Operations Per Second"). C’est une unité de mesure de la vitesse d’un système 
informatique. 
3 Linpack est un benchmark datant de la fin des années 70 et permettant de mesurer les 
capacités de calcul en virgule ﬂottante via la résolution d’un système d’équations linéaires. 
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novembre 2013, la machine chinoise « Tianhé-2 » occupe la première place loin devant 
« Titan » la plus grosse machine américaine. « Tianhé-2 » a été développée par 
l’Université des technologies de la défense nationale de Chine, elle possède une 
performance de plus de 33,86 PétaFLOPS soit 2 fois mieux que « Titan » qui atteint une 
performance de 17,59 PétaFLOPS. « Tianhé-2 » est dotée de 16 000 nœuds, chacun 
possédant deux processeurs « Intel Xeon IvyBridge » et trois processeurs « Xeon Phi » 
pour un total de 3 120 000 cœurs de calcul. En revanche, la consommation électrique de 
« Tianhé-2 » est énorme avec 17,808 MégaWatt, soit environ 1,9 GigaFLOPS/watt. 
L’efficacité énergétique de « Tianhé-2 » est à peu près équivalente à celle de « Titan » qui 
consomme 8,209 MégaWatt, soit environ 2,1 GigaFLOPS/watt, et ce malgré la différence 
de densité et des technologies d’accélération utilisées. 
En ce qui concerne la France, le nouveau supercalculateur « Pangea » de l’entreprise 
pétrolière « Total » est actuellement le système français le mieux classé. « Pangea » occupe 
la 14ème position du Top500 mais représente actuellement le plus puissant 
supercalculateur détenu par une entreprise privée au monde. C’est un supercalculateur 
conçu par SGI («Silicon Graphics International Corp ») et doté de 110 400 cœurs de calcul 
pour une performance d’environ 2,1 PétaFLOPS. 
Depuis sa création, le Top500 classe les supercalculateurs en se basant sur un 
benchmark unique qui est nommé Linpack. Cependant, comme nous l’annoncions ci-
dessus, ce benchmark compte depuis des années plusieurs détracteurs et subit de plus en 
plus de critiques. En effet, le test Linpack ne correspond plus aux modèles de calcul 
utilisés par les applications modernes régies par des équations différentielles. Il n’est plus 
corrélé aux usages réels des supercalculateurs actuels qui traitent des applications HPC 
complexes avec un accès aux données selon des modèles irréguliers et ayant tendance à 
avoir des besoins en efficacité énergétique, en bande passante et en réseaux 
d’interconnexion à très faible latence aussi importants que la puissance de traitement brute. 
Ainsi, le Top500 est actuellement considéré par ses détracteurs comme étant un classement 
déconnecté de la réalité et loin des besoins réels des utilisateurs auxquels il est destiné. Il 
reste cependant un enjeu politique pour les institutions publics ou privés qui financent ou 
gèrent les projets (ou les budgets) des supercalculateurs dont certains sont aujourd’hui 
conçus pour gagner le concours du Top500 et non pas pour réaliser de meilleures 
performances. Ce débat sur l’utilité de Linpack a poussé J. Dongarra, chercheur à 
l’université du Tennessee (USA) et auteur de Linpack, à développer une nouvelle suite de 
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tests nommée HPCG (« High Performance Conjuguate Gradient ») et qui devrait d’abord 
figurer comme benchmark supplémentaire lors des prochaines versions du Top500, aux 
côtés de Linpack qui sera remplacé progressivement (Dongarra and Heroux, 2013). HPCG 
permettra de mieux prendre en considération les modèles de calcul et d’accès aux données 
couramment trouvés dans les applications modernes, afin de mieux mettre en évidence les 
différences de performance entre les supercalculateurs actuels.  
En outre, de nouveaux classements pour les supercalculateurs ont été proposés, 
comme le Green5004 (première liste publiée en novembre 2007), le Graph5005 (première 
liste publiée en novembre 2010) et le plus récent Green Graph 5006 (première liste publiée 
en juin 2013). 
Green500 est une liste des supercalculateurs du Top500 classée selon l’efficacité 
énergétique calculée en fonction de la performance par watt. L’objectif de Green500 est 
d’établir un classement des supercalculateurs les plus éconergétiques au monde. En effet, 
pendant des décennies, la notion de performance des supercalculateurs est synonyme de 
vitesse, ce qui a conduit à l’émergence des systèmes consommant des quantités extrêmes 
d’énergie électrique et produisant tellement de chaleur que des installations de 
refroidissement extravagantes doivent être construites afin d’assurer leur bon 
fonctionnement. 
Le projet Green500 a commencé en Avril 2005 après un discours prononcé par le Dr 
Wu-Chun Feng lors du workshop IEEE « High-Performance, Power-Aware Computing », 
au Colorado (USA). Il a ensuite été formellement proposé un an plus tard (Sharma et al., 
2006). La première liste Green500 a été publiée en novembre 2007. Depuis, deux mises à 
jour de la liste Green500 sont publiées annuellement. Selon la dernière version (novembre 
2013), la machine japonaise « TSUBAME-KFC » du centre « GSIC » de l’Institut de 
technologie de Tokyo occupe la tête du classement des superordinateurs les plus efficaces 
au monde en consommation d’énergie, avec 4,5 GigaFLOPS/watt. Elle devance « Wilkes » 
de l’Université de Cambridge, la machine européenne la plus efficace à 3,6 
GigaFLOPS/watt. Une deuxième machine japonaise « HA-PACS » du « Center for 
Computational Sciences » de l’université de Tsukuba complète le podium avec 3,5 
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GigaFLOPS/watt. Les deux machines « Tianhé-2 » et « Titan » qui occupent les deux 
premières places du Top500 sont respectivement classées 40ème et 35ème du Green500. 
2.4. « Symmetric MultiProcessor » 
Un multiprocesseur symétrique (SMP pour « Symmetric MultiProcessor ») est une 
machine parallèle à mémoire partagée (de type MIMD-SM). Chaque processeur d’une 
machine SMP peut exécuter une tâche indépendamment des autres processeurs mais peut 
accéder à toutes les ressources de la machine. Ces ressources ainsi que l’ensemble des 
processeurs sont gérés par un seul système d’exploitation. Cette architecture consiste à 
augmenter le nombre de processeurs d’une machine tout en utilisant une même mémoire. 
L’accès se fait par un bus système commun (figure 19) connecté aux entrées/sorties (I/O) 
du système.  
 
 
Figure 19. Architecture matérielle de base pour un SMP: exemple de machine SMP 
avec quatre processeurs (4 sockets sur une carte mère par exemple). 
L’avantage de cette architecture est sa capacité d’extension à un coût raisonnable: 
des processeurs supplémentaires peuvent être rajoutés à la machine pour augmenter sa 
puissance de calcul. Cependant, cette capacité d’extension a une limite. En effet, le nombre 
maximum de processeurs dans une machine SMP reste limité par les conflits d’accès au 
niveau du bus système et du système d’exploitation. Lorsque plusieurs processeurs sont 
ajoutés, les performances du SMP sont éventuellement limitées par la saturation du bus 
système partagé. De plus, pour une seule machine, le système d’exploitation a ses limites 
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lorsqu’on travaille sur des applications gourmandes en temps de calcul, surtout avec la 
gestion des conflits d’accès aux ressources. Cette limite a été très sensiblement franchie par 
Silicon Graphics avec des nœuds d’interconnexion propriétaires très innovants. Fin 2013, 
les limites pour des machines Silicon Graphics de type UV sont de l’ordre de 2048 cœurs 
de calcul et pour les autres machines le maximum est atteint avec 80 cœurs sur des 
processeurs Intel particuliers dédiés aux serveurs et possédants 10 cœurs de calcul. 
Pour accéder une puissance de calcul plus importante, une alternative à cette 
architecture est celle du cluster de calcul (architecture MIMD-DM). 
2.5. Ferme de calcul ou « Computing Cluster » 
Appelé aussi « grappes de serveurs » ou encore de « multi-ordinateurs », un cluster 
de calcul est un ensemble de machines indépendantes regroupées physiquement en un 
même lieu. Ces machines sont appelées nœuds, chaque nœud peut-être une machine SMP 
(ce qui est le cas aujourd’hui). La somme des puissances de calcul élémentaires de tous les 
nœuds forme la puissance du cluster pour fournir ainsi une plus grande capacité de calcul 
et de stockage distribuée. Cette capacité est techniquement très facile à étendre. Les 
différents nœuds du cluster communiquent à travers un réseau local à haut-débit pour 
garantir le transfert rapide des données. Le coût et la performance du cluster dépend 
fortement de la qualité et de la performance du réseau d’interconnexion. Lorsqu’un ou 
plusieurs nœuds tombent en panne, le cluster continue à fonctionner en utilisant les nœuds 
restants.  
Il existe deux principaux types de cluster (Trelles, 2000): 
 COW (« Cluster of Workstations »): cette architecture consiste à regrouper des 
ordinateurs hétérogènes connectés par un réseau haut-débit. 
 Beowulf: le nom Beowulf a été originalement introduit en 1994, par Thomas 
Sterling et Donald Becker de la NASA comme référence à un ordinateur parallèle 
pour le calcul scientifique qu’ils ont développé (Sterling et al., 1995). Un cluster 
Beowulf est un ensemble homogène de machines regroupées et connectées par un 
réseau local (www.beowulf.org). Il est souvent constitué de plusieurs nœuds clients 
et un seul nœud serveur (« Master ») qui contrôle tout le cluster (les grands clusters 
Beowulf peuvent avoir plus qu’un nœud « Master » et/ou d’autres nœuds pour gérer 
des tâches particulières telles que la communication avec l’extérieur). C’est 
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l’architecture la plus répondue des clusters. La figure 20 représente un exemple 
simple de cluster Beowufl contenant quatre nœuds dont un maître (« Master ») et 
trois esclaves (« Slaves »). 
  
 
Figure 20. Schéma général d’un cluster de type Beowulf. 
Les clusters ont été largement utilisés pour exécuter des applications 
bioinformatiques nécessitant un temps de calcul important. Dans le cas des biopuces, 
plusieurs outils de design de sondes s’exécutent sur un cluster, tels que PhylArray (Militon 
et al., 2007), HiSpOD (Dugat-Bony et al., 2011) et KASpOD (Parisot et al., 2012). Des 
logiciels de recherches de similarité, tels que Blast (version MPI-Blast) ou d’alignement de 
séquences tel que ClustalW (version ClustalW-MPI) (Li, 2003) ont été aussi implémentés 
sur un cluster. Cependant, avec la croissance continue des données génomiques et 
l’explosion des quantités de séquences des banques de données, les clusters ne sont pas 
toujours suffisants pour faire face à des besoins de calcul massifs.  
2.6. Grille de calcul 
L’architecture de grille de calcul est une approche distribuée qui consiste à relier et 
partager des ressources hétérogènes de calcul et/ou de stockage de plusieurs centres de 
calcul distants, pour passer d’une puissance de calcul de quelques centaines de processeurs 
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pour un cluster à une capacité de calcul et de stockage quasi illimitée dans le cadre d’une 
grille de calcul (plusieurs centaines de milliers de cœurs de calcul et plus d’une centaine de 
Petaoctets de données). A part sa grande capacité en ressources informatiques, un autre 
aspect important de la grille de calcul est son interopérabilité. En effet, une grille doit être 
capable de fonctionner avec différents produits ou systèmes informatiques, sans restriction 
d’accès ou de mise en œuvre.  
La notion de grille a été inspirée du réseau de distribution électrique dont les 
utilisateurs consomment de l’électricité sans se préoccuper de sa source ou de la 
complexité du réseau. En 1999, le terme « grille » est pour la première fois formalisé et 
défini par Ian Foster et Carl Kesselman (Foster and Kesselman, 1999): « A computational 
grid is a hardware and software infrastructure that provides dependable, consistent, 
pervasive and inexpensive access to high-end computational capabilities ». Cet ouvrage 
d’Ian Foster et Carl Kasselman a introduit les notions de base des grilles et est devenu par 
la suite une référence dans ce domaine. Depuis la naissance de ce nouveau concept, 
l’intérêt porté aux grilles de calcul ne cesse de croître et les années 2000 ont été marquées 
par une véritable émergence des grilles de calcul. En effet, plusieurs institutions, inspirées 
par le succès de ce concept, ont décidé de développer leurs propres grilles telles que: 
« Information Power Grid IPG » de la NASA, « Alliance Grid » (Ferguson and Towns, 
2001), « National Partnership for Advanced Computational Infrastructure NPACI Grid »7, 
« DOE Science Grid »8, « EU DataGrid »9, « TeraGrid »10 et la grille européenne 
EGI (« European Grid Infrastructure »)11 qui a succédé à l’ancien projet EGEE (« Enabling 
Grid for E-sciencE ») qui a pris fin en 2010 et qui était initié par DataGrid. L’EGI est la 
grille de calcul que nous utilisons dans le cadre de cette thèse. L’EGI est une infrastructure 
européenne distribuée, à financement public. C’est le fruit d’une collaboration entre des 
initiatives nationales de grille et des laboratoires de recherche européens, dont l’objectif est 
de fournir à la communauté scientifique européenne un accès à de grandes ressources de 
calcul et de stockage à travers les techniques de grilles de calcul, pour soutenir la recherche 






Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
107 
et l’innovation en Europe. L’EGI offre actuellement plus de 370 000 cœurs de calcul et 
170 pétaoctet de capacité disque, avec des ressources distribuées sur environ 350 centres 
répartis sur 56 pays en Europe, Asie-Pacifique, Canada et Amérique latine. 
En 2006, un organisme appelé « Open Grid Forum » OGF a été créé pour la 
standardisation des grilles de calcul. L’OGF est une communauté ouverte d’utilisateurs, 
développeurs et fournisseurs, ayant pour objectif d’appuyer les efforts de standardisation 
pour le calcul distribué et de soutenir le développement et le partage de standards et 
spécifications pour les grilles de calcul. Elle promeut également le calcul sur grille comme 
solution pour le développement d’applications dans les entreprises et les établissements de 
recherche universitaires. L’OGF est composé de milliers de membres issus de plus de 400 
organisations en industrie et recherche scientifique dans plus de 50 pays. Plusieurs 
standards ont été générés par l’OGF: DFDL (« Data Format Description Language »), 
SAGA (« Simple API for Grid Application »), GridRPC (« Grid Remote Procedure Call »), 
GridFTP (« Grid File Transfer Protocol »), etc. 
En France, des initiatives ont été également initiées. Dans ce cadre, une structure 
CNRS appelée « Institut des Grilles » a été créée en 2007 pour assurer la coordination de 
l’ensemble des travaux du CNRS utilisant les grilles et le « Cloud Computing ». Cette 
structure est devenue en 2011 « l’Institut Des Grilles et du Cloud »12. Elle gère aussi le 
« Groupement d’Intérêt Scientifique France Grilles »13 qui a été créé en 2010 par huit 
établissements scientifiques pour coordonner le déploiement et la gestion des ressources 
grilles au niveau national pour la communauté scientifique. A part la participation des 
centres de calcul français dans le projet de la grille de calcul européenne EGI, d’autres 
initiatives nationales existent telle que l’infrastructure RENABI GRISBI (« Grid Support 
for Bioinformatics »)14 qui est le fruit de la collaboration entre six plateformes nationales 
de bioinformatique (PRABI Lyon, GenOuest Rennes et Roscoff, CBiB Bordeaux, BIPS 
Strasbourg, CIB Lille, MIGALE Jouy-en-Josas) dans le cadre du réseau RENABI établi en 
2004. L’objectif de cette infrastructure est de permettre le développement et l’exécution 
d’applications biologiques traitant de grandes quantités de données et de partager les 
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ressources nationales (matériel et logiciel) dédiées à la bioinformatique, à l’aide de 
composants logiciels de type grille de calcul. 
2.6.1. Middleware 
La mise en place d’une grille de calcul nécessite l’utilisation d’un middleware 
(intergiciel) qui s’interface entre les ressources et les applications pour faire collaborer tous 
les éléments de la grille. Le middleware assure la gestion des jobs (soumission, 
ordonnancement), des données (transfert, stockage, réplication), de la sécurité et des 
utilisateurs. Plusieurs middlewares existent. On peut citer « Globus Toolkit », « Glite », 
« EMI Grid Middleware », « Advanced Resource Connector » ARC, « UNICORE », 
« iRODS », etc. Le middleware le plus populaire est « Globus Toolkit » (Foster and 
Kesselman, 1997; Foster, 2001, 2006). C’est un logiciel open source qui contient une suite 
d’outils pour la sécurité, la gestion des ressources et des données, la gestion des 
exécutions, la communication, l’accès aux informations, la détection des erreurs et la 
portabilité. Ces outils peuvent être utilisés ensemble ou séparément pour développer des 
applications sur grilles de calcul. La figure 21 présente les différents composants de 
l’architecture du « Globus Toolkit » dans sa dernière version GT5.  
 
 
Figure 21. Architecture de la version GT5 du « Globus Toolkit » (Source 
http://toolkit.globus.org/toolkit/about.html, novembre 2013). 
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D’un autre côté, une collaboration entre les quatre principaux fournisseurs européens 
de middleware pour le calcul distribué, à savoir ARC, dCache, gLITE et UNICORE, a 
donné naissance à l’EMI (« The European Middleware Initiative »). Il s’agit d’une 
plateforme logicielle pour le calcul intensif distribué. Le projet EMI a démarré en mai 
2010 avec le soutien de la commission européenne et de plusieurs instituts de recherche en 
Europe, afin de développer un ensemble de composants d’intergiciels fiable, cohérent, 
stable et commun pour toutes les infrastructures informatiques distribuées en Europe. Il 
permet d’introduire, en Europe et ailleurs, de nouvelles fonctionnalités pour répondre aux 
besoins des utilisateurs en matière de sécurité, calcul, données et infrastructure. Les 
solutions de l’EMI sont utilisées par les communautés de recherche scientifique et 
différentes infrastructures grilles telles que EU-IndiaGrid, WLCG « Worldwide LHC 
Computing Grid » et EGI (« Grid Infrastructure »). Pour la collaboration avec l’EGI, la 
solution de middleware EMI3 fait actuellement partie de l’UMD (« Unified Middleware 
Distribution ») utilisé par l’EGI. En effet, l’EGI ne développe pas son propre middleware, 
mais utilise des composants développés par des fournisseurs de cette technologie et les 
intègre dans l’UMD. Ce dernier peut être donc défini comme étant l’ensemble de 
composants logiciels développés pour l’EGI par des fournisseurs externes et déployés sur 
l’infrastructure grille pour assurer son bon fonctionnement. Afin de garantir un 
fonctionnement fiable et de haute qualité de l’EGI, tous les composants de l’UMD doivent 
passer par un processus d’entretien et de vérification qui consiste à définir et vérifier les 
exigences fonctionnelles, de performance et de qualité, et à réaliser l’intégration, le 
déploiement et les tests des logiciels dans les environnements de production. 
2.6.2. Fonctionnement des grilles de calcul 
Le fonctionnement d’une grille de calcul repose sur la notion d’organisations 
virtuelles (VO pour « Virtual Organizations ») (Foster et al., 2001) qui désigne des 
communautés d’utilisateurs qui partagent un intérêt ou un domaine d’utilisation commun 
sur la grille. Par exemple, on peut citer la VO « Biomed » qui regroupe les utilisateurs dans 
le domaine médical et de biologie. L’intérêt d’une VO est d’organiser, de simplifier et de 
sécuriser l’accès aux données partagées par l’organisation, ainsi que définir les droits ou 
les restrictions d’accès aux différentes ressources de la grille. 
Pour pouvoir utiliser les ressources de la grille pour exécuter ses applications, 
l’utilisateur doit se servir d’une interface utilisateur (UI pou « User Interface »). Il s’agit 
d’une machine de connexion à la grille sur lequel l’utilisateur doit posséder un compte et 
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installer son certificat grille (clé publique, clé privée). Ce certificat sera nécessaire pour 
que l’utilisateur puisse créer un proxy VOMS (« VO Membership System »), une étape 
obligatoire avant de soumettre ses jobs sur grille. En cas de besoin, l’utilisateur peut 
stocker les fichiers nécessaires pour son application ou les résultats de l’exécution de ces 
jobs sur la grille à l’aide de serveurs de stockage (SE pour « Storage Element ») et le 
catalogue de fichiers (LFC pour « LCG File Catalog »). Les SEs fournissent l’espace 
disque nécessaire pour le stockage des données tandis que le LFC fournit une association 
entre l’identifiant et les localisations des fichiers sur la grille pour permettre à l’utilisateur 
d’accéder à ses fichiers sans savoir nécessairement le SE sur lequel ils sont stockés. 
L’utilisateur peut ensuite soumettre ses jobs à la grille. Ces jobs seront gérés et 
ordonnancés à l’aide du système de gestion des jobs (WMS pour « Workload Management 
Server ») et du Système d’information de la grille (BDII pour « Berkeley Database 
Information Index »). Les jobs seront transférés aux éléments de calcul (CE pour 
« Computing Element ») correspondant désignés lors de l’ordonnancement. Un CE 
représente l’ensemble des ressources de calcul présentes sur un site et est composé de 
plusieurs nœuds de calcul (WNs pour « Worker Node ») sur lesquels les jobs seront 
exécutés. Le temps d’attente des jobs peut largement varier en fonction de la disponibilité 
des CEs auxquels ils sont affectés. 
La figure 22 illustre les composants et les étapes du fonctionnement général d’une 
grille. 
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Figure 22. Fonctionnement général de la grille. 
2.6.3. L’utilisation de la grille pour les applications de biopuces 
Depuis leur naissance, les grilles de calcul ont apporté des solutions concrètes aux 
problématiques à haut-débit des Sciences de la Vie (Konagaya, 2006), afin de faire face à 
la puissance de calcul considérable nécessaire pour certaines applications biologiques telles 
que l’annotation des génomes, la prédiction de fonction de protéines, le criblage 
(« docking ») moléculaire et l’interaction spatio-temporelle des molécules, etc. Les 
applications de biopuces à ADN entrent aussi dans le cadre des applications complexes 
nécessitant une puissance de calcul et de stockage très importante (Maglogiannis et al., 
2007). Dans ce cadre, des applications de type grille de calcul, en relation avec la 
conception et le traitement des données de biopuces, ont été développées. Par exemple, 
GEMMA (« Grid Environment for Microarray Management and Analysis ») (Beltrame et 
al., 2007) est un portail web créé pour stocker et partager des expériences de biopuces ainsi 
que des outils standards et fiables pour la gestion et l’analyse des données. GRISSOM 
(« GRids for In Silico Systems BiOlogy and Medicine ») (Chatziioannou et al., 2011) est 
une solution Web exploitant la puissance des grilles de calcul pour la gestion, la recherche 
et la diffusion des connaissances biologiques dans le contexte de l’analyse des profils 
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d’expression des gènes à l’échelle du génome. GRISSOM permet l’interprétation et le 
stockage des expériences de biopuces à ADN. D’autres applications de type grilles pour la 
gestion et l’analyse des données issues des expériences de biopuces existent: XPS 
(« eXpression Profiling System ») (Stratowa, 2003), “Grid Portal for microarrays » (Porro 
et al., 2007), HECTOR (Kanaris et al., 2009), etc. 
En ce qui concerne la sélection de sondes pour biopuces à ADN en utilisant les 
grilles de calcul, une initiative de distribution de la sélection de sondes pour biopuces 
phylogénétiques sur la grille de calcul européenne a été présentée dans (Missaoui, 2010). 
Les tests de spécificité qui consistent à chercher les similarités de séquences, représentent 
l’étape la plus consommatrice de ressources de calcul dans un outil de sélection de sondes. 
Cette étape est généralement réalisée par le fameux programme Blast qui a une nature 
extrêmement parallèle facilitant sa distribution sur des plates-formes de type grille de 
calcul (Afgan et al., 2006). Dans ce contexte, plusieurs versions de Blast distribuées sur 
grilles de calcul ont été proposées ces dernières années: Konishi et al., 2003; Kumar et al., 
2004; Bayer et al., 2005; Krishnan et al., 2005; Dowd et al., 2005; Carvalho et al., 2005; 
Afgan et al., 2006; Trombetti et al., 2007; Sun et al., 2007; Mirto et al., 2008; Missaoui, 
2009, etc. 
2.7. Informatique en nuage ou « Cloud computing » 
Le principe du cloud peut être résumé comme la mise à disposition du client, à sa 
demande et via le web, d’un ensemble partagé de ressources informatiques (applications, 
réseaux, matériel pour le calcul et/ou le stockage). Ces ressources sont accessible via le 
web sous forme de services virtuels payants, extensibles, sécurisés et adaptables en 
fonction des besoins du client. Le prestataire de ces services doit assurer la disponibilité et 
la sécurité optimale des ressources louées dont l’emplacement et le fonctionnement ne sont 
pas connus par les clients. Le cloud se caractérise par une grande flexibilité et une 
virtualisation des ressources. 
Le cloud peut être classé en quatre différents types: 
 Cloud public: comme son nom l’indique, c’est un cloud ouvert au grand public 
(internaute au sens large) offrant des ressources partagées à la demande. Les 
ressources d’un cloud public sont gérées par un fournisseur tiers et sont partagées, 
via Internet, par plusieurs entités (personnes ou entreprises). 
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 Cloud privé: c’est un cloud à accès restreint, exploité exclusivement par une seule 
entité. Les ressources sont soit géographiquement situées dans les locaux de 
l’entreprise (cloud privé interne) ou chez le fournisseur (cloud privé hébergé ou 
externe). Un cloud privé externe n’est accessible que par les utilisateurs autorisés, 
via des réseaux sécurisés VPN. La solution du cloud privé est adaptée aux grandes 
entreprises ou à celles dont la criticité et la sécurité des données sont très 
importantes. 
 Cloud communautaire: c’est un cloud utilisé exclusivement par une communauté 
spécifique d’organisations qui ont des besoins ou intérêts communs. Il peut être 
détenu et géré sur les locaux par un ou plusieurs membres de cette communauté, ou 
en dehors des locaux par un fournisseur de l’extérieur. 
 Cloud hybride: c’est un environnement cloud mixte dont le client utilise des 
ressources de deux ou plusieurs clouds de types différents (privés, publics ou 
communautaires) mais liés par une technologie permettant la disponibilité des 
données et la portabilité des applications. Une organisation qui exploite un cloud 
hybride peut par exemple utiliser le cloud public seulement lors de pics d’activité et 
utiliser le cloud privé le reste du temps. Elle peut aussi utiliser un cloud pour les 
données et un autre pour les applications. Le cloud hybride offre une alternative 
intéressante qui combine les avantages des clouds privés et publics, mais sa mise en 
œuvre nécessite cependant une étude personnalisée en fonction des besoins du 
client. Selon une étude réalisée par IBM en octobre 2013 auprès de 802 entreprises 
et décisionnaires cloud (Comfort et al., 2013), 44% des entreprises interrogés et 
ayant déployé un cloud à grande échelle et réalisé des gains de compétitivité, 
utilisent le cloud hybride. 
On peut également distinguer trois modèles d’utilisation du cloud: 
 SaaS « Software as a Service »: Le principe est de mettre à la disposition du 
client, en fonction de ses besoins, des applications accessibles à travers le web. 
C’est le fournisseur cloud qui contrôle et maintient les applications, les bases de 
données, les serveurs, le stockage, les réseaux et tous les autres services (Mell and 
Grance, 2011). Le client ne gère aucun composant ou service. Dans ce modèle, le 
client n’achète plus de licences pour acquérir une application, mais il utilise les 
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applications sur cloud à la demande et paye en fonction de son utilisation (durée et 
nombre d’utilisateurs par exemple). Cette approche se distingue par la facilité 
d’utilisation de ses services (pas de déploiement logiciel, interface web) et son 
accessibilité (téléphone par exemple). Cependant, des problèmes au niveau de la 
sécurité (accès et confidentialité des données) et de la pérennité des services 
peuvent exister (Blanchet and Loomis, 2010). Comme exemples pour ce modèle, 
on peut citer les services Google Apps15 et celles de SalesForce16. 
 PaaS « Platform as a service »: Le client gère uniquement l’application et son 
déploiement, tandis que le fournisseur cloud maintient le reste: les bases de 
données, les serveurs, le stockage, les réseaux, et les autres services. Les 
applications doivent être développées avec des outils (langages de programmation, 
librairies, etc.) supportés par la plateforme. Ces applications ne sont pas alors 
forcément compatibles avec d’autres plateformes. Dans le cadre de ce modèle, on 
trouve des plateformes comme Google App Engine17 et Windows Azure18.  
 IaaS « Infrastructure as a Service »: Le principe est de fournir au client une 
machine virtuelle avec les ressources demandées. Le client a alors l’impression 
d’utiliser une véritable machine physique. Dans ce modèle, le fournisseur maintient 
la virtualisation, le matériel serveur, le stockage, les réseaux. Le client maintient les 
applications, les bases de données et le système d’exploitation. L’avantage de ce 
modèle est que l’utilisateur possède le contrôle total de sa ressource virtuelle. Une 
telle approche permet également au client d’exécuter des environnements 
personnalisés et accessibles à tout moment (Blanchet and Loomis, 2010). Parmi les 
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IaaS, on trouve par exemple Amazon Web Services19, GoGrid20, FlexiScale21, 
ElasticHosts22. 
Malgré les questions et les inquiétudes des clients potentiels du cloud (niveau de 
sécurité des données, disponibilité et continuité des données et services, compatibilité et 
portabilité des applications, coûts, etc.), le cloud possède de nombreux avantages: 
 Le client possède les dernières versions et mise à jours des logiciels sans besoin 
d’une assistance informatique locale. 
 Le client peut réduire les coûts via la location de logiciels en nuages puisque il paie 
seulement ce qu’il consomme. 
 Le client possède des services (matériel, logiciel et stockage) modulable et 
extensible sur demande. 
 Le client évite tous les problèmes de maintenance et de gestion des ressources 
informatiques. 
 C’est le fournisseur qui s’occupe des problèmes de sécurité des données. 
 Les données sont accessibles via le web à partir de n’importe quel endroit. 
2.8. Calcul hybride 
La réduction de l’augmentation de la puissance des microprocesseurs, leur limite au 
niveau fréquence et aussi en calcul flottant, a poussé la communauté du calcul intensif à 
avoir recours à une autre forme de processeurs: les processeurs graphiques (GPU pour 
« Graphical Processing Unit »). C’est à la fin des années 1990 et le début des années 2000, 
que les premiers travaux qui exploitent la puissance des processeurs graphiques pour 
effectuer du calcul flottant généraliste sont apparus (Rumpf and Strzodka, 2001; Harris et 
al., 2002; Govindaraju et al., 2004, etc.). Cet intérêt pour les GPGPUs (« General-Purpose 
computation on Graphics Processing Units » - terme utilisé pour désigner les GPUs utilisés 
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à des fins de calculs généralistes) a été encouragé par l’apparition d’API permettant de 
programmer des instructions classiques sur GPU: OpenGL (Woo et al., 1999), DirectX 
(Bargen and Donnelly, 1998). Cependant, le lancement, en 2007, de la nouvelle API 
CUDA23 (« Compute Unified Device Architecture ») pour coder et exécuter des 
programmes généralistes écrits par exemple en C sur des processeurs graphiques NVIDIA 
surpuissants, a véritablement marqué l’histoire des GPGPUs et a participé à leur diffusion 
comme solution de calcul intensif. En 2008, un standard ouvert combinant une API et un 
langage de programmation dérivé du C et permettant de coder des applications généralistes 
sur carte graphique, a été proposé par le « Khronos Group »: OpenCL24 (« Open 
Computing Language »). 
Bien que les GPGPUs représentent une solution de calcul efficace pour améliorer les 
performances de certains programmes, l’apport de cette architecture pour d’autres 
programmes reste négligeable ou même négatif. C’est le cas par exemple des programmes 
manipulant de grandes quantités de données. Comme alternative, des machines hybrides 
possédant à la fois des processeurs très puissants et des cartes GPGPU ont été utilisées 
pour permettre ainsi aux applications d’exploiter le meilleur outil entre les CPUs et les 
GPUs. Aujourd’hui on trouve ce type de machines hybrides parmi les supercalculateurs, 
mais on les trouve également sous forme de stations de travail à coût réduit, notamment 
depuis l’introduction du « personnal supercomputer » à base de carte Tesla fin 2008 à la 
Supercomputing Conference d’Austin (Texas).Pour plus de détails sur le calcul hybride, le 
lecteur pourra se référer à (Caux, 2012). 
Les processeurs graphiques ont été employés, depuis 2007, pour accélérer les 
applications bioinformatiques en liaison avec les biopuces à ADN, comme l’alignement de 
séquences et la recherche de similarité (Schatz et al., 2007; Manavski and Valle, 2008; 
Ling and Benkrid, 2010; Vouzis and Sahinidis, 2011; Liu et al., 2011; Blazewicz et al., 
2013), la prédiction des structures secondaires (Rizk and Lavenie, 2009) et l’analyse des 
données issues de biopuces (Carpenter, 2009; Shterev et al., 2010; Buckner et al., 2010). 
                                                 
23 http://www.nvidia.com/object/cuda_home_new.html 
24 http://www.khronos.org/opencl 
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2.9. Comment utiliser le calcul intensif dans les développements 
informatiques pour les biopuces exploratoires 
Les besoins en temps de calcul d’un programme de sélection de sondes exploratoires 
pour l’étude des environnements complexes sont en augmentation continue (jusqu’à 
plusieurs jours de calcul pour la sélection de sondes pour un seul groupe de séquences) tout 
comme le nombre de séquences déposées dans les bases de données génomiques. Un outil 
de sélection de sondes doit donc pouvoir traiter une grande masse de données à l’entrée et 
à la sortie du programme, en un temps raisonnable. Le calcul intensif représente une 
solution permettant d’augmenter les performances et diminuer la complexité de tels 
programmes complexes. Cependant, les besoins de calcul de ces programmes sont souvent 
fortement dépendants de la base de données utilisée ainsi que de la densité, du type et de 
l’application de biopuces. Dans ce cadre, grâce à la variété des architectures de calcul 
intensif et à leurs différents niveaux de puissance, nous avons décidé d’utiliser différentes 
infrastructures à savoir SMP, cluster et grille de calcul, pour pouvoir proposer la solution la 
mieux adaptée en fonction des besoins de l’utilisateur. Cependant pour réaliser une telle 
application générique, sans pour autant augmenter sa complexité, l’utilisation d’une 
approche d’Ingénierie Dirigée par les Modèles nous a paru la plus adaptée pour un 
développement moderne avec transformation/génération de code.  
3. L’ingénierie dirigée par les modèles 
L’ingénierie dirigée par les modèles (IDM) est une approche issue du génie logiciel 
et qui a marqué une évolution radicale dans la manière de développer des applications 
informatiques. L’IDM donne un cadre méthodologique et technologique pour unifier 
plusieurs approches dans un processus global homogène, tout en permettant de sélectionner 
la technologie la mieux adaptée à chaque étape du développement (Favre et al., 2006). 
Selon Favre et al. (2006), « pour faire face à la complexité et à l’évolution croissante des 
applications, l’IDM ouvre de nouvelles voies d’investigation. Cette approche vise non 
seulement à favoriser un génie logiciel plus proche des métiers […] mais elle intègre 
également comme fondamentales la composition et mise en cohérence de ces perspectives 
[…]. L’IDM cible une production logicielle bien fondée […] ». 
L’IDM utilise intensivement et systématiquement les modèles dans tout le processus 
du développement logiciel. Les modèles deviennent ainsi l’outil central dans le 
développement, le fonctionnement et l’évolution des systèmes informatiques complexes. 
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En effet, avec l’IDM, les notions code et objet ne sont plus le cœur du développement 
logiciel, ce sont d’autres notions qui prennent cette place centrale: le modèle, le méta-
modèle et la transformation de modèles (Greenfield and Short, 2003) (figure 23). Avec 
l’IDM, un système peut être décrit par plusieurs modèles liés les uns aux autres. Par 
exemple, le code de l’application est obtenu par transformation d’un modèle métier plus 
abstrait en un autre plus concret représentant le système selon une technologie donnée. En 
effet, l’IDM est une approche intégrative dans laquelle tout ou partie du code de 
l’application informatique peut être générée à partir de modèles. 
 
 
Figure 23. Relations entre système, modèle, métamodèle et langage suivant un 
exemple de carte administrative tiré de (Favre et al., 2006). 
L’IDM est une approche unificatrice et générale qui peut être considérée comme une 
famille d’approches (Bézivin, 2005). Dans ce cadre, plusieurs approches ou variantes 
mettant en œuvre les principes de l’IDM existent. Ces approches partagent les concepts 
mais pas forcément les standards. Parmi ces approches on trouve « Software Factories » de 
Microsoft (GreenField and Short, 2003), le MIC (« Model Integrated Computing ») 
(Sztipanovits and Karsai, 1997), MDD (« Model Driven Development ») (Cetinkaya et al., 
2011), MDA (« Model Driven Architecture »)25, etc.  
                                                 
25 http://www.omg.org/mda/ 
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3.1. « Model Driven Architecture » MDA 
La première variante de l’IDM est l’architecture dirigée par les modèles (MDA pour 
« Model Driven Architecture ») (figure 24). Elle a été proposée au début des années 2000 
par l’OMG (« Object Management Group »). La MDA est en fait une collection de 
standards industriels proposée par l’OMG en novembre 2000, cette collection vise à 
promulguer de bonnes pratiques de modélisation grâce à une exploitation avantageuse des 
modèles (Combemale, 2008). Pour assurer le développement et la maintenance des 
applications logicielles avec une méthode dirigée par les modèles qui sépare les contraintes 
fonctionnelles des contraintes techniques, l’approche MDA se base sur la séparation de la 
description de la partie des systèmes indépendants des plateformes (PIM pour « Platform 
Independent Model ») de celle spécifique à une plateforme (PSM pour « Platform Specific 
Model ») (Favre et al., 2006). Cette séparation des spécifications fonctionnelles et 
techniques ou des Pim et SIM permet de garantir la réutilisation des PIM, leur portabilité et 
l’interopérabilité. Par exemple, en cas de changement d’architecture technique, il suffit de 
générer, à partir du même PIM, un nouveau PSM. 
La première étape dans une démarche MDA consiste à construire un PIM qui 
représente le modèle métier, à l’aide des technologies UML, MOF (« Meta-Object 
Facility ») et CWM (« Common Warehouse Meta-Model »). Le PIM construit est ensuite 
transformé en PSM représentant un modèle des parties techniques de la plateforme cible 
basée sur des technologies telles que EJB (Entreprise Java Beans), CORBA (Common 
Object Request Broker Architecture), .NET, XMI (XML Metadata Interchange) ou les web 
services. Cette transformation permettra l’implémentation concrète du système. Enfin, un 
code applicatif est généré à partir du PSM, pour obtenir une implémentation exécutable 
pour une plate-forme spécifique. 
Plusieurs outils ont été proposés pour effectuer la transformation des PIM en PSM 
suivant les standards MDA. Comme exemple, on trouve: OptimalJ, ACCELEO2, ATLAS 
Transformation Language3, MODEL-IN-ACTION, Mia-Studio, ANDROMDA5, 
OpenMDX6, MDE Eclipse7, Blueprint ME8, Visual Studio, etc. 
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Figure 24. L’architecture MDA (Source http://www.omg.org/mda/, avril 2014). 
3.2. Concepts fondamentaux de l’IDM 
Avant la naissance de l’IDM, le principe fondamental sur lequel se basaient la 
plupart des approches de génie logiciel à partir des années 80 était « tout est objet » 
(« Everything is an object »). Avec l’IDM, le système n’est plus un objet du point de vue 
abstraction, mais plutôt un modèle; un nouveau principe apparait alors: « tout est modèle » 
(« Everything is a model ») (Bézivin, 2005). Ainsi, l’IDM s’appuie sur trois concepts 
fondamentaux: 
 les modèles; 
 les métamodèles; 
 la transformation de modèles. 
3.2.1. Les modèles et la relation « représentation de » 
Un modèle peut être considéré comme une représentation simplifiée du système réel 
étudié (Atkinson and Kuhne, 2003; Seidewitz, 2003; Bézivin, 2004). En effet, le modèle 
n’est pas censé contenir toutes les informations sur le système réel, mais il doit tout 
simplement être suffisamment bon pour comprendre le système modélisé et répondre aux 
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questions qu’on peut poser sur lui dans le cadre d’un objectif précis (Favre, 2004b). Cela 
implique une simplification du système étudié: le plus simple est la représentation la plus 
facile sera la spécification du modèle. Ainsi, Jean Bézivin et Olivier Gerbé (Bézivin and 
Gerbé, 2001) définissent le modèle comme étant « A simplification of a system built with 
an intended goal in mind. The model should be able to answer questions in place of the 
actual system ». 
A partir de cet élément central qu’est le modèle, l’IDM définit une première relation 
reliant le système au modèle: c’est la relation « représentation de » (Atkinson and Kühne 
2003; Seidewitz, 2003; Bézivin, 2004). 
Pour prendre en considération l’aspect productif du modèle (manipulable sur une 
machine) Kleppe et al. (2003) proposent la définition suivante: « Un modèle est une 
description d’un (ou d’une partie d’un) système écrit dans un langage bien-défini ». 
La notion de langage bien-défini fait appel indirectement au deuxième concept de 
l’IDM, à savoir le métamodèle. 
3.2.2. Le métamodèle et la relation « conforme à » 
Tout comme la notion de modèle, le métamodèle est l’objet de discussion au sein de 
la communauté IDM et plusieurs définitions ont été proposées. Selon (OMG, 2002), « Un 
métamodèle est un modèle qui définit un langage pour exprimer un modèle ». Klepper et 
al. (2003) donnent une autre définition: « Un métamodèle est un modèle de spécification 
pour une classe de systèmes étudiés, où chaque système étudié dans cette classe est lui-
même un modèle valide exprimé dans un certain langage de modélisation ».  
Contrairement à une définition courante (Steinberg et al., 2008), le métamodèle n’est 
pas dans ce contexte un modèle d’un modèle. Cette notion trompeuse du métamodèle 
(Favre 2004b) est issue des premières heures de la MDA. Le métamodèle peut être plutôt 
défini comme étant le modèle d’un langage de modélisation. En effet, un métamodèle est 
un modèle qui définit le langage ou l’ensemble de règles strictes pour exprimer un modèle. 
Ainsi, tout modèle dans un domaine spécifique est conforme au métamodèle 
correspondant. Cette définition s’appuie sur la relation suivante entre un modèle et son 
métamodèle: « un modèle est conforme à un métamodèle ». 
La figure 25 (Favre et al., 2006) propose un exemple de carte administrative du 
territoire français. Cette carte est un modèle prenant en compte la décomposition en 
régions et départements. Cette décomposition est portée par la légende qui forme le 
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métamodèle de la carte administrative. Ici la carte est le modèle et la légende est le 
métamodèle: toute carte administrative est conforme à sa légende. 
 
 
Figure 25. Relation de conformité entre modèle et métamodèle suivant l’exemple des 
cartes administratives, tiré de (Favre et al., 2006). 
Selon les définitions exposées ci-dessus, le métamodèle est un modèle. Il est alors 
possible de définir le métamodèle auquel il doit se conformer. Il s’agit ici d’un méta-
métamodèle. Ce dernier étant un métamodèle, il est également possible de le décrire avec 
le langage de métamodélisation qu’il définit, il est alors conforme à lui-même.  
En se basant sur ces définitions et principes du métamodèle, l’organisation de la 
modélisation en IDM est représentée par une pyramide de 4 niveaux couramment utilisée 
par la communauté IDM (figure 26). Le niveau d’abstraction M0 correspond aux systèmes 
modélisés, M1 représente les modèles représentant ces systèmes, M2 est l’ensemble des 
métamodèles permettant de définir les modèles de M2 et M3 est le méta-métamodèle. 
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Figure 26. La pyramide d’abstraction de l’IDM à 4 niveaux  
(source: Hammoudi, 2010). 
La relation de conformité a plusieurs formes spécifiques en fonction des espaces 
techniques étudiés, par exemple: 
 dans l’espace technique des bases de données: on dit qu’une base est conforme au 
schéma de la base de données; 
 dans l’espace technique XML (« Extensible Markup Language »): un fichier XML 
est conforme à un schéma ou à une DTD (« Document Type Definition »); 
 dans l’espace technique de la programmation orientée objet: un objet est conforme 
à sa classe. 
La figure 27, issue de (Favre et al., 2006), illustre quatre exemples d’espaces 
techniques. 
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Figure 27. Exemples d’espaces techniques (Favre et al., 2006). 
3.2.3. La transformation de modèles et la relation « transformé 
en » 
L’apport clé de l’IDM par rapport aux autres approches de génie logiciel est l’aspect 
productif des modèles/métamodèles qui ne sont plus « contemplatifs ». Cependant, pour 
rendre les modèles productifs, il faut pouvoir passer d’un modèle à un autre ou d’un niveau 
à un autre. Cette notion correspond au troisième principe de l’IDM: « la transformation de 
modèles » (Selic, 2003). Pour cette notion, on ne trouve pas de définition universelle qui 
fasse consensus (Rahim and Mansoor, 2008; Lano and Clark, 2008; Iacob et al., 2008). 
Elle peut être définie, selon Bézivin (2004), comme étant « la génération d’un ou de 
plusieurs modèles cibles à partir d’un ou plusieurs modèles sources ». D’après Favre 
(2004a), on peut définir la transformation de modèles par la relation « est transformé en». 
Dans (Diaw et al., 2008), les auteurs résument la transformation de modèles en deux étapes 
successives: identifier les correspondances de concepts entre modèles cibles et sources au 
niveau des métamodèles, pour créer des fonctions de transformation qui seront appliquées 
dans la deuxième étape par un programme spécifique appelé moteur de transformation.  
On peut différencier deux types de transformations: endogènes et exogènes (Mens 
and Van Gorp, 2006). Une transformation est dite endogène lorsque les modèles source et 
cible sont conformes au même métamodèle. A l’inverse, une transformation est dite 
exogène lorsque les modèles source et cible sont conformes à deux métamodèles 
Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
125 
différents. Pour des systèmes d’information complexes, l’utilisation d’une succession de 
transformations est recommandée (Hemel et al., 2008). 
La transformation doit garantir une interopérabilité (capacité de deux ou plusieurs 
composants à échanger de l’information et à utiliser l’information échangée) maximale 
entre différents langages et plates-formes. Elle peut être réalisée pour des métamodèles 
appartenant à des domaines techniques différents. En plus, une approche de 
métamodélisation conduit à l’identification d’un domaine spécifique sur lequel le 
métamodèle va porter d’où l’importance des langages dédiés DSL (« Domain-Specific 
Language ») et DSML (« Domain-Specific Modeling languages ») qui permettent de 
fournir aux utilisateurs des concepts propres à leurs métiers et qu’ils maitrisent 
(Combemale, 2008).  
3.3. Notions de langages dans l’IDM 
Un DSL (« Domain-Specific Language ») (Van Deursen et al., 2000; Greenfield and 
Short, 2003; Booch et al., 2004; Mernik et al., 2005) est un langage de haut niveau 
d’abstraction spécifique à un domaine particulier. Ces langages sont généralement de petite 
taille et répondent à certaine exigences. En effet, d’après (Sendall and Kosaczynski, 2003), 
un langage de transformation de modèle doit être efficacement implémenté, expressif et 
sans ambigüité. Il doit également faciliter la productivité du développeur avec précision, 
concision et clarté, et fournir les moyens pour combiner des transformations et définir les 
conditions de leur exécution. Face à la diversité des domaines d’application et la variété 
des approches de transformation, le nombre d’outils et de DSL ne cesse de croître. Comme 
exemples, on trouve SmartQVT, ATL (« Atlas Transformation language »), Kermata, XAL 
(Xion Action Language) (Heitz et al., 2007), VIATRA (Visual Automated Model 
Transformation), GME, ATOM3, Groove, DOM, etc. 
Par rapport à un langage de programmation généraliste, un DSL assure une plus 
grande concision grâce à sa spécificité. Cela permet d’améliorer la productivité et de 
réduire les coûts de maintenance (Mernik et al., 2005). De plus, le DSL peut être adapté 
afin que les experts du domaine puissent l’utiliser sans avoir besoin d’aucune compétence 
en génie logiciel. 
Un langage DSL est décrit par une syntaxe abstraite, une syntaxe concrète et une 
sémantique (Gray et al., 2007). La syntaxe abstraite exprime de manière structurelle les 
concepts contenus dans le langage et leurs règles d’association. Cette syntaxe n’est pas 
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destinée à être manipulée par les utilisateurs finaux dans leur tâche de modélisation. En 
effet, la conception du modèle est réalisée par la manipulation de la syntaxe concrète qui 
permet de manipuler les concepts de la syntaxe abstraite. La syntaxe concrète peut être 
graphique ou textuelle. Dans ce contexte, Gray et al. (2007) font la différence entre les 
DSLs et les DSMLs (« Domain-Specific Modeling Languages »). Les premiers ont une 
syntaxe concrète textuelle et les seconds une syntaxe concrète graphique. La sémantique 
du langage donne le sens des concepts portés par la syntaxe abstraite. Elle définit ses 
relations et ses contraintes. La sémantique du langage n’est pas systématiquement explicite 
et sa définition reste une problématique d’actualité (Völter, 2011; Selic, 2012). 
4. Conclusion 
Dans ce chapitre, nous avons vu deux domaines-clés sur lesquels la thèse s’appuie. 
Tout d’abord, nous nous sommes intéressés au calcul intensif et à l’utilisation de ses 
différentes ressources pour la bioinformatique et plus particulièrement pour les 
applications liées aux biopuces à ADN. En effet, les performances des architectures de 
calcul à hautes performances sont en évolution permanente et permettent aujourd’hui de 
résoudre des problèmes biologiques complexes et gourmands en temps de calcul et en 
espace de stockage. C’est précisément le cas de la conception et l’analyse des biopuces à 
ADN en écologie microbienne. La diversité des architectures de calcul intensif (SMP, 
cluster, grille de calcul, etc.) actuellement disponibles et leurs capacités de calcul et de 
stockage permettent de réduire la complexité et le temps de calcul des algorithmes de 
sélection de sondes exploratoires. Cette diversité de ressources permet de s’adapter au 
mieux à la taille et à la complexité de la tâche de conception ou d’analyse des biopuces. Ce 
point nous ramène au deuxième domaine auquel nous nous intéressons dans ce chapitre: 
c’est l’Ingénierie Dirigée par les Modèles (IDM). L’IDM est une branche du génie logiciel 
s’intéressant aux modèles comme outil central dans le processus de développement et de 
maintenance des systèmes informatiques. Elle s’appuie sur trois concepts fondamentaux: le 
modèle (« représentation de »), le métamodèle (« conforme à ») et la transformation de 
modèles (« transformé en »). L’utilisation de l’IDM permet de répondre au besoin de 
généricité recherché pour nos outils de sélection de sondes exploratoires. 
Dans la suite, nous présentons les applications développées durant cette thèse et qui 
exploitent les technologies de calcul intensif et d’Ingénierie Dirigée par les Modèles. La 
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première application que nous présentons dans le chapitre suivant, est une nouvelle 
approche distribuée pour la conception de biopuces phylogénétiques sur grilles de calcul. 
 
 




Chapitre 4: Sélection de sondes 
oligonucléotidiques pour biopuces 
phylogénétiques exploratoires sur 
grille de calcul 
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1. Introduction 
Comme nous l’avons vu dans les chapitres précédents, les biopuces phylogénétiques 
oligonucléotidiques (POA) utilisant des sondes exploratoires, constituent l’une des 
approches les plus simples et efficaces pour la description exhaustive des structures des 
communautés microbiennes. Cependant, seuls quelques outils de sélection de sondes ont 
été développés pour assurer la sélection de sondes exploratoires discriminantes. Ici, nous 
présentons une nouvelle approche distribuée pour la sélection de sondes exploratoires sur 
grilles de calcul, basée sur la stratégie PhylArray (Militon et al., 2007). Ce logiciel ainsi 
qu’un autre outil de sélection de sondes exploratoires développé aussi au sein de l’équipe, 
à savoir KASpOD (Parisot et al., 2012) seront utilisés pour construire une base de données 
complète de sondes oligonucléotidiques pour l’étude des communautés procaryotiques 
(Jaziri et al., 2014b). Cette base de données est disponible en accès libre via un site web 
que nous présentons dans la dernière section de ce chapitre. 
2. Algorithme de sélection de sondes oligonucléotidiques 
pour biopuces phylogénétiques sur grilles de calcul 
La plupart des outils existants pour la sélection de sondes adaptées aux biopuces 
phylogénétiques permettent de sélectionner des sondes ciblant seulement des 
microorganismes pour lesquels des séquences sont disponibles dans les bases de données 
internationales. Seuls quelques algorithmes permettent de sélectionner des sondes 
exploratoires assurant ainsi la mise en évidence de populations microbiennes non encore 
décrites. PhylArray permet de définir de telles sondes (sensibles et spécifiques) ciblant des 
groupes de séquences correspondant à un niveau taxonomiques donné (Militon et al., 
2007). Cependant, PhylArray peut nécessiter plusieurs jours de calcul pour traiter 
simplement un groupe contenant un grand nombre de séquences (plusieurs centaines de 
séquences) (Missaoui, 2009). Pour s’affranchir de cette contrainte, une nouvelle méthode 
distribuée pour la sélection de sondes oligonucléotidiques régulières et exploratoires à 
grande échelle sur grilles de calcul est proposée. Cette méthode est la continuité des 
travaux présentés dans (Missaoui, 2009). 
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2.1. Algorithme de construction d’une base de données du 
biomarqueur phylogénétique: gènes exprimant la petite 
sous unité d’ARN ribosomique 
La qualité de cette base de données est essentielle car elle sera le support de la 
qualité des sondes (exhaustivité des groupes microbiens ciblés et spécificité). 
Actuellement, les bases de données internationales de séquences nucléiques sont très riches 
mais présentent des séquences de tailles très variables, de qualités très inégales avec de 
plus dans certains cas des annotations inexistantes voire erronées. Une utilisation directe de 
telles bases de données peut conduire à une détermination de sondes complètement 
inappropriées pour répondre aux questions biologiques posées. Pour ces différentes 
raisons, nous avons développé un nouvel algorithme qui reconstruit automatiquement une 
base de données experte. L’algorithme est basé sur plusieurs étapes. Initialement, toutes les 
séquences des divisions taxonomiques procaryotes (PRO), champignons (FUN), et des 
échantillons environnementaux (ENV) ont été téléchargées à partir de la base de données 
de séquences nucléotides de l’EMBL (« European Molecular Biology Laboratory »). 
Ensuite, nous avons établi une liste de mots clé qui nous a permis d’extraire seulement les 
séquences des gènes codant la petite sous unité d’ARNr (16S pour les procaryotes et 18S 
pour les champignons).  
Les critères de sélection des séquences ensuite appliqués sont les suivants: 
 La longueur de la séquence est supérieure à 1200 bases. 
 La longueur de la séquence est inférieure à 1600 bases pour les séquences 
procaryotes et 1800 bases pour les séquences fongiques. 
 Le pourcentage de nucléotides indéterminés (pas {A, C, G, T}) dans la séquence est 
inférieur à 1%. 
 Le nombre maximal de nucléotides indéterminés consécutifs ne doit pas dépasser 5.  
Pour chacune des séquences, l’affiliation est également conservée et extraite à partir 
du champ descriptif « OC » (« Organism Classification ») des fiches EMBL (figure 28). 
Ensuite, les séquences sélectionnées (format FASTA) ont été regroupées par genre.  
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ID   AF411064; SV 1; linear; genomic DNA; STD; PRO; 1482 BP. 
XX 
AC   AF411064; 
XX 
DT   15-OCT-2001 (Rel. 69, Created) 
DT   15-OCT-2001 (Rel. 69, Last updated, Version 1) 
XX 
DE   Geobacillus anatolicus strain SB 16S ribosomal RNA gene, partial sequence. 
XX 
KW   . 
XX 
OS   Geobacillus anatolicus 
OC   Bacteria; Firmicutes; Bacilli; Bacillales; Bacillaceae; Geobacillus. 
XX 
RN   [1] 
RP   1-1482 
RA   Uysal H., Bakkal S., Erturk D., Bilgin N.; 
RT   ; 
RL   Submitted (16-AUG-2001) to the INSDC. 
RL   Molecular Biology and Genetics, Bogazici University, Bebek, Istanbul 80815, 
RL   Turkey 
XX 
DR   RFAM; RF00177; SSU_rRNA_bacteria. 
DR   RFAM; RF01959; SSU_rRNA_archaea. 
DR   SILVA-SSU; AF411064. 
XX 
FH   Key             Location/Qualifiers 
FH 
FT   source          1..1482 
FT                   /organism="Geobacillus anatolicus" 
FT                   /strain="SB" 
FT                   /mol_type="genomic DNA" 
FT                   /country="Turkey: Hisaralan, Balikesir" 
FT                   /note="type strain; isolated from hydrothermal vent at 98 
FT                   degrees Celcius" 
FT                   /db_xref="taxon:171243" 
FT   rRNA            <1..1482 
FT                   /product="16S ribosomal RNA" 
XX 
SQ   Sequence 1482 BP; 351 A; 371 C; 491 G; 267 T; 2 other; 
     gctggcggcg tgcctaatac atgcaagtcg agcggaccga atgagtagct tgctcttgtt        60 
     tggtcagcgg cggacgggtg agtaacacgt gggcaacctg cccgcaagac cgggataact       120 
     ccgggaaacc ggagctaata ccggataaca ccgaagaccg catggtcttt ggttgaaagg       180 
     cggactttgg ctgtcacttg cggatgggcc cgcggcgcat tanctagttg gtgaggtaac       240 
     ggttcaccaa ggcaacgatg cgtagccggc ctgagagggt gaccggccac actgggactg       300 
     aaacacggcc caaactccta cgggaggcag cagtagggaa tcttccgcaa tggacaaaag       360 
     tttgacggag cgacgccgcg tgagcgaaga aggccttcgg gtcgtaaagc tctgttgtga       420 
     gggacaaagg agcgccgttt gaacaaggcg gcgcggtgac ggtacctcac gagaaagccc       480 
     cggttaacta cgtgccacca gccgcggtaa tacgtagggg gcgagcgttg tccggaatta       540 
     ttgggcgtaa agcgcgcgca ggcggttcct taagtctgat gtgaaagccc acggctcaac       600 
     cgtggagggt cattggaaac tgggggactt gagtgcagga gaggagagcg gaattccacg       660 
     tgtagcggtg aaatgcgtag agatgtggag gaacaccagt ggcgaaggcg gctctctggc       720 
     ctgcaactga cgctgaggcg cgaaagcgtg gggagcaaac aggattagat accctggtag       780 
     tccacgccgt aaacgatgag tgctaagtgt tagaggggtc acacccttta gtgctgcagc       840 
     taacgcgata agcactccgc ctggggagta cggccgcaag gctgaaactc aaaggaattg       900 
     acgggggccc gcacaagcgg tggagcatgt ggtttaattc gaagcaacgc gaagaacctt       960 
     accaggtctt gacatcccct gacaacccaa gagattgggc gttccccctt cggggggaca      1020 
     gggtgacagg tggtgcatgg ttgtcgtcag ctcgtgtcgt gagatgttgg gttaagtccc      1080 
     gcaacgagcg caacccttgc ctctcgttgc cagcattcag ttgggcactc tagagggact      1140 
     gccggctaaa agtcggagga aggtggggat gacgtcaaat catcatgccc cttatgacct      1200 
     gggctacaca cgtgctacaa tgggcggtac aaagggctgc gaacccgcga gggggagcga      1260 
     atcccaaaaa gccgctctca gttcggattg caggctgcaa ctcgcctgca tgaagccgga      1320 
     atcgctagta atcgcggatc agcatgccgc ggtgaatacg ttcccgggcc ttgtacacac      1380 
     cgcccgtcac accacgagag cttgcaacac ccgaagtcgg tgaggtaacc ctgacgggag      1440 
     ccagccgccn aaggtggggc aagtgattgg ggtgaagtcg ta                         1482 
// 
Figure 28. Exemple de fiche EMBL. 
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L’étape suivante consiste à vérifier que les séquences correspondent bien au brin 
codant du gène et non à l’autre brin. Pour cela, le programme Blastn (chapitre 2 section 
2.2) permet de comparer chaque séquence extraite avec une séquence de référence (la 
séquence Bacteroides intestinalis dont le numéro d’accession1 est AB437413 pour les 
procaryotes et la séquence Blastocladiella emersonii avec le numéro d’accession 
EF014366 pour les champignons). Dans le cas où aucune similarité n’est identifiée, la 
séquence est inversée et complémentée pour correspondre au brin codant du gène.  
Par la suite, un regroupement de séquences utilisant le logiciel BlastClust a été 
effectué sur les séquences de chaque genre pour éliminer les séquences redondantes 
(conservation d’une seule séquence parmi x séquences présentant 100 % d’identité). Les 
paramètres utilisés pour cette analyse sont les suivants: 
 -p - F (il s’agit de séquences nucléotidiques); 
 -S 100 (seuil d’identité entre les séquences en pourcentage); 
 -L 1 (longueur de la séquence à couvrir: ici les séquences doivent être 100% 
similaires sur toute la longueur des séquences); 
 - b F (la couverture telle que spécifiée par -L et - S est requise sur une seule 
séquence d’une paire). 
Enfin, pour chaque groupe, nous avons vérifié l’homogénéité des séquences afin 
d’éliminer les séquences mal annotées et les séquences chimériques. Pour ce faire, nous 
avons tout d’abord constitué une base de données de référence contenant une séquence de 
référence pour chacun des genres. Les séquences de référence ont été déterminées en se 
basant sur la congruence d’annotation à partir de trois bases de données (NCBI2, SILVA3 
et RDP4). Nous avons par la suite, établi les distances entre toutes les séquences de 
référence afin de définir pour chaque genre les deux séquences de référence des groupes 
                                                 
1 Numéro d’accession (en anglais « accession number ») est un identifiant unique attribué à 
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les plus proches. Ainsi, chaque séquence de chaque genre sera testée contre les trois 
séquences de référence sélectionnées. Si la séquence appartient réellement au genre 
considéré, elle doit être plus proche de sa propre séquence de référence que des séquences 
de référence des genres les plus proches. Ici, le score de similarité entre les séquences, 
reflétant la distance, est calculé à l’aide d’une version modifiée du programme Clustalw 
(Thompson et al., 1994). 
Soit L la liste des genres de notre base de données du gène codant la petite sous unité 
de l’ARNr. Soit Gi un genre de L, on note par SGi la séquence de référence de ce genre. 
Gj et Gk sont les deux genres de L les plus proches de Gi si et seulement si leurs 
séquences de référence SGj et SGk montrent les distances les plus courtes avec la séquence 
de référence SGj du genre testé Gi:  
 
Soit S une séquence du genre Gi de L. S est retenue dans le groupe homogène de 
séquences discriminatoires de Gi si et seulement si: 
 
Nous avons implémenté cet algorithme avec le langage de programmation C++ et 
nous l’avons utilisé pour construire une base de données des gènes d’ARNr 16S au niveau 
du genre (la construction d’une base de données fongique des gènes d’ARNr 18S est 
également en cours). Nous avons ainsi retenu 66 075 séquences procaryotes, dont 1 407 
séquences d’archées et 64668 séquences de bactéries, réparties en 2069 genres. Notre 
algorithme peut facilement être adapté et utilisé pour construire des bases de données de 
séquences ARNr de haute qualité pour d’autres rangs taxonomiques (famille, ordre, classe, 
etc.). Il serait ainsi également possible de constituer des bases de données spécifiques d’un 
environnement donné en considérant l’origine de la séquence (sol, eau douce, système 
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marins, intestin, etc.). Cependant, l’information sur l’origine des échantillons n’est pas 
toujours donnée ou clairement indiquée dans les fiches EMBL et nécessite donc une fouille 
de données minutieuse et complexe. 
2.2. Algorithme de sélection de sondes oligonucléotidiques 
2.2.1. Implémentation 
Nous avons développé et implémenté deux versions de notre algorithme. La première 
version nommée PhylGrid a été publiée en 2011 (Jaziri et al., 2011) et la deuxième que 
nous avons appelée PhylGrid2.0 a été publiée en 2014 (Jaziri et al., 2014a). Dans la 
deuxième version, nous avons optimisé la méthode de parallélisation utilisée ainsi que le 
script de sélection de sondes, pour plus de performance. Dans ce qui suit, nous présentons 
seulement la version la plus récente PhylGrid2.0. Nous avons implémenté cette version 
sous Linux CentOS 5.4 avec les langages de programmation C++ et Perl. Notre 
programme utilise trois autres programmes: Blast (Altschul et al., 1990), Clustalw-MPI 
(Li, 2003) et Opal (Wheeler and Kececioglu, 2007). Il utilise quatre principaux paramètres 
en entrée pour assurer la détermination des sondes:  
 la longueur des sondes,  
 la dégénérescence maximale autorisée d’une sonde consensus,  
 le seuil de spécificité (la valeur minimale de similarité utilisée pour déterminer si la 
sonde peut s’hybrider avec une séquence non ciblée: la sonde ne doit pas avoir une 
similarité supérieure ou égale à ce seuil avec une séquence non ciblée), 
 le nombre maximum autorisé d’hybridations croisées. 
2.2.2. Stratégie de sélection de sondes 
La figure 29 illustre les différentes étapes de l’algorithme liées à la soumission des 
travaux sur la grille de calcul européenne EGI. 
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Figure 29. Étapes de l’algorithme de sélection de sondes PhylGrid2.0. 
Pour sélectionner des sondes pour un groupe de séquences choisi par l’utilisateur, un 
alignement multiple des séquences de ce groupe est tout d’abord réalisé. Pour les groupes 
contenant peu de séquences, Clustalw-MPI (Li, 2003) est utilisé pour réaliser l’alignement. 
Cependant, pour les groupes contenant un grand nombre de séquences du fait de la 
complexité de l’alignement et du temps de calcul nécessaire par ClustalW, une stratégie 
basée sur l’alignement d’alignements a été implémentée. En effet, le temps de calcul 
nécessaire pour l’alignement multiple d’un grand nombre de séquences avec ClustalW est 
très important (Missaoui, 2009). Par exemple, environ 8 jours de calcul sont nécessaires 
pour obtenir l’alignement de 4000 séquences (e.g. le genre Bacillus de notre base de 
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séquences 16S) sur un processeur AMD Opteron de 1.83 Ghz et 128Go de RAM, et 
d’environ 3h et demi pour effectuer la même tâche avec Clustalw-MPI en utilisant 100 
cœurs sur un cluster de 22 nœuds dual-processor Quad Core AMD Opteron à 2,1 GHz.  
L’alignement d’alignements de larges groupes de séquences est réalisé en trois 
étapes. Tout d’abord, nous utilisons BlastClust (avec les paramètres -L .98, S - 98, F -p et - 
b F) pour obtenir des sous-groupes de séquences homogènes. Les séquences de ces sous-
groupes peuvent alors être alignées en utilisant ClustalW-MPI. Le logiciel OPAL (Wheeler 
and Kececioglu, 2007) réalise ensuite l’alignement d’alignements. Ainsi, les alignements 
des sous-groupes sont fusionnés pour reconstituer un alignement complet de l’ensemble du 
groupe. Nous avons testé cette méthode sur différents groupes avec un nombre variable de 
séquences pour vérifier sa performance en utilisant 100 cœurs de calcul sur le cluster 
mentionné ci-dessus. Les résultats sont illustrés dans le tableau 4. Par exemple, la 
performance de cette méthode est 4 fois plus rapide qu’un alignement multiple simple pour 
le genre bactérien Bacillus. 
 
Tableau 4: Comparaison de la performance des méthodes d’alignement de groupes de 
séquences utilisée dans PhylGrid2.0 et PhylArray (Militon et al., 2007), en utilisant 






Temps d’alignement (secondes) 
PhylArray PhylGrid2.0 
Vibrio 1 174 37 2 542 1 247 
Bacillus 3 947 58 12 586 3 130 
 
L’alignement créé est ensuite utilisé pour construire une séquence consensus, en se 
basant sur le code IUPAC des nucléotides dégénérés (Cornish-Bowden, 1985) (tableau 5). 
L’objectif ici est non seulement d’obtenir une séquence commune qui représente 
l’ensemble des séquences ciblées du groupe, mais aussi de corriger des erreurs potentielles 
de séquençage. Par exemple, dans chaque colonne de l’alignement représentant un site 
moléculaire, si le nombre de nucléotides indéterminés ou absents (« N » ou « - ») est 
présent dans moins de 50% des séquences de ce groupe, ce sont les nucléotides connus à 
cette position des autres séquences qui seront retenus. Dans le cas contraire (nombre de 
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bases indéterminées à un site donné dans plus de 50% des séquences), un gap (« - ») est 
inséré dans la séquence consensus à cette position. 
L’étape suivante de la stratégie de détermination de sondes consiste à extraire toutes 
les sondes dégénérées possibles de longueur « l » (l est la longueur de sondes fixée par 
l’utilisateur) à partir de la séquence consensus du groupe ciblé, en utilisant un pas de 1. 
Seules les sondes dont la dégénérescence ne dépasse pas la valeur du seuil maximal 
autorisé de dégénérescence et qui ne contiennent pas de bases indéterminées « N » ou « - », 
sont extraites. 
 
Tableau 5. Code IUPAC des nucléotides. 




T (ou U) Thymine (ou Uracil) 
R A ou G 
Y C ou T 
S G ou C 
W A ou T 
K G ou T 
M A ou C 
B C ou G ou T (non A) 
D A ou G ou T (non C) 
H A ou C ou T (non G) 
V A ou C ou G (non T) 
N « any » base 
« . » ou « - »  Gap 
 
Par la suite, une parallélisation est réalisée pour distribuer toutes les sondes dégénérées 
extraites sur « N » jobs (N est le nombre de jobs défini par l’utilisateur). Pour chaque job, 
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toutes les sondes possibles, régulières ou exploratoires, sont générées à partir de chaque 
sonde dégénérée, en utilisant le code IUPAC. La spécificité de ces sondes est ensuite 
vérifiée contre un fichier en format FASTA contenant seulement les séquences de la base 
de données de séquences 16S initialement construite qui n’appartiennent pas au groupe 
ciblé. Pour le test de spécificité, nous utilisons le programme Blastn avec les paramètres 
suivants:  
 la taille du mot: « -W 7 », 
 suppression du filtre des régions de faible complexité: « –F F », 
 l’e-value: « –e 100 », 
 « -S 1 » (indique quel brin nucléotidique à utiliser dans la recherche: brin d’entrée 
et/ou l’autre brin. Ici 1 pour le brin d’entrée), 
 le nombre total d’alignements (résultats) à afficher: « -b 20000 ». 
Le fichier résultat du programme Blastn est ensuite analysé pour déterminer, pour 
chaque oligonucléotide, la liste des hybridations croisées potentielles avec un seuil de 
spécificité supérieur à « S » (S est le seuil de similarité pour considérer une hybridation 
croisée, ce seuil est un paramètre saisi par l’utilisateur). 
Enfin, toutes les sondes oligonucléotidiques régulières et exploratoires respectant les 
critères définis par l’utilisateur sont regroupées et sauvegardées dans un fichier résultat. 
Pour chaque sonde dégénérée ou spécifique, toutes les informations associées sont 
sauvegardées (e.g. position, dégénérescence, nombre et liste des hybridations croisées, 
positions des mésappariements, etc.) 
2.2.3. Méthode de parallélisation 
La sélection des sondes et la vérification de leur spécificité contre une base de 
données composée de dizaines de milliers de séquences, nécessite un temps de calcul très 
important. Le logiciel parallèle PhylArray, par exemple, peut nécessiter jusqu’à plusieurs 
jours de calcul pour sélectionner des sondes pour un seul groupe de séquences (Missaoui, 
2009). Afin d’effectuer une sélection plus rapide, notre logiciel s’exécute sur une grille de 
calcul. L’utilisateur doit d’abord choisir le nombre de jobs à utiliser. La valeur de 
dégénérescence de chaque sonde respectant les critères de l’utilisateur est ensuite calculée. 
Une fois cette étape réalisée, toutes les sondes dégénérées extraites sont rassemblées dans 
un même fichier. Ce fichier doit ensuite être découpé en « N » sous-fichiers (N est le 
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nombre de jobs défini par l’utilisateur) en fonction de la valeur de dégénérescence de 
chaque sonde dégénérée. Tout d’abord, toutes les sondes dégénérées sont classées par 
ordre décroissant en fonction de leurs valeurs de dégénérescence. La dégénérescence 
moyenne par sous-fichier est ensuite calculée sur la base de la somme de toutes les valeurs 
de dégénérescence et du nombre de jobs désiré. Enfin, un algorithme de type « Worst fit » 
(Johnson, 1974) est utilisé pour que les sous-fichiers créés puissent pratiquement avoir la 
même valeur de dégénérescence (figure 30). Chaque sous-fichier sera traité par un job 
soumis sur la grille de calcul européenne EGI. 
 
 
Figure 30. Stratégie de parallélisation pour définir et soumettre les jobs sur grille de 
calcul. 
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L’utilisation de la grille de calcul EGI nécessite des autorisations pour accéder ses 
ressources informatiques. Le CA (« Certificate Authority »5) (e.g. l’autorité de certification 
GRID2-FR du CNRS en France) fournit, sur demande et après vérification, à chaque 
utilisateur, un certificat à durée de validité limitée composé d’un couple de clés: une 
publique et une privée. Les deux clés sont générées à partir d’un seul fichier au format 
PKCS12 (« Public Key Cryptographic Standards ») avec l’extension « .p12 ». Ce format 
est utilisé pour stocker la clé privée et le certificat de clé publique correspondant en les 
protégeant par un mot de passe.  
Les commandes suivantes permettent de générer les deux clés publique et privée 
pour une utilisation de la grille: 
 Pour obtenir la clé publique: 
openssl pkcs12 -in mycert.p12 -clcerts -nokeys –out ~/.globus /usercert.pem 
 Pour obtenir la clé privée:  
openssl pkcs12 -in mycert.p12 -nocerts -out ~/.globus/userkey.pem 
 
Les deux fichiers d’extension « .pem » ainsi générés seront ensuite nécessaires pour 
créer un proxy permettant l’authentification de l’utilisateur et l’autoriser à utiliser toutes les 
machines de la grille durant une certaine période. La création du proxy se fait à l’aide de la 
commande suivante: 
voms-proxy-init --voms <VOName> 
 
                                                 
5 L’autorité de certification (en anglais « Certificate Authority ») est l’infrastructure qui 
assure la délivrance des certificats électroniques utilisés comme mode de d’authentification 
pour accéder à l’ensemble des services de la grille.  
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Nous avons utilisé pour les développements réalisés les ressources de l’organisation 
virtuelle (VO) biomed6. C’est une VO à grande échelle, internationale et multi 
disciplinaire. Biomed est opérationnelle sur l’infrastructure de la grille EGI. Elle regroupe 
les utilisateurs de la grille EGI dans le secteur des sciences de la vie. 
Pour les conditions d’exécution, la base de données est copiée sur des serveurs de 
stockage SEs (« Storage Element ») de la grille accessibles par tous les jobs relatifs à une 
sélection de sondes (voir chapitre 3 section 2.6 pour plus de détail sur les SEs et les autres 
éléments de la grille utilisés dans ce paragraphe). Le programme Blastn nécessaire à la 
recherche de spécificité est également copié sur le « Worker Node » à partir de son LFN 
(« Logical File Name ») sur la grille. En ce qui concerne la soumission, il est important de 
ne pas surcharger le système de gestion des jobs (WMS). Pour cela, notre programme 
attend jusqu’à ce que chaque job soit entièrement associé à un élément de calcul (CE ) de 
la grille EGI avant de soumettre le job suivant. Pour chaque job, les fichiers de 
configuration suivants sont nécessaires pour une soumission sur la grille EGI: 
 Fichier JDL: chaque job a besoin d’un fichier JDL (« Job Description Language ») 
qui sera soumis à la grille et dans lequel le job est décrit: l’exécutable et les 
paramètres utilisés sont spécifiés. La figure 31 montre un exemple de fichier JDL.  
 
 
Figure 31. Exemple de fichier JDL pour un job de détermination de sondes pour le 
genre Propionibacterium. 
                                                 
6 http://lsgc.org/en/Biomed:home 
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 Fichiers de script: ces fichiers décrivent les traitements élémentaires qui seront 
exécutées sur la grille. Ils contiennent donc les commandes du système 
d’exploitation et les scripts nécessaires pour effectuer l’étape de sélection de sondes 
correspondante à la vérification de la spécificité, à partir d’un fichier contenant les 
sondes dégénérées. Pendant l’exécution, deux fichiers sont copiés sur le CE sur 
lequel le job est exécuté: le premier contient la base de données de séquences 
contenant les séquences pour évaluer les hybridations croisées potentielles et le 
second contient les sondes dégénérées à traiter par ce job. La figure 32 contient un 
exemple de script shell SH7 pour un job créé et soumis à la grille par notre 
programme pour sélectionner des sondes ciblant le genre Propionibacterium. 
 
 
Figure 32. Exemple de script SH pour un job de détermination de sondes pour le 
genre Propionibacterium. 
                                                 
7 Un script shell se présente sous la forme d’un fichier contenant une ou plusieurs 
commandes qui seront exécutées de manière séquentielle.   
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En outre, nous avons développé des scripts assurant le suivi des différents jobs, pour 
lancer une nouvelle soumission en cas de défaillance et ainsi d’améliorer la fiabilité de 
notre logiciel tout en optimisant notre utilisation de la grille de calcul. Trois cas peuvent 
donc être distingués: 
 La soumission du job a échoué: ce job est alors resoumis à la grille EGI. Cette 
action est répétée tant que la soumission n’est pas encore réussie. 
 Le job est soumis à la grille avec succès mais a échoué lorsqu’il est exécuté: un 
nouveau job est créé avec les mêmes paramètres et est ensuite soumis à la grille. 
 Le job est soumis avec succès et est exécuté avec succès, mais les autres jobs ne 
sont pas encore terminés: le programme attend la fin de l’exécution avec succès de 
tous les jobs, puis récupère et fusionne tous les résultats des jobs dans un seul 
fichier résultat. 
Enfin, notre programme a été conçu pour être extensible en séparant les jobs des 
différentes étapes de sélection de sondes. En effet, il crée un identifiant unique pour chaque 
design de sondes ciblant un groupe donné exécuté à un moment précis, ce qui permet de 
séparer et distinguer les différents jobs soumis à la grille même si plusieurs sélections de 
sondes sont lancées simultanément. 
2.3. Résultats de la parallélisation et de la soumission de jobs 
sur la grille de calcul européenne 
Dans cette section, nous présentons les résultats obtenus par notre logiciel sur des 
données réelles. Nous montrons aussi la performance de notre méthode de parallélisation 
par rapport au programme initial PhylArray (Militon et al., 2007). 
2.3.1. Résultats de la méthode d’équilibrage de charge 
Pour tester l’efficacité de notre méthode d’équilibrage de charge décrite 
précédemment, nous l’avons comparé à la méthode initiale utilisée dans le programme 
original PhylArray fonctionnant sur un cluster de calcul. Ainsi, pour distribuer le calcul sur 
N jobs, PhylArray divise le nombre de sondes (répondant aux critères de l’utilisateur) 
provenant d’une séquence consensus en N sous-groupes. Chaque sous-groupe est ensuite 
traité sur un cœur de calcul. La dégénérescence de chaque sonde n’est donc pas considérée. 
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Les tests de comparaison ont été effectués sur des ensembles de données réelles, en 
utilisant respectivement 16 jobs pour sélectionner des sondes ciblant le groupe de 
séquences du genre bactérien Citrobacter (figure 33), 8 pour sélectionner des sondes pour 
le genre bactérien Haemophilus (figure 34), et enfin 4 jobs pour sélectionner des sondes 
pour les genres bactériens: Citrobacter, Eubacterium et Haemophilus (tableau 6). Le fait 
de considérer la dégénérescence des sondes pour réaliser l’équilibrage des calculs sur les 
différents processeurs assure une meilleure efficacité du traitement. Par exemple, comme 
le montre le tableau 6, l’écart type entre les charges des différents jobs créés avec notre 
logiciel est très faible (0,5 sonde) par rapport à l’écart type très élevé obtenu lors de 
l’utilisation de PhylArray (18 647,85 sondes). 
 
 
Figure 33. Comparaison de notre nouvelle méthode d’équilibrage de charge avec celle 
utilisée initialement dans PhylArray (Militon et al., 2007), en utilisant 16 cœurs de 
calcul pour sélectionner des sondes ciblant le genre Citrobacter. 
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Figure 34. Comparaison de notre nouvelle méthode d’équilibrage de charge avec celle 
initialement utilisée dans PhylArray (Militon et al., 2007), en utilisant 8 cœurs de 
calcul pour sélectionner des sondes ciblant le genre Haemophilus. 
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Tableau 6: Comparaison de notre nouvelle méthode d’équilibrage de charge avec celle initialement développée dans PhylArray (Militon 
et al., 2007), en utilisant 4 cœurs de calcul pour sélectionner des sondes ciblant 3 genres procaryotes: Citrobacter, Eubacterium et 
Haemophilus. 
Genre Citrobacter Eubacterium Haemophilus 
Logiciel PhylArray PhylGrid2.0 PhylArray PhylGrid2.0 PhylArray PhylGrid2.0 
Dégénérescence 
moyenne 
26 722,75 26 722,75 37 132,25 37 132,25 20 100,75 20 100,75 
Dégénérescence 
coeur1 
13 068 26 723 41 435 37 133 28 600 20 101 
Dégénérescence 
coeur2 
41 782 26 723 43 466 37 132 32 335 20 101 
Dégénérescence 
coeur3 
16 381 26 723 10 273 37 132 4 314 20 101 
Dégénérescence 
coeur4 
35 660 26 722 53 355 37 132 15 154 20 100 
Ecart type 14 142,836 0,5 18 647,85 0,5 12 853,09 0,5 
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2.3.2. Résultats du déploiement de PhylGrid2.0 sur la grille de 
calcul européenne 
Notre logiciel permet aux utilisateurs de soumettre des jobs parallèles à la grille de 
calcul EGI dans le but de sélectionner des sondes oligonucléotidiques pour biopuces 
phylogénétiques. Pour tester les performances de notre approche, nous avons réalisé une 
détermination de sondes pour 10 groupes de séquences simultanément. Les groupes de 
séquences ciblés sont les genres procaryotes suivants: Eubacterium, Citrobacter, 
Propionibacterium, Arcanobacterium, Campylobacter, Bacteriovorax, Kaistobacter, 
Neisseria, Haemophilus et Riemerella. Nous avons utilisé les paramètres suivants: 
 Longueur de la sonde = 25-mers; 
 Spécificité = seuil de 0,88 (la sonde ne doit pas avoir une similarité supérieure ou 
égale à 88%, avec une séquence non ciblée); 
 Nombre maximum d’hybridations croisées = 100; 
 Dégénérescence maximale = 2000. 
La réalisation de ces calculs sur un processeur avec un seul cœur de calcul nécessite 
plus de 8 mois. Nous avons soumis ces calculs à la grille EGI en utilisant un total de 600 
jobs. Ce test a été réalisé 5 fois et le résultat médian en termes de temps de calcul a été 
considéré. Nous avons obtenu tous les résultats après moins de 55 heures incluant 
l’attente liée à la soumission et à l’exécution des jobs. Les résultats sont illustrés dans la 
figure 35. 
La performance obtenue avec 600 jobs soumis est donc 106 fois plus rapide en temps 
de calcul malgré les temps d’attente des soumissions sur la grille. En effet, les jobs soumis 
à une grille de calcul peuvent passer des heures dans les files d’attente. L’indisponibilité de 
certaines ressources de la grille telles qu’un élément de calcul ou un élément de stockage 
peut également causer la perte ou le blocage de certains jobs. Cette étape peut bien sûr 
augmenter le temps de calcul global de notre logiciel qui resoumet toutefois les jobs perdus 
ou ayant échoué. Par exemple, dans la fenêtre de temps entre 20 et 30 heures de la figure 
35, on peut voir une petite diminution de la vitesse de retour des résultats. Cela est dû à 
l’importance du nombre de resoumissions des jobs ayant échoués dans cette période. Ces 
problèmes de soumission et d’exécution des jobs sur la grille peuvent expliquer les 
différences observés pour les 5 réplicas (tableau 7). 




Figure 35. Temps d’exécution médian de sélection de sondes pour 10 genres 
procaryotes en utilisant 600 jobs soumis à la grille de calcul EGI (résultat médian des 
5 réplicats soumis à la grille). 
 
 
Tableau 7: Temps d’exécution de sélection de sondes pour 10 genres procaryotes en 
utilisant 600 jobs soumis à la grille EGI (résultat pour les 5 réplicats soumis à la 
grille). 
Temps (heures) (avec l’attente liée à la soumission des calculs) 
Médiane Moyenne Min Max Ecart type 
55 64 50 90 16,35 
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2.4. Discussion 
Dans ce travail, nous avons montré qu’il est possible de sélectionner des sondes à 
grande échelle sur une infrastructure de grille de calcul avec des gains de performance 
significatifs. Notre logiciel permet de sélectionner des milliers de sondes en se basant sur 
la stratégie PhylArray qui assure une bonne sensibilité et spécificité des sondes (Militon et 
al., 2007). La sélection de sondes régulières et exploratoires à grande échelle, est une tâche 
complexe et très coûteuse en temps de calcul (jusqu’à plusieurs jours de calcul pour un 
groupe contenant plusieurs centaines de séquences (Missaoui, 2009)). Pour cela, nous 
avons développé une méthode de parallélisation efficace qui permet de répartir 
équitablement le traitement d’une tâche de sélection de sondes sur plusieurs jobs. Les 
résultats expérimentaux obtenus ont montré que le déploiement de notre logiciel sur la 
grille de calcul européenne EGI a augmenté de manière significative ses performances 
pouvant atteindre un speedup de 106 avec 600 jobs de calcul soumis à la grille EGI et ce 
malgré le temps de latence de la grille.  
De plus, nous avons développé des scripts de suivi des soumissions pour améliorer la 
fiabilité et l’efficacité de notre logiciel sur la grille. Néanmoins, la performance de 
PhylGrid2.0 dépend de la disponibilité des ressources sur la grille, mais aussi du nombre et 
de la taille des groupes de séquences ciblés. En effet, pour les petits groupes de séquences 
(quelques dizaines de séquences maximum), le temps d’attente et de transfert des données 
sur la grille peut largement dépasser le temps de calcul et la grille de calcul n’est pas 
adaptée à ces calculs qui reste intensifs, mais ne sont pas à l’échelle de la grille. Pour ce 
type de calculs, l’utilisation d’un multiprocesseur ou d’un cluster de calcul est plus 
adéquate que l’utilisation d’une grille de calcul. D’autre part, la stratégie de sélection de 
sondes exploratoires peut également être améliorée pour assurer une meilleure qualité de 
sondes. 
Une base de données de qualité étant la condition sine qua non pour la détermination 
de sondes spécifiques, nous avons aussi développé un nouvel algorithme pour la 
construction des bases de données de séquences des gènes exprimant la petite sous unité de 
l’ARN ribosomique. Nous avons testé cet algorithme pour créer une base de données de 
séquences de l’ARNr 16S au niveau du genre. Cette base contient plus de 66 000 
séquences représentant 2 069 genres procaryotes. 
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En plus des sondes régulières ciblant des séquences existantes dans les banques de 
données génomiques, notre programme permet la sélection de sondes exploratoires ciblant 
des séquences inconnues appartenant potentiellement à des nouvelles espèces non encore 
découvertes. Cette fonctionnalité permet d’explorer la grande majorité des 
microorganismes qui reste jusqu’à lors inconnue. Cependant, certaines sondes 
exploratoires sélectionnées peuvent, malgré leur importance, causer des problèmes 
d’hybridation croisées. Cette information de croisement doit être considérée lors des 
interprétations. Finalement, la qualité des sondes sélectionnées peut encore être améliorée 
par l’introduction d’autres critères de sélection tels que la présence d’homopolymères ou la 
possible formation de structures secondaires qui peuvent empêcher l’hybridation 
sonde/cible. 
3. PhylOPDb: une base de données de sondes ciblant le 
gène de l’ARN ribosomique 16S pour l’identification 
des procaryotes 
Bien que de nombreuses sondes oligonucléotidiques aient été rapportées, les 
collections disponibles de sondes oligonucléotidiques ciblant l’ARNr sont rares. Par 
exemple, la base de données de sondes oligonucléotides OPD (« Oligonucleotide Probe 
Database ») (Alm et al., 1996) a été proposée en 1996 pour collecter des sondes 
oligonucléotidiques phylogénétiques testées biologiquement. Le dernier ensemble de 
données d’OPD liste 96 amorces et sondes ciblant les gènes de la petite et la grande sous-
unité de l’ARNr. Cependant, OPD n’a pas été actualisée depuis 1997 et n’est plus 
disponible en ligne. Plus récemment, « probeBase » (Loy et al., 2007), une ressource en 
ligne pour les sondes oligonucléotidiques publiées ciblant l’ARNr, et les informations 
associées à ces sondes, a été créée en 2002. Elle comprend actuellement 2 788 sondes (état 
avril 2014).  
Ici, nous présentons PhylOPDb (« Phylogenetic Oligonucleotide Probe Database ») 
une ressource web pour une base de données exhaustive de sondes oligonucléotidiques 
phylogénétiques ciblant les séquences du gène ARNr 16S au niveau du genre. Les sondes 
de PhylOPDb peuvent être utilisées pour différentes techniques de biologie moléculaire: 
biopuces à ADN, PCR (« Polymerase Chain Reaction »), technique FISH (« Fluorescent In 
Situ Hybridation »), capture ciblée de gènes ou l’affiliation in silico afin d’identifier les 
populations procaryotiques au sein d’environnements complexes. 
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3.1. Création de PhylOPDb 
Pour développer PhylOPDb (Jaziri et al., 2014b), nous avons utilisé deux logiciels de 
sélection de sondes à grande échelle développés dans l’équipe, à savoir PhylGrid2.0 (Jaziri 
et al., 2014a) et KASpOD (Parisot et al., 2012). Ces deux logiciels ont la particularité de 
pouvoir définir des sondes exploratoires.  
Avec PhylGrid2.0, nous avons utilisé notre base de données experte décrite 
précédemment (section 2.1) afin de déterminer un total de 3 553 975 sondes de 25-mers. 
Cette longueur assure une spécificité très élevée tout en conservant une bonne sensibilité 
(Lipshutz et al., 1999; Militon et al., 2007). Des tests de couverture (pourcentage de 
séquences cibles reconnues par une sonde) et de spécificité ont été ensuite effectués contre 
la base de données d’entrée avec un seuil de spécificité de 92%, considérant ainsi qu’avec 
moins de 3 mésappariements une séquence non ciblée peut potentiellement entraîner une 
hybridation croisées. Le nombre de mésappariements autorisé a été choisi en tenant compte 
de l’effet de la déstabilisation sur le couple sonde-cible et de la perte de signal (Loy et al., 
2002). Tout en essayant d’assurer la meilleure spécificité et une dégénérescence minimale, 
seulement cinq sondes dégénérées non chevauchantes ont été sélectionnées pour chaque 
genre, au cours de cette étape. De ce fait, même si certaines sondes présentent des 
hybridations croisées, l’analyse simultanée des cinq sondes dégénérées évitera des 
interprétations erronées des données d’hybridation. Finalement, un ensemble de 19 874 
sondes 25-mers correspondant à 10 320 sondes dégénérées ciblant 2 096 genres 
procaryotes ont été obtenues. 
En ce qui concerne les sondes sélectionnées à l’aide de KASpOD, la sélection était 
basée sur la base de données Greengenes (McDonald et al., 2012). La version de mai 2011 
contenant 406 997 séquences procaryotes de l’ARNr 16S a été téléchargée. Puis, seules les 
séquences assignées à un genre ont été retenues, ce qui correspond à 310 575 séquences. 
Ces séquences ont été ensuite triées par genre et stockées dans des fichiers FASTA. Pour 
chaque genre, une étape de clustering a été effectuée à un seuil de 100% d’identité en 
utilisant l’outil CD-HIT (Li and Godzik, 2006) afin d’éliminer les séquences redondantes. 
Puis, seules les séquences de haute qualité ont été retenues sur la base des critères suivants:  
 La longueur des séquences doit être supérieure à 1200 nucléotides. 
 Les séquences doivent contenir moins de 1% de nucléotides indéterminés.  
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Un clustering de l’ensemble des séquences retenues à des seuils d’identité élevés 
(99%, 98% et 97%), couplé à une vérification manuelle, a permis ensuite la suppression 
des séquences potentiellement mal affectées à un genre donné. De plus, certains genres ne 
pouvant être discriminés sur la base de l’analyse du gène exprimant l’ARNr 16S, ont été 
regroupés. 252 183 séquences d’ARNr 16S ont été retenues. Ces séquences ont été 
utilisées par KASpOD pour effectuer la sélection de sondes (voir chapitre 2 section 2.2.2 
pour plus de détail sur la sélection de sondes avec KASpOD). Un total de 3 242 105 sondes 
25-mers ont été alors sélectionnées pour 1 295 genres procaryotes. Concernant la 
spécificité, toute séquence présentant au maximum 2 mésappariements avec une sonde sera 
considérée comme pouvant provoquer une hybridation croisée. L’ensemble minimal de 
sondes non chevauchantes caractéristique de chaque genre, assurant la meilleure 
couverture et la meilleure spécificité possible, a été ensuite déterminé: i) les sondes non 
chevauchantes ont tout d’abord été sélectionnées parmi les sondes n’entraînant aucune 
hybridation croisée potentielle avec d’autres genres non ciblés. ii) Dans les cas où certains 
groupes ne sont pas ciblés par au moins trois sondes, KASpOD sélectionne des sondes 
supplémentaires pour ces groupes en autorisant des d’hybridations croisées potentielles. 
Finalement, et après la suppression des sondes redondantes avec celles sélectionnées 
avec PhylGrid2.0, nous avons retenu 54 129 sondes oligonucléotidiques qui ont été 
ajoutées à PhylOPDb. Au total, PhylOPDb est actuellement composé de 74 003 sondes 25-
mers ciblant un total de 2 178 genres procaryotes (bactéries et archées). 
3.2. Développement d’une interface web pour PhylOPDb 
Afin de rendre facilement accessibles et téléchargeable toutes les sondes 
oligonucléotidiques phylogénétiques contenues dans PhylOPDb, nous avons développé 
une interface web. Le modèle entité-association représentant la base de données de notre 
application web est représenté dans la figure 36. 
Notre site web est accessible librement et sans inscription préalable sur http://g2im.u-
clermont1.fr/PhylOPDb/. Il a été développé en utilisant PHP, HTML5, CSS3, JavaScript, 
jQuery et MySQL. Il fournit une interface web conviviale et facile à utiliser (figure 37) 
pour parcourir notre ensemble de sondes régulières et exploratoires ciblant l’ARNr 16S. 
PhylOPDb sera mise à jour chaque année pour l’ajout de nouvelles sondes, la suppression 
des sondes obsolètes et la mise à jours de la couverture et de la spécificité des sondes 
existantes. 
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Figure 36. Modèle entité-association pour l’application web de PhylOPDb. 
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Figure 37. Interface web de PhylOPDb. 
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L’interface web de PhylOPDb permet une navigation hiérarchique du contenu de 
notre base de données de sondes, en se basant sur la taxinomie EMBL (figure 38). 
Lorsqu’un groupe taxinomique est sélectionné, seules les sondes oligonucléotidiques de ce 
groupe sont alors affichées et cette sélection de sondes peut être téléchargée. Un groupe 
taxinomique peut être un genre, une famille, un ordre, une classe, un phylum ou un règne. 
Le téléchargement des sélections de sondes affichées peut se faire à la fois en format CSV 
et FASTA. En outre, pour chaque sonde non dégénérée, les informations associées sont 
données dans le fichier CSV:  
 ID: identifiant unique de la sonde (composé de trois parties séparées par le 
caractère « _ »: un identifiant numérique du genre ciblé, le numéro de la sonde 
dégénérée à partir de laquelle cette sonde est générée et le numéro de cette sonde). 
 Genus: le nom du genre pour lequel cette sonde a été définie. 
 Design: l’outil de design de sondes utilisé pour sélectionner cette sonde (KASpOD 
ou PhylGrid). 
 Region: la séquence de la sonde dégénérée à partir de laquelle la sonde courante est 
générée. 
 Position: la position de la sonde dégénérée sur la séquence consensus pour les 
sondes sélectionnées avec PhylGrid. 
 Nb Oligo/Region: la dégénérescence de la région. 
 Nb Cross-hybrid/Region: le nombre d’hybridations croisées potentielles de la 
sonde dégénérée avec des genres non ciblés. 
 List Cross-hybrid/Region: la liste des genres qui peuvent avoir des hybridations 
croisées avec cette sonde dégénérée. 
 Oligo: la séquence de la sonde non dégénérée extraites à partir de la sonde 
dégénérée (Identique à la séquence de la région si cette dernière est non dégénérée). 
 Size Oligo: la taille de la sonde. 
 Tm Oligo: la température de fusion de la sonde non dégénérée, calculée en utilisant 
la formule suivante: Tm= 64.9 + 41 * (yG + zC - 16.4) / (wA + xT + yG + zC); dont 
w, x, y et z représentent respectivement les nombres des nucléotides A, T, G et C 
dans la séquence de la sonde. 
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 Coverage Oligo: le pourcentage de séquences du genre courant qui sont ciblées par 
cette sonde non dégénérée. 
 Nb Cross-hybrid/Oligo: le nombre d’hybridations croisées potentielles de la sonde 
non dégénérée avec des genres non ciblés. 
 List Cross-hybrid/Oligo: la liste des genres qui peuvent produire des hybridations 
croisées avec la sonde non dégénérée. 
Les sondes peuvent également être obtenues et ensuite visualisées et/ou téléchargées 
en utilisant une recherche rapide par mots clé. Les mots clé peuvent représenter n’importe 
quel motif dans la base de données de sondes: une partie de la séquence d’une sonde, un 
nom de genre, le nom de l’outil de sélection de sondes utilisé (PhylGrid ou KASpOD), etc. 
Seules les sondes qui correspondent à ces mots clé sont alors affichées.  
De plus, pour une recherche avancée permettant à l’utilisateur d’afficher et de 
télécharger une sélection de sondes qui répond à un ou plusieurs critères de choix, une 
page spécifique a été développée (figure 39). Cette page permet de filtrer les sondes de 
PhylOPDb en fonction des critères suivants: le nom du genre, l’outil de sélection de sondes 
utilisé, l’intervalle de température Tm, le nombre d’hybridations croisées et le pourcentage 
de couverture des séquences du genre ciblé. L’utilisateur peut utiliser un ou plusieurs de 
ces critères. La modification d’un critère implique une mise à jour instantanée de la 
sélection de sondes affichée, en prenant en compte seulement les critères choisis par 
l’utilisateur. 
Notre site web contient une section « Help » contenant le manuel d’utilisation 
expliquant les différentes fonctionnalités de notre site à travers des exemples de navigation 
simples et commentés.  
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Figure 38. Exemple de navigation hiérarchique de PhylOPDb. 
 
Figure 39. Recherche avancée de sondes. 
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3.3. Discussion 
PhylOPDb fournit une interface web simple et conviviale pour consulter et 
télécharger librement une base de données complète de sondes ciblant le gène de l’ARNr 
16S chez les procaryotes. Cette base de données est actuellement composée de 74 003 
sondes de 25-mers régulières et exploratoires couvrant un total de 2178 genres procaryotes. 
Elle pourrait être utilisée pour construire une biopuce phylogénétique oligonucléotidique 
POA complète permettant ainsi le suivi de plus de deux milliers de genres microbiens en 
une seule expérience. PhylOPDb représente aujourd’hui la base de données la plus 
complète. En effet, comme nous l’avons montré, la détermination de sondes est 
particulièrement délicate pour ce biomarqueur et demande donc une expertise particulière. 
Signalons de plus, que seule cette base permet d’accéder à des sondes ciblant des espèces 
pour lesquelles aucune information de séquences n’est disponible. 
 Les sondes de la base de données PhylOPDb sont également bien adaptées à 
d’autres outils moléculaires que les biopuces à ADN (e.g. PCR, PCR quantitative, FISH). 
Ainsi, notre base de données est particulièrement utile pour des applications biologiques 
permettant de révéler des phylotypes particuliers et de déterminer les structures et les 
évolutions des communautés microbiennes de différents écosystèmes. Les sondes 
exploratoires renforcent la caractérisation de nouveaux taxons. Les sondes de la base de 
données sont également particulièrement bien adaptées pour les nouvelles approches 
innovantes de capture de séquences développées en écologie microbienne (Denonfoux et 
al., 2013). 
Du fait, des connaissances limitées de la thermodynamique de l’hybridation des 
acides nucléiques les approches moléculaires notamment les biopuces à ADN utilisant les 
sondes et amorces demeurent encore largement empiriques et nécessitent des validations 
biologiques. Il a été en effet démontré que les approches in silico pour prédire le 
comportement d’hybridation des sondes de biopuces à ADN sont limitées: la meilleure 
solution étant d’effectuer un test expérimental très étendu des sondes pour assurer une 
spécificité complète (Loy and Bodrossy, 2006). Par conséquent, nous avons préféré fournir 
un ensemble complet de sonde pour permettre aux utilisateurs de pouvoir bénéficier d’un 
jeu de sondes leur permettant de répondre aux questions biologiques posées. Néanmoins, 
afin de réduire la complexité du choix des sondes utilisées, les meilleures signatures 
dégénérées à partir desquelles les sondes et les amorces spécifiques ont été déduites sont 
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indiquées dans PhylOPDb. Nous recommandons de plus aux utilisateurs de PhylOPDb de 
combiner plusieurs outils (par exemple Blast, SILVA-TestProbe, RDP-ProbeMatch) afin 
de confirmer les résultats de spécificité des sondes qui seront utilisées. En effet, les 
taxinomies évoluent constamment et il n’existe pas actuellement de bases de données 
universelles pour ce marqueur phylogénétique. De plus, la base de données de référence, 
les algorithmes de détermination des sondes et les paramètres de sélection peuvent 
influencer fortement les niveaux de spécificité.  
Nos travaux futurs seront dirigés vers la détermination de sondes phylogénétiques 
pour des écosystèmes spécifiques. En effet, les tests de spécificité ne sont généralement 
pas réalisés sur le sous-ensemble approprié de séquences, principalement en raison de 
l’absence de bases de données spécialisées pour l’écologie microbienne. Selon 
l’environnement étudié, il serait plus pertinent d’effectuer ces tests de spécificité contre des 
bases de données de séquences réduites contenant uniquement les séquences pouvant être 
retrouvées dans les écosystèmes étudiés (e.g. sols, systèmes aquatiques, microbiotes 
intestinaux). Ainsi, des sondes encore plus spécifiques dédiées à l’exploration 
d’écosystèmes particuliers pourraient prochainement être accessibles via PhylOPDb. 
D’autre part, les sondes fournies dans PhylOPDb ont été sélectionnées au niveau du 
genre, mais il serait également intéressant pour certains usages, comme les analyses 
utilisant la PCR, de définir des sondes ciblant d’autres niveaux phylogénétiques.  
La collection de sonde actuelle de PhylOPDb pourra aussi être étendue pour inclure 
des sondes ciblant les séquences de l’ARNr 18S et permettant d’étudier par exemple les 
espèces fongiques ou d’autres microorganismes eucaryotes. D’autres biomarqueurs 
phylogénétiques pourraient également être exploités pour la conception de sondes 
permettant de distinguer des organismes ne pouvant être différenciés par l’analyse du gène 
de la petite sous-unité d’ARNr. Cependant, il faut dans ce cas de figure avoir une richesse 
d’informations assurant une fiabilité de détermination.   
4. Conclusion 
Dans ce chapitre nous avons présenté un nouveau programme pour la sélection de 
sondes oligonucléotidiques régulières et exploratoires pour biopuces à ADN 
phylogénétiques, sur grilles de calcul (avec gestion des resoumissions de jobs). Nous avons 
proposé une parallélisation efficace qui permet de distribuer la charge de calcul de 
sélection de sondes, équitablement, sur tous les cœurs utilisés. Nous avons testé et prouvé 
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la performance de notre programme sur des données biologiques réelles, en soumettant les 
calculs sur la grille de calcul européenne EGI (speedup de 106x avec 600 jobs, malgré la 
latence liée à l’attente et à la soumission des jobs). 
Nous avons également proposé une nouvelle approche pour la construction des bases 
de données de séquences ciblant les gènes codant la petite sous unité de l’ARN 
ribosomique. Cette approche est bien adaptée aux bases de données utilisées pour la 
sélection de sondes pour biopuces phylogénétiques. Nous avons utilisé cette approche pour 
créer une base de données de séquences de l’ARNr 16S au niveau du genre. Cette base 
contient plus de 66 000 séquences pour un total de 2 069 genres procaryotes. 
L’utilisation de PhylGrid2.0 et KASpOD (Parisot et al., 2012) a ensuite permis de 
produire la base de données, à ce jour, la plus exhaustive de sondes ciblant le biomarqueur 
16S. Elle est également la seule base de données actuellement disponible en accès libre sur 
le Web et contenant des sondes exploratoires ciblant le biomarqueur 16S. 
Dans le chapitre suivant, nous présentons un autre outil de sélection de sondes 
exploratoires, développé pour remédier aux limites de PhylGrid2.0. 
 




Chapitre 5: Sélection de sondes à 
grande échelle pour biopuces 
exploratoires en environnements 
parallèles par une approche 
d’Ingénierie Dirigée par les Modèles 
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1. Introduction 
Dans ce chapitre, nous présentons un nouveau logiciel parallèle, appelé 
« MetaExploArrays », pour la sélection de sondes oligonucléotidiques (sensibles, 
spécifiques, exploratoires et isothermes) ciblant une séquence ou un groupe de séquences 
nucléiques. Nous utilisons une approche de méta-programmation et d’ingénierie dirigée 
par les modèles, afin de réduire la complexité et le temps de calcul de notre logiciel. 
MetaExploArrays génère automatiquement les codes sources nécessaires pour sélectionner 
les sondes sur un PC, un multiprocesseur, un cluster ou une grille de calcul. 
2. MetaExploArrays: logiciel de sélection de sondes à 
grande échelle pour biopuces exploratoires 
2.1. L’implémentation 
Nous avons implémenté notre méthode dans un programme que nous avons appelé 
« MetaExploArrays ». MetaExploArrays a été développé en C++ sous Linux CentOS 5.4. 
Il utilise deux autres programmes: Blastn (Altschul et al., 1990) et UNAFold (Markham 
and Zuker, 2008). L’utilisateur doit d’abord spécifier l’architecture souhaitée (PC, 
multiprocesseur, cluster ou grille de calcul), le nombre de processeurs à utiliser et la taille 
des sondes oligonucléotidiques à sélectionner. MetaExploArrays génère alors, en fonction 
de ces paramètres, les codes sources nécessaires au traitement de cette tâche de sélection 
de sondes. Les codes sources sont ensuite compilés et la sélection de sondes est exécutée. 
Cette méta-programmation a été réalisée en utilisant une approche d’ingénierie dirigée par 
les modèles. Le modèle de notre système est décrit par le diagramme de classe UML de la 
figure 40. Toutes les classes de ce diagramme décrivent des modèles de programmation ou 
d’architecture matérielle. Les classes « Prog-1 Seq », « Prog-Group of Sequences », 
« Prog-Tm Calculation » et « Prog-Segmentation » héritent de la classe « Program » et 
correspondent à:  
 Prog-1 Seq: classe de sélection de sondes pour une seule séquence ADN. 
 Prog-Group of Sequences: classe de sélection de sondes pour un groupe de 
séquences ADN. 
 Prog-Tm Calculation: classe de calcul de la température de fusion Tm d’une sonde. 
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 Prog-Segmentation: classe de segmentation de l’ensemble des séquences 
dégénérées à traiter (partage de la charge de calcul).  
En fonction de l’environnement de calcul choisi par l’utilisateur, la transformation, 
par génération de code, concerne les codes de segmentation et de sélection de sondes et les 
scripts shell nécessaires pour l’utilisation de l’architecture désirée. La génération de code 
effectuée correspond à une transformation de modèle au sens de l’IDM. 
Deux types de fichier d’entrée sont acceptés par notre programme: un fichier FASTA 
contenant une séquence d’acide nucléique spécifique ou un fichier d’alignement, au format 
CLUSTAL, contenant le résultat d’un alignement multiple d’un groupe de séquences 
d’acides nucléiques. Pour la vérification de la spécificité des sondes, l’utilisateur peut 
fournir en entrée un fichier contenant une base de données de séquences d’acides 
nucléiques au format FASTA. Il peut aussi utiliser une des bases de données prédéfinies 
disponibles dans MetaExploArrays. 
Les bases de données que nous mettons à la disponibilité des utilisateurs de 
MetaExploArays sont: 
 Une base de données de haute qualité, en format FASTA, composée d’environ 66 
000 séquences procaryotes du gène exprimant la petite sous unité de l’ARN 
ribosomique 16S. Ces séquences correspondent à 2 069 genres procaryotes (voir 
chapitre4 section 3 pour plus de détails). Cette base de données peut être utilisée 
pour sélectionner des sondes pour des biopuces phylogénétiques 
oligonucléotidiques POAs pour l’étude des communautés procaryotiqus. 
 Une large base de données, en format FASTA, dédiée à l’étude des fonctions des 
communautés microbiennes. Elle est composée de toutes les séquences 
nucléotidiques codantes (CDS pour « Coding DNA Sequence ») annotées et 
retrouvés dans les divisions procaryotes, champignons et environnementales de la 
banque de données génomique EMBL. Cette base de données, appelée EnvExBase 
a été développée par l’équipe dans (Dugat-Bony et al., 2011) (voir chapitre2 section 
2.3.1 pour plus de détails). Cette base de données peut donc être utilisée pour 
sélectionner des sondes pour biopuces fonctionnelles FGAs. 
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Figure 40. Méta modèle UML de l’algorithme de sélection de sondes proposé. 
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Avant de sélectionner des sondes oligonucléotidiques, l’utilisateur doit définir les 
valeurs des paramètres suivants: 
 l: la longueur des oligonucléotides désirés, 
 C: le nombre maximal autorisé d’hybridations croisées potentielles pour garder une 
sonde oligonucléotidique,  
 s: le seuil de spécificité pour considérer une hybridation croisée potentielle, 
 t: la Tm (température de fusion) minimale pour retenir une sonde oligonuclotidique, 
 T: la Tm maximale pour retenir une sonde oligonucléotidique, 
 M: la méthode utilisée pour calculer la température de fusion Tm des 
oligonucléotides. Notre algorithme permet d’utiliser l’une des méthodes suivantes: 
méthode basique (équation 1), méthode d’ajustement (équation 2) ou méthode 
thermodynamique du plus proche voisin (équation 3). MetaExploArrays génère 
automatiquement le code source de la méthode choisie en fonction du choix de 




w, x, y et z sont respectivement les nombres des nucléotides A, T, G et C dans 
l’oligonucléotide testé; ∆H: la somme des enthalpies libres des couples de bases 
voisines (cal.mol-1); ∆S: la somme des entropies des couples de bases voisines 
(cal.K-1.mol-1); R: la constante des gaz parfaits (1.987 cal.K-1.mol-1); C: la 
concentration moléculaire de l’oligonucléotide (mol.L-1); [Na+]: la concentration en 
sels monovalents (mol.L-1). 
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2.2. Sélection de sondes oligonucléotidiques pour une seule 
séquence nucléotidique 
Plusieurs étapes sont nécessaires pour sélectionner des sondes à partir d’une seule 
séquence d’acide nucléique. Tout d’abord, la séquence d’entrée est lue pour extraire toutes 
les sondes possibles, en utilisant une fenêtre mobile de longueur égale à « l » (« l » est la 
longueur des sondes oligonucléotidiques fixée par l’utilisateur): On prend le premier 
oligonucléotide de taille « l » qui commence au premier nucléotide de la séquence traitée, 
ensuite, on avance par pas de « 1 » pour extraire les différentes sondes possibles. 
Les sondes obtenues sont ensuite examinées pour éliminer celles qui sont estimées 
mauvaises selon l’ensemble de critères que nous donnons ci-dessous. De fait, nous ne 
gardons que les sondes qui répondent aux conditions suivantes: 
 le pourcentage de nucléotides G+C est compris entre 40% et 60% de la longueur 
totale de l’oligonucléotide. 
 l’oligonucléotide ne contient pas d’homopolymère (séquence composée du même 
nucléotide) de plus de 5 nucléotides. 
 la température de fusion: t < = Tm < = T. 
Si un oligonucléotide répond à ces critères, il est testé pour vérifier la présence de 
structures secondaires. Le programme UNAFold (Markham et Zuker, 2008) est utilisé pour 
calculer les énergies libres minimales de toutes les structures secondaires possibles 
(L’énergie libre G mesure la stabilité de la réaction chimique à une température Tm et à 
une pression constante.) On utilise une concentration en Na+ de 0,5 M et à une 
température égale à la moyenne de la plage de Tm définie par l’utilisateur (température = (t 
+ T) / 2). Si, à cette température, un oligonucléotide contient une structure secondaire avec 
une énergie libre G négative, il est alors rejeté. 
La dernière étape est le test de spécificité des sondes. Le programme Blastn (Altschul 
et al., 1990) est utilisé pour vérifier la spécificité de toutes les sondes potentielles, contre la 
base de données de séquences choisie par l’utilisateur au début du programme. L’objectif 
est de déterminer toutes les hybridations croisées potentielles avec d’autres séquences 
différentes de celle ciblée. L’outil Blastn est exécuté avec les paramètres suivants:  
 la taille du mot: « -W 7 »,  
 suppression du filtre des régions de faible complexité: « –F F », 
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 l’e-value: « -e 100 », 
 le nombre de résultats décrits sur une seule ligne (donne un aperçu rapide des 
résultats): « -v 1 », 
 le nombre total d’alignements (résultats) à afficher: « -b 1000 », 
 « -S 1 » (indique quel brin nucléotidique à utiliser dans la recherche: brin d’entrée 
et/ou l’autre brin. Ici 1 pour le brin d’entrée). 
Le fichier résultat fourni par le programme Blastn est ensuite analysé pour calculer, 
pour chaque oligonucléotide, le nombre d’hybridations croisées potentielles avec un seuil 
de spécificité supérieur à S (S est le seuil de spécificité pour considérer une hybridation 
croisée, ce seuil est un paramètre saisi par l’utilisateur). Si le nombre d’hybridations 
croisées est inférieur ou égal au nombre maximal fixé par l’utilisateur, l’oligonucléotide 
sera alors enregistré dans le fichier final de résultats avec les informations suivantes: 
 la séquence de l’oligonucléotide, 
 la position sur la séquence nucléotidique d’entrée, 
 la liste d’hybridations croisées,  
 Pour chaque hybridation croisée, le taux de similarité et les positions de 
mésappariements sont aussi donnés, 
2.3. Sélection de sondes oligonucléotidiques pour un groupe de 
séquences nucléotidiques 
Pour sélectionner des sondes pour un groupe de séquences d’acide nucléique qui 
représente un taxon donné, MetaExploArrays prend en entrée un fichier au format 
d’alignement Clustal. Ce fichier est le résultat de l’alignement multiple du groupe de 
séquences pour lequel nous allons sélectionner des sondes. Plusieurs étapes sont 
nécessaires (figure 41). 
Premièrement, une séquence consensus est créée à partir du fichier d’alignement, en 
utilisant le code IUPAC des nucléotides dégénérés (Cornish-Bowden, 1985). L’objectif est 
non seulement d’obtenir une séquence commune qui représente tout le groupe de 
séquences nucléotidiques ciblé, mais aussi d’améliorer l’alignement et de corriger les 
erreurs potentielles de séquençage. En effet, pour chaque colonne de l’alignement, le 
nombre de nucléotides inconnus (« N » ou « - ») est calculé. Si ce nombre est supérieur à ½ 
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NS (NS est le nombre total de séquences alignées), un gap « - » est inséré dans la séquence 
consensus dans cette position. Sinon, si ce nombre est supérieur à 0 mais inférieur à ½ NS / 
2, toutes les bases non connues à cette position sont remplacées par la base dégénérée 
calculée en se basant sur seulement les bases non dégénérées connues à cette position. 
Ensuite, notre algorithme lit la séquence consensus pour extraire toutes les sondes 
dégénérées possibles qui ne contiennent pas de gap (« - »), par l’incrémentation d’une 
fenêtre de longueur « l » (« l » est la longueur des oligonucléotides fixée par l’utilisateur) 
le long de la séquence consensus du groupe ciblé. Pour chaque sonde dégénérée, deux 
types de traitement sont réalisés: le premier est celui de la sélection des sondes régulières 
et le deuxième est celui de la sélection des sondes exploratoires. 
 
 
Figure 41. Etapes de sélection de sondes pour un groupe de séquences d’acides 
nucléiques. 
Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
169 
2.3.1. Sélection des sondes régulières 
Pour chaque sonde dégénérée i trouvée à la position Pi de la séquence consensus du 
groupe ciblé, MetaExploArrays calcule la valeur de la dégénérescence. Si cette valeur est 
supérieure à « MaxDeg », la sélection de sondes à partir de cette sonde dégénérée n’est 
alors pas autorisée. « MaxDeg » est la valeur maximale de dégénérescence pour retenir une 
sonde dégénérée. La valeur de la dégénérescence d’une sonde dégénérée varie d’un groupe 
à l’autre. Elle peut atteindre jusqu’à plusieurs millions d’oligonucléotides pour les groupes 
contenant une grande diversité de séquences. Dans le cas contraire, si la dégénérescence 
est inférieure à « MaxDeg », MetaExploArrays cherche toutes les sondes régulières 
potentielles correspondantes. Ces sondes sont extraites directement à partir de la position 
Pi de toutes les séquences nucléotidiques utilisées pour faire l’alignement du groupe ciblé, 
et non pas à partir de la sonde dégénérée. L’objectif est de considérer seulement les sondes 
existantes qui ciblent les séquences connues du groupe ciblé. Les sondes obtenues sont 
ensuite examinées pour ne garder que celles qui sont sensibles et isothermes (uniformes): 
la Tm, le pourcentage des bases G+C, l’absence d’homopolymères de plus de 5 nucléotides 
et l’absence de structures secondaires avec une énergie libre G négative, sont ici vérifiés 
(comme décrit dans la section 2.2). Si l’une des sondes régulières extraites à la position Pi 
ne répond pas à tous ces critères, la sonde dégénérée i est alors supprimée et 
MetaExploArrays traite la prochaine sonde dégénérée. Dans le cas contraire, où toutes les 
sondes respectent les critères testés, MetaExploArrays passe alors à la vérification de la 
spécificité de ces sondes en utilisant le programme Blastn (Altschul et al., 1990). 
L’étape du test de spécificité consiste à déterminer le nombre et la liste des groupes non 
ciblés, qui peuvent potentiellement s’hybrider avec les sondes régulières extraites. Tout 
d’abord, la base de données FASTA d’entrée, choisie par l’utilisateur, est préparée pour la 
recherche de similarité. En effet, nous commençons par supprimer toutes les séquences du 
groupe ciblé pour éviter le traitement des résultats inutiles et diminuer le temps de calcul. 
Les séquences des autres groupes sont ensuite dispersées et distribuées sur tout le fichier 
FASTA (figure 42), afin de détecter le maximum d’hybridations croisées avec des groupes 
différents. Cela permettra d’améliorer les résultats de la recherche de similarité et de 
diminuer le temps de calcul nécessaire pour la détection de toutes les hybridations croisées 
potentielles. Le programme Blastn est ensuite exécuté avec les paramètres suivants:  
 « -W 7 »,  
 « -F F », 
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 « -e 1000 », 
 « -v 1 », 
 « -b 10000 », 
  « -S 1 ».  
 
 
Figure 42. Exemple de transformation du fichier FASTA contenant la base de 
données de séquences pour le préparer à la recherche de similarité. 
Enfin, MetaExploArrays analyse le fichier résultat fourni par Blastn pour déterminer 
les hybridations croisées potentielles de toutes les sondes testées avec les autres groupes 
non ciblés. Cette analyse se base sur le seuil de spécificité défini par l’utilisateur au début 
de l’exécution de notre programme. Le nombre et la liste des hybridations croisées non 
redondantes, de la sonde dégénérée actuelle, sont alors déterminés en additionnant les 
hybridations croisées de toutes les sondes régulières correspondantes. Si le nombre calculé 
est supérieur au nombre maximal autorisé d’hybridations croisées, MetaExploArrays 
supprime cette sonde dégénérée et vérifie la suivante. Dans le cas contraire, où elle 
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respecte le critère de spécificité, MetaExloArrays valide cette sonde dégénérée et 
l’enregistre dans le fichier résultat avec les informations suivantes: 
 la séquence de la sonde dégénérée, 
 la position de la sonde dégénérée sur la séquence consensus du groupe, 
 le nombre et la liste complète des hybridations croisées potentielles de la sonde 
dégénérée, 
 le nombre et la liste des sondes régulières correspondantes à cette sonde dégénérée, 
 le nombre et la liste d’hybridations croisées potentielles pour chaque sonde 
régulière, 
 pour chaque hybridation croisée potentielle, le niveau de similarité ainsi que le 
nombre de mésappariements et leurs positions sont décrits. 
C’est exclusivement dans le cas où la sonde dégénérée courante répond à tous les 
critères de sélection des sondes régulières, conduisant à son archivage par 
MetaExploArrays, que notre programme exécute la prochaine étape qui consiste à 
déterminer les sondes exploratoires possibles pour cette sonde dégénérée.  
2.3.2. Sélection des sondes exploratoires 
Une fois l’étape de sélection des sondes régulières achevée, MetaExploArrays 
détermine, à partir de la sonde dégénérée courante, toutes les sondes exploratoires 
possibles qui ciblent des séquences appartenant potentiellement au groupe ciblé mais qui 
ne sont pas encore découvertes. D’abord, tous les oligonucléotides possibles sont générés à 
partir de la sonde dégénérée, en se basant sur le code IUPAC des nucléotides. Cette étape 
est réalisée par un script généré automatiquement par notre programme, en fonction de la 
longueur des oligonucléotides. Ce script utilise une technique de « pile » permettant de 
réduire la complexité et la quantité de RAM utilisée par cette tâche (Hill, 2006). Par 
exemple, pour une sonde composée de trois nucléotides dégénérés, le script généré 
correspond au pseudo-code donné par la figure 43. Ensuite, seulement les sondes 
exploratoires potentielles qui ne figurent donc pas dans la liste des sondes régulières 
sélectionnées sont traitées. Ces sondes sont testées pour vérifier l’absence 
d’homopolymères de plus de 5 nucléotides, le pourcentage des base G+C et la Tm. Seules 
les sondes qui respectent ces critères sont conservées, et les autres sont supprimées. Ici, 
MetaExploArrays ne vérifie pas l’absence de structures secondaires en même temps que 
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ces autres critères comme il le fait avec les sondes régulières, car cette tâche devient lourde 
en temps de calcul pour un grand nombre de sondes. Ce critère sera alors vérifié après la 
validation de toutes les autres étapes de sélection de sondes exploratoires et juste avant le 
test de spécificité. En effet, après chaque étape, l’ensemble des sondes retenues sera de 
plus en plus petit. La vérification des structures secondaires se fera alors sur un ensemble 
de sondes beaucoup plus réduit. 
  
 
Figure 43. Pseudo-code de génération de tous les oligonucléotides possibles à partir 
d’une sonde dégénérée (exemple pour une sonde de longueur 3 nucléotides 
dégénérés). 
L’étape suivante de sélection de sondes consiste à ne retenir que des sondes 
exploratoires montrant une proximité avec le groupe ciblé afin d’éviter de conserver des 
sondes trop divergentes qui seront potentiellement non spécifiques. Dans ce cadre, le 
programme Blastn (Altschul et al., 1990) recherche les similarités entre les sondes retenues 
et une base de données contenant seulement les séquences d’acides nucléiques du groupe 
ciblé. L’objectif de cette étape est donc de mieux contrôler la qualité des sondes 
exploratoires. Ainsi, MetaExploArrays ne retient que les sondes qui ont une similarité avec 
au moins une des séquences du groupe ciblé avec un seul mésappariement maximum. Ce 
traitement permet, avec l’étape de la construction et de la correction de la séquence 
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consensus, de s’assurer que les sondes exploratoires choisies ciblent le bon groupe car elles 
sont issues de sa séquence consensus et sont aussi très proches de ses séquences connues. 
Les sondes exploratoires retenues sont ensuite examinées pour vérifier si elles ne 
contiennent aucune structure secondaire avec une énergie libre négative. Seulement les 
sondes qui respectent ce critère seront examinées pour la recherche de similarités avec les 
séquences des autres groupes non ciblés. La spécificité de ces sondes est alors vérifiée 
contre le fichier de la base de données FASTA que nous avons préparé et formaté dans 
l’étape de sélection de sondes régulières. Pour valider le test de spécificité, une sonde 
exploratoire doit être très spécifique et ne doit pas présenter des hybridations croisées 
potentielles avec aucun autre groupe non ciblé. L’objectif ici est de s’assurer que les sondes 
exploratoires sélectionnées ciblent exclusivement le groupe taxonomique voulu. Cela 
permet d’améliorer la qualité de ces sondes et d’éviter les erreurs potentielles d’analyse et 
d’interprétation des résultats d’hybridation des biopuces à ADN.  
À la suite de cette étape, seulement l’ensemble final de sondes exploratoires retenues 
après la validation de tous les critères, est enregistré avec les sondes régulières que nous 
avons déjà sélectionnées à partir de la sonde dégénérée courante. La prochaine sonde 
dégénérée est ensuite traitée. 
Finalement, le résultat fourni à l’utilisateur consiste en un fichier qui contient toutes 
les sondes dégénérées valides du groupe ciblé ainsi que les sondes régulières et 
exploratoires correspondantes, avec toutes les informations nécessaires collectées sur ces 
sondes durant les différentes étapes du traitement. 
3. Parallélisation de l’algorithme 
L’expérimentation a montré que la sélection de sondes oligonucléotidiques pour une 
seule séquence d’acide nucléique, en utilisant MetaExploArrays, ne nécessite pas un temps 
de calcul long (quelques minutes: moins de 5 minutes pour une séquence ADN de 657 
nucléotides en utilisant un seul cœur de calcul sur un processeur AMD Opteron à 2,3 GHz, 
voir résultats du tableau 10 dans la section 4.). MetaExploArrays traite alors ce type de 
tâche sur un simple PC. Toutefois, la sélection de sondes régulières et exploratoires pour 
un groupe de séquences d’acides nucléiques nécessite un temps de calcul beaucoup plus 
important pouvant atteindre jusqu’à plusieurs jours de calcul. MetaExploArrays permet 
alors l’exécution de ce type de sélection de sondes sur un multiprocesseur, un cluster ou 
une grille de calcul. Notre programme contient un générateur de scripts qui écrit 
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automatiquement les codes sources nécessaires pour paralléliser et exécuter une tâche de 
sélection de sondes sur l’architecture souhaitée. MetaExploArrays peut également réaliser 
une sélection de sondes pour plusieurs groupes de séquences simultanément.  
Tout d’abord, l’utilisateur doit choisir l’architecture qu’il veut utiliser (un 
multiprocesseur, un cluster ou une grille de calcul), le nombre de processeurs à utiliser sur 
cette architecture, la liste des groupes de séquences ciblés et la méthode de calcul de la 
température de fusion Tm souhaitée. En fonction de ces choix, MetaExploArrays génère 2 
types de codes sources: 
 Les programmes C++ qui seront utilisés pour paralléliser et réaliser la tâche de 
sélection des sondes oligonucléotidiques pour tous les groupes de séquences ciblés. 
 Les scripts Shell qui seront utilisés pour exécuter les programmes C++ sur 
l’architecture désirée, en utilisant le nombre de processeurs précisé par l’utilisateur. 
Si l’utilisateur choisit d’utiliser une grille de calcul, notre logiciel génère (par 
transformation au sens IDM) des scripts supplémentaires pour contrôler les soumissions 
des jobs et leurs resoumissions en cas de problème. 
Le choix final de l’architecture et du nombre de processeurs à utiliser pour une tâche 
de sélection de sondes revient toujours à l’utilisateur. Cependant, MetaExploArrays aide 
l’utilisateur à choisir la meilleure architecture disponible en fonction du nombre de groupes 
ciblés et de leurs tailles, ainsi que du nombre de processeurs disponibles. Par exemple, si 
l’utilisateur a décidé d’utiliser un multiprocesseur avec seulement deux cœurs de calcul, 
pour une tâche de sélection de sondes qui nécessite plusieurs jours de calcul (le temps de 
calcul nécessaire est estimé au début par MetaExploArrays), notre programme lui 
recommande alors d’utiliser plus de processeurs sur un multiprocesseur ou un cluster. Il 
recommande également d’utiliser une grille de calcul si l’utilisateur ne dispose pas de 
suffisamment de processeurs disponibles. Dans ce cas, MetaExploArrays indique 
également à l’utilisateur le nombre de processeurs à utiliser pour exécuter cette tâche sur 
une grille de calcul avec des jobs d’environ 10 à 12 heures au maximum. Notre approche 
aide alors l’utilisateur dans sa prise de décision en lui indiquant, parmi tous les 
équipements de calcul disponibles, la meilleure solution pour exécuter sa tâche de sélection 
de sondes. 
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Une fois son choix validé, l’utilisateur doit fournir les différentes informations 
nécessaires à l’utilisation de l’architecture souhaitée, comme par exemple le nom 
d’utilisateur, le nom ou l’IP de la tête du cluster, l’organisation virtuelle « VO » et le 
serveur de stockage « SE » pour la grille, etc. 
Pour distribuer la charge de calcul de la tâche de sélection de sondes souhaitée, 
MetaExploArrays traite d’abord chaque groupe de séquences séparément. La séquence 
consensus, construite à partir du fichier d’alignement de chaque groupe de séquences, est 
lue afin d’extraire toutes les sondes dégénérées possibles qui ne contiennent pas de gap (« - 
»). La dégénérescence de chaque sonde dégénérée est ensuite calculée. Si cette 
dégénérescence est inférieure à « MaxDeg », une valeur de poids est alors calculée pour 
cette sonde dégénérée sur la base de sa dégénérescence, le temps de calcul estimé 
nécessaire à son traitement et la valeur de « MaxDeg ». La sonde dégénérée et la valeur de 
son poids sont enregistrées dans un fichier. 
Une fois cette étape réalisée pour tous les groupes ciblés, toutes les sondes 
dégénérées retenues sont collectées et mises dans le même fichier. Ce fichier est ensuite 
découpé en « N » sous-fichiers (« N » est le nombre de processeurs à utiliser défini par 
l’utilisateur), en fonction de la valeur du poids de chaque sonde dégénérée et de la somme 
de toutes les valeurs de poids. Les sous-fichiers ainsi créés ont pratiquement le même poids 
(figure 44). Les sondes dégénérées de chacun de ces sous-fichiers seront exécutées par un 
processeur. Ainsi, la parallélisation se fait à deux niveaux: intra- et inter-conception. Les 
résultats des sondes dégénérées peuvent ensuite être classés par groupe ciblé en se basant 
sur les identifiants uniques que notre programme attribue au départ à chaque sonde 
dégénérée traitée. Ici, le regroupement de toutes les sondes dégénérées dans le même 
fichier de départ, quel que soit le groupe de séquences à qui elles appartiennent, permet 
une meilleure répartition de la charge de calcul entre tous les processeurs utilisés. Il 
augmente la probabilité de créer des sous-fichiers avec des temps de calcul plus équilibrés. 
Supposons, par exemple, que nous désirons sélectionner des sondes pour deux groupes de 
séquences G1 et G2 en utilisant deux cœurs de calcul. Pour chacun de ces deux groupes, 
nous avons extrait, à partir de leurs séquences consensus, deux sondes dégénérées qui 
respectent les critères choisis par l’utilisateur. La première sonde dégénérée du groupe G1 
possède une dégénérescence de 1000 et la deuxième une dégénérescence de 800. La 
dégénérescence totale de G1 est alors égale à 1800. Pour le groupe G2, la première sonde 
dégénérée a une dégénérescence de 300 et la deuxième une dégénérescence de 100. La 
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dégénérescence totale de G2 est alors égale à 400. Si nous traitons chaque groupe 
séparément, nous obtiendrons alors deux jobs. Le premier sélectionne des sondes pour le 
groupe G1 et possède donc une dégénérescence de 1800 (égale à la dégénérescence totale 
de G1) et le deuxième job sélectionne des sondes pour G2 et possède donc une 
dégénérescence de 400 (égale à la dégénérescence totale de G2). Ici, la charge de calcul du 
premier job est alors égale à 4,5 fois celle du deuxième job. Cependant, si nous regroupant 
toutes les sondes dégénérées issues des deux groupes G1 et G2, et nous partageons ensuite 
le traitement de ces sondes sur deux jobs, nous obtiendrons alors deux jobs égaux (en 
termes de charge de calcul) dont chacun possède une dégénérescence de 1100. Dans ce cas, 
la charge de calcul est équitablement répartie sur les deux cœurs de calcul utilisés. 
L’étape suivante consiste à distribuer le calcul sur tous les processeurs utilisés, de 
manière à traiter chaque sous-fichier de sondes dégénérées sur un seul processeur. Toutes 
les parties du calcul sont ensuite réalisées pour sélectionner des sondes régulières et 
exploratoires pour toutes les sondes dégénérées quel que soit le groupe à qui elles 
appartiennent (la sélection de sondes se fait en utilisant la procédure décrite dans la section 
2,3 de ce chapitre). Enfin, quand le calcul est terminé, tous les fichiers résultats obtenus 
sont analysés pour extraire toutes les sondes sélectionnées et les regrouper par groupe 
ciblé. Un fichier résultat est alors créé pour chaque groupe. 
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Figure 44. Exemple de parallélisation pour sélectionner des sondes ciblant deux 
groupes de séquences d’acides nucléiques, en utilisant 3 cœurs de calcul. 
4. Résultats 
MetaExploArrays utilise une méta-programmation basée sur une approche 
d’ingénierie dirigée par les modèles pour la génération (par transformation) des codes 
sources nécessaires à la sélection de sondes sur des architectures de calcul différentes: PCs, 
multiprocesseurs, clusters ou grilles de calcul. Cette approche nous a également permis 
d’améliorer l’étape de génération de tous les oligonucléotides possibles à partir d’une 
sonde dégénérée, en utilisant le code IUPAC des nucléotides. Cette étape est basée sur une 
pile capable d’amortir une partie de la nature exponentielle du problème en ce qui concerne 
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l’utilisation mémoire et le nombre de lectures écritures nécessaires à l’algorithme (Hill, 
2006). La profondeur de la pile et le nombre de boucles imbriquées dépendent de la 
longueur de la séquence dégénérée à traiter. Ici, l’utilisation de la pile réduit le nombre 
d’écriture dans la mémoire et la quantité de RAM utilisée à cette étape. Cette quantité est 
précisément limitée à la taille de l’oligonucléotide, plus un certain nombre d’indexes de 
boucles. Pour vérifier le gain obtenu en utilisant cette technique, nous avons réalisé une 
comparaison entre MetaExploArrays et le logiciel PhylArray (Militon et al., 2007) qui 
utilise lui aussi une étape de génération de tous les oligonucléotides à partir d’une séquence 
nucléotidique dégénérée. Nous avons exécuté les tests de comparaison sur un processeur 
AMD Opteron à 2,3 GHz sous Linux. Les résultats sont présentés dans le tableau 8. Le 
deuxième exemple illustré dans le tableau 8 traite une séquence dégénérée d’une longueur 
égale à 64 bases pour extraire tous les oligonucléotides possibles. Les résultats de ces tests 
montrent clairement que notre programme est beaucoup plus efficace que PhylArray. Il 
réduit considérablement le temps de calcul et la quantité de mémoire vive consommée. En 
effet, même pour ce type de problème de petite taille, MetaExploArrays prend 1 minute et 
43 secondes et seulement 11 Ko de RAM pour traiter cet exemple, tandis que PhylArray 
prend plus de 21 minutes, et consomme une très grande quantité de RAM qui dépasse 13 
Go. Ici, le speedup de notre logiciel, par rapport à PhylArray, est d’environ 13 fois. De 
plus, la quantité de RAM consommée par notre logiciel est d’environ 1,2 106 fois plus 
petite que celle consommée par PhylGrid. Avec l’approche proposée dans 
MetaExploArrays, le gain en espace ira croissant par rapport à l’ancienne approche 
PhylArray. Plus la dégénérescence de la séquence consensus du groupe traité est élevée, 
plus le gain en RAM réalisé grâce à notre approche est important. Cela nous permet de 
traiter des séquences possédant une très grande dégénérescence que PhylArray ne peut pas 
traiter à cause de la quantité de RAM nécessaire. 
Toutes les sondes régulières et exploratoires sélectionnées avec notre programme 
répondent à un nombre important de critères: pourcentage de G+C, Tm, homopolymères, 
structures secondaires et spécificité. Dans le tableau 9, nous présentons une comparaison 
entre les fonctionnalités de MetaExploArrays, celles de notre deuxième logiciel 
PhylGrid2.0, PhylArray (Militon et al., 2007) et deux autres logiciels de sélection de 
sondes populaires: OligoArray (Rouillard et al., 2003) et ORMA (Severgnini et al., 2009). 
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Tableau 8: Comparaison des méthodes de génération d’oligonucléotides à partir d’une séquence consensus, dans MetaExploArrays et 








Temps de calcul (s) RAM 
PhylArray MetaExploArrays PhylArray MetaExploArrays 
ANTCRSGNBBCNANKTANNCBG
ATKBCNGC 
25 6 21676032 40 3 (13x) 0,9 Go 
11 Ko  




25 40 838860800 1288  103 (≃13x) 13,2 Go 
11 Ko 
(gain: 1,2 106 fois) 
 
 
Tableau 9: Comparaison de MetaExploArrays avec quatre autres logiciels de sélection de sondes. 
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Pour tester la performance de notre programme pour la sélection de sondes pour une 
seule séquence nucléotidique, nous avons exécuté trois tâches de détermination de sondes 
pour des séquences de tailles différentes appartenant à l’espèce Eubacterium eligens, en 
utilisant les mêmes paramètres d’entrée. Ce test est réalisé sur un seul cœur de calcul d’un 
processeur AMD Opteron à 2,3 GHz sous Linux. Les résultats des trois exemples sont 
présentés dans le tableau 10. Ces résultats montrent que le temps de calcul nécessaire pour 
la sélection de sondes pour une seule séquence est de l’ordre de quelques minutes (moins 
de 5 minutes pour une séquence de 657 nucléotides, environ 3 minutes pour une séquence 
de 447 nucléotides et moins de 2 minutes pour une séquence de 366 nucléotides). 
Lorsqu’il s’agit d’une sélection de sondes pour plusieurs groupes de séquences 
simultanément, le temps de calcul nécessaire devient considérable. Pour remédier à ce 
problème de temps de calcul, nous avons proposé une méthode de parallélisation intra- et 
inter- groupes. Pour tester l’efficacité de notre méthode, nous avons réalisé une sélection 
de sondes pour le genre bactérien Rhodovibrio, en utilisant différents nombres de cœurs de 
calcul sur un multiprocesseur. Nous avons utilisé un SMP avec l’architecture suivante: 8 
Quad Core AMD Opteron à 2,3 GHz sous Linux. Le temps nécessaire pour réaliser cette 
tâche sur un seul processeur est d’environ 80 minutes. Les résultats, illustrés dans le 
tableau 11 et la figure 45, prouve l’efficacité de notre méthode qui nous a permis de 
réaliser un speedup qui dépasse 8x en utilisant 10 processeurs et 16x en utilisant 20 
processeurs. 
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Tableau 10: Résultats de sélection de sondes avec MetaExploArrays pour des séquences de l’espèce Eubacterium eligens. 







Intervalle Tm Spécificité 
Hybridations 
croisées max 
657 25 Ajustement 35 – 70 0,92 10 4min22s 
447 25 Ajustement 35 – 70 0,92 10 3min01s 
366 25 Ajustement 35 – 70 0,92 10 1min49s 
 








Intervalle Tm Spécificité 
Hybridations 
croisées max 
2 25 Plus proche voisins 35 – 70 0,92 20 42min21s 
5 25 Plus proche voisins 35 – 70 0,92 20 17min54 
10 25 Plus proche voisins 35 – 70 0,92 20 9min21 
20 25 Plus proche voisins 35 – 70 0,92 20 4min55s 
Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
182 
 
Figure 45. Speedup réalisé par MetaExploArrays lors de la sélection de sondes pour 
le genre Rhodovibrio sur un multiprocesseur. 
Nous avons ensuite réalisé une autre sélection de sondes pour 20 genres procaryotes 
simultanément en utilisant 100 cœurs de calcul sur un cluster local. Ce cluster est composé 
de 22 nœuds bi-processeurs Quad Core AMD Opteron à 2,1 GHz sous Linux. Les résultats 
de ce test sont présentés dans le tableau 12. Ils montrent que la méthode de parallélisation 
utilisée dans MetaExploArrays a permis de réduire considérablement le temps de calcul 
nécessaire même pour des tâches de sélection de sondes pour plusieurs groupes de 
séquences de différentes tailles. 
Toutefois, certaines tâches de sélection de sondes avec MetaExploArrays peuvent 
être très coûteuses en temps de calcul. C’est le cas de la sélection de sondes pour plusieurs 
grands groupes simultanément. Par exemple, pour développer une biopuce procaryote 
complète au niveau du genre, en utilisant la base de données de séquences 16S que nous 
avons présentée dans le chapitre 4, il faut sélectionner des sondes pour plus de 2000 
genres. Cette tâche peut nécessiter plusieurs mois de calcul sur un seul processeur. Pour 
répondre aux besoins de calcul de ce type d’applications, MetaExploArrays offre la 
possibilité de sélectionner des sondes sur une grille de calcul. Il génère automatiquement 
les codes sources nécessaires pour la supervision des jobs soumis à la grille. 
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Tableau 12: Résultats de sélection de sondes avec MetaExploArrays pour 20 genres procaryotes, en utilisant 100 cœurs de calcul sur un 
cluster. 
Groupes ciblés 
































Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
184 
5. Discussion 
 Le nouveau logiciel de sélection de sondes oligonucléotidiques appelé 
MetaExploArrays que nous avons présenté permet de déterminer des sondes régulières 
pour une seule séquence d’acide nucléique ou des sondes régulières et exploratoires pour 
un groupe de séquences représentant un ou plusieurs organismes. MetaExploArrays prend 
en compte tous les critères habituels pour la sélection de sondes spécifiques, sensibles et 
isothermes. Pour chaque sonde, MetaExploArrays vérifie la spécificité, le nombre 
d’hybridations croisées potentielles, la température de fusion Tm, le pourcentage des bases 
G+C, la possibilité de formation de structures secondaires et l’absence d’homopolymères 
longs. 
MetaExploArrays est l’un des rares outils qui offrent la possibilité de sélectionner 
des sondes exploratoires pour identifier de nouvelles espèces ou variants de gènes qui ne 
sont pas encore découverts. Par rapport à tous les autres logiciels (PhylArray (Militon et 
al., 2007), PhylGrid2.0 (Jaziri et al., 2014a); KASpOD (Parisot et al., 2012), HISpOD 
(Dugat-Bony et al., 2011) et MetabolicDesign (Terrat et al., 2011), MetaExploArrays a 
amélioré la stratégie de sélection de ce type de sondes. En effet, les sondes exploratoires 
sont strictement sélectionnées par MetaExploArrays sur la base d’une appartenance 
probable à un organisme ou un groupe d’organismes. 
MetaExploArrays peut être utilisé pour développer des biopuces POAs 
(« Phylogenetic Oligonucleotide Arrays »), FGAs (« Functional Gene Arrays ») ou WGAs 
(« Whole Genome Arrays »), en fonction de la base de séquences utilisée pour la sélection 
de sondes. Les oligonucléotides sélectionnés par MetaExploArrays sont aussi adaptés à 
d’autres outils moléculaires qui utilisent des amorces ou des sondes: PCR, PCR 
quantitative, FISH et capture de gènes. 
MetaExploArrays permet de sélectionner des sondes sur l’une des architectures de 
calcul suivantes: un PC, un multiprocesseur, un cluster ou une grille de calcul. Il contient 
un script permettant de guider l’utilisateur et de l’aider à choisir la meilleure architecture 
possible en fonction de la complexité de la tâche de sélection de sondes à réaliser et de la 
disponibilité des différentes architectures. 
Notre logiciel comprend un générateur de programmes qui écrit automatiquement les 
codes sources nécessaires pour la sélection de sondes sur l’architecture souhaitée. Cette 
méta-programmation est basée sur une approche d’ingénierie générative dirigée par les 
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modèles. L’algorithme utilisé par le programme généré amortit la nature exponentielle du 
problème en ce qui concerne les temps de calcul (complexité réduite). Cet algorithme 
permet également de réduire la quantité de RAM consommée. Cela a permis par 
conséquent l’augmentation du nombre de sondes exploratoires pouvant être testées 
simultanément par notre logiciel. Ici, grâce à l’utilisation d’une technique de gestion de 
pile, les performances en temps de calcul de l’étape de génération de toutes les sondes 
possibles à partir d’une séquence consensus ont été augmenté de 13 fois par rapport à 
l’approche utilisée dans PhylArray (Militon et al., 2007), en utilisant un seul cœur sur un 
processeur AMD Opteron à 2,3 GHz (sans parallélisation). 
Les performances globales de notre logiciel en temps de calcul ont été augmenté 
significativement (jusqu’à 16x en utilisant 20 cœurs de calcul sur un SMP avec 8 Quad 
Core AMD Opteron à 2,3 GHz pour la sélection de sondes pour le genre bactérien 
Rhodovibrio). Même pour des tâches de sélection de sondes pour plusieurs groupes de 
séquences de différentes tailles, les performances en temps de calcul ont été augmentées de 
manière significative (jusqu’à 36x pour la sélection de sondes pour 20 genres procaryotes, 
en utilisant 100 cœurs de calcul sur un cluster de 22 nœuds bi-processeurs Quad Core 
AMD Opteron à 2,1 GHz). 
Avec l’évolution des architectures de calcul distribuées, les possibilités de 
MetaExploArrays peuvent être étendues par l’ajout de nouvelles architectures disponibles, 
pour permettre à l’utilisateur de sélectionner des sondes pour biopuces à ADN sur Cloud 
par exemple. Nous envisageons également, le développement d’une application web 
permettant aux communautés de bioinformaticiens et biologistes d’utiliser gratuitement 
notre logiciel pour la sélection d’ensembles de sondes adaptés à leurs propres travaux. 
Nous envisageons aussi d’utiliser MetaExploArrays pour développer des ensembles de 
sondes présélectionnées pour permettre aux biologistes de profiter de la qualité des sondes 
régulières et exploratoires sélectionnées à l’aide de notre logiciel, sans avoir besoin 
d’exécuter des tâches de sélection de sondes. Ces ensembles de sondes seront disponibles 
librement via l’interface web PhylOPDb que nous avons présentée dans le chapitre 
précédent.  
6. Conclusion 
Dans ce chapitre, nous avons proposé MetaExploArrays, un nouvel outil de sélection 
de sondes oligonucléotidiques régulières et exploratoires sur différentes architectures de 
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calcul intensif (un PC, un multiprocesseur, un cluster ou une grille de calcul). 
MetaExploArrays se base sur une approche de méta-programmation et d’ingénierie dirigée 
par les modèles pour la génération automatique des codes sources nécessaires pour la 
sélection de sondes.   
Pour sélectionner des sondes pour les grands groupes de séquences, nous avons 
développé une méthode de parallélisation qui se base sur la fragmentation de la séquence 
consensus du groupe ciblé et sur la distribution équitable de toutes les sous-séquences 
obtenues, sur l’ensemble des processeurs disponibles. De plus, lorsque la tâche de sélection 
de sondes concerne plusieurs groupes simultanément, toutes les sous-séquences de ces 
groupes sont collectées et traitées ensemble. Ainsi, la parallélisation se fait sur deux 
niveaux: intra- et inter-design. 
Nous avons développé MetaExploArrays afin d’améliorer et de faciliter la sélection 
des sondes. Cependant, les données issues de telles expériences nécessitent un traitement 
particulier et fastidieux. Dans ce cadre, nous présentons dans le chapitre suivant un nouvel 
outil d’analyse des résultats des biopuces à ADN développées pour MetaExploArrays ou 
pour d’autres outils de sélection de sondes pour des groupes de séquences tels que 
PhylArray (Militon et al., 2007), PhylGrid2.0 (Jaziri et al., 2014a) ou KASpOD (Parisot et 
al., 2012). 
 




Chapitre 6: Nouvelle approche pour 
l’analyse des biopuces à ADN 
taxonomiques 
 
Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
188 
1. Introduction 
Dans ce chapitre nous présentons un nouvel algorithme pour l’analyse des résultats 
d’hybridation des biopuces à ADN utilisant des sondes développées à l’aide des logiciels 
de sélection de sondes que nous avons présentés dans les chapitres précédents: PhylGrid2.0 
et MetaExploArrays. Cet outil étant généraliste, il est également adapté aux biopuces sur 
lesquelles sont positionnées des sondes déduites d’autres logiciels de sélection comme 
PhylArray (Militon et al., 2007) ou KASpOD (Parisot et al., 2012). Notre programme 
utilise les notions de la logique propositionnelle pour déterminer la composition d’un 
échantillon hybridé. 
2. Définitions et généralités 
Pour certains microorganismes, il est impossible de déterminer des sondes hautement 
spécifiques, c’est-à-dire n’engendrant aucune hybridation croisée potentielle avec un autre 
microorganisme. La solution est alors de se contenter des sondes les plus spécifiques en 
essayant de limiter le nombre d’hybridations croisées. Cependant, avec cette 
approche, l’analyse des résultats issus des biopuces contenant de telles sondes devient une 
tâche plus complexe et fastidieuse. En effet, il faut que l’outil d’analyse utilisé prenne en 
considération la spécificité des sondes afin d’éviter les erreurs potentielles d’interprétation 
des signaux d’intensités élevées causées par des hybridations croisées et non par des 
hybridations spécifiques. Ici, nous présentons un nouvel algorithme pour la détermination 
de la composition d’un échantillon hybridé sur une biopuce ADN.  
2.1. Calcul propositionnel 
Le calcul propositionnel peut être défini comme étant la logique des propositions.  
Définition 1: Une proposition (ou variable propositionnelle) est une variable 
booléenne qui prend ses valeurs de vérité parmi les constantes 0 (faux) et 1 (vrai), notées 
aussi ⊥ (faux) et ⊤ (vrai). 
Le langage de la logique propositionnelle est construit à partir d’un ensemble 
dénombrable de variables propositionnelles, des constantes 1 (vrai) et 0 (faux) (ou « ⊥ » et 
« ⊤ »), des parenthèses et des connecteurs booléens suivants:  
 la négation: « ￢ » (non); 
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 la conjonction: « ⋀ » (le “et” logique); 
 la disjonction: « ⋁ » (le “ou” logique); 
 l’implication: « ⟶ » (si … alors); 
 la double implication (ou l’équivalence): « ⟷ » (si et seulement si); 
Les éléments de ce langage permettent de définir les formules propositionnelles. 
Définition 2: L’ensemble des formules d’un langage propositionnel est le plus petit 
ensemble de formules bien formées tels que: 
 0 et 1 (respectivement ⊥ et ⊤) sont des formules; 
 une variable propositionnelle est une formule; 
 Si P et Q sont des formules alors:  
 ￢P et ￢Q sont des formules; 
 P ⋀ Q est une formule; 
 P ⋁ Q est une formule; 
 P ⟶ Q est une formule; 
 P ⟷ Q est une formule. 
Dans une formule propositionnelle, une proposition (variable propositionnelle) P est 
appelée un « littéral positif » et sa négation ￢P un « littéral négatif ». 
Définition 3: On appelle littéral une proposition P ou sa négation ￢P. 
Dans un langage propositionnel, nous pouvons distinguer certaines formules 
propositionnelles particulières: 
 Clause: une clause est une formule composée d’une disjonction finie de littéraux 
positifs ou négatifs. Exemple: « P ⋁ ￢Q ⋁ R ». 
 Monôme: un monôme est une formule composée d’une conjonction finie de 
littéraux positifs ou négatifs. Exemple: « P ⋀ ￢Q ⋀ R ». 
En logique propositionnelle, une connaissance peut s’exprimer sous différentes 
formes:  
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 Forme normale conjonctive « CNF »: une formule propositionnelle est sous forme 
normale conjonctive si et seulement si elle est une conjonction de clauses. 
 Forme normale disjonctive « DNF »: une formule propositionnelle est sous forme 
normale disjonctive si et seulement si elle est une disjonction de monômes. 
 Forme normale négative « NNF »: une formule propositionnelle est sous forme 
normale négative si et seulement si les seuls connecteurs logiques utilisés sont: la 
négation (￢), la conjonction (⋀) et la disjonction (⋁), et si la négation n’est utilisée 
que sur les variables propositionnelles. 
La forme normale conjonctive est très utilisée pour la représentation de 
connaissances et pour la modélisation des problèmes (Gu et al, 1997; Sais, 2008). En effet, 
les connaissances sont typiquement acquises petit à petit et les problèmes difficiles à 
résoudre sont souvent les « over-constrained » (ceux qui contiennent des contraintes 
contradictoires). Le problème peut alors s’exprimer naturellement comme la conjonction 
de ces contraintes. Dans la suite, nous allons utiliser seulement la forme normale 
conjonctive que nous noterons formule CNF. 
2.2. Problème de satisfaisabilité SAT 
On appelle une interprétation d’une formule propositionnelle, toute affectation des 
valeurs {vrai, faux} à ses variables. Un modèle d’une formule est une interprétation qui 
satisfait cette formule. 
Une formule CNF F est dite consistante (ou satisfaisable ou cohérente) s’il existe 
une interprétation I telle que pour toute clause ci de F, I est un modèle de ci. On dit que I 
satisfait F et on note I ╡F (Exemple 1). 
Une formule est dite inconsistante (ou insatisfaisable ou incohérente) si et seulement 
si elle n’admet aucun modèle (Exemple 2). 
Exemple 1: Soit l’ensemble des littéraux {a,b,c} et une formule CNF F tel que       
F = (a ⋁ b) ⋀ (￢a ⋁ c) ⋀ (￢a ⋁ ￢b). I = {a,￢b,c} est une interprétation telle que 
I(a)=vrai, I(b)=faux, I(c)=vrai. I satisfait chaque clause de F, donc I est un modèle de F. 
On dit alors que F est satisfaisable. 
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Exemple 2: Soit l’ensemble des littéraux {a,b} et une formule CNF F tel que          
F = (a ⋁ ￢b) ⋀ (￢a ⋁ b) ⋀ (￢a ⋁ ￢b) ⋀ (a ⋁ b). Les interprétations possibles pour cette 
formule F sont: 
 I1 = {a,b} ne satisfait pas la clause (￢a ⋁ ￢b) donc I1 n’est pas un modèle de F. 
 I2 = {￢a,b} ne satisfait pas la clause (a ⋁ ￢b) donc I2 n’est pas un modèle de F. 
 I3 = {a,￢b} ne satisfait pas la clause (￢a ⋁ b) donc I3 n’est pas un modèle de F. 
 I4 = {￢a,￢b} ne satisfait pas la clause (a ⋁ b) donc I4 n’est pas un modèle de F. 
Dans cet exemple, aucune interprétation possible ne satisfait toutes les clauses de F, 
donc F est insatisfaisable. 
Le problème SAT ou problème de satisfaisabilité booléenne (« boolean SATisfiability 
problem ») est un problème de décision qui consiste à déterminer si une forme normale 
conjonctive F est satisfaisable (admet ou non un modèle) (Sais, 2008). La formule F est 
ici appelée une instance SAT.  
Le problème SAT a été très étudié en informatique, du fait de son importance aussi 
bien théorique que pratique (Mitchell et al., 1992). En fait, il occupe un rôle central en 
théorie de la complexité (Schaefer, 1978; Allender et al., 2009, Creignou et al., 2001): c’est 
le premier problème à avoir été montré NP-complet (« Non déterministe Polynomial ») par 
Cook en 1971 (Cook, 1971). Le problème SAT est au cœur de nombreuses applications en 
intelligence artificielle (Lange, 2005; Heljanko et al., 2012). En plus, nombreux problèmes 
provenant d’autres domaines peuvent être réduits au problème de satisfiabilité, comme par 
exemple la bioinformatique (Lynce and Marques-Silva, 2006; Manolios et al., 2007), 
l’ordonnancement (Kautz and Selman, 1998), la vérification des circuits électroniques 
(Biere et al., 1999), la vérification des logiciels (Jackson and Vaziri, 2000), la vérification 
des microprocesseurs (Velev and Bryant, 2001), le diagnostic (Smith et al., 2004), la 
cryptographie (Potlapally et al., 2007), etc. En effet, l’idée générale est de transformer 
automatiquement un problème en une instance SAT et d’utiliser un solveur SAT (un 
programme qui résout le problème SAT) pour le résoudre, au lieu d’avoir un algorithme de 
résolution spécifique à chaque problème. 
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Plusieurs algorithmes de résolution du problème SAT existent, par les plus utilisés 
récemment nous pouvons citer GSAT (Selman et al., 1992), Walksat (Selman et al., 1996), 
Chaff (Moskewicz et al., 2001), ASSAT (Lin and Zaho, 2004), MiniSat (Een and 
Sörensson, 2004, 2005), RSat (Pipatsrisawat and Darwiche, 2006), BerkMin (Goldberg 
and Novikov, 2007) et Z3 (De Moura en Bjoner 2008). Ces algorithmes sont basés sur 
différentes approches telles que la résolution (Robinson, 1965, Dechter and Rish, 1994), la 
programmation linéaire (Blair et al., 1986), le comptage du nombre de solutions (Iwama, 
1989), la recherche locale (Selman et al., 1992), les algorithmes génétiques (Hao et al., 
2002, Lardeux et al., 2006), etc.  
Les algorithmes de résolution SAT peuvent être classés en deux types: les 
algorithmes complets et les algorithmes incomplets. 
Les algorithmes incomplets (ou de recherche stochastique) n’explorent pas l’espace 
de recherche de manière extensible et systématique. Ils consistent à rechercher un modèle 
rapidement. La durée de ces algorithmes est alors bornée et raisonnable. Cependant, ces 
algorithmes ne prouvent pas l’insatisfaisabilité du problème SAT car ils ne sont pas 
certains d’avoir parcouru toutes les interprétations possibles. Plusieurs solveurs reposant 
sur une méthode incomplète existent tels que GSAT (Selman et al., 1992), Walksat (Selman 
et al., 1996), TSAT (Mazure et al., 1997), G2WSAT (Li et al., 2007), TNM (Wei and Li, 
2009), CCA2013 (Li and Fan, 2013), etc. 
Les algorithmes complets sont capables de trouver si une solution est possibleou de 
vérifier l’inexistence d’une solution, quel que soit l’instance SAT traitée. Ces algorithmes 
consistent à parcourir tout l’espace de recherche. Toutefois, si la formule est satisfaisable, 
le solveur s’arrêtera avant de tester les autres interprétations possibles. Le nombre d’étapes 
nécessaire pour ce type d’algorithme est d’ordre exponentiel en fonction du nombre total 
de littéraux. Il est par conséquent difficile de résoudre, dans un temps raisonnable, certains 
problèmes de très grande taille. Plusieurs solveurs complets ont été proposés: zchaff 
(Zhang et al., 2001), MiniSat (Een and Sörensson, 2004, 2005), RSat (Pipatsrisawat and 
Darwiche, 2006), BerkMin (Goldberg and Novikov, 2007), etc. Dans ce travail, nous avons 
utilisé le solveur zchaff qui est un solveur populaire et performant basé sur l’algorithme 
Chaff (Moskewicz et al., 2001) qui est l’algorithme le plus cité dans le domaine des SAT. 
Son code source est ouvert et disponible gratuitement. Il a été sélectionné comme meilleure 
solveur SAT complet pour les instances des catégories « industrial » et « handmade » dans 
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la compétition internationale des solveurs SAT1 « SAT 2002 » et le meilleure solveur 
complet dans la catégorie « industrial » dans la compétition « SAT 2004 ». 
3. PhylInterpret: algorithme d’analyse des biopuces à 
ADN pour la détermination de la composition d’un 
échantillon  
3.1. Implémentation 
Nous avons implémenté notre approche dans un programme que nous avons appelé 
« PhylInterpret ». PhylInterpret a été développé en C++ sous Linux CentOS 5.4. Il utilise 
deux autres programmes: Blastn (Altschul et al., 1990) et zchaff (Zhang et al., 2001). 
L’utilisateur doit d’abord fournir un fichier qui contient toutes les sondes utilisées sur 
la biopuce ainsi que leurs séquences nucléotidiques, le groupe à qui elles appartiennent et 
la sonde dégénérée (ou la région) de laquelle elles sont issues. Chaque ligne contient les 
informations d’une sonde séparées par une tabulation. De plus, si le logiciel d’analyses des 
images des biopuces ADN (voir chapite1 section 4.4 pour plus de détail) permet de 
déterminer une valeur de bruit de fond associée avec chaque sonde, l’utilisateur doit 
fournir: 
 Un fichier qui contient les intensités d’hybridation des sondes et les valeurs de bruit 
de fond correspondantes. 
 Sinon, si le résultat du logiciel d’extraction des données numériques à partir des 
images de biopuces ne contient pas de valeurs de bruit de fond, l’utilisateur doit fournir: 
 Un fichier qui contient les intensités d’hybridation des sondes et leurs positions sur 
la biopuce. 
 Un fichier qui contient les sondes de contrôle négatif utilisées ainsi que leurs 
intensités et leurs positions sur la biopuce. 
L’utilisateur doit également fournir un fichier au format FASTA qui contient la base 
de données de séquences utilisée pour la sélection de sondes. Toutefois, dans le cas où il a 
utilisé PhylArray ou PhylGrid2.0 ou KASpOD ou MetaExploArrays, avec les bases de 
données par défaut de ces outils, il n’est pas nécessaire de redonner cette base qui est déjà 
disponible avec notre programme.  
                                                 
1 http://www.satcompetition.org/ 
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3.2. Approche Proposée 
3.2.1. Prétraitement 
Pour déterminer la composition d’un échantillon biologique hybridé sur une biopuce 
à ADN, nous prenons en considération la spécificité des sondes utilisées dans l’expérience 
d’hybridation. D’abord, toutes les sondes sont vérifiées pour déterminer, pour chacune, 
toutes les hybridations croisées potentielles avec des groupes de séquences non ciblés. 
Cette étape est effectuée à partir de la base de données de séquences utilisée lors de la 
tâche de sélection de sondes et le programme Blastn avec les paramètres suivants: 
 « -W 7 »,  
 « -F false », 
 « -e 1000 », 
 « -v 1 », 
 « -b 10000 », 
 « -S 1 ». 
Le fichier résultat du programme Blastn est ensuite parcouru pour extraire toutes les 
similarités calculées et qui ont un seuil d’identité supérieur ou égal à « seuil » avec les 
sondes testées (seuil est le seuil de spécificité fixé par l’utilisateur pour considérer une 
hybridation croisée potentielle). Ces similarités sont ensuite regroupées par le nom du 
groupe afin de construire, pour chaque sonde, une liste non redondante des groupes avec 
lesquels elle représente des hybridations croisées potentielles. 
Pour les grands formats de biopuces contenant jusqu’à des dizaines de milliers de 
sondes différentes, cette étape de test de spécificité peut nécessiter un temps de calcul très 
important. Pour cela, nous avons parallélisé cette étape pour l’exécuter sur un cluster de 
calcul. En effet, l’ensemble total des sondes utilisées sur la biopuce est partagé 
équitablement en « N » sous fichiers (N est le nombre de processeurs utilisés, sa valeur est 
donnée par l’utilisateur). Chaque sous fichier sera exécuté sur un cœur de calcul. La 
soumission et l’ordonnancement des jobs sont réalisés à l’aide de « PBS » (« Portable 
Batch System2 »). 
                                                 
2 http://www.pbsworks.com/ 
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La deuxième étape de notre approche consiste à regrouper les valeurs de tous les 
réplicats de sondes utilisés sur la biopuce. Soit S l’ensemble de toutes les sondes de la 
biopuce. Pour chaque sonde ‘s’, telle que ‘s’ ∈ S, une valeur d’intensité d’hybridation 
médiane est calculée. Cette intensité est notée IS. 
Ensuite, l’étape suivante est celle de la détermination de la réponse (présence ou non 
dans l’échantillon hybridé) de chaque sonde. Deux cas sont possibles. Si l’utilisateur a 
fourni en entrée les valeurs des bruits de fond locaux relatives aux sondes, alors une valeur 
appelée « intensité minimale de réponse » et notée ISmin est calculée pour chaque sonde. 
Cette valeur est dans ce cas égale à la valeur du bruit de fond du réplicat de cette sonde qui 
correspond à l’intensité d’hybridation médiane déjà sélectionnée. Une valeur SNR 
(« Signal to Noise Ratio ») est ensuite calculée comme suit: 
 
Cependant, si l’utilisateur n’a pas fourni les valeurs des bruits de fond en entrée, un 
traitement supplémentaire est alors réalisé en utilisant les sondes de contrôle négatives de 
la biopuces. D’abord, pour chaque sonde, nous considérons seulement le réplicat qui a été 
choisi pour le calcul de l’intensité d’hybridation médiane. Ensuite, nous calculons pour ce 
réplicat, en fonction de ses positions x et y et de celles de toutes les sondes de contrôle de 
la biopuce, la distance maximale qui le sépare des sondes contrôles. On note cette distance 
dSmax. Puis, nous nous basons sur cette valeur dSmax ainsi que les positions de chaque sonde 
et de celles de toutes les sondes contrôles utilisées, pour calculer l’intensité minimale de 
réponse notée ISmin, comme suit: 
 
 




Enfin, nous calculons une valeur SNR (« Signal to Noise Ratio ») pour chaque sonde 
en utilisant la formule suivante: 
 
Pour déterminer si l’intensité d’hybridation d’une sonde ‘s’ est suffisante pour 
décider que ‘s’ s’est bien hybridée avec une séquence de l’échantillon traité, nous 
comparons sa valeur SNRS avec un seuil de réponse TSonde dont la valeur est donnée par 
l’utilisateur. Si SNRS est supérieure ou égale à TSonde, on dit que ‘s’ a une réponse positive 
dans l’échantillon hybridé. 
La quatrième étape de notre programme d’analyse des données de biopuces consiste 
à vérifier la réponse de chaque sonde dégénérée (ou région). Pour cela, nous regroupons 
toutes les sondes traitées dans les étapes précédentes, par sonde dégénérée. Si pour une 
sonde dégénérée donnée, au minimum une sonde qui lui appartient possède une réponse 
positive, alors on dit que cette sonde dégénérée a une réponse positive dans l’échantillon 
traité ou on dit encore qu’elle est positive. Sinon cette sonde dégénérée est dite négative. 
La cinquième étape consiste à déterminer si un organisme ou ensemble d’organismes 
(selon le niveau de résolution des sondes) ciblé par la biopuce, est probablement présent ou 
non dans l’échantillon hybridé. Cela consiste à regrouper, par nom d’organisme(s), toutes 
les sondes dégénérées vérifiées dans l’étape 4. Ensuite, le pourcentage des sondes 
dégénérées positives par organisme(s) est calculé. Si ce pourcentage est supérieur ou égal 
au seuil de réponse Torganisme(s) dont la valeur est fixée par l’utilisateur, on dit alors que ce 
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ou ces organismes sont probablement présents dans l’échantillon hybridé (ou groupe 
positif) et on le sauvegarde dans une liste préliminaire des organismes positifs. On note 
cette liste LG. 
Lorsqu’un groupe de séquence est positif, deux cas sont possibles:  
 Soit le ou les organismes sont réellement présents dans l’échantillon biologique 
hybridé, 
 Soit ils ne sont pas présents dans l’échantillon hybridé, mais ils sont ciblés par des 
sondes qui représentent des hybridations croisées avec un ou plusieurs autres 
groupes présents dans l’échantillon.  
Ces deux possibilités peuvent causer des problèmes lors de l’interprétation 
biologique des résultats. Nous avons alors décidé d’ajouter une dernière étape à notre 
programme. L’objectif de cette étape est de vérifier toutes les hybridations croisées 
possibles qui peuvent être à l’origine d’une mauvaise interprétation des résultats et 
d’énumérer toutes les interprétations biologiques possibles (les différentes listes possibles 
de groupes présents dans l’échantillon hybridé).  
3.2.2. Optimisation des résultats obtenus par transformation en 
problème SAT 
Dans cette étape, nous utiliserons les résultats des tests de spécificité que nous avons 
réalisés dans l’étape 1 de notre programme.  
D’abord, nous transformons le problème d’interprétation des résultats obtenus aux 
étapes précédentes de notre programme, en une instance SAT sous forme normale 
conjonctive CNF. Les littéraux sont les organismes ciblés par la biopuce. Les clauses 
représentent les hybridations croisées des sondes ciblant les organismes de la liste 
préliminaire des groupes positifs LG, déterminée dans l’étape 5 de notre programme. En 
effet, nous commençons par les groupes qui n’appartiennent pas à LG (groupes négatifs ou 
absents de l’échantillon hybridé). Ces groupes sont transformés en clauses mono-littéral 
négatives (clauses formées d’un seul littéral qui est négatif). Par exemple un groupe G1 qui 
n’appartient pas à LG est représenté dans l’instance SAT créée par la clause (￢G1). 
Ensuite, on traite les groupes positifs. Pour chaque groupe LG de la liste, nous considérons 
seulement les régions (ou sondes dégénérées) positives. Puis, pour chaque région positive 
de ces groupes on choisit la sonde positive qui représente le moins d’hybridations croisées 
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potentielles, et ce en prenant en considération seulement les groupes de déterminés 
potentiellement présents dans l’échantillon hybridé (groupes appartenant à la liste LG). La 
sonde choisie constitue une clause dont les littéraux sont le groupe ciblé par cette sonde 
ainsi que les groupes pouvant présenter des hybridations croisées avec elle.  
Ainsi, soit une biopuce qui contient des sondes ciblant 5 groupes d’organismes à 
savoir G1, G2, G3, G4, G5. Soit LG la liste préliminaire des groupes potentiellement 
présents dans l’échantillon hybridé tel que: LG = {G1,G2,G3}. Pour construire la CNF 
correspondant à ce problème, nous commençons par les groupes négatifs qui 
n’appartiennent pas à LG. Deux premières clauses sont alors créées: (￢G4) et (￢G5). 
Nous traitons ensuite les groupes positifs appartenant à LG.  
La région R1,1 du groupe G1 est constituée des sondes S1 et S2 qui sont toutes les 
deux positives. Soient HS1 et HS2 respectivement les ensembles des hybridations croisées 
des sondes S1 et S2, tels que: HS1 = {G2,G3} et HS2 = {G2,G4,G5}. Ici S1 possède un 
nombre d’hybridations croisées égal à 2 et est donc inférieur à celui de S2 (3 hybridations). 
Cependant, si on considère seulement les groupes de LG, la sonde S1 possède 2 
hybridations croisées et S2 possède 1 seule. On choisit donc de représenter cette région par 
la sonde 2. La clause suivante est alors créée: (G1 ⋁ G2 ⋁ G4 ⋁ G5). 
La région R1,2 du groupe G1 est constituée des sondes S3 et S4. Seulement S3 est 
positive et possède une seule hybridation croisée potentielle HS3 = {G2}. La clause 
suivante est alors créée pour la région R1,2: (G1 ⋁ G2). 
Le groupe G2 contient une seule région R2,1. Cette région est constituée de deux 
sondes positives S5 et S6 qui ne possèdent aucune hybridation croisée potentielle HS5 = Ø 
et HS6 = Ø. La clause suivante est alors créée pour R2,1: (G2). 
Le groupe G3 contient une seule région R3,1. Cette région est constituée d’une seule 
sonde positive S7 qui ne possède aucune hybridation croisée potentielle HS7 = Ø. La 
clause suivante est alors créée pour R3,1: (G3). 
Nous avons ainsi construit la CNF suivante qui représente notre problème 
d’interprétation des résultats de cette biopuce: 
F = (￢G4) ⋀ (￢G5) ⋀ (G1 ⋁ G2 ⋁ G4 ⋁ G5) ⋀ (G1 ⋁ G2) ⋀ (G2) ⋀ (G3). 
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Enfin, nous utilisons le solveur SAT zchaff (Zhang et al., 2001) pour déterminer 
toutes les solutions à ce problème. Ce solveur complet permet de déterminer si une formule 
F sous forme CNF est satisfaisable ou non. Il vérifie s’il existe un modèle I pour F. Si 
c’est le cas, zchaff indique le premier modèle trouvé mais ne propose pas tous les modèles 
possibles. Aussi, pour avoir tous les modèles possibles qui satisfassent F, nous avons 
développé un programme qui exécute zchaff plusieurs fois. Après chaque modèle trouvé, 
notre programme récupère le modèle trouvé et insère, dans F, une clause de blocage qui 
nous évite de retrouver le même modèle une autre fois. Cette clause représente la négation 
de l’interprétation I trouvée. Par exemple si I = {G1=faux, G2=vrai, G3=faux} alors la 
clause de négation (ou de blocage) que notre programme insère dans F est la suivante:  
￢(￢G1 ⋀ G2 ⋀ ￢G3) = (G1 ⋁ ￢G2 ⋁ G3) 
Notre programme s’arrête lorsque l’insertion de nouvelles clauses rend F 
insatisfaisable, c’est-à-dire qu’il n’existe plus aucun modèle qui la satisfasse. Il remplace 
enfin les noms des variables propositionnelles utilisées dans F par les noms des groupes 
correspondants et enregistre le résultat final. Notre programme donne aussi en résultats les 
différentes valeurs et réponses calculées dans ses premières étapes, pour les groupes, les 
régions, les sondes et les sondes de contrôle négatives. 
Ainsi, si nous reprenons le problème de l’exemple 3, la formule CNF que nous avons 
déjà construite pour cet exemple est: 
F = (￢G4) ⋀ (￢G5) ⋀ (G1 ⋁ G2 ⋁ G4 ⋁ G5) ⋀ (G1 ⋁ G2) ⋀ (G2) ⋀ (G3). 
 Notre programme va ensuite résoudre ce problème. Un premier modèle est trouvé:      
I = {G1=vrai, G2=vrai, G3=vrai, G4=faux, G5=faux}. Le premier résultat obtenu est alors 
le suivant (figure 46): 
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Figure 46: La première solution trouvée pour l’exemple proposé. 
Ce modèle est le même que la liste initiale des groupes positifs LG que nous avons 
obtenue avant la transformation de notre problème en une CNF. Nous insérons ensuite une 
clause de blocage pour le modèle trouvé, dans F. Dans ce cas, cette clause est: 
￢(G1 ⋀ G2 ⋀ G3 ⋀ ￢G4 ⋀ ￢G5) = (￢G1 ⋁ ￢G2 ⋁ ￢G3 ⋁ G4 ⋁ G5) 
La nouvelle formule F’ ainsi construite est: 
F’ = (￢G4) ⋀ (￢G5) ⋀ (G1 ⋁ G2 ⋁ G4 ⋁ G5) ⋀ (G1 ⋁ G2) ⋀ (G2) ⋀ (G3) ⋀ 
(￢G1 ⋁ ￢G2 ⋁ ￢G3 ⋁ G4 ⋁ G5). 
Nous terminons ensuite le traitement. Un nouveau modèle qui satisfait la CNF F’ 
est alors trouvé: I’ = {G1=faux, G2=vrai, G3=vrai, G4=faux, G5=faux}. Ce problème 
correspond à une nouvelle solution que nous n’avons pas détectée sans l’utilisation de 




Figure 47: La deuxième solution trouvée pour l’exemple donné. 
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Nous insérons ensuite une nouvelle clause de blocage pour le deuxième modèle 
trouvé. Cette clause est:  
￢(￢G1 ⋀ G2 ⋀ G3 ⋀ ￢G4 ⋀ ￢G5) = (G1 ⋁ ￢G2 ⋁ ￢G3 ⋁ G4 ⋁ G5) 
La nouvelle formule F’’ construite est: 
F’’ = (￢G4) ⋀ (￢G5) ⋀ (G1 ⋁ G2 ⋁ G4 ⋁ G5) ⋀ (G1 ⋁ G2) ⋀ (G2) ⋀ (G3) ⋀ 
(￢G1 ⋁ ￢G2 ⋁ ￢G3 ⋁ G4 ⋁ G5) ⋀ (G1 ⋁ ￢G2 ⋁ ￢G3 ⋁ G4 ⋁ G5). 
Notre programme essaie alors de chercher un nouveau modèle. Néanmoins, zchaff 
trouve que F’’ est insatisfaisable. Il n’existe donc aucune autre solution pour notre 
problème. Notre programme s’arrête alors et enregistre les deux solutions trouvées. 
3.3. Résultats 
3.3.1. Résultats de la parallélisation de l’étape du calcul de la 
liste des hybridations croisées des sondes  
La première étape de notre logiciel consiste à tester la spécificité de toutes les sondes 
utilisées sur la biopuce et de déterminer, à partir des résultats de ce test, la liste des 
hybridations croisées de chaque sonde. Pour les biopuces de haute densité, cette étape peut 
nécessiter un temps de calcul considérable. Nous avons alors parallélisé cette tâche pour 
l’exécuter sur un cluster de calcul. Nous avons testé la performance de cette parallélisation 
en utilisant un cluster de calcul de 22 nœuds bi-processeurs Quad Core AMD Opteron à 
2,1 GHz sous Linux. Le test a été réalisé sur une biopuce de la marque Agilent3, composée 
de toutes les sondes sélectionnées à l’aide de KASpOD (Parisot et al., 2012) dans le cadre 
de la construction de la base de données PhylOPDb (Jaziri et al., 2014b) (voir chapitre 4 
section 3 pour plus de détail). Elle contient donc un total de 54 129 sondes 25-mers ciblant 
1 295 genres procaryotes. Cette tâche nécessite environ 9 jours pour être exécutée sur un 
seul cœur d’un processeur AMD Opteron à 2,1 GHz. Les résultats présentés dans la figure 
48 montrent que la parallélisation de cette étape permet de réduire considérablement le 
temps de calcul avec un speedup d’environ 28x en utilisant 32 cœurs de calcul (tâche 
réalisée en environ 4 heures de calcul) et d’environ 52x en utilisant 64 cœurs de calcul 
(tâche réalisée en moins de 8 heures de calcul). 
 
                                                 
3 http://www.genomics.agilent.com/ 
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Figure 48: Résultats de l’exécution sur un cluster de calcul de l’étape de 
détermination des hybridations croisées pour la biopuce procaryote développée avec 
KASpOD. 
3.3.2. Résultats de l’approche d’utilisation des contrôles négatifs 
pour le calcul d’une valeur minimale de réponse des 
sondes 
Notre programme PhylInterpret utilise la valeur du bruit de fond local correspondant 
à chaque sonde pour calculer une valeur SNR (« Signal to Noise Ratio ») permettant de 
déterminer la réponse de la sonde. Cependant, dans certains cas, le logiciel utilisé par 
l’utilisateur pour l’extraction des données numériques à partir des images de biopuces ne 
permet pas de calculer le bruit de fond. Pour cela nous avons proposé une méthode qui 
permet de calculer une valeur minimale de réponse pour chaque sonde, en se basant sur les 
intensités des contrôles négatifs et de leurs positions sur la biopuce. La valeur calculée 
remplace celle du bruit de fond local dans le calcul du SNR. 
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Nous avons testé cette méthode pour calculer le bruit de fond local (ou valeur 
minimale de réponse) pour toutes les sondes d’une biopuce fonctionnelle de la marque 
NimbleGen4 développée avec HiSpOD (Dugat-Bony et al., 2011). Cette biopuce contient 
134 704 sondes (16 838 sondes différentes avec 8 réplicats pour chacune) et 5 707 
contrôles négatifs. Le temps de calcul nécessaire pour effectuer cette tâche est de 441 
secondes (7 min 21s) en utilisant un seul cœur sur un processeur AMD Opteron à 2,3 GHz 
sous Linux. Ce temps reste raisonnable mais peut être beaucoup plus élevé pour des 
biopuces contenant jusqu’à des millions de sondes ou dans le cas de l’analyse de plusieurs 
biopuces simultanément. 
3.3.3. Résultats de l’approche de détermination de la structure 
procaryotique de l’échantillon biologique hybridé 
Notre algorithme d’analyse des données issues des biopuces à ADN consiste à 
déterminer la composition (structure) en microorganismes procaryotes d’un échantillon 
biologique hybridé. Tout d’abord, les intensités de toutes les sondes sont calculées et le 
seuil de réponse déterminé par l’utilisateur permet de déterminer une liste initiale de tous 
les groupes microbiens pouvant être présents dans l’échantillon biologique hybridé. Puis, 
le programme transforme le problème d’analyse des résultats de la biopuce en un problème 
SAT (problème de satisfaisabilité) en utilisant le langage propositionnel. Il utilise ensuite le 
solveur SAT que nous avons retenu, à savoir zchaff (Zhang et al., 2001), et notre méthode 
d’insertion de clauses bloquantes pour calculer toutes les interprétations possibles des 
résultats de l’hybridation de la biopuce. Nous avons testé notre approche pour l’analyse des 
données issues de l’hybridation d’une biopuce de la marque Agilent5 composée de 
l’ensemble de sondes 25-mers sélectionnées avec PhylGrid2.0 (Jaziri et al., 2014a) dans le 
cadre de la construction de la base PhylOPDb (voir chapitre 4 section 3). Elle contient 
19 874 sondes ciblant 2 069 genres procaryotes. Pour chaque sonde, 5 réplicats sont 
présents sur la biopuce ADN. La biopuce contient alors un total de 99 370 sondes. Les 
valeurs du bruit de fond sont données en entrée après avoir été calculées comme 
précédemment indiqué tout comme l’étape de détermination des hybridations croisées 
(tâche réalisée dans la section résultats 3.4.1). Nous avons utilisé notre programme en 
faisant varier différents paramètres d’entrée. Le tableau 13 illustre les résultats en nombre 
                                                 
4 www.nimblegen.com/ 
5 http://www.genomics.agilent.com/ 
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de solutions trouvées et en temps de calcul en utilisant un cœur de calcul d’un processeur 
AMD Opteron à 2,3 GHz sous Linux (sans ajouter le temps nécessaire pour le calcul des 
hybridations croisées des sondes). Ces résultats montrent que notre logiciel permet de 
produire l’ensemble des solutions en un temps raisonnable qui ne dépasse pas les 4 minutes 
pour l’analyse de cette biopuce quels que soient les paramètres utilisés.  
L’échantillon hybridé sur cette biopuce est composé d’un mélange d’ADN d’espèces 
connues appartenant à 31 genres procaryotes. Bien que nous ayons constaté que 
l’hybridation n’était pas parfaite du fait d’un problème de fabrication de la biopuce (la 
biopuce a été re-fabriquée par le fournisseur, les nouvelles hybridations sont en cours), les 
résultats d’analyse obtenus avec PhylInterpret sont prometteurs. En effet, pour vérifier la 
qualité des résultats produits par notre logiciel, nous avons retenu l’analyse numéro 3 du 
tableau 13 (3ème ligne du tableau 13). Pour cette analyse, nous avons utilisé un seuil SNR 
égal à 5 pour déterminer la réponse des sondes et un pourcentage minimal de régions 
positives d’un genre égal à 60% (3 régions sur 5).  
 
Tableau 13: Résultats de l’analyse de la biopuce procaryote composée de 19 874 
sondes 25-mers sélectionnées avec PhylGrid2.0: « Seuil réponse sondes » correspond au 
seuil SNR minimal pour considérer qu’une sonde a une réponse positive. « Seuil réponse 
groupes » correspond au pourcentage minimal de régions positives du groupe pour le 









10 60 32 3 m 17.991 s 
10 80 4 3 m 22.029 s 
5 60 128 3 m 33.256 s 
5 80 4 3 m 57.623 s 
 
Dans cet exemple, la plus grande liste de genres produite avec PhylInterpret contient 
un total de 63 genres. La plus petite liste contient 57 genres. Les 6 genres de différence 
entre les deux listes sont des genres qui ne sont pas présents dans l’échantillon hybridé 
mais qui apparaissent du fait d’hybridations croisées. PhylInterpret a permis donc de 
supprimer ces genres en prenant en compte la spécificité des sondes de la biopuce. Cela 
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démontre dès à présent la bonne qualité des résultats obtenus en utilisant notre programme 
et aussi la qualité des sondes déterminées avec notre logiciel de sélection de sondes 
PhylGid2.0, même en présence des problèmes d’hybridation constatés sur la biopuce. En 
effet, très peu d’hybridations faussement positives sont détectées (moins de 2% des genres 
ciblés par la biopuce). Nous ne développerons pas plus les interprétations des résultats 
sachant qu’il existe un problème de fabrication des biopuces. 
4. Discussion 
Nous avons développé PhylInterpret dans le but d’analyser les données issues de 
biopuces à ADN développées avec MetaExploArrays (chapitre 5), PhylGrid2.0 (chapitre 
4), KASpOD (Parisot et al., 2012) ou PhylArray (Militon et al., 2007). Il est actuellement 
le seul logiciel disponible adapté à traiter les résultats de biopuces aussi complexes. Les 
rares logiciels permettant de déterminer les groupes taxonomiques présents dans un 
échantillon donné tels que PhyloTrac (Schatz et al., 2010) ne sont pas compatibles pour 
résoudre de telles complexités. En effet, PhyloTrac est spécifique à l’analyse des biopuces 
PhyloChip qui utilisent des couples de sondes PM (« perfect match probe») et MM 
(« mismatch probe») et ne peut donc pas être utilisé sur d’autres types de biopuces. De 
plus, PhylInterpret est, à notre connaissance, le seul logiciel d’analyse de biopuces qui 
offre la possibilité de vérifier la spécificité des sondes de la biopuce et d’exploiter ces 
informations de spécificité pour permettre une meilleure interprétation biologique des 
résultats. 
Afin de déterminer la composition d’un échantillon suite à l’hybridation sur une 
biopuce à ADN, PhylInterpret cherche toutes les solutions possibles, en fonction de la 
spécificité des sondes utilisées. PhylInterpret transforme alors le problème d’analyse des 
résultats de biopuces en une instance du problème de Satisfaisabilité, en se basant sur le 
langage de la logique propositionnelle. Il utilise ensuite un solveur SAT puissant, à savoir 
zchaff (Zhang et al., 2001), avec un script d’insertion des clauses de blocage pour chaque 
modèle trouvé, pour déterminer la liste complète et non redondante des solutions. 
Cependant, le nombre de solutions (ou listes) générées par notre programme dépend 
fortement de la qualité de la biopuce et du niveau de spécificité des sondes utilisées. Dans 
le cas d’un échantillon biologique complexe, si de nombreuses sondes représentent un 
grand nombre d’hybridations croisées, le nombre de solutions produites peut être très 
élevé. Cela peut poser des difficultés d’interprétation et de prise de décision pour les 
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biologistes. Toutefois, quelles que soient la nature et la qualité des biopuces, la génération 
et la vérification de toutes les solutions possibles restent obligatoires pour faciliter les 
interprétations. D’où l’intérêt de l’utilisation de notre programme même dans le cas où il 
génère un grand nombre de solutions possibles. 
Notre approche requiert donc la réalisation d’un test de spécificité de toutes les 
sondes utilisées sur la biopuce. Cependant, pour les résultats issus des biopuces de haute 
densité, cette étape devient très coûteuse en temps de calcul (plusieurs jours de calcul). 
Pour cela nous avons parallélisé ce traitement en le partageant équitablement sur plusieurs 
jobs qui seront exécutés parallèlement sur un cluster de calcul. 
Pour déterminer la nature et le niveau de réponse des sondes, nous utilisons une 
approche d’estimation de la valeur minimale de réponse d’une sonde. Cette valeur peut 
également être utilisée pour mesurer le niveau d’intensité des hybridations non spécifiques 
sur la biopuce, et pour contrôler la qualité de l’expérience d’hybridation réalisée. Notre 
approche se base sur les intensités d’hybridation des sondes de contrôle négatives et leurs 
positions par rapport aux autres sondes composant la biopuce. Ainsi, cette approche dépend 
fortement de la position et de la qualité des contrôles négatifs utilisés. En effet, ces 
contrôles doivent être dispersés de façon régulière sur toute la surface de la biopuce et ne 
doivent pas s’hybrider parfaitement avec des séquences de l’échantillon hybridé. Pour cela, 
dans nos travaux futurs, nous envisageons le développement de deux nouveaux 
algorithmes. Le premier permet de développer des sondes de contrôle négatives pour les 
biopuces, en fonction des sondes utilisées et de l’échantillon à hybrider. Le deuxième 
algorithme sert à distribuer toutes les sondes de contrôle utilisées, d’une manière régulière 
et équitable, sur la surface entière de la biopuce. Nous envisageons également la 
parallélisation de l’approche de calcul de la valeur minimale de réponse des sondes. Dans 
ce contexte, l’utilisation des cartes accélératrices pour calculs parallèles comme les 
processeurs graphiques GPGPUs (« General-purpose computing on graphics processing 
units ») ou les coprocesseurs Xeon Phi d’Intel6 peut réduire considérablement la 
complexité et le temps de calcul de cette approche surtout dans le cas de l’analyse 
simultanée de plusieurs biopuces de haute densité. 
                                                 
6 http://www.intel.fr/content/www/fr/fr/processors/xeon/xeon-phi-detail.html 
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5. Conclusion 
Dans ce chapitre, nous avons présenté PhylInterpret un nouveau logiciel d’analyse 
des données issues des expériences d’hybridation des biopuces à ADN. PhylInterpret 
utilise des notions de la logique propositionnelle (problème de Satisfaisabilité) pour 
déterminer la composition de l’échantillon hybridé en énumérant tous les ensembles 
possibles de groupes présents dans cet échantillon. Ainsi, les résultats obtenus montrent 
qu’avec l’échantillon biologique hybridé sur la biopuce, qui n’était cependant pas d’une 
qualité optimale, nous avons pu identifier la plupart des microorganismes composant cet 
échantillon. 
Dans le chapitre suivant, nous présentons un programme distribué pour la traduction 
inverse complète d’oligopeptides, appliqué à la sélection de sondes pour biopuces à ADN 
fonctionnelles. 
 




Chapitre 7: Approche parallèle pour 
la traduction inverse complète 
d’oligopeptides pour la conception 
des biopuces fonctionnelles 
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1. Introduction 
La traduction inverse complète des séquences protéiques a récemment été utilisée 
pour initier la sélection de sondes pour biopuces à ADN fonctionnelles à partir des régions 
peptidiques conservées. Cette stratégie peut contribuer à mieux évaluer la totalité de la 
diversité génétique microbienne présente dans les environnements complexes. Dans ce 
chapitre, nous présentons un nouvel algorithme distribué pour le calcul de la traduction 
inverse complète des oligopeptides courts et pour le filtrage des séquences nucléotidiques 
générées avec les critères habituels de sélection de sondes pour biopuces fonctionnelles. 
Nous utilisons une approche de méta-programmation et d’ingénierie dirigée par les 
modèles pour traiter simultanément plusieurs centaines d’oligopeptides. Cette approche 
d’ingénierie des modèles utilise d’une part la méta-programmation, et d’autre part la 
production (par transformation) de code adapté pour différents moyens de calcul: PC, 
multiprocesseurs de type SMP (« Symmetric Multi-Processor »), clusters ou grille de 
calcul. Nous présentons les performances et les statistiques de notre algorithme sur des 
jeux de données biologiques réels et simulés. 
2. Généralités et motivations 
L’étape biologique qui consiste à produire une séquence protéique correspondante à 
une séquence d’ARNm est appelée traduction. En revanche, la traduction inverse complète 
est l’étape permettant de définir l’ensemble des séquences d’acides nucléiques possibles à 
partir d’une séquence protéique. Il s’agit d’une étape non biologique, mais purement 
algorithmique. C’est grâce à la découverte du mécanisme de synthèse des protéines, suivie 
par le décodage complet du code génétique en 1961 par le prix Nobel M. Nirenberg, qu’il a 
été établi qu’une même séquence protéique peut être codée par plusieurs séquences 
nucléiques (Nirenberg, 2004). En effet, chaque acide aminé peut être codé par deux, trois, 
quatre ou six codons1, à l’exception de la Méthionine (notée M) et du Tryptophane (notée 
W), qui ne sont codé que par un seul codon. Étant donné que le codon est un triplé de 
nucléotides et que 4 nucléotides différents existent (l’Adénine « A », la Thymine « T », la 
Cytosine « C » et la Guanine « G »), il est donc possible de définir 43 soit 64 codons 
différents (tableau 14). La traduction inverse complète des séquences d’acides aminés 
représente alors une tâche fastidieuse qui peut générer des quantités massives de données. 
                                                 
1 Codon: groupe de trois acides nucléiques. 
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Par exemple, un seul oligopeptide de 15 acides aminés peut fournir jusqu’à environ 5.1011 
séquences ADN possibles d’une longueur de 45 nucléotides, et peut nécessiter jusqu’à plus 
de 19 To d’espace disque pour le stockage des séquences obtenues. Cependant, dans le 
contexte de découverte de nouveaux variants géniques, il est important de pouvoir 
identifier toutes les séquences nucléotidiques pouvant coder une protéine donnée (Dugat-
Bony et al., 2012b). Dans ce contexte, l’utilisation de la traduction inverse pour le 
développement de sondes pour biopuces à ADN est une approche très prometteuse.  
 
Tableau 14. Liste des acides aminés avec leurs codes et leurs codons correspondants. 
Acide aminé  Code Codons 
Isoleucine   I ATT, ATC, ATA 
Leucine   L CTT, CTC, CTA, CTG, TTA, TTG 
Valine V GTT, GTC, GTA, GTG 
Phenylalanine   F TTT, TTC 
Methionine M ATG 
Cysteine  C TGT, TGC 
Alanine       A GCT, GCC, GCA, GCG 
Glycine   G GGT, GGC, GGA, GGG 
Proline       P CCT, CCC, CCA, CCG 
Threonine   T ACT, ACC, ACA, ACG 
Serine        S TCT, TCC, TCA, TCG, AGT, AGC 
Tyrosine   Y TAT, TAC 
Tryptophan   W TGG 
Glutamine   Q CAA, CAG 
Asparagine   N AAT, AAC 
Histidine  H CAT, CAC 
Glutamic acid   E GAA, GAG 
Aspartic acid  D GAT, GAC 
Lysine        K AAA, AAG 
Arginine   R CGT, CGC, CGA, CGG, AGA, AGG 
Stop codons * (Stop) TAA, TAG, TGA 
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De nouvelles stratégies ont été proposées pour initier la sélection de sondes pour 
biopuces fonctionnelles FGAs à partir des séquences peptidiques conservées. Ces 
stratégies utilisent la traduction inverse complète des oligopeptides. En effet, il est 
important d’avoir tous les variants de séquences nucléotidiques correspondant à une 
protéine d’intérêt lors de l’étude des environnements complexes qui sont composés 
principalement de microorganismes inconnus. Dans le cas des biopuces à ADN, l’objectif 
est de traiter uniquement des courtes séquences de protéines appelées « oligopeptides » 
mais représentant une signature spécifique de la protéine ciblée. En pratique, la taille des 
sondes utilisées dans les biopuces à ADN est souvent comprise entre 20 et 50 nucléotides. 
Ces sondes peuvent être obtenues par la traduction inverse des oligopeptides courts de 7 à 
17 acides aminés. Dans ce cas, la traduction inverse complète devient une tâche bornée et 
raisonnable, surtout avec l’utilisation d’architectures parallèles et distribuées qui peuvent 
réduire considérablement le temps de calcul. En outre, la sélection de sondes 
oligonucléotidiques pour biopuces fonctionnelles doit répondre à certains critères 
principaux tels que la spécificité, la sensibilité et l’uniformité. L’utilisation de ces critères 
pour filtrer les sondes générées par une traduction inverse complète peut, d’une part, 
améliorer la qualité des résultats, et d’autre part, réduire considérablement les quantités de 
données générées et transmises avec un système distribué. Ainsi, l’espace disque 
nécessaire pour sauvegarder uniquement les séquences finales filtrées devient beaucoup 
plus raisonnable, surtout avec les capacités de stockage actuelles. 
Ici, nous présentons une nouvelle méthode de parallélisation pour le calcul de la 
traduction inverse complète d’oligopeptides pour le développement des biopuces à ADN 
fonctionnelles. Notre méthode permet la génération de tous les oligonucléotides possibles à 
partir d’un ensemble d’oligopeptides courts. Les oligonucléotides obtenus sont ensuite 
filtrés avec des critères habituels de sélection de sondes pour biopuces. L’algorithme que 
nous proposons traite spécifiquement les oligopeptides composés de 7 à 17 acides aminés, 
même s’il peut traiter des peptides plus longs avec une dégénérescence inférieure. Nous 
utilisons les approches d’ingénierie dirigée par les modèles et de méta-programmation pour 
générer automatiquement les codes sources nécessaires à la gestion et le déploiement de 
l’algorithme sur différentes platesformes: PCs, multiprocesseurs (SMP), clusters de calcul 
ou grilles de calculs comme la grille de calcul européenne EGI que nous utilisons dans ce 
travail pour traiter les tâches les plus lourdes. 
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3. Aperçu des travaux existants 
La traduction inverse d’une séquence protéique se réfère souvent à fournir une 
séquence d’ADN qui code pour cette protéine chez l’organisme étudié. Les applications 
qui utilisent la traduction inverse ont introduit différentes solutions pour obtenir les 
séquences nucléotidiques les plus probables parmi toutes les possibilités. Par exemple, ces 
applications peuvent utiliser une méthode basée sur la sélection du codon le plus fréquent 
pour chaque acide aminé (biais d’usage des codons chez un organisme donné), ou une 
méthode favorisant la réutilisation des codons (Missaoui et al., 2007). Bien que de telles 
méthodes soient rapides, l’utilisation préférentielle de certains codons par rapport à 
d’autres introduit une perte d’informations considérable, surtout si l’objectif est d’étudier 
des variants de séquences sans aucun a priori. 
La traduction inverse est utilisée dans plusieurs applications nécessitant un passage 
de protéines à l’ADN ou à l’ARN, telles que l’alignement des séquences au niveau 
protéique. Dans ce contexte, un programme appelé « RevTrans » a été proposé pour 
construire un alignement multiple d’ADN à partir d’un alignement de séquences protéiques 
(Wernersson and Pedersen, 2003). Tout d’abord, RevTrans traduit un ensemble de 
séquences nucléotidiques en séquences d’acides aminés. Ensuite, il aligne les séquences 
protéiques obtenues et effectue enfin une traduction inverse des séquences alignées pour 
construire un alignement multiple de séquences ADN dans lequel les positions de codon 
analogues sont donc toujours alignées. Dans cette méthode, chaque acide aminé est tout 
simplement remplacé par son codon dans la séquence nucléotidique de départ. 
Gîrdea et al. (2010), ont également utilisé la traduction inverse pour trouver des 
homologies entre protéines distantes ayant subi des mutations entraînant des décalages de 
cadre de lecture (frameshift). La méthode proposée effectue un alignement de séquences 
nucléiques contenant des frameshifts, par traduction inverse des protéines en utilisant une 
transformation en graphes de toutes les séquences ADN codantes de chaque protéine. Un 
algorithme de programmation dynamique utilise un système de scores pour déterminer les 
deux séquences ADN putatives qui ont le meilleur score d’alignement. Dans cette 
application, la traduction inverse consiste à représenter toutes les séquences d’ADN 
codantes possibles pour une protéine par un graphe acyclique orienté. Dans ce graphe, 
chaque branche représente une séquence possible et chaque nœud, à une position « i », 
représente un nucléotide possible qui peut apparaître à la position « i » dans au moins une 
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des séquences codantes. Un ensemble de nœuds existe à chaque position « i » du graphe. 
Le nombre de nœuds est réduit en utilisant le code IUPAC de nucléotides dégénérés. Avec 
cette approche, toutes les séquences codantes sont explorées, mais la traduction inverse ne 
donne pas une énumération explicite de toutes les séquences nucléotidiques possibles. 
En outre, certaines méthodes ont été proposées pour effectuer la traduction inverse 
par la recherche des séquences nucléotidiques dérivées directement à partir d’une séquence 
d’acides aminés, en se basant sur les codes IUB/IUPAC des nucléotides dégénérés 
(Stothard, 2000). Cette approche consiste à représenter toutes les séquences possibles 
générées à partir d’une protéine donnée, par une seule séquence consensus. En effet, 
chaque acide aminé est traduit à un codon IUB/IUPAC unique qui représente tous les 
codons possibles par un seul triplet de nucléotides. Le tableau 15 contient les triplets de 
nucléotides dégénérés qui représentent les codons de tous les acides aminés en utilisant les 
codes IUB/IUPAC des nucléotides dégénérés. Les programmes qui utilisent cette 
technique requièrent seulement le remplacement de chaque acide aminé par son codon 
IUB/IUPAC correspondant. 
La traduction inverse d’une protéine peut également être effectuée par le calcul de la 
séquence ADN en considérant la préférence d’usage des codons pour chaque organisme 
(Nash, 1993; Pesole et al., 1988). La plupart des outils de traduction inverse proposés 
s’appuient sur le calcul des probabilités des codons d’acides aminés en se référant aux 
banques de données nucléotidiques. Ces outils sont basés sur l’usage des codons: les 
fréquences de codons connus de l’espèce cible sont utilisées comme des probabilités 
d’assignation des codons pour chaque acide aminé. Dans ce contexte, certaines approches 
proposées utilisent spécialement des algorithmes génétiques (Moreira, 2004; Moreira and 
Maass, 2004), les réseaux de neurones (White and Seffens, 1998) ou la classification 
hiérarchique (Ma et al., 2002) pour déterminer le codon le plus probable à une position 
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Tableau 15. Les triplés de nucléotides dégénérés représentant tous les codons des 
acides aminés en utilisant le code IUB/IUPAC. 























Certains outils qui utilisent les codons les plus probables ou les codons sélectionnés 
par l’utilisateur pour effectuer la traduction inverse sont aussi disponibles via des interfaces 
web (« Backtranseq »2, « Gene Design - Reverse translation »3, « Sequence Manipulation 
                                                 
2 http://emboss.bioinformatics.nl/cgi-bin/emboss/backtranseq (consulté décembre 2013). 
3 http://54.235.254.95/cgi-bin/gd/gdRevTrans.cgi (consulté décembre 2013). 
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Suite - Reverse Translate »4). L’utilisation de ces outils permet de simplifier le passage 
d’une séquence protéique d’intérêt à la séquence nucléotidique correspondante et de 
diminuer la quantité de séquences nucléotidiques générées par une traduction inverse. En 
revanche, l’inconvénient majeur est la perte d’information engendrée par une telle 
pratique. En effet, des séquences nucléotidiques potentiellement codantes pour la protéine 
traitée peuvent être ignorées par ces méthodes. Le code génétique permet de générer autant 
de séquences que la dégénérescence totale de la séquence protéique étudiée, contrairement 
au simple remplacement des acides aminés par certains codons en se basant sur des critères 
de choix. 
C’est en raison de la complexité et de la nature exponentielle du problème de la 
traduction inverse complète des séquences protéiques, que la plupart des approches 
proposées ne permet pas l’énumération de toutes les séquences ADN possibles qui codent 
pour une même protéine. En effet, certaines méthodes essaient de générer la séquence 
nucléotidique la plus probable en fonction de différentes techniques telles que les 
préférences d’usage des codons. Alors que d’autres transforment le problème de traduction 
inverse en la génération d’un graphe ou d’une séquence consensus qui représente toutes les 
séquences codantes en se basant sur les codes IUB/IUPAC. À notre connaissance, seuls 
trois logiciels existants permettent de générer toutes les séquences ADN possibles à partir 
d’un oligopeptide: DegenRev (Missaoui et al., 2007), StackPrt (Hill, 2006) et PRT 
(Missaoui et al., 2006).  
DegenRev (Missaoui et al., 2007) est un programme en langage C, développé dans le 
but de réaliser la traduction inverse d’oligopeptides courtes pour la conception de sondes 
oligonucléotides spécifiques à des gènes codant des protéines. Il est basé sur une technique 
énumérative régulière qui calcule, à chaque étape de la traduction inverse d’un 
oligopeptide, la dégénérescence de chaque acide aminé pour déterminer les 
oligonucléotides restants. Au début, chaque oligopeptide est stocké dans un tableau de 
longueur « pl ». Soit pl la taille de l’oligopeptide traité. À chaque acide aminé i de 
l’oligopeptide, i ∈ [0, pl − 1], le nombre total de codons est noté NC(i) et la 
dégénérescence totale est notée D. 
 
                                                 
4 http://www.bioinformatics.org/sms2/rev_trans.html (consulté décembre 2013). 
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Pour chaque acide aminé i de l’oligopeptide traité, trois valeurs de dégénérescence 
sont calculées: 
 
La suite de l’algorithme dépend de l’initialisation de toutes ces variables. En effet, à 
la fin de l’initialisation, l’étape principale de la traduction inverse commence. DegenRev 
teste pour chaque acide aminé si la valeur de la dégénérescence cumulée « r(i) » est 
atteinte. Si c’est le cas, il traite l’acide aminé suivant. Sinon, il répète « c(i) » fois l’étape 
de traduction inverse du même codon. En utilisant cette approche, l’algorithme réalise un 
total de D boucles sans perdre de temps dans la réinitialisation des variables de 
dégénérescence. Ici à chaque acide aminé i ∈ [0, pl − 1], la dégénérescence est calculée 
par: 
D = d(i) * r(i) 
Finalement, les oligonucléotides obtenus après la traduction inverse de l’oligopeptide 
sont triés par leurs valeurs respectives de dégénérescence. Le fichier résultat contient 
l’ensemble des oligonucléotides générés non redondants, dont chacun représente une 
séquence codante potentielle pour la séquence protéique étudiée. 
La complexité de cet algorithme est calculée par:  
Complexité = D * pl 
Où D est la dégénérescence de l’oligopeptide et pl est sa longueur.  
DegenRev est approprié pour des peptides qui produisent moins de 109 séquences 
nucléiques possibles, indépendamment de la longueur des oligopeptides. Cependant, ce 
logiciel utilise une grande quantité de RAM et possède une complexité exponentielle. Pour 
pallier ces inconvénients de DegenRev, une autre approche avait été proposée dans (Hill, 
2006) à la suite de la thèse de Sébastien Rimour pour la traduction inverse d’oligopeptides 
Conception et Analyse des Biopuces à ADN en Environnements Parallèles et Distribués 
217 
possédant une dégénérescence plus importante et avec de meilleures performances. Le 
programme qui implémente cette approche est StackPrt.  
StackPrt a été développé en langage C. Il est basé sur une technique de gestion de 
pile afin d’utiliser une très petite quantité de mémoire vive. StackPrt utilise une approche 
de méta-programmation et propose donc un générateur de programmes pour écrire 
automatiquement le code source dédié à la traduction inverse, en fonction de la longueur 
des oligopeptides à traiter. Une comparaison des algorithmes DegenRev et StackPrt a été 
présentée dans (Missaoui et al., 2008). Les tests réalisés dans cette étude ont montré que le 
programme StackPrt est plus efficace, il permet de traiter des tailles d’oligopeptides plus 
importante et assure de meilleures performances en temps de calcul, croissantes en 
fonction de la taille des oligopeptides à traiter (tableau 16: tests réalisés sur une machine 
Linux multiprocesseurs 8 × AMD Opteron Core duo 1,8 GHz). 
 
Tableau 16. Comparaison des performances en temps de calcul de StackPrt et 






Temps de calcul (s)  Facteur Speedup 
(DegenRev/StackPrt) 
DegenRev StackPrt 
13 764 411 904 566 661 163 773 3,46 
14 4 586 471 424 26 042 736 996 896 26,12 
15  18 345 885 696  N.C  4 119 544 N.C  
 
Certaines stratégies, comme « CODEHMOP » et « Metabolic Design », ont été 
proposées pour initier la sélection de sondes pour les biopuces fonctionnelles FGAs à partir 
de régions peptidiques conservées en utilisant la traduction inverse. La stratégie 
CODEHMOP (« COnsensus DEgenerate Hybrid Motif Oligonucleotide Probe ») 
(Bontemps et al., 2005) est basée sur celle du design d’amorces PCR appelée CODEHOP 
(« COnsensus DEgenerate Hybrid Oligonucleotide Primer ») (Rose et al., 2003). 
CODEHMOP identifie les motifs d’acides aminés conservés à partir des alignements 
multiples de séquences protéiques. Ensuite, toutes les séquences nucléotidiques possibles 
sont produites à partir de la région la plus fortement conservée de chaque motif d’acides 
aminés, en utilisant une stratégie qui fournit un nombre limité de nucléotides codant pour 
la séquence d’acides aminés choisie. Les séquences nucléotidiques produites représentent 
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les sondes dites « hybrides ». Ces sondes sont flanquées par des extrémités 5’ et 3’ fixées 
pour augmenter leur longueur. L’application de cette stratégie est cependant limitée par le 
fait qu’elle n’est pas implémentée dans un programme entièrement automatisé. De plus, 
aucun test de critères de sélection de sonde n’est intégré. En outre, la stratégie de 
traduction inverse utilisée ne permet pas l’énumération de toutes les séquences 
nucléotidiques possibles à partir de la séquence d’acides aminés choisie. 
En outre, Terrat et al. ont proposé en 2010 un logiciel de sélection de sondes 
exploratoires pour biopuces fonctionnelles appelé « Metabolic Design ». Ce logiciel utilise 
le programme StackPrt (Hill, 2006) pour la traduction inverse d’oligopeptides. D’abord, 
Metabolic Design assure l’extraction des séquences protéines ciblées qui sont ensuite 
alignées. Pour chaque site moléculaire de l’alignement multiple des protéines, les acides 
aminés sont rétrotraduits en utilisant StackPrt. Enfin, la spécificité de toutes les séquences 
nucléotidiques produites par StackPrt est évaluée pour la détermination des hybridations 
croisées potentielles avec l’ensemble total de séquences ADN pouvant être présentes dans 
le milieu étudié. Cet outil de sélection de sondes utilise la traduction inverse complète afin 
d’énumérer toutes les sondes oligonucléotides possibles. Cependant, aucun critère de 
sélection de sondes n’est vérifié à l’étape de traduction inverse pour filtrer les séquences 
nucléotidiques générées. Le filtrage des oligonucléotides par les critères habituels de 
détermination de sondes pour biopuces, tels que la température de fusion tm, la présence 
d’homopolymères et le pourcentage des nucléotides G+C, peut considérablement réduire 
l’énorme quantité de données générées par la traduction inverse complète et améliorer la 
qualité des résultats. De plus, en pratique, lorsqu’il s’agit de la traduction inverse 
d’oligopeptides pour le développement des biopuces à ADN fonctionnelles, nous devons 
traiter simultanément jusqu’à plusieurs milliers d’oligopeptides. Or, l’étape de traduction 
inverse complète peut être excessivement gourmande en ressources (espace disque et 
temps de calcul) lorsqu’elle est appliquée à un grand nombre d’oligopeptides. Le calcul 
parallèle constitue alors une piste bien adaptée pour réduire la complexité de cette tâche et 
diminuer son temps de calcul. Dans ce contexte de sélection de sondes, un programme 
parallèle pour la traduction inverse complète d’oligopeptides a été proposé dans (Missaoui, 
2006). Ce programme, appelé PRT, permet une traduction inverse à haut débit de protéines 
non redondantes en utilisant un cluster de calcul afin de réduire le temps d’exécution. Les 
résultats sont écrits et distribués sur les disques de tous les nœuds de calcul utilisés pour 
améliorer la performance du programme et éviter les conflits d’accès au disque s’ils étaient 
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directement centralisés. PRT a été développé en utilisant le langage C et l’implémentation 
MPICH du standard MPI (« Message Passing Interface ») pour le développement 
d’applications parallèles5.  
Dans le logiciel PRT, MPI a été seulement utilisé pour partager la charge de calcul 
sur plusieurs processus. Deux stratégies différentes pour réaliser la traduction inverse 
complète ont été testées et comparées dans le cadre du développement de PRT: l’allocation 
dynamique de la mémoire et le mappage des fichiers en mémoire. Cependant, quelle que 
soit la stratégie utilisée, PRT consomme une grande quantité de mémoire vive et son 
utilisation est donc limitée par la taille de la mémoire vive du système. De plus, PRT 
possède une complexité exponentielle malgré l’utilisation de la parallélisation qui a permis 
de diviser la complexité du problème. L’utilisation de MPI a également induit une 
limitation de la performance du programme PRT. En effet, l’utilisation de MPI avec un 
nombre élevé de processus provoque une augmentation significative du temps de 
communication qui peut être important par rapport au temps de calcul. Pour les grandes 
tâches (traduction inverse d’un grand nombre d’oligopeptides), cela peut conduire à une 
importante diminution de la performance. Ici, comme dans de nombreux programmes 
parallèles communicants, l’accélération du programme PRT est donnée par log2(N), où N 
est le nombre de processeurs utilisés. En outre, le programme PRT énumère toutes les 
sondes oligonucléotidiques possibles correspondantes à un oligopeptide donné pour le 
développement des biopuces fonctionnelles. Cependant, il ne prend pas en compte la 
qualité de ces sondes qui peuvent être filtrées par les critères habituels de sélection dans ce 
contexte de détermination de sondes pour FGAs. La fonction principale de PRT est 
également basée sur l’algorithme DegenRev. Cependant, les tests de performance menés 
par Missaoui et al. (2008) ont montré que l’utilisation de l’algorithme « StackPrt » est 
préférable et que depuis l’introduction de ce nouvel algorithme (Hill, 2006), il n’y a plus 
de raison d’utiliser DegenRev. Pour cela, dans ce chapitre, nous proposons une nouvelle 
approche parallèle basée sur l’algorithme séquentiel StackPrt que nous avons adapté à la 
tâche de sélection de sondes pour biopuces fonctionnelles FGAs. 
                                                 
5 Aa http://www.mcs.anl.gov/research/projects/mpi/ 
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4. P-MetaStackPrt: algorithme distribué pour le calcul de 
la traduction inverse complète des oligopeptides pour 
biopuces FGAs 
L’algorithme que nous décrivons ci-après doit générer chaque oligonucléotide 
possible à partir des séquences d’acides aminés, et de filtrer les oligonucléotides obtenus 
avec des critères de sélection de sondes afin d’adapter les résultats aux exigences du design 
de sondes pour les biopuces à ADN fonctionnelles. Cet algorithme doit également profiter 
des avantages du calcul parallèle et distribué pour effectuer la traduction inverse complète 
d’un grand nombre d’oligopeptides simultanément. 
Dans cette section, nous rappelons les principes de l’algorithme séquentiel StackPrt 
sur lequel se base la fonction principale de notre programme. Puis, nous citons les 
améliorations que nous avons apportées à cet algorithme et enfin nous exposons les 
techniques de distribution utilisées. 
4.1. L’algorithme original StackPrt 
StackPrt (Hill, 2006) est un algorithme séquentiel développé pour effectuer la 
traduction inverse complète de courts oligopeptides. Il est basé sur une pile qui limite le 
nombre d’écritures dans la mémoire afin d’absorber autant que possible la nature 
exponentielle du problème. La profondeur de la pile et le nombre de boucles imbriquées 
utilisées dans cet algorithme dépendent de la longueur des oligopeptides à traiter. La 
quantité de RAM utilisée par StackPrt est très faible. Elle est exactement limitée à la taille 
des oligopeptides traités, multipliée par 3, plus un certain nombre d’indices de boucles. 
StackPrt contient un générateur de programme pour écrire automatiquement le code source 
optimisé pour une tâche de traduction inverse, en fonction de la taille de l’oligopeptide. La 
complexité de l’algorithme StackPrt est limitée à la dégénérescence totale de l’oligopeptide 
traité. 
Soit p un oligopeptide de longueur pl acides aminés. Chaque acide aminé i de p peut 
être codé par NC(i) codons correspondants. La dégénérescence totale D de cet oligopeptide 
est donnée par: 
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L’espace disque nécessaire RDS (« Required Disk Space ») pour stocker tous les 
oligonucléotides obtenus est calculé en utilisant la formule suivante: 
RDS = [D * (pl * 3 + 1)] Octets 
Un rapport technique complet, y compris le code source C pour l’algorithme StackPrt 
est disponible dans (Hill, 2006). 
Ci-après, nous montrons le fonctionnement de l’algorithme StackPrt avec un 
exemple d’un oligopeptide court constitué de trois acides aminés: «ASR».  
Pour l’acide aminé « A » (« Alanine »), nous avons 4 codons potentiels: GCT, GCC, 
GCA et GCG. Pour l’acide aminé « S » (« Sérine »), nous avons 6 codons potentiels: TCT, 
TCC, TCA, TCG, AGT et AGC. Enfin pour l’acide aminé « R » (« Arginine »), nous avons 
6 codons: CGT, CGC, CGA, CGG, AGA et AGG.  
Les valeurs des variables suivantes sont alors définies pour l’oligopeptide « ASR »:  
pl = 3, NC(0) = 4, NC(1) = 6 et NC(2) = 6. 
La dégénérescence D et la mémoire de stockage requise RDS de l’oligopeptide 
«ASR» sont calculées par StackPrt comme suit: 
D = NC(0) * NC(1) * NC(2) = 4 * 6 * 6 = 144 oligonucléotides,  
RDS = D * (pl * 3 + 1) = 144 * (3 * 3 + 1) = 1,41 Ko.  
Pour réaliser la traduction inverse de l’oligopeptide « ASR », StackPrt utilisera trois 
boucles imbriquées: 
(i) Empiler le 1er codon de l’acide aminé « A » dans la pile: Pile = « GCT ». 
(ii) Empiler le 1er codon de l’acide aminé « S » dans la pile: Pile = « GCTTCT ». 
(iii)Empiler le 1er codon de l’acide aminé « R » dans la pile: Pile = « GCTTCTCGT ». 
Au niveau de la dernière boucle, StackPrt fournit le 1er oligonucléotide obtenu 
(« GCTTCTCGT ») puis retire le dernier codon de la pile (Pile = « GCTTCT »). Ensuite, il 
empile le prochain codon de l’acide aminé « R » (Pile = « GCTTCTCGC ») et fournit le 
second oligonucléotide obtenu (« GCTTCTCGC »). StackPrt traite de la même manière les 
autres codons de l’acide aminé « R ». Une fois le dernier codon de « R » est traité, StackPrt 
retire les deux derniers codons de la pile (Pile = « GCT ») et empile le deuxième codon de 
l’acide aminé « S » (Pile = « GCTTCC ») et le premier codon de l’acide aminé « R » (Pile 
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= « GCTTCC »). Un autre oligonucléotide est alors fourni (« GCTTCC »). StackPrt achève 
ensuite le reste de la traduction inverse complète de cet oligopeptide de la même manière. 
Dans le cas présenté, chaque codon du premier acide aminé « A » n’est écrit qu’une 
seule fois dans la pile pour l’ensemble des 144 combinaisons possibles. Une énumération 
complète classique comme celle utilisée dans DegenRev (Missaoui et al., 2007) aurait 
nécessité 36 écritures de ce même codon. La complexité de l’algorithme StackPrt est 
limitée à la dégénérescence totale de l’oligopeptide. 
StackPrt possède plusieurs avantages tels que:  
 La mémoire nécessaire est très limitée. 
 L’utilisation de la pile limite le nombre d’écritures dans la mémoire. 
 L’efficacité augmente avec la longueur de l’oligopeptide. 
 Les codes sources et binaires sont générés automatiquement en fonction de la 
longueur des oligopeptides. Les fichiers générés peuvent être réutilisés pour 
d’autres oligopeptides de la même taille. 
 Comparé à d’autres programmes tels que DegenRev, StackPrt est plus efficace et 
offre de meilleures performances en temps de calcul (Missaoui et al., 2008). 
4.2. Approche proposée 
L’utilisation de la traduction inverse complète pour la sélection de sondes pour 
biopuces à ADN nécessite de traiter jusqu’à plusieurs milliers d’oligopeptides 
simultanément. Les oligonucléotides produits doivent également répondre à certains 
critères essentiels de sélection de sondes telles que l’uniformité et la sensibilité (Dugat-
Bony et al., 2012b). Dans ce contexte, la traduction inverse complète devient une tâche 
fastidieuse. C’est pourquoi nous proposons un nouvel algorithme parallèle pour la 
traduction inverse complète d’un grand nombre d’oligopeptides simultanément, en se 
basant sur la méthode StackPrt (Hill, 2006). Notre algorithme filtre les oligonucléotides 
produits pour ne garder que ceux de haute qualité et qui sont bien adaptés à la tâche de 
sélection de sondes pour biopuces FGAs. 
Nous avons implémenté notre méthode dans un programme appelé « P-
MetaStackPrt ». Il est développé en langage C++ sous Linux CentOS 5.4. P-MetaStackPrt 
génère les codes sources nécessaires pour la parallélisation d’une traduction inverse 
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complète en fonction de l’architecture de calcul choisie par l’utilisateur, le nombre de 
processeurs et d’autres paramètres d’entrée tels que la taille des oligopeptides traités. Les 
codes sources sont ensuite compilés et la tâche de traduction inverse est exécutée. Cette 
méta-programmation a été réalisée en utilisant une approche d’ingénierie dirigée par les 
modèles (figure 49). 
 
Figure 49. Méta modèle UML de l’algorithme parallèle proposé pour la traduction 
inverse complète d’un ou plusieurs oligopeptides. 
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4.3. Adaptation de l’algorithme au problème de sélection de 
sondes pour biopuces fonctionnelles FGAs 
Afin de faciliter l’utilisation de notre programme par un logiciel de sélection de 
sondes et d’améliorer la qualité des résultats, tous les oligonucléotides produits sont 
examinés avant de les enregistrer, pour éliminer ceux qui ne sont pas adaptés aux biopuces 
à ADN. Nous ne gardons que les oligonucléotides qui répondent aux critères suivants:  
 Le pourcentage des nucléotides G+C est compris entre 40 et 60% de la longueur de 
l’oligonucléotide.  
 t <= Tm <= T, où Tm est la température de fusion de l’oligonucléotide calculée en 
utilisant la méthode thermodynamique du plus proche voisin, T et t sont 
respectivement la valeur maximale et minimale autorisée de Tm. Les valeurs de T 
et t sont définies par l’utilisateur au début de l’exécution de notre programme. 
 L’oligonucléotide ne contient aucun homopolymère de longueur supérieure à 4 
nucléotides. 
Le filtrage des oligonucléotides générés par la traduction inverse complète des 
oligopeptides permet de réaliser deux fonctionnalités principales: 
 Réduire considérablement l’espace disque requis pour l’enregistrement des 
résultats. En effet, un nombre important d’oligonucléotides produits par traduction 
inverse complète ne sont pas retenus car ils ne sont pas adaptés à la production de 
sondes pour des biopuces à ADN. 
 Réaliser une étape de prétraitement pour la tâche de sélection de sondes pour 
biopuces fonctionnelles qui est également particulièrement complexes et requiert 
souvent un temps de calcul important. 
4.4. Stratégie de parallélisation 
Notre programme permet de réaliser la traduction inverse complète de manière 
séquentielle ou parallèle. En effet, si l’utilisateur a besoin de traiter un seul oligopeptide, 
l’approche séquentielle doit être satisfaisante et nous effectuons la traduction inverse de cet 
oligopeptide uniquement sur PC. Cependant, le traitement d’un grand nombre 
d’oligopeptides nécessite beaucoup plus de temps de calcul. Dans ce cas, notre logiciel 
permet d’utiliser un multiprocesseur, un cluster ou une grille de calcul pour les tâches les 
plus lourdes.  
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Si l’utilisateur souhaite traiter plusieurs oligopeptides simultanément, il doit fournir 
en entrée un fichier contenant tous les oligopeptides à traiter. Afin de distribuer le calcul 
sur tous les processeurs, notre programme utilise une approche d’équilibrage de charge qui 
se base sur la dégénérescence de tous les oligopeptides d’entrée. D’abord, la 
dégénérescence de chaque oligopeptide et la dégénérescence totale cumulée sont calculées. 
Ensuite, la valeur de la dégénérescence moyenne par processeur, notée Dm, est calculée. 
Puis, la dégénérescence de tous les oligopeptides est vérifiée: Si la dégénérescence 
moyenne Dm est inférieure à la dégénérescence d’un oligopeptide de longueur pl, ce 
dernier est découpé et remplacé par 2 ou 3 oligopeptides de la même longueur pl mais avec 
une dégénérescence inférieure. La somme des dégénérescences de ces nouveaux 
oligopeptides créés est égale à la dégénérescence de l’oligopeptide remplacé. Ensemble, ils 
doivent également produire exactement les mêmes oligonucléotides qui peuvent être 
produits par l’oligopeptide remplacé. Cela permet d’améliorer l’équilibrage de charge. Un 
exemple de découpage d’oligopeptides est donné par la figure 50. Enfin, les oligopeptides 
sont classés par ordre décroissant sur la base de leurs dégénérescences et un algorithme de 
type « Worst fit » (Johnson, 1974) est employé pour distribuer tous les oligopeptides 
d’entrée sur nproc fichiers (nproc est le nombre de processeurs à utiliser, ce nombre est 
défini par l’utilisateur au début de l’exécution de notre programme). La distribution se fait 
en fonction de la valeur de la dégénérescence de chacun des oligopeptides. En effet, nproc 
fichiers vides sont initialement créés. Ces fichiers peuvent contenir des oligopeptides ayant 
un total de dégénérescence qui ne dépasse pas la valeur de la dégénérescence moyenne 
Dm. Notre logiciel remplit ensuite ces fichiers. Pour chaque oligopeptide, il vérifie tous les 
fichiers et sélectionne le fichier possédant le plus grand bloc libre possible dans lequel cet 
oligopeptide peut être sauvegardé et ce en fonction de sa dégénérescence. L’oligopeptide 
sera alors ajouté à ce fichier. L’objectif est d’éviter de créer des petits blocs inutilisables, 
en faisant le reste aussi grand que possible afin de le rendre suffisant pour contenir d’autres 
oligopeptides. Les fichiers créés doivent avoir à peu près la même valeur de 
dégénérescence cumulée de tous les oligopeptides qui y sont stockés. Chaque fichier sera 
ensuite exécuté sur un processeur (un cœur de calcul physique). 
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Figure 50. Exemple de découpage d’un oligopeptide pour l’amélioration de 
l’équilibrage de charge pour une tâche de traduction inverse complète. 
Notre logiciel comprend un générateur de programmes qui écrit automatiquement les 
codes sources nécessaires pour effectuer une tâche de traduction inverse complète sur 
l’architecture souhaitée. En effet, l’utilisateur sélectionne l’architecture qu’il veut utiliser 
(un multiprocesseur, un cluster ou une grille de calcul), le nombre de processeurs à utiliser 
sur cette architecture et la taille des oligopeptides à traiter. Selon ces informations, P-
MetaStackPrt génère 2 types de codes sources: 
 Les programmes C++ qui seront utilisés pour paralléliser et réaliser la tâche de 
traduction inverse complète de l’ensemble des oligopeptides donnés par 
l’utilisateur. 
 Les scripts shell nécessaires à l’exécution des programmes C++ sur l’architecture 
désirée, écrits en fonction du nombre de processeurs spécifié par l’utilisateur. Si 
une grille de calcul est utilisée, outre les fichiers de configuration élémentaire 
nécessaires pour soumettre des travaux sur la grille (fichiers JDL « Job Description 
Language » et fichiers shell exécutables contenant les tâches élémentaires qui 
seront exécutées sur la grille), des scripts supplémentaires sont également générés. 
Ces scripts servent à surveiller les différents jobs afin d’améliorer la fiabilité de 
notre logiciel sur la grille. Ils permettent la gestion de l’état des jobs, le transfert des 
fichiers et la re-soumission automatique des jobs en cas d’échec ou de perte. 
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Le choix de l’architecture peut être réalisé sur la base de la disponibilité des 
infrastructures, mais aussi sur la base de la nature de l’application à exécuter. En effet, 
lorsque la tâche de traduction inverse complète ne requiert pas une grande quantité 
d’espace disque ou un grand nombre de cœurs de calcul, l’utilisateur peut utiliser un 
multiprocesseur et les résultats finaux peuvent être complètement stockés sur les disques 
du multiprocesseur. Cependant, si nous traitons un très grand nombre d’oligopeptides qui 
nécessitent un temps de calcul considérable et peuvent générer de grandes quantités de 
données, l’utilisation d’un cluster de calcul est alors le meilleur choix. En fait, pour 
améliorer les performances de notre programme lors de l’utilisation d’un cluster, nous 
distribuons toutes les parties du traitement, obtenues par la méthode d’équilibrage de 
charge, sur plusieurs nœuds du cluster. Chaque processus exécute alors la traduction 
inverse complète d’une partie des oligopeptides d’entrée et stocke localement sa part des 
résultats. 
En outre, l’utilisation d’une grille de calcul n’est pas intéressante si nous avons 
seulement un petit groupe d’oligopeptides en entrée ou si la traduction inverse nécessite 
une grande quantité d’espace disque. Cela est dû au temps nécessaire pour la récupération 
des résultats et à la limite des capacités de stockage disponibles dans la plupart des 
éléments de calcul CEs (« Computing Elements ») des grilles. Cependant, si nous traitons 
plusieurs milliers d’oligopeptides avec une dégénérescence raisonnable, l’utilisation du 
calcul sur grille est bien adaptée à ce genre d’application. En fait, lorsque notre programme 
est utilisé simultanément avec un logiciel de sélection de sondes pour biopuces à ADN 
fonctionnelles, il n’est pas nécessaire de conserver les oligonucléotides produits. Ces 
derniers peuvent être directement traités un par un pour sélectionner des sondes 
oligonucléotidiques. Dans ce cas, il faut un temps de calcul très important pour traiter le 
très grand nombre d’oligopeptides, mais la quantité de résultats retenue n’est souvent pas 
très grande en raison des critères de sélection de sondes supplémentaires qui sont très 
stricts telles que la spécificité des sondes (la recherche d’hybridations croisées potentielles 
contre une base de données de séquences). Ces critères doivent être vérifiés dans la 
dernière étape de détermination des sondes oligonucléotidiques dans l’outil de sélection de 
sondes utilisé. Dans ce contexte, l’utilisation d’une grille de calcul est parfaitement adaptée 
à ce type d’application. 
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5. Résultats 
Nous avons testé notre approche en utilisant des ensembles de données biologiques 
simulés et réelles. Nous avons utilisé deux jeux de données réels. Le premier est généré à 
partir d’un gène codant pour une enzyme naphtalène di-oxygénase impliquée dans la 
dégradation du naphtalène qui a été isolé à partir de la bactérie Pseudomonas « sp. LZT5 ». 
La séquence protéique référencée dans la base de données UniProt/TrEMBL sous 
l’identifiant (« accession number ») « Q3LTH2 » a été extraite puis utilisée pour générer 
tous les oligopeptides de 11 acides aminés. Ces oligopeptides génèrent des 
oligonucléotides de 33-mers. Au total, nous avons obtenu 174 oligopeptides que nous 
avons sauvegardés dans un fichier prêt à être testé par notre programme. Pour le reste de ce 
document, nous appelons ce fichier « 174oligopep11 ». Le deuxième ensemble de données 
est impliqué dans le métabolisme du naphtalène et est composé de 12 307 oligopeptides de 
longueur 11 acides aminés. Pour le reste de ce document, nous appelons ce fichier 
« 12307oligopep11 ». 
À notre connaissance, aucun logiciel n’est actuellement disponible pour effectuer la 
traduction inverse complète des oligopeptides pour biopuces fonctionnelles, avec filtrage 
des oligonucléotides produits. Par conséquent, à part une comparaison avec le programme 
séquentiel original StackPrt (Hill, 2006) qui propose un meilleur algorithme que celui de 
DegenRev (Missaoui et al., 2007), nous ne sommes pas en mesure de proposer plus de 
comparaisons. 
Les tests expérimentaux montrent d’une part la performance de notre méthode de 
parallélisation et d’autre part l’amélioration obtenue en termes de gain d’espace disque en 
filtrant les oligonucléotides générés. Dans cette section, nous présentons tous les résultats 
obtenus par notre logiciel. 
5.1. Performance de la méthode d’équilibrage de charge utilisée 
Pour distribuer les oligopeptides à traiter équitablement sur tous les processeurs 
utilisés, nous avons développé une méthode d’équilibrage de charge basée sur la 
dégénérescence des oligopeptides. Comme décrit dans la section 4.4, notre méthode vérifie 
d’abord tous les oligopeptides donnés par l’utilisateur dans le fichier d’entrée et divise 
ceux qui possèdent une valeur de dégénérescence supérieure à la valeur de la 
dégénérescence moyenne, en se basant sur le code UIB/UIPAC des nucléotides dégénérés. 
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Les oligopeptides obtenus sont ensuite triés par dégénérescence et distribués, en 
commençant par les plus grands en termes de dégénérescence, sur un nombre donné de 
sous-fichiers. Chaque sous-fichier créé contient les oligopeptides qui seront traités sur l’un 
des processeurs utilisés. Pour tester l’efficacité de notre méthode, nous l’avons comparée à 
deux autres méthodes basées respectivement sur une technique « First Fit » et une 
technique « Best Fit » (Johnson, 1974). Les tests de comparaison ont été réalisés sur le jeu 
de données réelles « 174oligopep11 » en utilisant 32 cœurs de calcul sur un SMP de 8 
Quad Core AMD Opteron à 2.3 GHz sous Linux. Les résultats obtenus (figure 51) 
montrent que notre méthode est plus efficace que les deux autres. Grâce à notre méthode 
d’équilibrage de charge, tous les ensembles d’oligopeptides traités chacun sur un 
processeur, ont presque la même valeur de dégénérescence totale, qui est très proche de la 
dégénérescence moyenne par processeur. 
 
 
Figure 51. Comparaison de notre méthode d’équilibrage de charge avec 2 autres 
méthodes basées sur des algorithmes « First Fit » et « Best Fit », en utilisant 32 cœurs 
de calcul. 
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5.2. Résultats de l’étape de filtrage des oligonucléotides produits 
par traduction inverse complète 
Pour que les oligonucléotides soient efficaces et bien adaptés aux biopuces 
fonctionnelles, ils doivent répondre à certains critères de sélection de sondes qui 
contribuent à la réussite de l’expérience d’hybridation des biopuces. Pour cela, nous avons 
adapté notre algorithme au problème de développement de biopuces, en ajoutant une étape 
de filtrage des oligonucléotides générés à partir des séquences d’acides aminés traitées. Ce 
filtrage se base sur des critères habituels pour la détermination de sondes. L’objectif est de 
conserver seulement les oligonucléotides qui sont bien adaptés aux expériences de 
biopuces. Cette étape permet d’améliorer la qualité des résultats obtenus. Elle permet 
également de réduire considérablement la quantité de données générées par traduction 
inverse complète et de réduire alors l’espace disque nécessaire pour les sauvegarder. Pour 
tester notre approche de filtrage d’oligopeptides, nous avons divisé chacun des deux 
ensembles de données «174oligopep11 » et « 12307oligopep11 » en 10 sous-fichiers en 
utilisant notre méthode d’équilibrage de charge. Ensuite, nous avons effectué une 
traduction inverse complète des oligopeptides que nous avions enregistrés dans chacun de 
ces sous-fichiers, à l’aide de notre logiciel et aussi en utilisant le programme StackPrt. Les 
résultats obtenus sont illustrés dans les figures 52 et 53 pour respectivement les jeux de 
données « 174oligopep11 » et « 12307oligopep11 ». Ces figures montrent qu’en utilisant 
notre approche, la quantité de données conservée après la traduction inverse complète est 
considérablement réduite. Le gain en terme d’espace disque est d’environ 40% en 
moyenne pour chacun des deux ensembles de données réelles testés. 
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Figure 52. Réduction de la quantité de données produites par traduction inverse 
complète du fichier « 174oligopep11 » avec filtrage (comparaison avec StackPrt). 
 
Figure 53. Réduction de la quantité de données produites par traduction inverse 
complète du fichier « 12307oligopep11 » avec filtrage (comparaison avec StackPrt). 
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5.3. Résultats de parallélisation de P-MetaStackPrt 
Pour effectuer une traduction inverse complète d’un seul oligopeptide, P-
MetaStackPrt génère automatiquement un code source séquentiel pour effectuer cette tâche 
sur un seul processeur. Cependant, la traduction inverse complète de larges ensembles 
d’oligopeptides peut prendre un temps de calcul considérable. Pour remédier à ce 
problème, nous avons proposé une méthode de parallélisation efficace qui permet la 
traduction inverse complète de plusieurs milliers d’oligopeptides simultanément sur 
différentes architectures de calcul. Quelle que soit l’architecture utilisée, les codes sources 
générés automatiquement par P-MetaStackPrt sont en langage C++ et sont compilés avec 
la version 4.1.2 du compilateur g++. Des scripts shell bash sont également générés pour 
exécuter les programmes C++ sur l’architecture choisie. 
Dans cette section, nous montrons la performance de notre implémentation parallèle 
sur chaque architecture possible. 
5.3.1. Tests sur un multiprocesseur 
Pour tester le gain réalisé par notre logiciel parallèle lorsqu’on l’exécute l’application 
sur un multiprocesseur, nous avons utilisé un SMP avec 8 Quad Core AMD Opteron à 2.3 
GHz sous Linux. Nous avons réalisé une traduction inverse complète du jeu de données 
réelles enregistrées dans le fichier « 174oligopep11 », sur 10 cœurs de calcul en utilisant 
les paramètres suivants:  
 Taille des oligopeptides = 11;  
 Tm minimale = 35;  
 Tm maximale = 70. 
Pour calculer le temps nécessaire pour accomplir cette tâche sur un seul cœur de 
calcul, nous avons utilisé une version modifiée du programme StackPrt (Hill, 2006), dans 
laquelle nous avions ajouté l’étape de filtrage des oligonucléotides générés. Cette version 
de StackPrt met environ 43 minutes pour effectuer cette tâche en séquentiel. En utilisant 10 
cœurs de calcul, notre programme parallèle P-MetaStackPrt met seulement 4m53s pour 
accomplir cette tâche. Le speedup est alors d’environ 9x, très proche de 10 le speedup 
maximal. Les résultats de ce test, avec le temps de calcul sur chaque processeur, sont 
présentés dans la figure 54. 
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Nous avons ensuite testé notre programme sur le deuxième jeu de données 
sauvegardé dans le fichier « 12307oligopep11 ». StackPrt (avec filtrage des 
oligonucléotides produits) met environ 34 heures pour traiter cet exemple en séquentiel. En 
utilisant 10 cœurs de calcul, P-MetaStackPrt met seulement 225 minutes (3 heures et 45 
minutes) pour traiter le même exemple. Encore une fois, le speedup est d’environ 9x. Les 




Figure 54. Performance de P-MetaStackPrt pour le traitement du jeu de données 
biologique « 174oligopep11 » en utilisant un multiprocesseur. 
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Figure 55. Performance de P-MetaStackPrt pour le traitement du jeu de données 
biologique « 12307oligopep11 » en utilisant un multiprocesseur. 
5.3.2. Tests sur un cluster de calcul 
P-MetaStackPrt utilise « PBS » (« Portable Batch System6 ») pour exécuter et 
ordonnancer les jobs sur un cluster de calcul. Il écrit automatiquement les fichiers PBS et 
les scripts shell bash nécessaires pour exécuter et surveiller les jobs. 
Pour tester notre logiciel sur un cluster de calcul, nous avons utilisé l’architecture 
suivante: un système avec 22 nœuds bi-processeurs Quad Core AMD Opteron à 2.1 GHz 
sous Linux. Nous avons réalisé la traduction inverse complète sur le jeu de données 
« 12307oligopep11 » en utilisant P-MetaStackPrt avec les paramètres suivants: 
 Taille des oligopeptides = 11;  
 Tm minimale = 35;  
 Tm maximale = 70. 
Cette tâche nécessite environ 34 heures de calcul sur un seul cœur de calcul en 
utilisant StackPrt avec filtrage des oligonucléotides produit. Nous avons exécuté cet 
                                                 
6 http://www.pbsworks.com/ 
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exemple en utilisant un nombre différent de processeurs. Les résultats illustrés dans la 
figure 56 montrent clairement la performance de notre logiciel. En effet, nous avons 
obtenu un speedup d’environ 9x en utilisant 10 processeurs et d’environ 85x en utilisant 
100 processeurs, montrant ainsi que notre programme répartit d’une manière performante 
la charge de calcul. 
 
 
Figure 56. Performance de P-MetaStackPrt en utilisant un cluster de calcul avec 
différents nombres de processeurs. Le speedup est donné par le quotient entre le 
temps d’exécution parallèle et celui d’exécution séquentielle. 
5.3.3. Tests sur une grille de calcul 
Nous avons testé la performance de notre logiciel sur la grille européenne EGI 
(«European Grid Infrastructure7 »). EGI est une infrastructure de grille multidisciplinaire 
fournissant plus de 370 000 cœurs CPU et plus de 170 pétaoctets réparties sur plus de 56 
pays. 
                                                 
7 http://www.egi.eu/ 
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L’utilisation d’une grille de calcul pour la traduction inverse complète à grande 
échelle de plusieurs centaines d’oligopeptides est une approche prometteuse lorsque la 
tâche de traduction inverse est réalisée simultanément avec celle de sélection de sondes 
pour biopuces fonctionnelles. En effet, dans ce contexte il n’est pas nécessaire de 
conserver les oligonucléotides produits par toutes les séquences d’acide aminés traitées. 
Les oligopeptides obtenus peuvent être directement traités un par un pour sélectionner les 
sondes oligonucléotidiques. En plus du filtrage des oligonucléotides que notre programme 
réalise, d’autres critères de sélection stricts doivent être également vérifiés dans un logiciel 
de détermination de sondes telle que la spécificité (Kane et al., 2000). Ces critères stricts 
permettront de réduire considérablement le nombre d’oligonucléotides retenus. Pour cela, 
et afin d’éviter le problème de transfert de gros fichiers sur la grille, nous avons testé notre 
logiciel sur la grille de calcul européenne sans enregistrer les oligonucléotides générés.  
Nous avons sauvegardé seulement le nombre d’oligonucléotides générés par 
traduction inverse. Les tests ont été effectués sur des jeux de données simulés. Tout 
d’abord, nous avons utilisé P-MetaStackPrt pour réaliser la traduction inverse complète de 
1200 oligopeptides que nous avions enregistrés dans un fichier appelé « 1200oligopep14 ». 
Les oligopeptides sont tous d’une longueur de 14 acides aminés. Cette tâche nécessite 
environ 125 jours pour être traitée sur un seul cœur de calcul. Nous avons répété cette 
tâche 5 fois sur la grille de calcul européenne en soumettant 300 jobs à chaque fois. 
Comme valeur médiane, nous avons obtenu tous les résultats avec succès après 24 heures 
seulement (avec la latence liée à l’attente et à la soumission des jobs). Le speedup de notre 
logiciel est dans ce cas de 125x. L’écart type entre les 5 réplicats exécutés est de 5h. Les 
résultats sont illustrés dans la figure 57 et dans le tableau 17.  
Nous avons ensuite réalisé la traduction inverse complète de 5000 oligopeptides 
simulés de longueur 16 acides aminés, sur la grille de calcul européenne en utilisant un 
total de 1000 jobs. Cette tâche nécessite plus de 1 an et 5 mois de calcul pour être exécutée 
sur 1 seul cœur de calcul. En utilisant la grille EGI, nous avons réalisé la traduction inverse 
de ce jeu de données en moins de 65 heures (résultat médian de 5 réplicats, avec 
la latence liée à l’attente et à la soumission des jobs). Les résultats obtenus sont illustrés 
dans le tableau 17. Dans cet exemple, la performance réalisée est d’environ 200x (résultat 
médian). L’écart type entre les 5 réplicats exécutés est de 8h. 
Les jobs soumis à une grille de calcul peuvent passer des heures à attendre dans les 
files d’attente. En plus, lors de l’utilisation d’une grille de calcul, la performance de notre 
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logiciel reste fortement dépendante de la charge de travail effective au même moment sur 
les ressources de la grille. L’indisponibilité de certaines ressources de la grille, tels que un 
« CE » (« Computing Element ») ou une « SE » (« Storage Element ») (voir chapitre 3 
section 2.6 pour plus de détails sur les éléments d’une grille) peut causer plusieurs 
problèmes comme la perte ou le blocage des jobs. Cela peut augmenter considérablement 
le temps de calcul global de notre logiciel qui doit réaliser à chaque fois une re-soumission 
des jobs perdus ou ceux de ceux qui ont échoué. Pour cela, nous devons utiliser la grille de 
calcul seulement lorsque nous avons de très grands groupes d’oligopeptides à traiter, sinon 
le temps passé dans les files d’attente de la grille peut largement dépasser le temps de 
calcul réel. Pour les petits groupes d’oligopeptides, l’utilisation d’un serveur 
multiprocesseur ou d’un cluster de calcul est beaucoup plus efficace que l’utilisation d’une 
grille pour toutes les raisons de latence précédemment présentées. 
 
 
Figure 57. Résultat médian d’exécution de la traduction inverse complète de 1200 
oligopeptides de 14 acides aminés, en utilisant 300 jobs sur la grille de calcul EGI. 
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Tableau 17: Résultats d’exécution de la traduction inverse complète de deux jeux de 
données simulés sur la grille EGI. 
Jeu de données Temps (heures) (avec la latence liée à l’attente et à la 
soumission des jobs) 
Médiane Moyenne Min Max Ecart type 
1200oligopep14 24 27 23 35 5 
5000oligopep16 65 70 65 80 8 
  
6. Discussion 
P-MetaStackPrt est une approche hybride pour calculer une traduction inverse 
d’oligopeptides tout en gardant à l’esprit l’objectif final: la sélection de sondes pour 
biopuces à ADN fonctionnelles. Cette approche hybride combine une distribution de calcul 
bien équilibrée de la traduction inverse complète, avec un filtrage des oligonucléotides 
produits par des critères de sélection de sondes.  
Notre programme permet de générer toutes les sondes oligonucléotidiques possibles 
à partir d’un ensemble d’oligopeptides de longueur entre 7 et 17 acides aminés. Les 
oligonucléotides générés sont filtrés par des critères de sélection de sondes habituels. Ce 
filtrage permet d’améliorer la qualité des oligonucléotides retenus, dans un contexte de 
développement de biopuces à ADN. Il permet également l’absorption de la nature 
exponentielle du problème de traduction inverse complète en réduisant l’espace disque 
requis pour stocker les résultats. Les tests expérimentaux que nous avons réalisés sur des 
données biologiques réelles montrent que notre approche a réduit l’espace disque utilisé 
d’environ 40%. Cependant, les quantités de données retenues après le filtrage des 
oligonucléotides restent toujours considérables, d’où l’intérêt de l’utilisation des 
architectures parallèles et distribuées pour le stockage des données. Ces données seront 
cependant encore réduites lors de l’étape de sélection de sonde, avec la vérification 
d’autres critères plus stricts telle que la spécificité.  
Pour faire face au temps de calcul considérable nécessaire pour le traitement d’un 
grand nombre d’oligopeptides, nous avons proposé une méthode de parallélisation efficace 
basée sur la dégénérescence de chaque oligopeptide. Les oligopeptides à traiter sont 
équitablement répartis sur un nombre donné de fichiers en utilisant une méthode de 
parallélisation à deux niveaux: intra- et inter-oligopeptides. Nous avons comparé notre 
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méthode de parallélisation avec 2 autres techniques basées respectivement sur des 
algorithmes « First fit » et « Best fit ». Nous avons montré que notre approche est plus 
efficace et permet un partage équitable du traitement des oligopeptides sur tous les 
processeurs disponibles. 
P-MetaStackPrt peut être utilisé pour effectuer la traduction inverse complète de 
plusieurs milliers d’oligopeptides simultanément sur des architectures parallèles et 
distribuées. Il propose également une version séquentielle qui peut être utilisée pour 
réaliser la traduction inverse d’un seul oligopeptide sur un PC. Notre logiciel contient un 
générateur de programmes qui écrit automatiquement les codes sources nécessaires pour 
effectuer une tâche de traduction inverse complète sur l’une des 4 architectures proposées: 
un PC, un multiprocesseur, un cluster ou une grille de calcul. Cette méta-programmation 
est basée sur une approche d’ingénierie dirigée par les modèles qui réduit 
considérablement la complexité de notre programme. Nous avons testé les performances de 
notre logiciel sur des données biologiques réelles et simulées. Tous les résultats 
expérimentaux obtenus en utilisant un multiprocesseur, un cluster ou une grille de calcul 
ont montré que la parallélisation de notre logiciel a amélioré de manière significative ses 
performances avec un speedup jusqu’à 9x pour l’utilisation de 10 cœurs de calcul sur un 
multiprocesseur et jusqu’à 85x pour l’utilisation de 100 cœurs de calcul sur un cluster. 
Même lors de la soumission des jobs sur la grille de calcul européenne, nous avons réalisé 
un speedup de 200x en utilisant 1000 jobs (avec la latence liée à l’attente et à la soumission 
des jobs). 
Quelle que soit l’architecture de calcul utilisée, notre approche est bien adaptée à la 
sélection de sondes oligonucléotidiques à grande échelle pour biopuces à ADN 
fonctionnelles. Elle peut être facilement intégrée dans des outils de sélection de sondes. 
Dans nos travaux futurs, nous allons étudier l’intégration de notre approche dans un outil 
de sélection de sonde comme «Metabolic Design» (Terrat et al., 2010). L’utilisation de 
notre approche dans le logiciel de sélection de sondes MetaExploArrays (Jaziri et al., 
2012) que nous avons présenté dans le chapitre 5, est aussi envisageable pour permettre la 
détermination de sondes à partir d’un groupe de séquences nucléotidiques ou protéiques en 
fonction des besoins de l’utilisateur. 
Nous allons également étudier la possibilité d’ajouter de nouvelles architectures pour 
offrir plus de choix à l’utilisateur. Dans ce contexte, le cloud représente une piste très 
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intéressante, notamment pour le stockage des grandes quantités de données générées par 
une traduction inverse complète d’un grand nombre d’oligopeptides simultanément. 
7. Conclusion 
Dans ce chapitre, nous avons présenté un algorithme distribué efficace pour la 
traduction inverse complète d’oligopeptides, appliqué à la sélection de sondes pour 
biopuces à ADN fonctionnelles. Les oligonucléotides générés par notre programme sont 
filtrés par des critères de sélection de sondes habituels, afin d’améliorer la qualité des 
oligonucléotides retenus, dans un contexte de développement de biopuces à ADN, et de 
réduire l’espace disque requis pour stocker les résultats. 
Notre programme utilise la méta-programmation et l’ingénierie dirigée par les 
modèles pour écrire automatiquement les codes sources nécessaires pour la traduction 
inverse complète d’oligopeptides sur différentes architectures de calcul: un PC, un 
multiprocesseur, un cluster ou une grille de calcul. 
Notre logiciel est bien adapté au problème de sélection de sondes à grande échelle et 
peut être facilement intégrée dans d’autres logiciels de conception de biopuces à ADN 
fonctionnelles. Il peut également être intégré dans notre logiciel de sélection de sondes 
MetaExploArrays (chapitre 5). 
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1. Contributions  
L’objectif de cette étude doctorale était de développer de nouveaux algorithmes pour 
la conception et l’analyse des biopuces à ADN, tout en faisant appel au calcul intensif et 
aux nouvelles approches du génie logiciel pour améliorer les performances de nos 
développements. Notons, que malgré l’avènement du séquençage de deuxième génération 
les approches biopuces ADN restent toujours largement utilisées. Le séquençage de 
nouvelle génération a permis de produire des masses de données considérables à des coûts 
réduits. Cependant, l’exploration d’écosystèmes microbiens nécessite des efforts de 
séquençage considérables qui restent très couteux sans pouvoir forcément obtenir 
l’information recherchée. Ainsi, de nombreuses approches de séquençage n’utilisent 
qu’une infime partie des séquences générées pour répondre aux questions posées. Enfin, il 
demeure difficile de traiter les masses de données de séquences. Aussi, les biopuces ADN 
par leur simplicité d’utilisation, leur caractère haut débit, les formats de multiplexage 
d’échantillons et leur facilité d’interprétation sont adaptées pour de nombreuses 
applications notamment en écologie microbienne. 
En effet, la conception de biopuces à ADN est loin d’être une tâche triviale. La 
complexité de cette tâche est due essentiellement à la difficulté de combiner une multitude 
de paramètres pour la recherche de sondes spécifiques et sensibles, ainsi qu’au besoin de 
sélectionner simultanément plusieurs milliers de sondes pour pouvoir exploiter les grandes 
capacités des nouveaux formats haut débit des biopuces (jusqu’à plusieurs millions de 
sondes). Les algorithmes de sélection de sondes doivent également traiter une large 
quantité de données génomiques. Ces données sont actuellement en croissance continue. 
Cependant, malgré l’explosion du nombre de séquences déposées dans les banques de 
données internationales, la grande majorité des microorganismes reste inconnue. Dans ce 
contexte, les biopuces à ADN exploratoires sont capables d’anticiper les variations 
génétiques et de cibler de nouvelles séquences ou variants de gènes non encore découverts. 
La conception de ce type de biopuce, avec les formats haut débit actuels, ainsi que 
l’explosion de l’information dans les bases de données génomiques, est une tâche 
fastidieuse qui requiert un temps de calcul important (jusqu’à plusieurs jours pour 
sélectionner des sondes ciblant un seul large groupe de séquences (Missaoui, 2009).  
L’utilisation du calcul haute performance et des architectures distribuées telles que 
les grilles de calcul pour une sélection de sondes à très grande échelle permet des gains de 
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temps considérables. Pour cela, nous avons développé un logiciel de sélection de sondes 
régulières et exploratoires pour biopuces phylogénétiques, entièrement déployé sur la grille 
de calcul européenne EGI, avec des gains de performance considérables (Jaziri et al., 2011, 
2014a). 
Pour assurer une sélection de sondes de bonne qualité, nous avons proposé une 
nouvelle approche pour la construction des bases de données de séquences des gènes 
exprimant la petite sous unité de l’ARN ribosomique, adaptée à la sélection de sondes pour 
biopuces phylogénétiques. En effet, une base de données de séquences de bonne qualité est 
la condition indispensable pour la détermination de sondes spécifiques. Nous avons ainsi 
développé une stratégie pour créer une base de données de séquences de l’ARNr 16S au 
niveau du genre. Cette base contient plus de 66000 séquences représentant un total de 2069 
genres procaryotes. Cette base a été le support de la détermination de sondes utilisant nos 
nouveaux algorithmes. 
Ainsi, nous avons construit une base de données exhaustive de sondes ciblant le 
biomarqueur 16S (Jaziri et al., 2014b). Cette base, que nous avons appelée PhylOPDb, 
contient 74 003 sondes 25-mers régulières et exploratoires ciblant un total de 2 178 genres 
procaryotes. Nous avons développé une interface web d’accès à PhylOPDb, qui assure un 
accès simple aux sondes sélectionnées pouvant être consultées et téléchargées par les 
biologistes. L’accès est libre et sans inscription préalable sur le site http://g2im.u-
clermont1.fr/PhylOPDb/. PhylOPDb pourrait être utilisée pour construire une biopuce 
phylogénétique procaryote complète, mais elle est également bien adaptée à d’autres outils 
moléculaires qui utilisent des amorces ou des sondes: PCR, PCR quantitative, FISH et 
capture de gènes. PhylOPDb est actuellement la base de données procaryotes 
d’oligonucléotides la plus complète par rapport à tous les ensembles de sondes ciblant 
l’ARNr 16S, existants et disponibles. En effet, la sélection de sondes est une tâche 
particulièrement délicate s’agissant de ce type de biomarqueur (proximité des séquences), 
ce qui demande une expertise particulière qui n’est présente que dans très peu de 
laboratoires au niveau international. PhylOPDb est de plus la seule base de données de 
sondes disponible ciblant le biomarqueur 16S avec des sondes régulières et exploratoires.  
Nous avons d’autre part montré dans le chapitre 4, que l’utilisation d’une grille de 
calcul pour la sélection de sondes pour biopuces à ADN exploratoires permet d’augmenter 
les performances en temps de calcul, surtout pour les larges groupes de séquences. 
Cependant, la performance de cette approche dépend fortement du nombre et de la taille 
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des groupes de séquences ciblés. En effet, pour les petits groupes de séquences, le temps 
d’attente et de transfert des données sur la grille peut largement dépasser le temps de 
calcul. Pour ce type de calcul, l’utilisation d’un multiprocesseur ou d’un cluster de calcul 
est plus adaptée que l’utilisation d’une grille. Dans ce contexte, nous avons développé un 
nouveau logiciel, appelé « MetaExploArrays », pour la sélection de sondes 
oligonucléotidiques régulières et exploratoires sur un PC, un multiprocesseur, un cluster ou 
une grille de calcul (Jaziri et al., 2012). MetaExploArrays utilise une approche de méta-
programmation et d’ingénierie dirigée par les modèles, afin de générer automatiquement 
les codes sources nécessaires pour sélectionner des sondes sur l’architecture de calcul 
souhaitée. Le choix final de l’architecture utilisée revient à l’utilisateur. Cependant, notre 
programme contient un script pour guider l’utilisateur et l’aider dans sa prise de décision. 
Il l’aide à choisir la meilleure architecture possible en fonction de la complexité de la tâche 
de sélection de sondes à réaliser et de la disponibilité des différentes architectures. 
Dans MetaExploArrays, nous avons également introduit une nouvelle stratégie de 
sélection de sondes exploratoires qui consiste à sélectionner des sondes très spécifiques 
ciblant exclusivement de potentielles nouvelles espèces du genre ciblé. 
La stratégie de sélection de sondes de MetaExploArrays est adaptée à différents types 
de biopuces, à savoir les POAs (« Phylogenetic Oligonucleotide Arrays »), FGAs 
(« Functional Gene Arrays ») ou WGAs (« whole genome arrays »). Il suffit simplement 
d’utiliser la bonne base de données de séquences en fonction de la biopuce à développer. 
Les oligonucléotides sélectionnés par MetaExploArrays sont également, là encore, bien 
adaptés à d’autres outils moléculaires: PCR, PCR quantitative, FISH et capture de gènes. 
Pour analyser les résultats des biopuces développées avec les deux logiciels de 
sélection de sondes que nous avons développés dans le cadre de cette thèse, nous avons 
présenté, dans le chapitre 6, un nouveau programme appelé PhylInterpret qui permet de 
déterminer la composition d’un échantillon hybridé sur une biopuce à ADN. PhylInterpret 
énumère toutes les combinaisons possibles d’organismes présents dans l’échantillon traité, 
en utilisant une approche innovante qui se base sur des notions de la logique 
propositionnelle. En effet, notre programme transforme le problème d’analyse des résultats 
de biopuces en un ensemble de formules propositionnelles pour créer ainsi une instance du 
problème de Satisfaisabilité SAT. Il utilise ensuite un solveur SAT puissant pour déterminer 
tous les modèles possibles de l’instance SAT créée. Ces modèles représentent toutes les 
solutions possibles à notre problème initial de détermination de la composition de 
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l’échantillon hybridé. PhylInterpret peut également être utilisé pour analyser des données 
issues des expériences d’hybridation des biopuces développées avec d’autres logiciels de 
sélection de sondes spécifiques des groupes d’organismes tels que PhylArray (Militon et 
al., 2007) ou KASpOD (Parisot et al., 2012).  
PhylInterpret utilise également une approche permettant d’estimer une valeur 
minimale de réponse de chaque sonde de la biopuce analysée, en se basant sur les 
intensités d’hybridation des contrôles négatifs et leurs positions sur la biopuce. Cette 
valeur est utilisée pour déterminer le niveau et la nature de réponse des sondes. Elle peut 
aussi être utilisée pour contrôler la qualité de l’hybridation et mesurer le niveau d’intensité 
des hybridations non spécifiques sur la biopuce. 
Nous avons aussi proposé une approche hybride pour calculer une traduction inverse 
complète d’oligopeptides, appliquée à la sélection de sondes pour biopuces à ADN 
fonctionnelles. Nous avons implémenté notre approche dans un programme appelé P-
MetaStackPrt (Jaziri et al., 2013). MetaStackPrt combine une distribution de calcul bien 
équilibrée de la traduction inverse complète, avec un filtrage des oligonucléotides générés 
par des critères de sélection de sondes habituels. Ce filtrage permet d’améliorer la qualité 
des oligonucléotides retenus et permet également l’absorption d’une partie de la nature 
exponentielle du problème de traduction inverse complète d’oligopeptides en minimisant 
complètement l’espace mémoire nécessaire pendant le calcul et en réduisant l’espace 
disque requis pour le stockage des oligonucléotides générés. Les tests expérimentaux que 
nous avons réalisés sur des données biologiques réelles montrent que notre approche a 
réduit l’espace disque utilisé d’environ 40 %. En outre, afin de faire face au temps de 
calcul considérable nécessaire pour le traitement d’un grand nombre d’oligopeptides, nous 
avons proposé une méthode de parallélisation intra- et inter-oligopeptides pour permettre 
l’exécution de cette tâche sur l’une les architectures de calcul suivantes: multiprocesseurs, 
clusters ou une grille de calcul. Les codes sources nécessaires pour l’utilisation de ces 
architectures sont écrits automatiquement. Cette méta-programmation est basée sur une 
approche d’ingénierie dirigée par les modèles. Tous les tests expérimentaux réalisés sur 
des données biologiques réelles et simulées ont montré que quelle que soit l’architecture de 
calcul utilisée, la parallélisation de notre logiciel a amélioré de manière significative ses 
performances. 
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2. Perspectives  
Plusieurs applications de nos outils sont déjà en cours. En effet, nous validons une 
biopuce phylogénétique procaryote complète composée de l’ensemble des oligonucléotides 
de notre base de données de sondes régulières et exploratoires PhylOPDb. Cette biopuce 
permettra d’étudier la structure des communautés procaryotes quel que soit 
l’environnement considéré. En outre, pour améliorer la base de données PhylOPDb, nous 
envisageons de déterminer de nouvelles sondes phylogénétiques pour des écosystèmes 
spécifiques (sols, systèmes aquatiques, microbiote intestinaux, etc.). En effet, les tests de 
spécificité des sondes sont généralement réalisés sur des bases de données de séquences 
généralistes et non pas sur le sous-ensemble approprié de séquences en fonction de 
l’environnement étudié. Cela est dû principalement à l’absence de bases de données 
spécialisées pour l’écologie microbienne. En adaptant notre algorithme de construction des 
bases de données de séquences des gènes exprimant la petite sous unité de l’ARN 
ribosomique (chapitre 4), nous pourrons construire des bases de données de séquences 
réduites réservées uniquement aux écosystèmes étudiés. Ces bases de données seront 
utilisées pour la sélection de sondes encore plus spécifiques dédiées à l’exploration 
d’écosystèmes particuliers. Elles seront aussi disponibles en accès libre comme les autres 
ensembles de sondes actuellement disponibles dans PhylOPDb. 
La collection de sonde actuelle de PhylOPDb pourra aussi être enrichie par de 
nouvelles sondes ciblant les séquences de l’ARNr 18S et permettant d’étudier par exemple 
les espèces fongiques ou d’autres microorganismes eucaryotes. Nous pourrons sélectionner 
ces sondes à l’aide de notre nouveau logiciel de sélection de sondes MetaExploArrays, en 
utilisant toutes les architectures de calcul disponibles: PC, multiprocesseur, cluster et grille 
de calcul. Ici, avec l’évolution des architectures de calcul distribuées, nous pourrons 
également étendre les fonctionnalités de MetaExploArrays par l’ajout de la possibilité 
d’utiliser d’autres architectures tel que le Cloud par exemple. 
Les biopuces à ADN qui seront développées avec tous ces ensembles de sondes que 
nous envisageons de sélectionner, pourront être analysées avec PhylInterpret, notre logiciel 
d’analyse des données issues des biopuces. Ce logiciel contient une approche de 
détermination de la réponse des sondes, basée sur les intensités d’hybridation des contrôles 
négatifs. Cependant, cette approche dépend fortement de la position et de la qualité des 
contrôles négatifs utilisés. Ces contrôles doivent être de bonne qualité (ne s’hybrident pas 
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avec des séquences de l’échantillon hybridé) et dispersés de façon régulière sur toute la 
surface de la biopuce. Dans ce contexte, nous envisageons de développer un nouvel 
algorithme pour la sélection de sondes de contrôle négatives pour les biopuces à ADN, en 
fonction de l’échantillon à hybrider. Nous souhaitons également développer un algorithme 
permettant de positionner tous les contrôles utilisés, d’une manière régulière et équitable, 
sur la surface entière de la biopuce. Nous envisageons également de paralléliser notre 
algorithme de calcul de la valeur minimale de réponse d’une sonde, en utilisant des cartes 
accélératrices pour calculs parallèles. En effet, les processeurs graphiques GPGPUs 
(« General-purpose computing on graphics processing units ») ou les nouveaux 
coprocesseurs Xeon Phi d’Intel1 peuvent être une alternative prometteuse pour réduire la 
complexité et le temps de calcul de notre algorithme, spécialement quand il s’agit 
d’analyser simultanément plusieurs biopuces de haute densité. 
Trois de nos contributions développées dans le cadre de cette thèse utilisent les 
grilles de calcul pour permettre de réaliser des calculs à haute échelle. Cependant, bien que 
nos logiciels contiennent des scripts de supervision et de re-soumission des jobs en cas 
d’échec, leur performance reste fortement dépendante de la charge de travail effective au 
même moment sur les ressources de la grille. L’indisponibilité de certaines ressources 
telles qu’un « CE » (« Computing Element ») ou un « SE » (« Storage Element ») peut 
causer plusieurs problèmes comme la perte ou le blocage des jobs. Ici, l’utilisation d’un 
outil informatique pour la gestion des tâches de calcul et des données distribuées tel que 
DIRAC2 (« Distributed Infrastructure with Remote Agent Control ») (Tsaregorodtsev et al., 
2003; Casajus et al., 2012) est envisageable pour améliorer la fiabilité de nos logiciels. 
Pour permettre aux communautés bioinformatiques et biologiques d’utiliser 
gratuitement nos développements pour la sélection d’ensembles de sondes adaptés à leurs 
propres travaux ou pour l’analyse de leurs données issues des biopuces à ADN, nous 
envisageons également, le développement d’une application web regroupant tous les 
logiciels développés dans le cadre de cette thèse. Cette application constituera avec le site 
web PhylOPDb une plateforme complète de conception, d’hybridation et d’analyse des 
biopuces à ADN pour l’écologie microbienne. 
 
                                                 
1 http://www.intel.fr/content/www/fr/fr/processors/xeon/xeon-phi-detail.html 
2 http://diracgrid.org/ 
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