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Abstract
Optimization in distributed networks plays a central role in almost all distributed machine learning problems. In
principle, the use of distributed task allocation has reduced the computational time, allowing better response rates
and higher data reliability. However, for these computational algorithms to run effectively in complex distributed
systems, the algorithms ought to compensate for communication asynchrony, and network node failures and delays
known as stragglers. These issues can change the effective connection topology of the network, which may vary
through time, thus hindering the optimization process. In this paper, we propose a new distributed unconstrained
optimization algorithm for minimizing a strongly convex function which is adaptable to a parameter server network.
In particular, the network worker nodes solve their local optimization problems, allowing the computation of their local
coded gradients, and send them to different server nodes. Then each server node aggregates its communicated local
gradients, allowing convergence to the desired optimizer. This algorithm is robust to network worker node failures
or disconnection, or delays known as stragglers. One way to overcome the straggler problem is to allow coding over
the network. We further extend this coding framework to enhance the convergence of the proposed algorithm under
such varying network topologies. Finally, we implement the proposed scheme in MATLAB and provide comparative
results demonstrating the effectiveness of the proposed framework.
Index Terms
distributed optimization, gradient coding, synchronous, centralized networks
I. INTRODUCTION
Many problems in distributed systems over the cloud, or in wireless ad hoc networks [6, 13, 14], are formulated
as convex optimization programs in a parallel computing scheme. Depending on the structure of these networks,
i.e., centralized, decentralized or fully distributed, the optimization techniques are adapted to accommodate such
structures. However, the malfunctioning of processors directly impacts the overall performance of parallel computing.
Dealing with this malfunctioning is referred to as the straggling problem. Many applications, whether over the cloud
* This material is based upon work supported by the National Science Foundation under grants CCF-1718195.
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2or in local distributed networks, have experienced considerable time delays, due in part to this straggling problem.
Asynchronous [10], [5] and synchronous algorithms [17], [2] have been proposed to overcome this problem. While
Lee et al. [7] and Dutta et al. [4] describe techniques for mitigating stragglers in different applications, a recent work
by Tandon et al. [16] focused on codes for recovering the batch gradient of a loss function (i.e., synchronous gradient
descent). Specifically, a coding scheme in [16] was proposed, enabling a distributed division of tasks into uncoded
(naive) and coded parts. This partition alleviates the effect of straggling servers in a trade-off among computational,
communication complexity and time delay. This novel coding scheme solves this problem by providing robustness
to partial failure or delay of nodes.
II. PROBLEM SETUP
We consider a network of n server nodes indexed by V = {1, 2, . . . , n} and m worker nodes on a parameter server
platform using a multi-bus multiprocessor system with shared memory. The objective is to solve a minimization
problem where the solution set X ∗ belongs to a convex set Xwhere the gradient is bounded. To that end we require
that the global function f is divided into p partitions with arbitrary number of replication for each. Thus, we require
arbitrary interleaved connections according to availability. Meanwhile, in Figure 1 due to the complexity of the
system schematic we show a restrictive setup where each server is connected to its own partition all the time where
the redundancy of each partition is unity. We show in 2 a more elaborate schematic for the general case when
discussing the push/pull steps for one server.
The optimization problem is the unconstrained optimization given by
xˆ = arg min
x∈RN
f(x) =
n∑
i=1
f (i)(x) (1)
Due to the random behavior of this distributed system we adapt a similar approach to analyze the unconstrained
Problem (1) as in [8], Lee and Nedic´. In their approach the authors solve a constrained distributed optimization
problem based on stochastic gradient descent (i.e., partial gradients) and random projections
min
x∈∩
i
Xi
f(x) =
n∑
i=1
f (i)(x) (2)
on n nodes, where the local optimization problems are carried on the nodes themselves and Xi are convex sets such
that ∩
i
Xi is the constraint set. We note that we use a similar approach as their random approach which employs the
supermartingale theorem due to the structure of our distributed parameter servers and the randomness of connections
along the multi-bus between servers and workers. This analysis also utilizes the supermartingale theorem, however
the projection is on the set X of bounded gradients which has nothing in common with any projection step in the
algorithm and is their only for the mathematical analysis.
In this work to solve the unconstrained distributed optimization problem (1) we use a gradient descent method
without projections through utilizing Straggler-Robust Distributed Optimization (SRDO) Algorithm. As its name
infers our algorithm has the extra feature of being robust to stragglers. To this end, coded local gradients ∇g(i)j
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Fig. 1. Parameter server network in the special case with n server nodes and m workers nodes. The worker nodes are divided into p = n
partitions where partition i has ni workers and each server is connected to its unique partition at all iterations.
(i.e., local coded gradient of worker j in partition i) are carried on the different partitions of worker nodes and
decoded to the partition’s gradient ∇f (i) (i.e., the gradient of the function of the partition connected to server i,
cf. Remark 1) on the connected server nodes (cf. Fig.1).
Meanwhile, after dividing the load into different partitions each partition i ∈ {1, . . . , p} is distributed with an
arbitrary redundancy among the workers. Thus, each partition replica utilizes a gradient coding similar to that of
[16] to enable robustness to an allowed number of stragglers per each partition. More specifically, under a global
clock each server sends its estimate vi(k) to possibly any worker under the interleaved shared memory multi-bus
system. Each worker then calculates its coded gradient relative to the partition replica it belongs to and using the
estimate it received from a server. Then under a global clock, the servers synchronously call for different partitions
and decode their local functions gradients ∇f (i) to compute their estimates xi(k).
Thus, different servers are working in a synchronous manner to compute their solution xi(k) through a gradient
descent step decoded from partial coded gradients of the connected partition replica. However, each partition worker
calculates its coded gradient by evaluating the coded load on the weighted averages vq(k− k′q) which can be from
different servers and different time step with bounded delay, (i.e., q ∈ {1, . . . , n} and 0 ≤ k′q ≤ H .
Next, we briefly outline the steps of our algorithm implemented at the server and worker nodes; and elaborate
on these steps in Section III. After the distribution of the load in the distribution step accordingly.
On the servers side:
Push step: Under a global clock each server i sends a message containing the weighted average vi(k) to an
arbitrary number of workers (i.e., that could be in different partitions). Then each worker starts computing its local
4Algorithm 1 Algorithm Updating at Each Server SRDO Algorithm
Given: f(x) =
∑p
i=1 f
(i)(x)
e.g. Least Squares Prototype: A ∈ RM×N , y ∈ RM where f(x) = 12‖y −Ax‖22.
Find: x∗ ∈ RN .
Initialization: Each server i sets vi(0) to an arbitrary random vector.
Set: tol, i = large number.
while i > tol
At each server i:
Push step of iteration k: &
Send vi(k) to & arbitrary workers
Pull step at iteration k:
Decoding the partition gradient ∇̂f (i)(k)
from the sent local coded gradients ∇g(i)j (k)
(3a)
Iteration k + 1:
xi(k + 1) =vi(k)− αk∇̂f
(i)
(k)
(3b)
vi(k + 1) =
n∑
j=1
wij(k + 1)xj(k + 1). (3c)
i = ‖vi(k + 1)− vi(k)‖2
end
Output: x∗ = xi(k).
coded gradient in the worker computation of coded gradient step.
Pull step: Under a global clock each server gets activated and calls for coded gradients from an arbitrary partition.
The workers from that partition ι will send the coded gradients ∇g(ι)j to the connected server i. (i.e., some workers
are stragglers thus don’t send their coded gradients). Server i after receiving the coded gradients from the connected
partition ι decodes the partition gradient ∇f (i).
Remark 1. Here, we identify the partition ι at this connection instant with server i.
Then the server calculates the estimate xi(k + 1).
Consensus step: Under a global clock each server gets activated again and computes its weighted average
vi(k + 1) from its connected servers xj(k + 1) according to (3c). Then the algorithm state goes back to the push
step and continues henceforth until convergence.
On the workers side:
5Worker Computation of Coded Gradient: When a worker i of a partition ι receives a weighted average vj(k)
from a server j it gets activated and starts calculating its coded gradient ∇g(ι)i relative to the coding scheme
used on partition ι. Workers can get delayed in their computation of coded gradients and need to send their
computed gradients to a connected server to their partition at a subsequent time instant. Here, there is one aspect of
asynchronous behavior in the algorithm that influence the computed partition gradient used at the connected server.
That is, we don’t require that the coded gradients of which the partition’s (or connected server) partial gradient
is decoded to be of the consecutive previous instant weighted averages evaluations but rather of possibly older
weighted averages evaluations.
This approach is tolerant to the allowed number of stragglers, and it is also robust to more than the allowed
number of stragglers.
We prove convergence in the general case where n, m and p are arbitrary.
A. Assumptions on the Convex Functions
Assumption 1. Let the following conditions be satisfied:
(a) Each function f (i) : RN → R is convex.
(b) The functions f (i), i ∈ 1, 2, . . . , n, are differentiable and have Lipschitz gradients with a constant L over RN ,
‖∇f (i)(x)−∇f (i)(y)‖ ≤ L‖x− y‖
for all x, y ∈ RN .
(c) The gradients ∇f (i)(x), where i ∈ V are bounded over the set X where X ∗ = {x|x = arg min f(x)} ⊂ X ;
i.e., there exists a constant Gf such that ‖∇f (i)(x)‖ ≤ Gf for all x ∈ X and all i ∈ V .
The assumed structure on f is typical for problems of this kind and enables a detailed convergence analysis.
Next, we make the following assumptions about the server-server edge weights in the consensus step.
Assumption 2. [Row Stochastic] For all k ≥ 0, we have:
The matrices wij(k) in (3c) are chosen such that wij = W(k) depending on the network server-connection
topology in a way that allows consensus.
(b)
∑n
j=1[W(k)]ij = 1 for all i ∈ V .
(c) There exists a scalar ν ∈ (0, 1) such [W(k)]ij ≥ ν if [W(k)]ij > 0.
(d)
∑n
i=1[W(k)]j ≤ 1− µ for all j ∈ V and 0 < µ < 1.
(e) If server i is disconnected from server j at instant k, then [W(k)]ij = 0.
Remark 2. Notice that for the matrices W(k) we have for bi =
∑n
j=1[W(k)]ijaj that
n∑
i=1
‖bi‖ ≤
n∑
i=1
n∑
j=1
[W(k)]ij‖aj‖ ≤ (1− µ)
n∑
j=1
‖aj‖ ≤
n∑
j=1
‖aj‖ (4)
and we are going to use either inequality as needed in our analysis.
Assumption 3. Bounded Delayed Evaluation and Gradient Computation:
6We assume the decoding of gradient ∇f (i)(k) at time k decoded from coded gradients evaluated of weighted
averages vi(k − k′) where 0 ≤ k′ ≤ H . We assume the use of stale gradients in gradient computation scenario
3 of weighted average evaluations of instants k − k′′ where 0 ≤ k′′ ≤ κ to be more explicit, i.e., that are of the
global iteration k − k¯ where k¯ ≤ k′′ ≤ k¯ +H . Without a loss of generality, we assume H = κ.
Assumption 4. Choice of Partition by Server in Pull Step
Each server i gets connected to a partition (i) out of the p partitions with a probability γ(i) and gets no connection
with any partiyion with a probability γ(0).
Assumption 5. Diminishing Coordinated Synchronized Stepsizes
The stepsizes αi,k of server i are coordinated and synchronized where αi,k = αk > 0 and , αk → 0.
∑∞
k=0 αk =
∞, ∑∞k=0 α2k <∞. For example, a unanimous stepsize αi,k = αk = 1k+1 among all servers i per iteration k.
III. MAIN ALGORITHM: STRAGGLERS ROBUST DISTRIBUTED OPTIMIZATION ALGORITHM (SRDO)
In solving problem (1), we propose a synchronous iterative gradient descent method. This method is robust to an
allowed number of stragglers, and is also valid for a varying network topology with more than the allowed number
of stragglers as we are going to show.
An appropriate implementable platform for the algorithm is a multi-bus distributed parameter server shared memory
network. The network is equipped with a universal clock that synchronizes the actions of its nodes.
Initialization: Each server node i at global iteration k = 0 begins with random weighted average vi(0) ∈ RN
for i ∈ {1, 2, . . . , n}, and sends vi(0) to arbitrary number of worker nodes in the push step, as shown in Fig. 2.
Each worker node j of a partition u then solves for its partition gradient in a coded manner using its received
vi(0), finding a coded local gradient (∇gj(u))T = Bj(u)∇f (u) evaluated of vi(0) where f (u) corresponds to the
partition u function such that f (u) =
∑nu
l=1 f
(u)
l and ∇f (u) = [(∇f (u)1 )T (∇f (u)2 )T . . . (∇f (u)nu )T ]T .
Then in the pull step of iteration k, each server node i according to the global clock gets activated and aggregates
those local coded gradients received from its partition ι worker nodes and finds the partition gradient ∇f (ι) (i.e.,
notice that we identified partition ι with server i) in the pull step, as shown in Fig. 2, (i.e., decoding the partition’s
gradient in the respective network topology scenario, i.e., related to the number of stragglers, and according to the
used gradient computation scenario). Afterward, the algorithm adapts the values vi(0) at the server nodes by that
connected partition computed gradient if it exists, and finds the estimates xi(1) according (3b). It then forms the
weighted averages vi(1) according to (3c), and sends them to the worker nodes, as the cycle continues henceforth
until the algorithm converges to the optimizer. We prove the convergence in Section VII.
Remark 3. Each worker node j of partition ι uses the estimate vi(k) and finds the coded local gradient∇g(ι)j (k)(vi(k))
corresponding to its local optimization at vi(k); i.e., here, g
(ι)
j (k) is a function employed due to the coding scheme,
and ∇g(ι)j (k) corresponds to g(ι)j (k) =
∑nι
q=1 B
(ι)
j,qf
(ι)
q (k). The function f
(ι)
q corresponds to q ∈ {1, 2, . . . , nι},
where
∑nι
q=1 f
(ι)
q = f (ι), and nι is the number of worker nodes in partition ι. In the pull step, each server node
uses the received coded local gradients that are employed at probably different estimates vi(k − k′) of different
7time instants k′ ≤ κ, and tries to decode the partition gradient of the function f (ι) by using a different coded
scheme according to a specific partition sub-partition, (i.e., which need not to be unanimous to all partitions). We
define the set of connected nodes at iteration k to server node i as Γi(k), and thus, the set of stragglers to node i
as Γ{i (k) , {1, 2, . . . , ni} \ Γi(k).
Remark 4. It is worth noting the following about the synchronous behavior of SRDO:
• If it happens that a server node j still didn’t receive the coded gradients of any of the partitions and is unable
to decode the partition’s partial gradient and calculate its estimate xj(k + 1) then xj(k + 1) = vj .
• If at the push step of iteration k a worker is unable to receive any of the weighted averages vq(k − k′q) for
all 0 ≤ k′q ≤ H , where q ∈ {1, . . . , n}, that allows it to compute its local coded gradient in time before the
pull step for the same instant k, then that worker is considered a straggler.
• Each worker has to finish its computation before interacting with another server. In that respect, gradients
evaluated at previous weighted averages can still be used by a server as long as the worker would send its coded
gradient when it finishes computation at the time of the synchronous update. Moreover, a similar scenario is
when these coded gradients from prior are kept in memory of a server and are used in the subsequent updates.
The benefit of the latter scenario on the prior one is that it mitigates the effect of stragglers at the instant of
update.
A. Remark on the Computation of the Gradient under Different Scenarios
We distinguish three different scenarios for different partition’s gradient computation scenarios:
Scheme 1:
In this scheme, the number of all partition’s worker nodes disconnected to their respective server node i at the pull
step is less than or equal to the maximum allowed number of stragglers (i.e.. |Γ{i | ≤ s).. And the server decodes
the partition’s inexact gradient ∇̂f (i) by the brute application of the described coding scheme.
Scheme 2:
In this scheme, the number of all partition’s worker nodes disconnected (i.e., fail or get delayed) from their respective
server node i at the pull step is greater than the maximum allowed number of stragglers, (i.e., |Γ{i | > s). Server
node i uses only the received coded local gradients from its connection set Γi(k) to compute the partition’s inexact
gradient ∇̂f (i).
Scheme 3:
In this scheme, the number of all worker nodes disconnected (i.e., fail or get delayed) from their respective server
node i at the pull step is greater than the maximum allowed number of stragglers, (i.e., |Γ{i | > s). Server node
i uses the received local gradients at instant k from its connection set Γi(k) of the connected worker nodes of
partition ι identified with server i or stale delayed coded local gradients to compute the partition’s inexact gradient
∇̂f (i), (see Remark 3 for different scenarios of this scheme).
8Hence, in SRDO step (3b), the iterate xi(k + 1) employing the partition’s decoded gradient is calculated by the
server node. i.e.,
xi(k + 1) = vi(k)− αk∇̂f (i)(k) (5)
where ∇̂f (i)(k) =∑j∈Γ(k) A(i)fit,j∇g(i)j (vq(k − k′q)) where 0 ≤ k′q ≤ H and q ∈ V = {1, . . . , n}.
The server node aggregates the weighted local coded gradients at different estimates vq(k) available on each
connected partition’s worker node, to decode the gradient of the partition.
This decoded partition’s gradient utilized in the updating step of the partition’s connected server in its more
general form compatible with the aforementioned three schemes can be further written in a more reduced form
corresponding to each index i ∈ {1, . . . , n} as:
∇̂f (i)(k) = ∇f (i)(vi(k))
+
∑
j∈Γi(k)
A
(i)
fit,j
ni∑
l=1
B
(i)
j,l (∇f (i)l (vq(k − k
′
q))−∇f (i)l (vi(k))).
(6)
Where here the server node i receives coded gradients in the pull step from a worker node l which previously
received an arbitrary estimate vq in the prior consecutive push step. Here, we seek arbitrary server to worker
connections in both the pull and push steps. That is, servers are not only connected to the same workers partition
in both the pull and the push steps as then in that case an exact but different partition’s gradients are decoded on
different servers.
IV. BACKGROUND MATERIAL
A. Gradient Coding Scheme
As previously discussed, when solving Problem (1) using a distributed synchronous gradient descent worker
nodes may be stragglers [3, 5, 10]; i.e., the nodes fail or get delayed significantly in computing or communicating
the gradient vector to the server node. Tandon et al. [16] proposed replicating some data across machines in a
defined coding scheme to address this problem. This scheme allows the recovery of the overall gradient by the
aggregation of the computed local gradients from the connected nodes active in the network at iteration k.
Specifically, in [16], the authors find a lower bound on the structure of the coding partition scheme that allows the
computation of the overall gradient in the presence of any s or fewer stragglers, (i.e., if we have fewer stragglers
than the maximum allowed, we can use any n − s combination of the connected nodes). This bound is on the
minimum number of replicas for each partition Ji forming the local function f (i) such that f =
∑d
i=1 f
(i) which
should be at least replicated s+ 1 times across all machines. A coding scheme robust to any s stragglers or less,
corresponding to n nodes and m data partitions. Without loss of generality, we assume the number of nodes n is
equal to the number of partitions m in the algorithm.
Therefore, to employ coding and decoding of the overall gradient in the case of the allowed number of stragglers
not to exceed s, we require a scheme in which [16]:
B ∈ Rn×d, A ∈ R(ns)×n and AB = 1(ns)×d, (7)
9𝑛𝜄=3 worker nodes
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Fig. 2. Parameter server schematic with coding scheme 1 of allowed number of stragglers on partition 1 of 3 worker nodes connecting to sever
2. Notice that in this general scenario, the ∇̂f2 that is calculated at server node 2 is identified with partition 1 gradient ∇̂f (1).
where the decoding matrix A and the encoding matrix B can be calculated from Algorithm 1 and Algorithm 2 in
[16], respectively.
We exploit the above coded scheme to compute ∇f (i), where ∇f = ∑ni=1∇f (i). Thus, we apply this coding
scheme to compute ∇f (i) =∑nil=1 f (i)l (i.e., in the coding scheme, the number of data partitions d is without loss
of generality equal to the number of nodes n; therefore, in our partitions d = ni, the number of nodes of partition
i). See Remark 3 in Section III.
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V. THEORETICAL ANALYSIS BACKGROUND
A. Specific Relations and Theorems
1) Convexity of functions: We refer to [1] for the definition of convex functions and the properties concerning
nonexpansiveness of projections and the definition of minimum distance between a point and a closed set.
2) Supermartingale Convergence Result: In our analysis as in paper [8], we also make use of the supermartingale
convergence result due to Robbins and Siegmund (see Lemma 10-11, p. 49-50 [12] or original paper [15], p. 111-
135)
Theorem 1. Let vk, uk, ak and bk be sequences of non-negative random variables such that
E[vk+1]|Fk] ≤ (1 + ak)vk − uk + bk for all k ≥ 0 a.s.
where Fk denotes the collection v0, ..., vk, u0, ..., uk, a0, ..., ak and b0, ..., bk. Also,
∑∞
k=0 ak <∞ and
∑∞
k=0 bk <
∞ a.s.
Then, we have limk→∞ vk = v for a random variable v ≥ 0 a.s. and
∑∞
k=0 uk <∞ a.s.
VI. CONVERGENCE ANALYSIS FOR THE MAIN ALGORITHM SRDO
Definition 1. Let
Ri(k) = −αk
∑
j∈Γi(k)
A
(i)
fit,jB
(i)
j,l (∇f (i)l (vq(k − k
′
q))−∇f (i)l (vi(k)))
= αki(k)
(8)
Hence, from (5) and (6) we have
xi(k + 1) = vi(k)− αk∇f (i)(vi(k)) +Ri(k) (9)
Or
xi(k + 1) = xi(k + 1) +Ri(k),
where xi(k + 1) = vi(k)− αk∇f (i)(vi(k))
(10)
Lemma 1. Let Assumptions 1, 2, 4 and 5 hold. Let the sequences {xi(k)} and {vi(k)} be generated by method
(3). Then we have
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤
n∑
j=1
‖vj(k)− x∗‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈∇f (i)(vj(k)),x∗ − vj(k)〉
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈j,(i)(k),vj(k)− x∗〉
+ 2α2k
∑n
j=1
∑p
(i)=1 γ(i)
(
∑p
(i)=1 γ(i))
2
[‖∇f (i)(vj(k))‖2 + ‖j,(i)(k)‖2]
(11)
11
Lemma 2. Let Assumptions 1, 2, 4 and 5 hold. Let the functions in Assumption 1 also satisfy f (i)(x∗) = f (i)(x(i))
for all (i). Let the sequences {xi(k)} and {vi(k)}, i ∈ V be generated by method (3). Then we have
(1− µ)
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈j,(i)(k),vj − x∗〉+ 2α2k
∑n
j=1
∑p
(i)=1 γ(i)
(
∑p
(i)=1 γ(i))
2
‖j,(i)(k)‖2
− 2aαk
n∑
j=1
p∑
(i)=1
γ(i)(b− 2αka
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2
(12)
Proposition 1. Let Assumptions 1-5 hold. Let the functions in Assumption 1 be strongly convex and satisfy f (i)(x∗) =
f (i)(x(i)) for all (i). Let the sequences {xi(k)} and {vi(k)}, i ∈ V be generated by method (3) with stepsizes
and errors as given in Assumptions 3 and 5. Assume that problem (1) has a non-empty optimal solution set X ∗ as
given in Assumption 1. Then, the sequences {xi(k)} and {vi(k)}, i ∈ V converge to the same random point in
X ∗ with probability 1.
Proof. With errors as in Assumption 3 we have ‖Ri(k)‖ and ‖j,(i)(k)‖ as given in Appendix. Then having
f (i)(x∗) = f (i)(x(i)) for all (i) also satisfied we have Lemma 2 satisfied. Then we can use the resulting inequality
(12) with the substitution of ‖j,(i)(k)‖ from Appendix to get
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 4Lαk
n∑
j=1
max
(i)
‖A(i)‖∞‖B(i)‖2,∞ max
k−H≤kˆ≤k;q∈V
‖vq(kˆ)− x∗‖2
+ 8L2α2k
∑n
j=1 max(i) ‖A(i)‖2∞‖B(i)‖22,∞maxk−H≤kˆ≤k;q∈V ‖vq(kˆ)− x∗‖2
(
∑p
(i)=1 γ(i))
2
− 2aαk
n∑
j=1
p∑
(i)=1
γ(i)(b− 2αka
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2
(13)
But in order to be able to use Lemma 7 the last term in (13) should be negative.Which means b− 2αka
(
∑p
(i)=1
γ(i))2
≥ 0
where b = 〈−→u ,−→v 〉. And ∇f (i)(vj(k)) − ∇f (i)(x(i)) = a‖vj(k) − x(i)‖−→u where a ≤ L. However, f (i) is
strongly convex for every (i), then 〈∇f (i)(vj(k)) − ∇f (i)(x(i)),vj(k) − x(i)〉 = a‖vj(k) − x(i)‖2〈−→u ,−→v 〉 ≥
σ2(i)‖vj(k)− x(i)‖2, that is 〈−→u ,−→v 〉 ≥
σ(i)
a . Therefore, a sufficient condition is
2αka
(
∑p
(i)=1 γ(i))
2
≤ 2αkL
(
∑p
(i)=1 γ(i))
2
≤ σ(i)
a
= 〈−→u ,−→v 〉 (14)
The sufficient condition in (14) is satisfied for k ≥ k0 since αk → 0. Then (13) is similar to the martingale
inequality (122) of Lemma 7 for k ≥ k0. By the result of Lemma 7 we have for vk =
∑n
i=1 ‖vi(k)− x∗‖2 that
n∑
i=1
‖vi(k)− x∗‖2 ≤ ρkV0 (15)
for k ≥ k¯1 = k¯ = k0 +B where ρ, V0 and k¯ are as in the lemma. Therefore, as k →∞ we have
∑n
i=1 ‖vi(k)−
x∗‖2 → 0. That is, ‖vi(k) − x∗‖ → 0 for all i ∈ V . Then in view of (3b) where xi(k + 1) = vi(k) −
12
αk∇f (i)(vi(k)) + Ri(k) and since Ri(k) → 0 because ‖vi(k) − x∗‖ → 0 or αk → 0 and αk∇f (i)(vi(k)) → 0
since αk → 0 and vi(k)→ x∗, thus vi(k) ∈ X where ∇f (i)(vi(k)) ≤ Gf . Therefore, xi(k + 1) = vi(k) = x∗ as
k →∞.
Proposition 2. Let Assumptions 1-5 hold. Let the functions in Assumption 1 satisfy f (i)(x∗) = f (i)(x(i)) for all
(i). Let the sequences {xi(k)} and {vi(k)}, i ∈ V be generated by method (3) with stepsizes and errors as given
in Assumptions 3 and 5. Assume that problem (1) has a non-empty optimal solution set X ∗ as given in Assumption
1. Then, the sequences {xi(k)} and {vi(k)}, i ∈ V converge to the same random point in X ∗ with probability 1.
Proof. With errors as in Assumption 3 we have ‖Ri(k)‖ and ‖j,(i)(k)‖ as given in Appendix. Then having
f (i)(x∗) = f (i)(x(i)) for all (i) also satisfied we have Lemma 2 satisfied. Then we can use the resulting inequality
(12) with the substitution of ‖j,(i)(k)‖ from Appendix to get
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 4Lαk
n∑
j=1
max
(i)
‖A(i)‖∞‖B(i)‖2,∞ max
k−H≤kˆ≤k;q∈V
‖vq(kˆ)− x∗‖2
+ 8L2α2k
∑n
j=1 max(i) ‖A(i)‖2∞‖B(i)‖22,∞maxk−H≤kˆ≤k;q∈V ‖vq(kˆ)− x∗‖2
(
∑p
(i)=1 γ(i))
2
− 2aαk
n∑
j=1
p∑
(i)=1
γ(i)(b− 2αka
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2
(16)
But in order to be able to use Lemma 7 on (16) we must have
− µ
n∑
j=1
‖vj(k)− x∗‖2 − 2aαk
n∑
j=1
p∑
(i)=1
γ(i)(b−
2αka
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2 ≤ 0
(17)
That is
− µ
n∑
j=1
‖vj(k)− x∗‖2 +
n∑
j=1
p∑
(i)=1
γ(i)
4α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2
≤ 2aαk
n∑
j=1
p∑
(i)=1
γ(i)b‖vj(k)− x(i)‖2
(18)
which reduces to the sufficient condition
− µ
n∑
j=1
‖vj(k)− x∗‖2 +
n∑
j=1
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x∗‖2
+
n∑
j=1
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖x∗ − x(i)‖2
≤ 2aαk
n∑
j=1
p∑
(i)=1
γ(i)b‖vj(k)− x(i)‖2
(19)
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But 0 ≥ b = 〈−→u ,−→v 〉 ≤ 1. And ∇f (i)(vj(k)) −∇f (i)(x(i)) = a‖vj(k) − x(i)‖−→u where a ≤ L. Thus, the right
hand side of (19) is nonnegative. Therefore, the sufficient condition in (19) reduces to
+
n∑
j=1
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖x∗ − x(i)‖2
≤ (µ−
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
n∑
j=1
‖vj(k)− x∗‖2
(20)
But the sufficient condition in (20) is satisfied for 0 < µ < 1 and 0 < a < L since αk → 0. Thus,
+
n∑
j=1
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖x∗ − x(i)‖2
+
n∑
j=1
p∑
(i)=1
γ(i)
8α2kL
2
(
∑p
(i)=1 γ(i))
2
)‖x∗ − x(i)‖2
≤ (µ−
p∑
(i)=1
γ(i)
8α2kL
2
(
∑p
(i)=1 γ(i))
2
n∑
j=1
‖vj(k)− x∗‖2
≤ (µ−
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
n∑
j=1
‖vj(k)− x∗‖2
(21)
Therefore, for k ≥ k0 we have the right hand side of (21) to be greater than E and the left hand side to be less
than E since αk → 0. Then (16) is similar to the martingale inequality (122) of Lemma 7 for k ≥ k0. By the result
of Lemma 7 we have for vk =
∑n
i=1 ‖vi(k)− x∗‖2 that
n∑
i=1
‖vi(k)− x∗‖2 ≤ ρkV0 (22)
for k ≥ k¯1 = k¯ = k0 +B where ρ, V0 and k¯ are as in the lemma. Therefore, as k →∞ we have
∑n
i=1 ‖vi(k)−
x∗‖2 → 0. That is, ‖vi(k) − x∗‖ → 0 for all i ∈ V . Then in view of (3b) where xi(k + 1) = vi(k) −
αk∇f (i)(vi(k)) + Ri(k) and since Ri(k) → 0 because ‖vi(k) − x∗‖ → 0 or αk → 0 and αk∇f (i)(vi(k)) → 0
since αk → 0 and vi(k)→ x∗, thus vi(k) ∈ X where ∇f (i)(vi(k)) ≤ Gf . Therefore, xi(k + 1) = vi(k) = x∗ as
k →∞.
Lemma 3. Let Assumptions 1, 2, 4 and 5 hold. Let the functions in Assumption 1 also satisfy f (i)(x∗) > f (i)(x(i))
for at least one (i). Let the sequences {xi(k)} and {vi(k)}, i ∈ V be generated by method (3). Then we have
(1− µ)
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈j,(i)(k),vj − x∗〉+ 2α2k
∑n
j=1
∑p
(i)=1 γ(i)
(
∑p
(i)=1 γ(i))
2
‖j,(i)(k)‖2
+ 2αk
n∑
j=1
∑
(i)∈I
γ(i)〈∇f (i)(vj(k)),x∗ − x(i)〉
− 2aαk
n∑
j=1
p∑
(i)=1
γ(i)(b− 2αka
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2
(23)
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Proposition 3. Let Assumptions 1-5 hold. Let the functions in Assumption 1 be strongly convex and satisfy f (i)(x∗) >
f (i)(x(i)) for at least one (i). Let the sequences {xi(k)} and {vi(k)}, i ∈ V be generated by method (3) with
stepsizes and errors as given in Assumptions 3 and 5. Assume that problem (1) has a non-empty optimal solution
set X ∗ as given in Assumption 1. Then, the sequence {∑ni=1 ‖vi(k)− x∗‖2} converge to a nonnegative value D.
Proof. With errors as in Assumption 3 we have ‖Ri(k)‖ and ‖i(k)‖ as given in Appendix. Then having f (i)(x∗) >
f (i)(x(i)) for at least one (i) also satisfied we have Lemma 3 satisfied. Then we can use the resulting inequality
(23) with the substitution of ‖j,(i)(k)‖ to get
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αkn|I|Lmax
(i)
‖x∗ − x(i)‖2
+ 4Lαk
n∑
j=1
‖A(i)‖∞‖B(i)‖2,∞ max
k−H≤kˆ≤k;q∈V
‖vq(kˆ)− x∗‖2
+ 8L2α2k
∑n
j=1 ‖A(i)‖2∞‖B(i)‖22,∞maxk−H≤kˆ≤k;q∈V ‖vq(kˆ)− x∗‖2
(
∑p
(i)=1 γ(i))
2
− 2aαk
n∑
j=1
p∑
(i)=1
γ(i)(b− 2αka
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2
(24)
But in order to be able to use Lemma 8 the last term in (24) should be negative. Which means b− 2αka
(
∑p
(i)=1
γ(i))2
≥ 0
where b = 〈−→u ,−→v 〉. And ∇f (i)(vj(k)) − ∇f (i)(x(i)) = a‖vj(k) − x(i)‖−→u where a ≤ L. However, f (i) is
strongly convex for every (i), then 〈∇f (i)(vj(k)) − ∇f (i)(x(i)),vj(k) − x(i)〉 = a‖vj(k) − x(i)‖2〈−→u ,−→v 〉 ≥
σ2(i)‖vj(k)− x(i)‖2, that is 〈−→u ,−→v 〉 ≥
σ(i)
a . Therefore, a sufficient condition is
2αka
(
∑p
(i)=1 γ(i))
2
≤ 2αkL
(
∑p
(i)=1 γ(i))
2
≤ σ(i)
a
= 〈−→u ,−→v 〉 (25)
The sufficient condition in (25) is satisfied for k ≥ k′0 since αk → 0. Since max(i) ‖x∗−x(i)‖2 is fixed independent
of k then (24) is similar to the martingale inequality (132) of Lemma 8. By the result of Lemma 8 we have for
vk =
∑n
i=1 ‖vi(k)− x∗‖2 that
n∑
i=1
‖vi(k)− x∗‖2 ≤ ρkV0 + η (26)
for k ≥ k¯2 = k¯ = k′0+B where ρ, V0, k¯ are as in the lemma and where η > 0 as substituted from the inequality (24)
by using the lemma. Therefore, as k →∞ we have ∑ni=1 ‖vi(k)− x∗‖2 → η. That is, ∑ni=1 ‖vi(k)− x∗‖2 < D
for all i ∈ V as k ≥ k¯2 = k¯.
Proposition 4. Let Assumptions 1-5 hold. Let the functions in Assumption 1 satisfy f (i)(x∗) > f (i)(x(i)) for at
least one (i). Let the sequences {xi(k)} and {vi(k)}, i ∈ V be generated by method (3) with stepsizes and errors
as given in Assumptions 3 and 5. Assume that problem (1) has a non-empty optimal solution set X ∗ as given in
Assumption 1. Then, the sequence {∑ni=1 ‖vi(k)− x∗‖2} converge to a nonnegative value D.
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Proof. With errors as in Assumption 3 we have ‖Ri(k)‖ and ‖i(k)‖ as given in Appendix. Then having f (i)(x∗) >
f (i)(x(i)) for at least one (i) also satisfied we have Lemma 3 satisfied. Then we can use the resulting inequality
(23) with the substitution of ‖j,(i)(k)‖ to get
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αkn|I|Lmax
(i)
‖x∗ − x(i)‖2
+ 4Lαk
n∑
j=1
‖A(i)‖∞‖B(i)‖2,∞ max
k−H≤kˆ≤k;q∈V
‖vq(kˆ)− x∗‖2
+ 8L2α2k
∑n
j=1 ‖A(i)‖2∞‖B(i)‖22,∞maxk−H≤kˆ≤k;q∈V ‖vq(kˆ)− x∗‖2
(
∑p
(i)=1 γ(i))
2
− 2aαk
n∑
j=1
p∑
(i)=1
γ(i)(b− 2αka
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2
(27)
But in order to be able to use Lemma 8 on (16) we must have
−µ
n∑
j=1
‖vj(k)− x∗‖2 − 2aαk
n∑
j=1
p∑
(i)=1
γ(i)(b− 2αka
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2 ≤ 0 (28)
That is
− µ
n∑
j=1
‖vj(k)− x∗‖2 +
n∑
j=1
p∑
(i)=1
γ(i)
4α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2
≤ 2aαk
n∑
j=1
p∑
(i)=1
γ(i)b‖vj(k)− x(i)‖2
(29)
which reduces to the sufficient condition
− µ
n∑
j=1
‖vj(k)− x∗‖2 +
n∑
j=1
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x∗‖2
+
n∑
j=1
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖x∗ − x(i)‖2
≤ 2aαk
n∑
j=1
p∑
(i)=1
γ(i)b‖vj(k)− x(i)‖2
(30)
But 0 ≥ b = 〈−→u ,−→v 〉 ≤ 1. And ∇f (i)(vj(k)) −∇f (i)(x(i)) = a‖vj(k) − x(i)‖−→u where a ≤ L. Thus, the right
hand side of (30) is nonnegative. Therefore, the sufficient condition in (30) reduces to
+
n∑
j=1
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖x∗ − x(i)‖2
≤ (µ−
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
n∑
j=1
‖vj(k)− x∗‖2
(31)
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But the sufficient condition in (31) is satisfied for 0 < µ < 1 and 0 < a < L since αk → 0. Thus,
+
n∑
j=1
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
)‖x∗ − x(i)‖2
+
n∑
j=1
p∑
(i)=1
γ(i)
8α2kL
2
(
∑p
(i)=1 γ(i))
2
)‖x∗ − x(i)‖2
≤ (µ−
p∑
(i)=1
γ(i)
8α2kL
2
(
∑p
(i)=1 γ(i))
2
n∑
j=1
‖vj(k)− x∗‖2
≤ (µ−
p∑
(i)=1
γ(i)
8α2ka
2
(
∑p
(i)=1 γ(i))
2
n∑
j=1
‖vj(k)− x∗‖2
(32)
Therefore, for k ≥ k0 we have the right hand side of (32) to be greater than E and the left hand side to be less
than E since αk → 0. Since max(i) ‖x∗ − x(i)‖2 is fixed independent of k then (27) is similar to the martingale
inequality (132) of Lemma 8. By the result of Lemma 8 we have for vk =
∑n
i=1 ‖vi(k)− x∗‖2 that
n∑
i=1
‖vi(k)− x∗‖2 ≤ ρkV0 + η (33)
for k ≥ k¯2 = k¯ = k′0+B where ρ, V0, k¯ are as in the lemma and where η > 0 as substituted from the inequality (27)
by using the lemma. Therefore, as k →∞ we have ∑ni=1 ‖vi(k)− x∗‖2 → η. That is, ∑ni=1 ‖vi(k)− x∗‖2 < D
for all i ∈ V as k ≥ k¯2 = k¯.
Proposition 5. Let Assumptions 1-5 hold. Let the functions in Assumption 1 be strongly convex and satisfy f (i)(x∗) >
f (i)(x(i)) for at least one (i) and let p < 1γmin . Let the sequences {xi(k)} and {vi(k)}, i ∈ V be generated by
method (3) with stepsizes and errors as given in Assumptions 3 and 5. Assume that problem (1) has a non-empty
optimal solution set X ∗ as given in Assumption 1. Then, the sequences {xi(k)} and {vi(k)}, i ∈ V converge to
the same random point in X ∗ with probability 1.
Proof. Having the assumptions of Proposition 5 holding then Proposition 3 is satisfied. Then Lemma 4 premises
are satisfied and the lemma follows. Then Lemma 5 premises are satisfied and the lemma follows. Subsequently,
Lemma 6 premises are satisfied and the lemma follows proving the proposition.
Proposition 6. Let Assumptions 1-5 hold. Let the functions in Assumption 1 satisfy f (i)(x∗) > f (i)(x(i)) for at
least one (i) and let p < 1γmin . Let the sequences {xi(k)} and {vi(k)}, i ∈ V be generated by method (3) with
stepsizes and errors as given in Assumptions 3 and 5. Assume that problem (1) has a non-empty optimal solution
set X ∗ as given in Assumption 1. Then, the sequences {xi(k)} and vi(k)}, i ∈ V converge to the same random
point in X ∗ with probability 1.
Proof. Having the assumptions of Proposition 6 holding then Proposition 4 is satisfied. Then Lemma 4 premises
are satisfied and the lemma follows. Then Lemma 5 premises are satisfied and the lemma follows. Subsequently,
Lemma 6 premises are satisfied and the lemma follows proving the proposition.
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Lemma 4. Let Assumption I hold, and [W(k)] be row stochastic as in Assumption 2, let Proposition 3 or 4 be
satisfied and p < 1γmin and let
∑∞
k=0 α
2
k <∞. Then,
∑∞
k=0 dist
2(vi(k),X ) <∞ for all i ∈ V a.s.
Proof. We are going to prove Lemma 4 by using the following lemmas 9 and 10 and then exploiting the super-
martingale Theorem 1.
Remark 5. Note that the case of Least squares optimization for the set X to acquire bounded gradients it must be
a bounded set and thus from the representation theorem of closed bounded sets it must be that X , ∩ti=1Xi then
let xˆ ∈ X . This implies that xˆ ∈ Xi for all i ∈ {1, 2, . . . , t}. And hence we only require fi to be Lipschitz on Xi
for all i ∈ {1, 2, . . . , t} for Lemmas 9 and 10 to be applied, then fj is Lipschitz on X . However, in the analysis
we require the estimates and weighted averages gradients to be also Lipschitz without insisting that they must lie
in any Xi (i.e., they can be anywhere in RN . So to avoid any obstacle that can hinder the flow of the proof we
assume Assumption 1(b) and require Lipschitz gradients on all of RN for any scenario of Problem (1). (In fact in
our simulation where we investigate the Least squares problem, we take fj is Lipschitz on the whole RN , this for
ease of implementation since we pick the matrix A randomly.
Take xi(k + 1) = x− α∇Φ(x) ∈ RN , then being in RN the following inequalities hold,
dist(xi(k + 1),X ) = ‖xi(k + 1)−ΠX (xi(k + 1))‖
≤ ‖xi(k + 1)− xˆ‖.
In fact, we can do better. For any xˆ ∈ X
‖ΠX (xi(k + 1))− xˆ‖2 ≤
‖xi(k + 1)− xˆ‖2 − ‖ΠX (xi(k + 1))− xi(k + 1)‖2
=⇒ dist2(xi(k + 1),X ) = ‖ΠX (xi(k + 1))− xi(k + 1)‖2
≤‖xi(k + 1)− xˆ‖2 − ‖ΠX (xi(k + 1))− xˆ‖2.
This implies that
dist2(xi(k + 1),X ) = ‖ΠX (xi(k + 1))− xi(k + 1)‖2
≤‖xi(k + 1)− xˆ‖2 − a‖ΠX (xi(k + 1))− xˆ‖2,
(34)
where a ≤ 1.
We used this form of the inequality with a constant a that we can adjust in order for the supermartingale theorem
hypothesis to hold.
Remark 6. Notice from the procedure of the proof that τ, η > 0 are arbitrary and independent from any quantity,
i.e.,they are not related to any bound on any quantity.In other words, the lemmas inequalities can adapt to any
values τ, η > 0.
Using equation (34) and substituting the results of Lemma 9 and Lemma 10 on the above substitutions, we have
for each use of f (i) the following applies on node i
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dist2(xi(k + 1),X ) ≤
‖xi(k + 1)− xˆ‖2 − a‖ΠX (xi(k + 1))− xˆ‖2
≤ (1− a+ (Aη − aAτ )α2)‖x− xˆ‖2
− (2− 2a)α(Φ(z)− Φ(xˆ)) + 3a
4
‖y − x‖2
+ (
3
8η
− 3a
8τ
+ (2− 2a)αL)‖x− z‖2
+ (Bη − aBτ )α2‖∇Φ(xˆ)‖2,
(35)
where Aτ = 8L2 + 16τL2, Bτ = 8τ + 8, τ > 0 is arbitrary, Aη = 2L2 + 16ηL2, Bη = 2η + 8 and η > 0 is
arbitrary. Here, we note that xˆ ∈ X .
Now, we use the above inequality, (35) for the purpose of making the hypothesis of the supermartingale theorem
hold. We thus use the following substitutions: Φ = f (i), α = αk, xˆ ∈ X = ∩ni=1Xi, y = ΠX (xi(k + 1)),
xi(k + 1) = x− αk∇f(x) and x = vi(k).
In particular, if we take xˆ = ΠX (vi(k)) ∈ X in the feasibility region and z = ΠX (vi(k)) = xˆ then the above
conclusion (35) becomes
dist2(xi(k + 1),X ) ≤ (1− a+ (Aη − aAτ )α2k)dist2(vi(k),X )
+
3a
4
‖ΠX [vi(k)− αk∇f (i)(vi(k))]− vi(k)‖2
+ (
3
8η
− 3a
8τ
+ (2− 2a)αkL)dist2(vi(k),X )
+ (Bη − aBτ )α2k‖∇f (i)(xˆ)‖2,
(36)
But by using the nonexpansiveness property of a projection we have
‖ΠX (vi(k)− αk∇f (i)(vi(k)))− vi(k)‖2 ≤ ‖αk∇f (i)(vi(k)‖2
− ‖ΠX (vi(k)− αk∇f (i)(vi(k)))− vi(k)− αk∇f (i)(vi(k))‖2
Then for 0 ≤ a ≤ 1. Then from xˆ = ΠX (vi(k)), (a + b)2 ≤ 2a2 + 2b2 and the Lipschitz property of f from
Assumption 1 (b), we get
3a
4
‖ΠX (vi(k)− αk∇f (i)(vi(k)))− vi(k)‖2 ≤
3a
4
‖αk∇f (i)(vi(k))‖2 − 3a
4
dist2(vi(k)− αk∇f (i)(vi(k)),X )
≤ 3a
4
‖αk∇f (i)(vi(k))‖2
Then for xˆ = ΠX (vi(k)), (a+ b)2 ≤ 2a2 + 2b2 and the Lipschitz property of f from Assumption 1 (b), we get
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=⇒ 3a
4
‖ΠX (vi(k)− αk∇f (i)(vi(k)))− vi(k)‖2 ≤
‖αk∇f (i)(vi(k))−∇f(xˆ) +∇f (i)(xˆ)‖2
≤ 2α2kL2‖vi(k)− xˆ‖2 + 2α2k‖∇f (i)(xˆ)‖2
≤ 2α2kL2dist2(vi(k),X ) + 2α2k‖∇f (i)(xˆ)‖2.
Then the result (36) becomes
dist2(xi(k + 1),X ) ≤
(1− a+ (Aη − aAτ )α2k)dist2(vi(k),X )
+ (
3
8η
− 3a
8τ
+ 2α2kL
2 + (2− 2a)αkL)dist2(vi(k),X )
+ (Bη − aBτ + 2)α2k‖∇f (i)(xˆ)‖2
(37)
From (10) and (5) substitution we can write
xi(k + 1) = xi(k + 1) +Ri(k),
where xi(k + 1) = vi(k)− αk∇f (i)(vi(k))
(38)
(cf. Definition 1 for the definition of Ri(k)).
But by using an equivalent of (46) for instant k instead of k + 1, we have
dist(xj(k),X ) = ‖xj(k) +Rj(k − 1)−ΠX [xj(k) +Rj(k − 1)]‖
≤ ‖xj(k)−ΠX [xj(k)] +Rj(k − 1)‖
≤ dist(xj(k),X ) + ‖Rj(k − 1)‖.
(39)
But in our algorithm we have,
vi(k) =
n∑
j=1
[W(k)]ij(k)xj(k), (40)
Then from the convexity of the norm squared, we have
dist2(vi(k),X ) ≤
n∑
j=1
[W(k)]ijdist
2(xj(k),X ). (41)
But
(1− a+ (Aη − aAτ )α2k) dist2(vi(k),X ) =
(1 + (Aη − aAτ )α2k) dist2(vi(k),X )
+ (1− a) dist2(vi(k),X ),
(42)
Then by using (42) and (41), (37) becomes
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dist2(xi(k + 1),X ) ≤
(1 + (Aη − aAτ )α2k)
n∑
j=1
[W(k)]ijdist
2(xj(k),X )
+ (1− a) dist2(vi(k),X ) + (Bη + aBτ + 2)α2kG2f
+ (
3
8η
− 3a
8τ
+ 2α2kL
2 + (2− 2a)αkL)dist2(vi(k),X )
(43)
where we used ‖∇f (i)(xˆ)‖ ≤ Gf (i.e., gradient is bounded on set X ).
Let Fk be the σ-algebra generated by the entire history of the algorithm up to time k inclusively, that is
Fk = {xi(0), i ∈ V } ∪ {Ωi(l) : 0 ≤ l ≤ k, i ∈ V }. Therefore, given Fk, the collection xi(0), ...,xi(k + 1) and
vi(0), ...,vi(k+ 1) generated by the algorithm is fully determined. So by applying expectation on (43), and taking
consideration the probability 0 ≤ γ(i) ≤ 1 of accessing a partition per each server, we have for k > 0, a.s. that
E[dist2(xi(k + 1),X )/Fk] ≤
p∑
(i)=0
γ(i)(1 + (Aη − aAτ )α2k)
n∑
j=1
[W(k)]ijdist
2(xj(k),X )
+
p∑
(i)=0
γ(i)(1− a) dist2(vi(k),X ) +
p∑
(i)=1
γ(i)(Bη − aBτ + 2)α2kG2f
+
p∑
(i)=1
γ(i)(
3
8η
− 3a
8τ
+ 2α2kL
2 + (2− 2a)αkL)dist2(vi(k),X )
(44)
Then by using 0 ≤ γmin ≤ γ(i) ≤ 1 for partitions (i) ∈ {1, . . . , p} and choosing 0 < a < 1 and the fact that∑p
(i)=1 γ(i) ≤
∑p
(i)=0 γ(i) = 1, the above reduces to
E[dist2(xi(k + 1),X )/Fk] ≤
(1 + (Aη − aAτ )α2k)
n∑
j=1
[W(k)]ijdist
2(xj(k),X )
+ (1− a) dist2(vi(k),X )
+ (
3
8η
−
p∑
(i)=1
3γ(i)a
8τ
+ 2α2kL
2 + (2− 2a)αkL)dist2(vi(k),X )
(Bη − aBτ + 2)α2kG2f .
(45)
Then summing overall n, and having that [W(k)]ij doubly stochastic, we have a.s. that
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E[
n∑
i=1
dist2(xi(k + 1),X )/Fk] ≤
(1 + (Aη − aAτ )α2k)
n∑
i=1
dist2(xj(k),X )
+ (
3
8η
−
p∑
(i)=1
3γ(i)a
8τ
+ 2α2kL
2 + (2− 2a)αkL)
n∑
i=1
dist2(vi(k),X )
+ n(Bη − aBτ + 2)α2kG2f + (1− a) dist2
n∑
i=1
(vi(k),X )
From (10) and (5) substitution we can write
xi(k + 1) = xi(k + 1) +Ri(k),
where xi(k + 1) = vi(k)− αk∇f (i)(vi(k))
(46)
(cf. Definition 1 for the definition of Ri(k)).
But by using an equivalent of (46) for instant k instead of k + 1, we have
dist(xj(k),X ) = ‖xj(k) +Rj(k − 1)−ΠX [xj(k) +Rj(k − 1)]‖
≤ ‖xj(k)−ΠX [xj(k)] +Rj(k − 1)‖
≤ dist(xj(k),X ) + ‖Rj(k − 1)‖.
(47)
Using 2ab ≤ a2 + b2 and squaring both sides, the above becomes
dist2(xj(k),X ) ≤2dist2(xj(k),X ) + 2‖Rj(k − 1)‖2. (48)
Applying the Supermartingale Theorem in Lemma 4: Then using the result of (48) and writing the above in
the format of the supermartingale theorem, we see that
E[
n∑
i=1
dist2(xi(k + 1),X )/Fk] ≤
(1 + (Aη − aAτ )α2k)
n∑
i=1
dist2(xi(k),X )
+ (1− a+ 3
8η
− 3γminap
8τ
+ 2α2kL
2 + (2− 2a)αkL)
n∑
i=1
dist2(vi(k),X )
+ n(Bη − aBτ + 2)α2kG2f
+ (1 + (Aη − aAτ )α2k)
n∑
i=1
‖Ri(k − 1)‖2 a.s.
(49)
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Then by using the result of (146) which implies the boundedness of
∑n
i=1 ‖Ri(k−1)‖2 for k ≥ k¯1, we can apply
the supermartingale convergence theorem on (49) with the following substitutions : vk+1 =
∑n
i=1 dist
2(xi(k +
1),X ), i.e., vk =
∑n
i=1 dist
2(xi(k),X ), ak = (Aη − aAτ )α2k and Aη − aAτ > 0, bk = n(Bη − aBτ + 2)α2kG2f +
(1 + (Aη − aAτ )α2k)
∑n
i=1 ‖Ri(k− 1)‖2 where
∑∞
k=0 ak <∞ and
∑∞
k=0 bk <∞ since
∑∞
k=0 α
2
k <∞ and uk =∑n
i=1 dist
2(vi(k),X ). i.e., for bk notice that
∑n
i=1 ‖Ri(k−1)‖2 is bounded since
∑n
i=1 ‖vi(k−1)−x∗‖2 < D <∞
for every k > k¯1 from the Appendix G (i.e., Proposition 3 or 4).
But uk =
∑n
i=1 dist
2(vi(k),X )) ≤
∑n
i=1 ‖vi(k) − x∗‖2 < D < ∞ for k ≥ k¯1, (i.e., Proposition 3 or 4),
and its coefficient is (1 − a + 38η − 3γminap8τ + 2α2kL2 + (2 − 2a)αkL) < −1 for k ≥ k1 in order to apply the
supermartingale theorem.
Remark 7. But αk → 0 (since αk is chosen such that
∑∞
k=0 α
2
k <∞). Thus, we can bound 2α2kL2+(2−2a)αkL < 
as αk → 0. Thus, 2 + 38η +  < a + 3γminap8τ Thus, taking  < 1 and η > τ where η = lτ and l > 1 such that
what preceded applies. Then a > 16η+3(3γminp+8τ)l where we can choose l such that a < 1. Therefore, by reducing this
inequality with the conditions on the values of the above variables we have 8lτ < 3(γminpl − 1) where we get a
sufficient condition for convergence which is that γminpl > 1, but l > 1γminp > 1, then a sufficient condition is for
p < 1γmin .
e.g. for l = 3, γminp = 2 we have τ < 38 , so we can choose τ =
1
4 , η =
3
4 and 1 > a >
5
8 . Thus, choosing an
a = 34 is sufficient for this Lemma 1 to follow.
Thus, the coefficient of uk is negative for k ≥ k1.
Then from the supermartingale theorem holding for the tail of the sequences (i.e., k > max(k1, k¯1)) we have∑∞
k=0 uk < ∞. That is,
∑∞
k=0
∑n
i=1 dist
2(vi(k),X ) < ∞. We can interchange infinite and finite sums, as an
implicit consequence of the linearity of these sums. Thus, we have
∑n
i=1(
∑∞
k=0 dist
2(vi(k),X )) <∞ =⇒ the
argument inside the finite sum is bounded, i.e.,
∞∑
k=0
dist2(vi(k),X ) <∞, (50)
the result we require. And limk→∞ dist2(vi(k),X ) = 0.
Lemma 5. Let Assumptions 1 hold and Proposition 3 or 4 satisfied. Also, assume that the stepsize sequence {αk}
is non-increasing such that
∑∞
k=0 α
2
k <∞, and define i(k) = xi(k + 1)− vi(k) for all i ∈ V and k ≥ 0. Then,
we have a.s.
∞∑
k=0
||i(k)||2 <∞ for all i ∈ V,
∞∑
k=0
αk||vi(k)− v(k)|| <∞ for all i ∈ V,
where v(k) =
1
n
n∑
l=1
vl(k).
(51)
Proof. Let
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i(k) = xi(k + 1)− vi(k)
= xi(k + 1) +Ri(k)− vi(k)
= vi(k)− αk∇f (i)(vi(k)) +Ri(k)− vi(k)
= −αk∇f (i)(vi(k)) +Ri(k).
(52)
Notice that in our case, f (i) is not fixed and can vary on the same node i and this also complies with i in
lemma 6 in [8] which is an arbitrary error at node i.
And, let zi(k) = ΠX [vi(k)] then we have
‖i(k)‖ ≤ ‖xi(k + 1)− zi(k)‖+ ‖zi(k)− vi(k)‖
≤ ‖vi(k)− αk∇f (i)(vi(k)) +Ri(k)− zi(k)‖+ ‖zi(k)− vi(k)‖
≤ 2‖vi(k)− zi(k)‖+ αk‖∇f (i)(vi(k))‖+ ‖Ri(k)‖
≤ 2‖vi(k)− zi(k)‖+ αk‖∇f (i)(zi(k))‖
+ αk‖∇f (i)(zi(k))−∇f (i)(vi(k))‖+ ‖Ri(k)‖.
(53)
But ‖∇f (i)(zi(k))‖ ≤ Gf since z = ΠX (vi(k)) ∈ X ,
and ‖∇f (i)(zi(k))−∇f (i)(vi(k))‖ ≤ L‖vi(k)− zi(k)‖.
Therefore, (53) is reduced to
‖i(k)‖ ≤ (2 + αkL)‖vi(k)− zi(k)‖+ αkGf
α2k‖A(i)‖2∞‖B(i)‖22,∞4nL2 max
k−H≤kˆ≤k
‖vq(kˆ)− x∗‖2
From (a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2, we get
‖i(k)‖2 ≤ 3(2 + αkL)2‖vi(k)− zi(k)‖2 + 3α2kG2f
+ 48α4k‖A(i)‖4∞‖B(i)‖42,∞n2L4 max
k−1−H≤kˆ≤k−1
‖vq(kˆ)− x∗‖4.
∞∑
k=0
‖i(k)‖2 ≤ 3
∞∑
k=0
(4 + α2kL
2)‖vi(k)− zi(k)‖2
+ 12
∞∑
k=0
αkL‖vi(k)− zi(k)‖2 + 3
∞∑
k=0
α2kG
2
f
+ 48
∞∑
k=0
α4k‖A(i)‖4∞‖B(i)‖42,∞n2L4 max
k−1−H≤kˆ≤k−1
‖vq(kˆ)− x∗‖4.
(54)
But, we also have from Lemma 4
∞∑
k=0
‖vi(k)− zi(k)‖2 =
∞∑
k=0
‖vi(k)−ΠX (vi(k))‖2
=
∞∑
k=0
dist2(vi(k),X ) <∞,
(55)
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and
∞∑
k=0
αk‖vi(k)− zi(k)‖2 =
∞∑
k=0
αkdist
2(vi(k),X )
=
1
2
∞∑
k=0
α2k +
1
2
∞∑
k=0
dist4(vi(k),X ) <∞,
(56)
and since
∑∞
k=0 α
2
k < ∞ which also implies that
∑∞
k=0 α
4
k < ∞. And
∑n
i=1 ‖Ri(k)‖2 is bounded since
‖vi(k)− x∗‖2 is bounded (i.e., Proposition 3 or 4).
From the preceding four assumptions we have that in (54),
∞∑
k=0
‖i(k)‖2 <∞. (57)
By applying 2ab ≤ a2 + b2 on ∑∞k=0 α2k <∞ and ∑∞k=0 ‖i(k)‖2 <∞, we have
∞∑
k=0
αk‖i(k)‖ ≤ 1
2
∞∑
k=0
α2k +
1
2
∞∑
k=0
‖i(k)‖2 <∞. (58)
But xi(k+1) = vi(k)+i(k) and vi(k) =
∑n
j=1[W(k)]ijxj(k) where
∑n
j=1[W(k)]ij = 1 and
∑∞
k=0 αk‖i(k)‖ <
∞ a.s.
Therefore, by Lemma 11 this implies that
∑∞
k=0 αk‖xi(k)− xj(k)‖ <∞
Now, let v¯(k) = 1n
∑n
i=1 vi(k).
Since vi(k) =
∑n
j=1[W(k)]ijxj(k) where
∑n
j=1[W(k)]ij = 1 implies that
‖vi(k)− v¯(k)‖ =‖
n∑
j=1
[W(k)]ijxj(k)−
n∑
j=1
[W(k)]ijv¯(k)‖
≤
n∑
j=1
[W(k)]ij‖xj(k)− v¯(k)‖,
(59)
where the inequality follows by the convexity of the norm. But, [W(k)] is doubly stochastic, so we have v¯(k) =
1
n
∑n
i=1 vi(k) =
1
n
∑n
i=1
∑n
j=1[W(k)]ijxj(k) =
1
n
∑n
i=1 xi(k).
‖vi(k)− v¯(k)‖ ≤
n∑
j=1
[W(k)]ij‖xj(k)− v¯(k)‖
≤
n∑
j=1
‖xj(k)− v¯(k)‖
≤
n∑
j=1
‖xj(k)− 1
n
n∑
i=1
xi(k)‖,
(60)
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where in the first inequality we used convexity of the norm, in the second 0 ≤ [W(k)]ij ≤ 1 and in the third we
substituted the preceding result on v¯(k). Therefore,
‖vi(k)− v¯(k)‖ ≤
n∑
j=1
‖xj(k)− 1
n
n∑
i=1
xi(k)‖
≤
n∑
j=1
‖ 1
n
n∑
i=1
xj(k)− 1
n
n∑
i=1
xi(k)‖
≤ 1
n
n∑
j=1
n∑
i=1
‖xj(k)− xi(k)‖,
(61)
where by the convexity of norm we have the last inequality. Thus, we have
αk‖vi(k)− v¯(k)‖ ≤αk
n
n∑
j=1
n∑
i=1
‖xj(k)− xi(k)‖.
Then
∞∑
k=0
αk‖vi(k)− v¯(k)‖ ≤
∞∑
k=0
αk
n
n∑
j=1
n∑
i=1
‖xj(k)− xi(k)‖
=⇒
∞∑
k=0
αk‖vi(k)− v¯(k)‖ ≤
∞∑
k=0
αk
n
n∑
j=1
n∑
i=1
‖xj(k)− xi(k)‖
≤
n∑
j=1
n∑
i=1
∞∑
k=0
αk
n
‖xj(k)− xi(k)‖.
The second inequality is valid since we can interchange infinite sum with finite sum. But, from a previous result
(Lemma 11) we have
∑∞
k=0 αk‖xi(k)−xj(k)‖ <∞ which through the preceding, =⇒
∑∞
k=0 αk‖vi(k)−v¯(k)‖ <
∞.
But
∑∞
k=0 αk =∞ by choice. =⇒ ‖vi(k)− v¯(k)‖ → 0, i.e., limk→∞ vi(k) = limk→∞ v¯(k) if they exist.
Therefore, Lemma 5 follows.
Lemma 6. Let Assumptions 1 hold and Proposition 3 or 4 satisfied. Let p < 1γmin and let the step-size be such
that
∑∞
k=0 αk =∞ and
∑∞
k=0 α
2
k <∞. Let f∗ = minx∈X f(x) and X ∗ = {x ∈ X |f(x) = f∗}. Assume then that
X ∗ 6= Φ. Then, the iterates {x(k)} generated by SRDO algorithm (3a)-(3c) converge almost surely to the solution
x∗ ∈ X ∗, i.e.,
lim
k→∞
xi(k) = x
∗ for all i ∈ V a.s. (62)
Proof. We begin the proof of Lemma 6 with the following.
For any x∗ ∈ X , we have
=⇒ ‖xi(k + 1)− x∗‖2 ≤
‖xi(k + 1)− x∗‖2 + a‖ΠX (xi(k + 1))− x∗‖2.
(63)
where a > 0.
And we have a similar inequality as (34)
=⇒ ‖ΠX (xi(k + 1)− xi(k + 1)‖2 ≤
‖xi(k + 1)− x∗‖2 − a‖ΠX (xi(k + 1))− x∗‖2,
(64)
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where a ≤ 1.
Using Lemma 9 and 10 with the following substitutions y = xi(k + 1), x = vi(k), and x∗ = argminf(x) ∈ Y
for Y = X , α = αk and Φ = f and zi(k) = ΠX (vi(k)) ∈ X ,equation (64) where Y = X , we get the following
equivalent of (35)
‖xi(k + 1)− x∗‖2 ≤
(1− a+ (Aη − aAτ )α2k)‖vi(k)− x∗‖2
− 2(1− a)αk(f (i)(zi(k))− f (i)(x∗))
+
3a
4
‖ΠX [vi(k)− αk∇f(vi(k))]− vi(k)‖2
+ (
3
8η
− 3a
8τ
+ (2− 2a)αkL)‖vi(k)− zi(k)‖2
+ (Bη − aBτ )α2k‖∇f (i)(x∗)‖2,
(65)
where Aτ = 8L2 + 16τL2, Bτ = 8τ + 8, τ > 0 is arbitrary, Aη = 2L2 + 16ηL2, Bη = 2η + 8 and η > 0 is
arbitrary.
But we know that vi(k) =
∑n
j=1[W(k)]ijxj(k) then by the convexity of the norm squared and double
stochasticity of [W(k)]ij , we have by summing from i = 1 to n,
n∑
i=1
‖vi(k)− x∗‖2 ≤
n∑
i=1
n∑
j=1
[W(k)]ij‖xj(k)− x∗‖2
≤
n∑
i=1
‖xj(k)− x∗‖2.
(66)
Following a similar analysis as in the Appendix and taking xi = min f (i)(x) for each i ∈ {1, . . . , p}. Having
for i ∈ I that f (i)(x∗) > f (i)(xi) and for i ∈ I{ that f (i)(x∗) ≤ f (i)(xi) and for z¯(k) = 1n
∑n
i=1 zi(k), where
zi(k) = ΠX (vi(k)) ∈ X , we have
p∑
(i)=1
γ(i)(f
(i)(zi(k))− f (i)(x∗))
≥
p∑
(i)=1
γ(i)(f(zi(k))− f (i)(z¯(k))) + γmin(f(z¯(k))− f(x∗))
+
∑
(i)∈I
γ(i)〈∇f (i)(x∗),x(i) − x∗〉.
(67)
But
p∑
(i)=1
γ(i)(f
(i)(zi(k))− f (i)(z¯(k)))
≥
p∑
i=1
γ(i)〈∇f (i)(z¯(k)), zi(k)− z¯(k)〉
≥ −
p∑
(i)=1
γ(i)‖∇f (i)(z¯(k))‖‖zi(k)− z¯(k)‖.
(68)
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Let zi(k) = ΠX (vi(k)) ∈ X . Since z¯(k) is a convex combination of zi(k) ∈ X =⇒ z¯(k) ∈ X and thus
‖∇f (i)(z¯(k))‖ ≤ Gf .
=⇒
p∑
(i)=1
γ(i)(f(zi(k))− f(z¯(k))) ≥ −Gf
p∑
(i)=1
γ(i)‖zi(k)− z¯(k)‖. (69)
But
‖zi(k)− z¯(k)‖ = ‖ 1
n
n∑
j=1
(zi(k)− zj(k))‖
≤ 1
n
n∑
j=1
‖zi(k)− zj(k)‖ ≤ 1
n
n∑
j=1
‖ΠX (vi(k))−ΠX (vj(k))‖
≤ 1
n
n∑
j=1
‖vi(k)− vj(k)‖,
where the first inequality follows from the convexity of the norm and the last inequality follows from the non-
expansiveness of the projection Π.
But by the triangle inequality, we have ‖vi(k)− vl(k)‖ ≤ ‖vi(k)− v¯(k)‖+ ‖vl(k)− v¯(k)‖,
Thus,
‖zi(k)− z¯(k)‖ ≤ 1
n
n∑
l=1
‖vi(k)− vl(k)‖
≤ 1
n
n∑
l=1
‖vi(k)− v¯(k)‖+ 1
n
n∑
l=1
‖vl(k)− v¯(k)‖
≤ n
n
‖vi(k)− v¯(k)‖+ 1
n
n∑
l=1
‖vl(k)− v¯(k)‖
=⇒ ‖zi(k)− z¯(k)‖ ≤ ‖vi(k)− v¯(k)‖+ 1
n
n∑
l=1
‖vl(k)− v¯(k)‖.
Then by summing over i, we get
n∑
i=1
‖zi(k)− z¯(k)‖ ≤
n∑
i=1
‖vi(k)− v¯(k)‖+ 1
n
n∑
i=1
n∑
l=1
‖vl(k)− v¯(k)‖
≤
n∑
i=1
‖vi(k)− v¯(k)‖+ n
n
n∑
l=1
‖vl(k)− v¯(k)‖
≤ 2
n∑
i=1
‖vi(k)− v¯(k)‖,
(70)
which follows since indices i and l are arbitrary indexes.
Then, by using (67), substituting (69) and (70) and the Lipschitz continuity of the gradients accordingly, we have
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p∑
(i)=1
γ(i)(f
(i)(zi(k))− f (i)(x∗)) ≥
p∑
(i)=1
γ(i)(f
(i)(zi(k))− f (i)(z¯(k)))
+ γmin(f(z¯(k))− f(x∗)) +
∑
(i)∈I
γ(i)〈∇f (i)(x∗),x(i) − x∗〉
≥ −Gf
p∑
(i)=1
γ(i)‖zi(k)− z¯(k)‖+ γmin(f(z¯(k))− f(x∗))
−
∑
(i)∈I
γ(i)‖∇f (i)(x∗)‖‖x(i) − x∗‖
≥ −2Gf
p∑
(i)=1
γ(i)‖vi(k)− v¯(k)‖+ γmin(f(z¯(k))− f(x∗))
−
∑
(i)∈I
γ(i)L‖x(i) − x∗‖2.
(71)
Then using (65) and taking the expectation on the history Fk up to k, we have after the consideration the
probability 0 ≤ γmin ≤ γ(i) ≤ 1 of accessing a partition (i) ∈ {1, . . . , p}per each server, 0 < a < 1 and∑p
(i)=1 ≤
∑p
(i)=0 = 1 that
E[‖xi(k + 1)− x∗‖2/Fk] ≤
p∑
(i)=0
γ(i)(1 + (Aη − aAτ )α2k
n∑
j=1
[W(k)]ij‖xj(k)− x∗‖2
+
p∑
(i)=0
γ(i)(1− a)‖vi(k)− x∗‖2
− 2
p∑
(i)=1
γ(i)(1− a)αk(f (i)(zi(k))− f (i)(x∗))
+
p∑
(i)=1
γ(i)
3a
4
‖ΠX [vi(k)− αk∇f(vi(k))]− vi(k)‖2
+
p∑
(i)=1
γ(i)(
3
8η
− 3a
8τ
+ (2− 2a)αkL)‖vi(k)− z‖2
+
p∑
(i)=1
γ(i)(Bη − aBτ )α2k‖∇f (i)(x∗)‖2 a.s.
(72)
But
‖xj(k)− x∗‖ = ‖xj(k) +Rj(k − 1)− x∗‖. (73)
And by squaring the norm and applying 2ab ≤ a2 + b2, we have
‖xj(k)− x∗‖2 ≤ 2‖xj(k)− x∗‖2 + 2‖Rj(k − 1)‖2. (74)
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Then through summing over all i and having [W]ij doubly stochastic, the substitution of (71) and having
0 ≤ γmin ≤ γ(i) ≤ 1 for (i) ∈ {1, . . . , p} and 0 < a < 1, (72) becomes
E[
n∑
i=1
‖xi(k + 1)− x∗‖2/Fk] ≤
(1 + (Aη − aAτ )α2k)
n∑
i=1
‖xi(k)− x∗‖2
+ (1− a)
n∑
i=1
‖vi(k)− x∗‖2
+ 2(1− a)nmin(|I|γmax, 1)αkLmax
(i)
‖xi − x∗‖2
+ 4(1− a)αkGf
n∑
i=1
‖vi(k)− v¯(k)‖
− 2γminn(1− a)αk(f(z¯(k))− f(x∗)) + n (Bη − aBτ + 2)α2kG2f
+ (
3
8η
− 3γminap
8τ
+ 2α2kL
2 + (2− 2a)αkL)
n∑
i=1
dist2(vi(k),X )
(1 + (Aη − aAτ )α2k)‖Rj(k − 1)‖2 a.s.
(75)
But we have
(
3
8η
− 3γminap
8τ
+ 2α2kL
2 + (2− 2a)αkL) dist2(vi(k),X )
+ (1− a)
n∑
i=1
‖vi(k)− x∗‖2 ≤
(1− a+ 3
8η
− 3γminap
8τ
+ 2α2kL
2 + (2− 2a)αkL)
n∑
i=1
‖vi(k)− x∗‖2 ≤
2(1− a+ 3
8η
− 3γminap
8τ
+ 2α2kL
2 + (2− 2a)αkL)
n∑
i=1
‖vi(k)− x(i)‖2
2(1− a+ 3
8η
− 3γminap
8τ
+ 2α2kL
2 + (2− 2a)αkL)n‖x(i) − x∗‖2.
(76)
and
Applying the Supermartingale Theorem in Lemma 6: Using the above (77) reduces to
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E[
n∑
i=1
‖xi(k + 1)− x∗‖2/Fk] ≤
(1 + (Aη − aAτ )α2k)
n∑
i=1
‖xi(k)− x∗‖2 + 4(1− a)αkGf
n∑
i=1
‖vi(k)− v¯(k)‖
− 2γmin(1− a)αk(f(z¯(k))− f(x∗)) + n (Bη − aBτ + 2)α2kG2f
+ 2(1− a+ 3
8η
− 3γminap
8τ
+ 2α2kL
2 + (2− 2a)αkL)
n∑
i=1
min
(i)
‖vi(k)− x(i)‖2
+ 2n(1− a+ 3
8η
− 3γminap
8τ
+ 2α2kL
2
+ (1− a)(2 + min(|I|γmax, 1))αkL) max
(i)
‖x(i) − x∗‖2
(1 + (Aη − aAτ )α2k)‖Rj(k − 1)‖2 a.s.
(77)
Since ‖xi − x∗‖2 is bounded, (i.e., Proposition 3 or 4), and ‖vi(k)− x∗‖2 is bounded then ‖vi(k)− xi‖2 is
bounded, we need 1 + 38η +  <
3γminap
8τ + a. Then for η > τ where η = lτ and l > 1 we get a >
8η+3
l(3γminp+8τ)
.
Introducing the same analysis as in Lemma 4 we have a sufficient condition for p < 1γmin , Thus, for e.g. for l = 8,
γminp = 2, η = 4 and τ = 12 , we can take 1 > a >
7
18 . Thus, by choosing a =
1
2 then we have for k > k2 that
the terms containing ‖vi(k)− xi‖2 and ‖xi − x8‖2 to be negative.
And using the boundedness of Ri(k − 1) from the Appendix (77) (i.e., Proposition 3 or 4). becomes
E[
n∑
i=1
‖xi(k + 1)− x∗‖2/Fk] ≤ (1 + (Aη − aAτ )α2k)
n∑
i=1
‖xi(k)− x∗‖2
+ (1 + (Aη − aAτ )α2k)α2k−1nF + 4(1− a)αkGf
n∑
i=1
‖vi(k)− v¯(k)‖
− 2γmin(1− a)αk(f(z¯(k))− f(x∗))
+ n (Bη − aBτ + 2)α2kG2f a.s.
(78)
But
∑∞
k=0(Aη − aAτ )α2k <∞ since
∑∞
k=0 α
2
k <∞.
Also,
∑∞
k=0 n(Bη − aBτ )α2kG2f <∞ similarly.
And,
∑∞
k=0 4(1 − a)αkGf
∑n
i=1 ‖vi(k) − v¯(k)‖ < ∞ from Lemma 6 holding. Therefore, the supermartingale
theorem applies. Hence, the sequence {‖xi(k)−x∗‖2} is convergent a.s. to a nonnegative random variable for any
i ∈ V and x∗ ∈ X ∗ where X ∗ = {x ∈ X |f(x) = minx∈X f(x)}. But uk = (1− a)γminαk(f(z¯(k))− f(x∗)) > 0
with negative coefficient −2 < −1 since 0 < a = 12γmin < 1 and f(x∗) = min f(x). And the theorem also implies
that
∑∞
k=0 uk =
∑∞
k=0(1 − a)γminαk(f(z¯(k)) − f(x∗)) ≤ ∞. This with the condition that,
∑∞
k=0 αk = ∞ and
f(z¯(k))− f(x∗)) ≥ 0 imply
lim
k→∞
inf(f(z¯(k))− f(x∗)) = 0 a.s. (79)
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And since f(z¯(k))− f(x∗) ≥ 0 for all k since f(x∗) = min f(x) then
lim
k→∞
f(z¯(k)) = f(x∗) a.s. (80)
By lemma 4, we have
∑∞
k=0 dist
2(vi(k),X ) <∞, i.e.,
∑∞
k=0 ‖vi(k)−zi(k)‖2 <∞ where zi(k) = ΠX (vi(k)).
=⇒ lim
k→∞
‖vi(k)− zi(k)‖ → 0. (81)
But we have the sequence {‖vi(k)− x∗‖} is also convergent a.s. for all i ∈ V and x∗ ∈ X ∗. By (81) it follows
that {‖zi(k)−x∗‖} is also convergent a.s for all i ∈ V and x∗ ∈ X ∗. But since ‖v¯(k)−x∗‖ ≤ 1n
∑n
i=1 ‖vi(k)−x∗‖
and the sequence {‖vi(k) − x∗‖} is convergent a.s for all i ∈ V and x∗ ∈ X ∗, it follows that {‖v¯(k) − x∗‖} is
convergent a.s for all x∗ ∈ X ∗. Using a similar argument, we can conclude that {‖z¯(k) − x∗‖} is convergent a.s
for all x∗ ∈ X ∗. As a particular consequence, it follows that the sequences {v¯(k)} and {z¯(k)} are a.s. bounded
and, hence they have accumulation points.
From (80) and the continuity of f , it follows that the sequence z¯(k) must have one accumulation point in the set
X ∗ a.s. This and the fact that {‖z¯(k) − x∗‖} is convergent a.s for every x∗ ∈ X ∗ imply that for a random point
x∗ ∈ X ∗ (from (79))
lim
k→∞
z¯(k) = x∗ a.s. (82)
Now, from z¯(k) = 1n
∑n
l=1 zl(k) and v¯(k) =
1
n
∑n
l=1 vl(k) and using (81) (limk→∞ ‖vi(k) − zi(k)‖ = 0 for
all i ∈ V ) and the convexity of the norm, we obtain that
lim
k→∞
‖v¯(k)− z¯(k)‖ ≤ 1
n
n∑
l=1
‖vl(k)− zl(k)‖ = 0 a.s. (83)
In view of (82), it follows that
lim
k→∞
v¯(k) = x∗ a.s. (84)
By
∑∞
k=0 αk‖vi(k)−v¯(k)‖ <∞ for all i ∈ V in Lemma 5, since
∑∞
k=0 αk =∞, we have limk→∞ inf ‖vi(k)− v¯(k)‖ =
0 for all i ∈ V a.s.
This fact or the fact that {‖vi(k) − x∗‖} is convergent a.s. for all i ∈ V together with the above limit equality
(84), a consequence of (82), imply that
lim
k→∞
‖vi(k)− x∗‖ = 0, (85)
for all i ∈ V a.s.
Finally, from
∑∞
k=0 ‖i(k)‖2 <∞ for all i ∈ V in Lemma 5 (i.e., Lemma 7 in [8]), we thus have
lim
k→∞
‖xi(k + 1)− vi(k)‖ = 0, (86)
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for all i ∈ V a.s. where i(k) = xi(k + 1)− vi(k), i.e.,
∑∞
k=0 ‖i(k)‖2 =
∑∞
k=0 ‖xi(k + 1)− vi(k)‖ <∞. This
implies that limk→∞ ‖xi(k + 1)− vi(k)‖ = 0 which together with (85) (i.e., (86) and (85)) imply that
lim
k→∞
xi(k) = x
∗, (87)
for all i ∈ V a.s.
Hence, the result of Lemma 6 follows.
VII. CONVERGENCE RATE
We are going to show more explicitly with details how inequality (11) in the case where at least for one (i)
we have f (i)(x(i)) < f (i)(x∗) in the case of strongly convex f (i) for all (i). In this case which corresponds to
Lemma 3 and before reaching the explicit result of (24) we are going to use (121). Now,
2αk
n∑
j=1
∑
(i)∈I
γ(i)(f
(i)(x∗)− f (i)(x(i)))
≤ 2αk
n∑
j=1
∑
(i)∈I
γ(i)〈∇f (i)(x∗)−∇f (i)(x(i)),x∗ − x(i)〉
≤ 2αk
n∑
j=1
∑
(i)∈I
γ(i)L‖x(i) − x∗‖2
≤ 2nαkLmin(|I|γmax, 1) max
(i)
‖x(i) − x∗‖2
(88)
And we have from the strong convexity of f (i) that
f (i)(vj(k))
≥ f (i)(x(i)) + 〈∇f (i)(x(i)),vj(k)− x(i)〉+
σ(i)
2
‖x(i) − vj(k)‖2
(89)
Thus, (96) becomes
f (i)(x(i))− f (i)(vj(k))
≤ −σ(i)
2
‖x(i) − vj(k)‖2
(90)
And since
‖x(i) − vj(k)‖ ≥ ‖x(i) − x∗‖ − ‖x∗ − vj(k)‖ (91)
then
‖x(i) − vj(k)‖2 ≥ ‖x(i) − x∗‖2 + ‖x∗ − vj(k)‖2
− 2‖x(i) − x∗‖‖x∗ − vj(k)‖
(92)
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Thus,
f (i)(x(i))− f (i)(vj(k))
≤ −σ(i)
2
‖x(i) − vj(k)‖2
≤ −σ(i)
2
‖x(i) − x∗‖2 − σ(i)
2
‖x∗ − vj(k)‖2
+ σ(i)‖x(i) − x∗‖‖x∗ − vj(k)‖
(93)
Then from convergence lemma (i.e., Lemma 6) since ‖x∗ − vj(k)‖2 ≤ ‖x(i) − x∗‖2 for k ≥ kc we have
f (i)(x(i))− f (i)(vj(k))
≤ σ(i)
2
‖x(i) − x∗‖2 − σ(i)
2
‖x∗ − vj(k)‖2
(94)
Therefore,
n∑
j=1
p∑
(i)=1
γ(i)(f
(i)(x(i))− f (i)(vj(k)))
≤ pγminn(σmax
2
max
(i)
‖x(i) − x∗‖2 − σmin
2
‖x∗ − vj(k)‖2)
(95)
But we have from quadratic inequality due to convexity of f (i) that
f (i)(vj(k)) ≤ f (i)(x(i)) + 〈∇f (i)(x(i)),vj(k)− x(i)〉+ L
2
‖x(i) − vj(k)‖2 (96)
then
f (i)(vj(k))− f (i)(x(i))
≤ L
2
‖vj(k)− x(i)‖2
≤ L‖x(i) − x∗‖2 + L‖x∗ − vj(k)‖2
(97)
then
n∑
j=1
p∑
(i)=1
γ(i)(f
(i)(vj(k))− f (i)(x(i)))
≤ Lnmin(pγmax, 1)(‖x(i) − x∗‖2 + ‖x∗ − vj(k)‖2)
(98)
Using (100) and evaluating the fourth term by (88) and using (95) to evaluate the first part of the fifth term and
(98) to evaluate the second part we get
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n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ− αkpγminnσmin
+
2Lnmin(pγmax, 1)α
2
k
(
∑p
(i)=1 γ(i))
2
)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈j,(i)(k),vj(k)− x∗〉
+ 2α2k
∑n
j=1
∑p
(i)=1 γ(i)
(
∑p
(i)=1 γ(i))
2
‖j,(i)(k)‖2
+ (2nαkLmin(|I|γmax, 1) + αkpγminnσmax
+
2Lnmin(pγmax, 1)α
2
k
(
∑p
(i)=1 γ(i))
2
) max
(i)
‖x(i) − x∗‖2
(99)
evaluate j,(i)(k) using Definition 1 and (144) to get
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ− αkpγminnσmin
+
2Lnmin(pγmax, 1)α
2
k
(
∑p
(i)=1 γ(i))
2
)
n∑
j=1
‖vj(k)− x∗‖2
+ 4Lαk
n∑
j=1
‖A(i)‖∞‖B(i)‖2,∞ max
k−H≤kˆ≤k;q∈V
‖vq(kˆ)− x∗‖2
+ 8L2α2k
∑n
j=1 ‖A(i)‖2∞‖B(i)‖22,∞maxk−H≤kˆ≤k;q∈V ‖vq(kˆ)− x∗‖2
(
∑p
(i)=1 γ(i))
2
+ (2nαkLmin(|I|γmax, 1) + αkpγminnσmax
+
2Lnmin(pγmax, 1)α
2
k
(
∑p
(i)=1 γ(i))
2
) max
(i)
‖x(i) − x∗‖2
(100)
Then in order to use Lemma Martingale 2 at least one of these three inequalities must be satisfied:
• 2Lnmin(pγmax,1)α
2
k
(
∑p
(i)=1
γ(i))2
≤ αkpγminnσmin
• 2Lnmin(pγmax,1)α
2
k
(
∑p
(i)=1
γ(i))2
≤ µ
• 2Lnmin(pγmax,1)α
2
k
(
∑p
(i)=1
γ(i))2
≤ µ+ αkpγminnσmin
Thus, one way to tackle this problem is to adjust a lower bound on µ by adequately choosing the described row
stochastic matrices W(k). But fortunately enough due to the strong convexity of the function and the existence
of a lower bound on the monotonicity of the gradient of f (i) which is σ(i) the first inequality is satisfied for any
decreasing sequence αk. Thus, eventually for k ≥ k0 an inequality in the form (132) is valid. And having it satisfied
until the at least the first B iterations after k0 will result in applying the Martingale 2 result and thus bounding∑n
j=1 ‖vj(k)− x∗‖2 ≤ η where
η =
(2nαkLmin(|I|γmax, 1) + αkpγminnσmax + 2Lnmin(pγmax,1)α
2
k
(
∑p
(i)=1
γ(i))2
) max(i) ‖x(i) − x∗‖2
µ− 4Lαk‖A(i)‖∞‖B(i)‖2,∞(1+2Lαk‖A(i)‖∞‖B(i)‖2,∞)
(
∑p
(i)=1
γ(i))2
(101)
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Then using (78) from the third part of the convergence analysis and the strong convexity of f resulting from the
strong convexity of f (i) we get
E[
n∑
i=1
‖xi(k + 1)− x∗‖2/Fk] ≤ (1 + (Aη − aAτ )α2k)
n∑
i=1
‖xi(k)− x∗‖2
+ (1 + (Aη − aAτ )α2k)α2k−1nF + 4(1− a)αkGf
n∑
i=1
‖vi(k)− v¯(k)‖
− σγmin(1− a)αk‖ ¯z(k)− x∗‖2
+ n (Bη − aBτ + 2)α2kG2f
(102)
But since ‖ΠX (vi(k))−x∗‖ ≥ ‖vi(k)−x∗‖−‖ΠX (vi(k))−vi(k)‖, ‖ΠX (vi(k))−vi(k)‖ ≤ ‖vi(k)−x∗‖ and
the convexity of the norm we get
E[
n∑
i=1
‖xi(k + 1)− x∗‖2/Fk] ≤ (1 + (Aη − aAτ )α2k)
n∑
i=1
‖xi(k)− x∗‖2
+ (1 + (Aη − aAτ )α2k)α2k−1nF + 16(1− a)αkGf
n∑
i=1
‖vi(k)− x∗‖2
− σ
n
γmin(1− a)αk
n∑
i=1
‖ΠX (vi(k))− vi(k)‖2
+
σ
n
γmin(1− a)αk
n∑
i=1
‖vi(k)− x∗‖2
+ n (Bη − aBτ + 2)α2kG2f
(103)
Using ‖ ¯xi(k)−x∗‖2 = ‖vi(k−1)−x∗‖2 + 2αk〈∇f (i)(vi(k−1)),x∗−vi(k−1)〉 and f(x∗)−f(vi(k−1)) ≤
−σαk‖vi(k − 1)− x∗‖2, we get
E[
n∑
i=1
‖xi(k + 1)− x∗‖2/Fk] ≤
(1 + (2− σ)αk)(1 + (Aη − aAτ )α2k)
n∑
i=1
‖vi(k − 1)− x∗‖2
+ (1 + (Aη − aAτ )α2k)α2k−1nF + 16(1− a)αkGf
n∑
i=1
‖vi(k)− x∗‖2
− σ
n
γmin(1− a)αk
n∑
i=1
‖ΠX (vi(k))− vi(k)‖2
+
σ
n
γmin(1− a)αk
n∑
i=1
‖vi(k)− x∗‖2
+ n (Bη − aBτ + 2)α2kG2f
(104)
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But having
∑n
i=1 ‖vi(k)− x∗‖2 ≤ η, we get
E[
n∑
i=1
‖xi(k)− x∗‖2] ≤
[(1 + (Aη − aAτ )α2k)(1 + (2− σ)αk + 4α2knL2 max
(i)
‖A(i)‖2∞‖B(i)‖22,∞)
+ 16(1− a)αkGf + σ
n
γmin(1− a)αk]η + n (Bη − aBτ + 2)α2kG2f
(105)
which is the expected convergence rate of a strongly convex function formed of p strongly convex functions with
f (i)(x∗) > f (i)(xi) for at least one (i)
A. Convergence Rate for Strongly Convex Function with f (i)(x∗) = f (i)(xi) for all (i)
The convergence rate of a strongly convex function formed of p strongly convex functions with f (i)(x∗) =
f (i)(xi) for all (i) can be deduced by applying Lemma 2 and is
E[
n∑
i=1
‖vi(k)− x∗‖2] ≤
(1− µ+ 4Lαk‖A
(i)‖∞‖B(i)‖2,∞(1 + 2Lαk‖A(i)‖∞‖B(i)‖2,∞)
(
∑p
(i)=1 γ(i))
2
)kV0
(106)
for k ≥ k0.
ectionNumerical Simulation
Our aim in the simulation is to verify the convergence of the proposed algorithm, while showing its convergence
rate for different network topologies.
In this section, we restrict the optimization problem to the following unconstrained convex optimization problem
on a network
arg min
x∈RN
‖Gx− y‖22, (107)
where the network contains n nodes, G is a random matrix of size M × N whose entries are independent and
identically distributed standard normal random variables, and
y = Gxo ∈ RM (108)
has entries of xo that are identically independent random variables sampled from the uniform bounded random
distribution between −1 and 1. The solution x∗ of the optimization problem above is the least squares solution of
the overdetermined system y = Gxo, xo ∈ RN . We demonstrate the performance of SRDO to solve the convex
optimization problem (1), and match it with the calculated convergence rates.
Assume that the network has s as the maximum number of allowed stragglers. Then we can repartition the
network around those m worker nodes, and accordingly, the random measurement matrix G, the measurement data
y, and the objective function f(x) := ‖Gx− y‖22 in (1) as follows:
f(x) =
n∑
i=1
f (i)(x) :=
n∑
i=1
‖Gix− yi‖22.
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In the simulations, without a loss of generality, we assume the number of worker partitions equals the number of
server nodes; i.e., p = n. We also assume that the repartitioned parts have the same size; i.e., the number of rows
in Gi and the lengths of vectors yi, 1 ≤ i ≤ n are the same.
Each worker node finds its local coded gradient through a combination of uncoded local gradients computed
through local optimization problems of overdetermined linear systems of equations. The stepsizes αk are chosen
such that
αk =
1
(k + a)−θ
. (109)
We use the absolute error AE := max
1≤i≤n
‖xi(k)− xo‖2
‖x0‖2
and consensus error
CE := max
1≤i≤n
‖xi(k)− x¯(k)‖2
‖xo‖2
to measure the performance of SRDO, where n is the number of server nodes (i.e., servers) in the network.
We simulate the algorithm for the fixed network topologies of the allowed number of stragglers or varying
connection topologies according to gradient computation scenarios 1 through 3.
We present the simulation for 100 samples of parameter server networks of p = 5 equal sized partitions i, where
ni = 3, si = 1 and ni = 5, si = 2 for µ = 100, N = 100, i.e., mi = 300 and 500, and M = 1500 and 2500,
respectively. Here, µ stands for the number of rows in a partition sub-partition, which is assumed equal all over
the network. That is, µ corresponds to the functions f (i)l , where l corresponds to worker node l in partition i. We
simulate different samples from variant connectivity levels:
• Strong Connectivity Condition: i) the allowed-number-of-stragglers connection topology (i.e., strong connec-
tivity condition under gradient computation scenario 1), Fig. 3 in comparison with the full connection with
the no failures scenario of uncoded centralized gradient descent algorithm.
• Weak Connectivity Condition: ii) the more-than-the-allowed number of stragglers connection with some instants
of allowed number of stragglers connectivity under the weak straggler tolerance condition compared with the
uncoded centralized gradient descent. For the two used gradient computation scenarios, we have:
– a) Scenario 2 where only iteration available instant gradients are used, Fig. 4.
– b) Scenario 3 with delayed gradients used, Fig. 5 and Fig. 6.
B. Discussion of the Figures
In Fig. 3, SRDO algorithm converges in a rate close to the uncoded centralized gradient descent algorithm with
full connection. The convergence can be faster or slower depending on the condition number of the coded matrices
in relation to the uncoded matrices at each node; i.e., this is related to the respective Lipschitz constants L. For Figs.
4, 5, and 6, the behavior matches the described convergence rates in Section VII. The fluctuation of the average
consensus error for the SRDO has a larger variation, which is dependent on T = maxi∈[1:n] Ti, while the proposed
algorithm corresponding absolute error behaves more smoothly.
38
Fig. 3. Allowed number of stragglers connection for SRDO algorithm network (n=5, s=2) with 1
(k+300)0.55
and centralized uncoded gradient
descent algorithm for a full connection with no stragglers (n=5, s=0), for M = 2500, N = 100.
We can conceive from the simulations that SRDO has faster convergence for a smaller exponent θ ∈ (0, 1],
which confirms its convergence rate estimate in Section VII. However, the simulations also indicate that decreasing
exponent θ moves SRDO into the divergence phase, which could directly be related to the complexity of the
network. It is worth mentioning that we can adequately calibrate this divergence by increasing the value of a in our
illustrated examples for a fixed exponent θ. We can see that for a fixed value of T and a fixed condition number,
i.e., fixed Lipschitz constant L, (more specifically for a fixed matrix Gi), the decrease in the exponent θ allows
the algorithm to enter the divergence instability region. Then an increase in the stepsize will make it converge the
fastest where then any increase will ultimately degrade the algorithm to a slower convergence. Similarly, if we fix
T and the stepsize, the behavior of the convergence of the algorithm relative to the change in the condition number
is the same as that relative to the stepsize in the previous scenario. Moreover, we see that when T increases, and the
allowed number of stragglers connection becomes less frequent, then the convergence is replaced by an anticipated
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Fig. 4. Varying number of stragglers connection for SRDO algorithm network (n=3, s=1) and T = 5 for αk = 1(k+300)0.35 using gradient
computation scenario 2 and centralized uncoded gradient descent algorithm for a full connection with no stragglers (n=3, s=0), for M =
1500, N = 100.
divergence. Then, for that T , we can reenter the convergence region of the algorithm by increasing the exponent
θ for a fixed optimization problem. Convergence is also achieved for problems with matrices of higher condition
numbers when the stepsize is fixed. As for scenario 3, we see that its performance is better than that of scenario
2, because scheme 3 exploits stale gradients to form the overall gradient at each instant, although both schemes 2
and 3 have slower convergence rates for the fixed stepsize and fixed condition number.
Thus, we can anticipate in Fig. 4 that the value of θ = 0.35 allowed a comparable convergence rate of the SRDO
for T = 5 as that of the centralized gradient descent algorithm. In Figs. 5 and 6, we realize that the lower value
of θ = 0.35 is not permissible, because the SRDO algorithm will considerably enter the instability region, while a
higher value of θ = 0.55 favors a better convergence rate for T = 10, and the highest value of θ = 0.75 a better
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Fig. 5. Varying number of stragglers connection for SRDO algorithm network (n=3, s=1) and T = 10 for αk = 1(k+300)0.55 using gradient
computation scenario 3 and centralized uncoded gradient descent algorithm for a full connection with no stragglers (n=3, s=0), for M =
1500, N = 100.
convergence rate for T = 20. Moreover, in the simulation we have used a definite coding scheme introduced in
[16]. We could have used other schemes. As it is proven in Section VII, we anticipate a behavior dependent on the
coding scheme as shown in (??). Meanwhile, we can adequately propose a coding scheme that will better enhance
the convergence rate.
VIII. CONCLUSION
We have considered in this paper a parameter server network algorithm, SRDO, for minimizing a convex function
that consists of a number of component functions. We restricted the simulation for the case of a quadratic function
which corresponds to solving an overdetermined system of linear equations. A convergence proof for this algorithm
in its general form (not necessarily a quadratic function) was provided in the case of network topologies where the
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Fig. 6. Varying number of stragglers connection for SRDO algorithm network (n=3, s=1) and T = 20 for αk = 1(k+300)0.75 using gradient
computation scenario 3 and centralized uncoded gradient descent algorithm for a full connection with no stragglers (n=3, s=0), for M =
1500, N = 100.
number of stragglers is under the allowed threshold (cf. [16]). The convergence of the algorithm variants, in the
case of the number of stragglers exceeding the quantity allowed, is formalized in Section VII through the described
convergence rates. Furthermore, the simulation showed optimal results for the algorithm convergence rate, not only
for the allowed number of stragglers scenarios but also for the number of stragglers exceeding the allowed threshold.
These metrics matched the centralized gradient descent method with the bonus of robustness to an allowed number
of stragglers, and to the case of stragglers exceeding the allowed number. We further analytically showed that the
convergence rate can be considerably enhanced through applying an adequate coding scheme.
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APPENDIX
A. Proof of Lemma 1
Proof.
‖vl(k + 1)− x∗‖2 = ‖
n∑
j=1
[W(k)]l,jxj(k + 1)−
n∑
j=1
[W(k)]l,jx
∗‖2
≤
n∑
j=1
[W(k)]l,j‖xj(k + 1)− x∗‖2
≤
n∑
j=1
[W(k)]l,j‖
p∑
(i)=1
γ(i)[vj(k)− αk∇̂f (i)(vj(k))] + γ(0)vj(k)− x∗‖2
≤
n∑
j=1
[W(k)]l,j‖vj(k)− αk
p∑
(i)=1
∇̂f (i)(vj(k))− x∗‖2
≤
n∑
j=1
[W(k)]l,j [‖vj(k)− x∗‖2 − 2αk
p∑
(i)=1
γ(i)〈∇̂f (i)(vj(k)),vj(k)− x∗〉
+ α2k‖
p∑
(i)=1
γ(i)∇̂f (i)(vj(k))‖2]
≤
n∑
j=1
[W(k)]l,j [‖vj(k)− x∗‖2 + 2αk
p∑
(i)=1
γ(i)〈∇f (i)(vj(k)),x∗ − vj(k)〉
+ 2αk
p∑
(i)=1
γ(i)〈j,(i)(k), vj(k)− x∗〉+ α2k‖
p∑
(i)=1
γ(i)(∇f (i)(vj(k))− j,(i)(k))‖2]
≤
n∑
j=1
[W(k)]l,j [‖vj(k)− x∗‖2 + 2αk
p∑
(i)=1
γ(i)〈∇f (i)(vj(k)),x∗ − vj(k)〉
+ 2αk
p∑
(i)=1
γ(i)〈j,(i)(k),vj(k)− x∗〉+ α2k‖
p∑
(i)=1
γ(i)
(∇f (i)(vj(k))− j,(i)(k))
(
∑p
(i)=1
γ(i))
2
‖2]
(110)
Then summing from i = 1 to n and knowing that the sum of each column is less than or equal to 1 − µ then
the lemma follows.
B. Proof of Lemma 2
Having Lemma 1 then
we have
(1− µ)
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈j,(i)(k),vj − x∗〉+ 2α2k
∑n
j=1
∑p
(i)=1 γ(i)
(
∑p
(i)=1 γ(i))
2
‖j,(i)(k)‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈∇f (i)(vj(k)),x∗ − vj(k)〉
+
2α2k
(
∑p
(i)=1 γ(i))
2
)
n∑
j=1
p∑
(i)=1
γ(i)‖∇f (i)(vj(k))‖2
(111)
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But
〈∇f (i)(vj(k)),x∗ − vj(k)〉
= −〈∇f (i)(vj(k)),vj(k)− x∗〉
= −〈∇f (i)(vj(k)),vj(k)− x(i)〉
= −〈∇f (i)(vj(k))−∇f (i)(x(i)),vj(k)− x(i)〉
(112)
While
∇f (i)(vj(k))−∇f (i)(x(i)) = a‖vj(k)− x(i)‖−→u (113)
where ‖−→u ‖ = 1 and 0 ≤ a ≤ L. and
vj(k)− x(i) = ‖vj(k)− x(i)‖−→v (114)
where ‖−→v ‖ = 1. Using what preceded we have the expression in (112) equal to
〈∇f (i)(vj(k)),x∗ − vj(k)〉
= −〈∇f (i)(vj(k))−∇f (i)(x(i)),vj(k)− x(i)〉
= −a‖vj(k)− x(i)‖2〈−→u ,−→v 〉
(115)
But since 〈−→u ,−→v 〉 ≥ 0 due to the monotonicity of the gradient we have 0 ≤ 〈−→u ,−→v 〉 ≤ 1. Then
〈∇f (i)(vj(k)),x∗ − vj(k)〉
= −a‖vj(k)− x(i)‖2b
(116)
where 0 ≤ b ≤ 1.
Similarly,
‖∇f (i)(vj(k))‖2 =
〈∇f (i)(vj(k))−∇f (i)(x(i)),∇f (i)(vj(k))−∇f (i)(x(i))〉
= a2‖vj(k)− x(i)‖2〉−→u ,→ u〉
= a2‖vj(k)− x(i)‖2
(117)
Then substituting (116) and (117) in (118) we have
(1− µ)
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈j,(i)(k),vj − x∗〉+ 2α2k
∑n
j=1
∑p
(i)=1 γ(i)
(
∑p
(i)=1 γ(i))
2
‖j,(i)(k)‖2
− 2aαk
n∑
j=1
p∑
(i)=1
γ(i)(b− 2αka
(
∑p
(i)=1 γ(i))
2
)‖vj(k)− x(i)‖2
(118)
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C. Proof of Lemma 3
From Lemma 1 we have we have
(1− µ)
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈j,(i)(k),vj − x∗〉+ 2α2k
∑n
j=1
∑p
(i)=1 γ(i)
(
∑p
(i)=1 γ(i))
2
‖j,(i)(k)‖2
+ 2αk
n∑
j=1
∑
(i)∈I
γ(i)〈∇f (i)(vj(k)),x∗ − vj(k)〉
+ 2αk
n∑
j=1
∑
(i)∈I{
γ(i)〈∇f (i)(vj(k)),x∗ − vj(k)〉
+
2α2k
(
∑p
(i)=1 γ(i))
2
)
n∑
j=1
p∑
(i)=1
γ(i)‖∇f (i)(vj(k))‖2
(119)
But for (i) ∈ I we have f (i)(x(i)) < f (i)(x∗) and for (i) ∈ I{ we have f (i)(x∗) = f (i)(x(i)), then the above
inequality becomes
(1− µ)
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈j,(i)(k),vj − x∗〉+ 2α2k
∑n
j=1
∑p
(i)=1 γ(i)
(
∑p
(i)=1 γ(i))
2
‖j,(i)(k)‖2
+ 2αk
n∑
j=1
∑
(i)∈I
γ(i)〈∇f (i)(vj(k)),x∗ − x(i) − x(i) − vj(k)〉
+ 2αk
n∑
j=1
∑
(i)∈I{
γ(i)〈∇f (i)(vj(k)),x(i) − vj(k)〉
+
2α2k
(
∑p
(i)=1 γ(i))
2
)
n∑
j=1
p∑
(i)=1
γ(i)‖∇f (i)(vj(k))‖2
(120)
which becomes
(1− µ)
n∑
l=1
‖vl(k + 1)− x∗‖2 ≤ (1− µ)
n∑
j=1
‖vj(k)− x∗‖2
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈j,(i)(k),vj − x∗〉+ 2α2k
∑n
j=1
∑p
(i)=1 γ(i)
(
∑p
(i)=1 γ(i))
2
‖j,(i)(k)‖2
+ 2αk
n∑
j=1
∑
(i)∈I
γ(i)〈∇f (i)(vj(k)),x∗ − x(i)〉
+ 2αk
n∑
j=1
p∑
(i)=1
γ(i)〈∇f (i)(vj(k)),x(i) − vj(k)〉
+
2α2k
(
∑p
(i)=1 γ(i))
2
)
n∑
j=1
p∑
(i)=1
γ(i)‖∇f (i)(vj(k))‖2
(121)
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which by using (116) and (117) we get the result.
D. Martingale 1
Lemma 7. Assume the following inequality holds a.s. for all k ≥ k∗,
vk+1 ≤ a1vk + a2,k max
k−B≤kˆ≤k
vkˆ (122)
vk. uk, bk, ck, a1 and a2,k are non-negative random variables where a1 + a2,k ≤ 1 and {a2,k} is a decreasing
sequences. Then if for ρ = (a1 + a2,1)
1
B+1 and
vk0 ≤ ρΦ(k0)V
′
0 a.s. (123)
for base case k = k0 = k¯ −B. (i.e., notice V0 is not necessary the initial value v0). And Φ is a random variable
from N to N where Φ([n,m]) = [n,m].
And assume that this also holds for all k ≥ k0 up to k = k¯ in an arbitrary manner (i.e., notice the power of ρ
is independent of k ). i.e., k ∈ {k0 = k¯ −B, . . . , k¯} and k¯ −B ≥ max(k∗, k˜). That is
vk ≤ ρΦ(k)V ′0 a.s. (124)
for k = {k0, . . . , k¯}.
Then we have
vk ≤ ρkV0 a.s. (125)
for all k ≥ k¯ where V0 > 0 for all sequences patterns and ρ as before.
Proof: First since a1 + a2,k ≤ 1 then
1 ≤ (a1 + a2,k)− BB+1 =⇒ 1 ≤ (a1 + a2,1)− BB+1
=⇒ (a1 + a2,k) ≤ (a1 + a2,1)
(126)
which implies that
a1+a2,kρ
−B = a1 + a2,k(a1 + a2,1)−
B
B+1
≤ a1,k(a1 + a2,1)− BB+1 + a2,k(a1 + a2,1)− BB+1
= (a1 + a2,k)(a1 + a2,1)
− BB+1
≤ (a1 + a2,k) 1B+1 = ρ
That is
a1+a2,kρ
−B ≤ ρ (127)
Now, by induction we show that (125) for all k ≥ k0. Assume (123) is true for k = k0 and that the induction
hypothesis holds for all k ≥ k0 up to k¯ where k0 = k −B ≤ k ≤ k¯. Then we have for any arbitrary behavior for
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k where k0 = k − B ≤ k ≤ k¯ that we can write the sequences vk in a decreasing sequence. Without a loss of
generality assume we will have for 0 ≤ l ≤ B
vk¯ ≤ ρk¯−lV
′
0
vk¯−B ≤ ρΦ(k¯−B)V
′
0
(128)
Then from (122) we have
vk¯+1 ≤ a1vk¯ + a2,k max
k¯−B≤kˆ≤k¯
vkˆ
≤ a1ρk¯−lV ′0 + a2,k¯ρk¯−BV
′
0
≤ a1ρk¯−lV ′0 + a2,k¯ρk¯−l−BV
′
0
= (a1 + a2,k¯ρ
−B)ρk¯−lV
′
0
≤ ρk¯−l+1V ′0 a.s.
(129)
But without a loss of generality, we can find V0 > 0 such that ρk¯−l+1V
′
0 ≤ ρk¯+1V0 to keep indexing tractable.
And thus (129) is true for all k ≥ k¯ + 1. i.e., notice that for k + 1 = k¯ + 2, we already have for k = k¯ + 1 that
the power of ρ in the recursive inequality after the coefficient a1,k¯ is k¯ + 1. Thus, no matter what the arbitrary
behavior for the prior B terms is, we will have
vk¯+2 ≤ ρk¯+2V
′
0 a.s. (130)
Thus, (129) follows for all k ≥ k¯. 
Remark 8. i.e., notice that it is true for k = k¯ since
vk¯+1 ≤ ρk¯−lV
′
0 and vk¯+1 ≤ ρk¯V0 (131)
E. Martingale 2
Lemma 8. Assume the following inequality holds a.s. for all k ≥ k∗,
vk+1 ≤ a1vk + a2,k max
k−B≤kˆ≤k
vkˆ + a3 (132)
vk. uk, a3. a1 and a2,k are non-negative random variables where a1 + a2,k ≤ 1 and {a2,k} is a decreasing
sequences. Then if for ρ = (a1 + a2,1)
1
B+1 and η = a31−a1−a2,1
vk0 ≤ ρΦ(k0)V
′
0 + η a.s. (133)
for base case k = k0 = k¯ −B. (i.e., notice V0 is not necessary the initial value v0). And Φ is a random variable
from N to N where Φ([n,m]) = [n,m].
And assume that this also holds for all k ≥ k0 up to k = k¯ in an arbitrary manner (i.e., notice the power of ρ
is independent of k ). i.e., k ∈ {k0 = k¯ −B, . . . , k¯} and k¯ −B ≥ max(k∗, k˜). That is
vk ≤ ρΦ(k)V ′0 + η a.s. (134)
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for k = {k0, . . . , k¯}.
Then we have
vk ≤ ρkV0 + η a.s. (135)
for all k ≥ k¯ where V0 > 0 for all sequences patterns and ρ as before.
Proof: First since a1,k + a2,k ≤ 1 then
1 ≤ (a1 + a2,k)− BB+1 =⇒ 1 ≤ (a1 + a2,1)− BB+1
=⇒ (a1 + a2,k) ≤ (a1 + a2,1)
(136)
which implies that
a1+a2,kρ
−B = a1 + a2,k(a1 + a2,1)−
B
B+1
≤ a1(a1 + a2,1)− BB+1 + a2,k(a1 + a2,1)− BB+1
= (a1 + a2,k)(a1 + a2,1)
− BB+1
≤ (a1 + a2,k) 1B+1 = ρ
That is
a1+a2,kρ
−B ≤ ρ (137)
Now, by induction we show that (125) for all k ≥ k0. Assume (133) is true for k = k0 and that the induction
hypothesis holds for all k ≥ k0 up to k¯ where k0 = k −B ≤ k ≤ k¯. Then we have for any arbitrary behavior for
k where k0 = k − B ≤ k ≤ k¯ that we can write the sequences vk in a decreasing sequence. Without a loss of
generality assume we will have for 0 ≤ l ≤ B
vk¯ ≤ ρk¯−lV
′
0 + η
vk¯−B ≤ ρΦ(k¯−B)V
′
0 + η
(138)
Then from (132) we have
vk¯+1 ≤ a1vk¯ + a2,k max
k¯−B≤kˆ≤k¯
vkˆ + a3
≤ a1ρk¯−lV ′0 + a2,k¯ρk¯−BV
′
0 + a1η + a2,k¯η + a3
≤ a1ρk¯−lV ′0 + a2,k¯ρk¯−l−BV
′
0 + a1η + a2,k¯η + a3
= (a1 + a2,k¯ρ
−B)ρk¯−lV
′
0 + η
≤ ρk¯−l+1V ′0 + η a.s.
(139)
But without a loss of generality, we can find V0 > 0 such that ρk¯−l+1V
′
0 ≤ ρk¯+1V0 to keep indexing tractable.
And thus (139) is true for all k ≥ k¯+ 1. i.e., notice that for k+ 1 = k¯+ 2, we already have for k = k¯+ 1 that the
power of ρ in the recursive inequality after the coefficient a1 is k¯+ 1. Thus, no matter what the arbitrary behavior
for the prior B terms is, we will have
vk¯+2 ≤ ρk¯+2V
′
0 + η a.s. (140)
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Thus, (139) follows for all k ≥ k¯. 
Remark 9. i.e., notice that it is true for k = k¯ since
vk¯+1 ≤ ρk¯−lV
′
0 + η and vk¯+1 ≤ ρk¯V0 + η (141)
F. Evaluation of
∑n
i=1 ‖Ri(k − 1)‖2
Then by Cauchy-Schwartz inequality, we have
‖Ri(k− 1)‖2 ≤ α2k−1‖A(i)‖2∞‖B(i)‖22,∞‖∇f (i)l (vM (k− 1))−∇f (i)l (vm(k− 1))‖2 where ‖A(i)‖22,∞ is the norm
of the row of A(i) with maximum l2 norm which is bounded by the Euclidean norm of the vector formed by
the support of a row of A(i) of length equals ni − si of maximum Euclidean norm, since not all coefficients are
nonzero. And vM (k − 1) and vm(k − 1) are the instants at iteration k′ where k − 1 − H ≤ k′ ≤ k − 1 with
‖∇f (i)l (vM (k − 1))−∇f (i)l (vm(k − 1))‖ = maxi,j ‖∇f (i)l (vj(k′))−∇f (i)l (vi(k′))‖. Then
‖∇f (i)l (vM (k − 1))−∇f (i)l (vm(k − 1))‖
≤‖∇f (i)l (vM (k − 1))−∇f (i)l (x∗)‖
+ ‖∇f (i)l (vm(k − 1))−∇f (i)l (x∗)‖
+ ‖∇f (i)l (x∗)‖+ ‖∇f (i)l (x∗)‖.
Thus, squaring both sides and using 2ab ≤ a2 + b2 with the Lipschitz assumption on the gradients along with
the nonexpansiveness property and the boundedness of gradients in the set X we have
‖∇f (i)l (vM (k − 1))−∇f (i)l (vm(k − 1))‖2
≤ 2L2‖vM (k − 1)− x∗‖2 + 2L2‖vm(k − 1)− x∗‖2
i.e., we used ∇f(x∗) = 0. Therefore,
‖Ri(k − 1)‖2
≤ α2k−1‖A(i)‖2∞‖B(i)‖22,∞‖∇f (i)l (vM (k − 1))−∇f (i)l (vm(k − 1))‖2
≤ α2k−1‖A(i)‖2∞‖B(i)‖22,∞(2L2‖vM (k − 1)− x∗‖2
+ 2L2‖vm(k − 1)− x∗‖2).
(142)
But we have
‖vm(k − 1)− x∗‖2 ≤ max
k−1−H≤kˆ≤k−1
‖vq(kˆ)− x∗‖2
where q ∈ {1, . . . , q}.
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‖vM (k − 1)− x∗‖2 ≤ max
k−1−H≤kˆ≤k−1
‖vq(kˆ)− x∗‖2
where q ∈ {1, . . . , q}.
Then
‖Ri(k − 1)‖ ≤
αk−1‖A(i)‖∞‖B(i)‖2,∞(2L max
k−1−H≤kˆ≤k−1
‖vq(kˆ)− x∗‖)
(143)
where q ∈ {1, . . . , n}.
and
‖Ri(k − 1)‖2 ≤
α2k−1‖A(i)‖2∞‖B(i)‖22,∞(4L2 max
k−1−H≤kˆ≤k−1,q∈V
‖vq(kˆ)− x∗‖2)
(144)
and consequently
n∑
i=1
‖Ri(k − 1)‖2 ≤
α2k−1‖A(i)‖2∞‖B(i)‖22,∞(4L2
n∑
i=1
max
k−1−H≤kˆ≤k−1;q∈V
‖vq(kˆ)− x∗‖2
(145)
G. Bounding
∑n
i=1 ‖Ri(k − 1)‖2
From Proposition 3 or 4 we have
n∑
i=1
‖vi(kˆ)− x∗‖2 ≤ D
Then
n∑
i=1
‖Ri(k − 1)‖2 ≤α2k−1‖A(i)‖2∞‖B(i)‖22,∞(4L2D)
leqα2k−1F
(146)
where
F = 4L2D‖A(i)‖2∞‖B(i)‖22,∞ <∞ (147)
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H. Lemmas
Lemma 9. [A variant of Lemma 2 in [11]] Let Y ⊂ RN be a closed convex set. Let the function Φ : RN → R be
convex and differentiable over RN with Lipschitz continuous gradients with a constant L.
Let y be given by y = x− α∇Φ(x) for some x ∈ RN , α > 0.
Then, we have for any xˆ ∈ Y and z ∈ RN ,
‖y − xˆ‖2 ≤ (1 +Aηα2)‖x− xˆ‖2 − 2α(Φ(z)− Φ(xˆ))
+ (
3
8η
+ 2αL)‖x− z‖2 +Bηα2‖∇Φ(xˆ)‖2,
(148)
where Aη = 2L2 + 16ηL2, Bη = 2η + 8 and η > 0 is arbitrary.
A variant of the above lemma (Lemma 2 in [11] or Lemma 4 in [8]). Next we invoke Lemma 7(a) in [9]. which
is given by
Lemma 10. Let Y ⊂ RN be a closed convex set. Let the function Φ : RN → R be convex and differentiable over
RN with Lipschitz continuous gradients with a constant L.
Let y be given by,
y = ΠY(x− α∇Φ(x)) for some x ∈ RN , α > 0.
Then, we have for any xˆ ∈ Y and z ∈ RN ,
‖y − xˆ‖2 ≤ (1 +Aτα2)‖x− xˆ‖2 − 2α(Φ(z)− Φ(xˆ))
− 3
4
‖y − x‖2 + ( 3
8τ
+ 2αL)‖x− z‖2 +Bτα2‖∇Φ(xˆ)‖2,
where Aτ = 8L2 +16τL2, Bτ = 8τ+8 and τ > 0 is arbitrary. The proof is similar to Lemma 2 with the imposing
of the non-expansive property to obtain the extra term.
We begin with the following result, Lemma 6 in [8].
Lemma 11. Let Assumptions 1 and 2 hold. Consider the iterates generated by
θi(k + 1) =
n∑
j=1
[W(k)]ijθj(k) + ei(k) for all i ∈ V. (149)
Suppose there exists a non-negative non-increasing sequence {αk} such that
∑∞
k=0 αk||ei(k)|| <∞ for all i ∈ V ,
then for all i, j ∈ V we have
∞∑
k=0
αk||θi(k)− θj(k)|| <∞. (150)
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