Abstract. While human pose estimation (HPE) techniques usually process each test image independently, in real applications images come in collections containing interdependent images. Often several images have similar backgrounds or show persons wearing similar clothing (foreground). We present a novel human pose estimation technique to exploit these dependencies by sharing appearance models between images. Our technique automatically determines which images in the collection should share appearance. We extend the state-of-the art HPE model of Yang and Ramanan to include our novel appearance sharing cues and demonstrate on the highly challenging Leeds Sports Poses dataset that they lead to better results than traditional single-image pose estimation.
Introduction
2D articulated human pose estimation (HPE) in still images is a very challenging problem that has received considerable attention in recent years [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Thanks to the progress in those works, HPE methods can now be applied with some success on uncontrolled still images, without any prior knowledge about poses, the appearance of persons or backgrounds. However, the problem is far from solved. Highly cluttered backgrounds, large scale changes and strong scale variations can cause the failure of even the most recent state-of-the-art methods [10, 9] .
A trait common to essentially all approaches [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] is to estimate pose independently on each image. We believe that this makes the problem harder than its needs to be. In real applications the test images come in collections, not one at a time. The user typically runs a pose estimator on a collection and only later inspects the results or inputs them to subsequent stages of a larger system. Importantly, usually there are dependencies between the images in a collection. Often some of them show people against a common background, while others show persons wearing very similar clothing (foreground). This happens a lot in sports photography, where both the background (football pitch, gym hall, water pool, tennis court) as well as the foreground recur (different players in the same football team, or even the same athlete in different poses or viewpoints, fig. 1 ). Images with either foreground or background in common are frequent also in: a) video surveillance (images taken in front of the same background); b) in movies (an actor wearing the same clothes throughout an episode); c) holiday photo collections, where the same person appears in many pictures, often wearing the same clothes and/or repeatedly visiting the same location (e.g. beach, pool, hotel room). Even in pure research papers with no concrete application, the proposed methods are evaluated on entire test sets [1, 2, 4, [7] [8] [9] which feature the dependencies mentioned above. One of the most challenging modern datasets [11] , the Leeds Sports Poses (LSP) dataset [7] 1 contains numerous images of soccer, baseball, tennis or indoor sports sharing backgrounds or persons wearing very similar outfits ( fig. 1a) .
In this paper, we propose a novel technique to exploit these phenomena by performing human pose estimation while sharing appearance between images. Our method automatically discovers clusters of images with common foreground or background in the collection and thus determines between which images to share appearance ( fig. 1a) . We robustly estimate color appearance models suitable for all images in a cluster and incorporate them into a state-of-the-art HPE model [10] . Inference on the extended model effectively performs pose estimation jointly over all images in the cluster, guided by the shared appearance models.
Our paper is organized as follows. The next section gives an overview of our approach (sec. 2), followed by a summary of the base HPE model [10] we build on (sec. 3). In sec 4 we present our technique for automatically estimating shared appearance models, and explain how to incorporate them into [10] in sec. 5. We present an extensive experimental evaluation in sec. 6, which demonstrates that our approach for sharing appearance models over images improves performance over [10] run independently on each image.
Related works. Articulated human pose estimation in still images is very challenging due to high variability in person appearance and pose, as well as the presence of background clutter, illumination and self-occlusions. Recent works have addressed these issues with advanced appearance models [1, 4, 3, 12, 7, 5, 10] , complex pose priors [7, 5] or non-tree dependencies between body parts [8, 13] or hierarchical models [14] . While the above works build on variants of the Pictorial Structure (PS) model [15] , there are also other techniques, e.g. bottom-up body assembling from segmentations [16] or pose estimation by foreground max-covering [17] . A trait common to essentially all approaches is to estimate pose independently on each image. In this paper instead we tackle HPE by exploiting multiple images sharing a common appearance.
The importance of good appearance models is reflected by their evolution. Early works employed simple box filters on background subtracted silhouettes [15] . Later, generic appearance models based on image gradients were developed, including generative edge masks [1] , discriminatively trained shape-context templates [3] , or linear [12] and non-linear [7] HOG templates [18] . In addition to generic templates based on gradients, a few works also employ color appearance models specific to a particular image, like in the iterative image parsing work of [1] . Later [4] extended this idea to transfer color models between body parts of a person, which was also adopted by [6] . In this paper we also propose appearance models based on color, but they are estimated over multiple images, following our main spirit of sharing appearance between images.
HPE approaches dedicated to video [19, 20, 2, 21] often employ multi-image models optimizing pose jointly over consecutive video frames. Usually, they exploit pose [2, 21] or appearance [19, 20] consistency over time. In this paper we tackle a different problem. A still image collection lacks temporal continuity and contains many different persons. Fig. 1 . Approach overview. (a) random samples from the LSP dataset with example cluster assignments (solid boxes for background, dashed for foreground; colors depict cluster ids); (b) an automatically discovered foreground cluster with initial pose estimate [10] overlaid; the lower arms in the red circles are incorrectly estimated; (c) two high-weight color bins in the automatically estimated shared foreground model of a lower arm; (d) lower arm foreground likelihood computed according to this appearance model (heat-map); (e) improved pose estimation result produced by our extended HPE model which incorporates the shared appearance model; the lower arms in the red circles are now correctly estimated.
Overview of our method
The core idea of our work is to improve HPE by exploiting background and foreground appearance patterns recurring over several images in a large dataset such as LSP [7] ( fig. 1a) . We give here an overview of the processing stages in our pipeline, focusing on the case of foreground appearance. The pipeline for background appearance is analogue. 1) we run the pose estimator [10] fig. 1d , sec. 4.3). 5) we extend the HPE model of [10] to incorporate these foreground likelihoods as additional unary potentials (sec. 5). 6) we run inference on the extended model to update the pose estimates in all images ( fig. 1e ). Our method exploits the fact that clusters are typically mixed, containing some images with correct and some with wrong pose estimates. Therefore, instead of estimating pose on each image independently our method attempts HPE jointly over a cluster of images with similar appearance. Stage 3 robustly recovers the underlying shared appearance model, minimizing the impact of incorrect pose estimates. The resulting shared appearance model then helps in stage 6 by guiding the extended HPE towards better pose estimates.
As shown in extensive experiments, our method automatically exploits recurring appearance patters in a large dataset to successfully improve the accuracy of human pose estimation ( fig. 1e) . Our extended HPE model outperforms the baseline framework of [10] on one of the largest and most challenging HPE datasets available (LSP, sec. 6).
In the remainder of the paper we present each stage of our pipeline in detail. The state space of a node is now only its (x, y) location. However, orientation is implicitly captured by different mixture components. These are estimated from the training data by clustering the relative position between neighboring parts, typically into 5-6 components per part ( fig. 2a ). This representation is highly flexible and enables to model foreshortening, an effect often responsible for failures of classic PS Following the notation of [10] , we write I for an image, p i for the (x, y) location of part i and t i for its mixture component, where i ∈ {1, ...K}, p i ∈ {1, ...L}, and
Here, t i is the type of part i, which implicitly models its orientation. The energy of a body part configuration (p, t) is
where E is the set of edges connecting body parts in the kinematic tree. Φ(I, p i ) is a a feature extracted from image I at p i , so w ti i Φ(I, p i ) is the image likelihood for part i to be at location p i with type fig. 2b ). Hence each part has different templates for different orientations, which helps to capture the multi-modal appearance of body parts [9, 10] . The work of [10] uses a variant of HOG features [22] for Φ. The deformation model w ti,tj ij Ψ (p i − p j ) is a switching spring model controlling the relative placement of two parts. Each spring w ti,tj ij is tailored to a particular pair of types t i , t j . This allows fine-grained control over the amount of deformation tolerable for each pair of part orientations.
Inference. Finding the configuration (p, t) that maximizes (1) can be done efficiently because E forms a tree and the pairwise potentials are quadratic functions. Using dynamic programming and efficient distance transforms [15] 
.).
With this reformulation, the model can be learned with a structured prediction objective function similar to [22] arg min β,ξi≥0
The constraints state that positive examples (pos) should score at least 1, whereas all possible configurations z of parts in negative images (neg) should score at most -1. The quadratic program (2) has an exponential number of constraints but it defines a convex problem which can be optimized using a dual coordinate-descent solver [10] . In practice, [10] first trains each body part template independently. These initial templates then serve as a good initialization for training of the entire model using dual coordinatedescent of [10] .
Sharing appearance
We present here our technique for sharing appearance models between images (stages 2, 3 and 4 in sec. 2). We start by finding clusters of images likely to have similar fore- ground or background appearance (sec. 4.1, 4.2). For each cluster we then estimate appearance models shared by all images in the cluster and derive from them pixel-wise likelihood maps (sec. 4.3). In section 5 we show how to incorporate these likelihood maps as additional unary potentials into the HPE model in order to improve pose estimation performance.
While single-image state-of-the-art HPE techniques typically employ gradients as features [3, 10, 9] , our representation is based on color which is better suited to model the appearance of specific backgrounds or clothes.
Sharing background
The key idea is to exploit images with common backgrounds to generate an informative additional cue for constraining human pose estimation. We start by clustering images according to their background appearance. Next, for every cluster we robustly estimated a shared background appearance model.
Image clustering. For every image m in the input set I, we extract color histograms h m bg from the entire image except the surface occupied by the initial pose estimate (sec. 2). Even when the initial pose estimate is partially incorrect, the error typically occupies a small portion of the images, so it has a minor influence on the histogram. We then define a pairwise similarity matrix between all images in I as
. Next, we cluster I according to W using agglomerative clustering (sec. 4.3). This results in disjoint clusters B c ⊂ I, with ∪ c B c = I (fig. 3a ). An advantage of agglomerative clustering over other techniques (e.g. k-means, GMM [23] ) is that it does not require the number of clusters as input. Instead, it requires a parameter controlling cluster compactness (i.e. roughly how dissimilar two points can be and yet be in the same cluster). This is desirable in our setting as we want clusters of images with very similar backgrounds, but we do not know how many different types of background there are in the dataset. averaging over all images (fig. 3b ).
Sharing foreground
We start by forming image clusters containing persons with similar appearance, i.e. wearing similar clothes. In a typical cluster, the initial pose estimation worked correctly on some persons and failed on others ( fig. 6 ). For each body part, the key idea of our method is to robustly recover its correct color model by finding the one which occurs most frequently over the cluster. These per-part color models are then used as additional cues to refine the pose estimate (next section). In this manner, our scheme automatically exploits images with correct pose estimates to improve other images where pose estimation failed.
Image clustering. In sec. 4.1 partially incorrect initial pose estimates had little impact, as a wrong limb covers a small portion of the image. Accordingly, the similarity between two images in sec. 4.1 simply ignored this issue. Importantly, in this section we want to find clusters of persons with similar appearance, despite some of them having partially incorrect pose estimates. To succeed we must design a more robust similarity measure that explicitly takes into account partially incorrect poses, as limbs are large relative to the area of a person.
Hence, we define the similarity between images m, n ∈ I as follows:
> , where h k i is the color histogram of the patch covered by part i in image k, is a threshold on the similarity of corresponding body parts in the two images (e.g. the left lower arm in each image), and δ(·) is 1 if the argument is true and 0 otherwise. This similarity measure counts how many body parts have similar appearance in the two images. Again we use agglomerative clustering to partition I into disjoint image clusters F c (sec. 4.3). As fig. 4a shows, the robust similarity measure groups together images of persons wearing similar clothing, despite having errors in the initial pose estimates. These are the right conditions for our approach to make an improvement. As we will see below, the correct pose estimates in the cluster will help to fix the incorrect ones.
Estimating shared models. Given an image cluster F c , for each body part i we want to estimate its correct color model h . 4a) . This is fundamentally different from the background shared model estimation (sec. 4.1). Instead, we propose here a technique for estimating the correct color model which is robust to incorrect initial pose estimates in some images.
We cast the problem as outliers detection. We cluster the patches {h ( fig. 4b ). As the distribution of patch similarities may vary substantially for different kinds of parts i and image clusters F c , we use the median similarity of patches over all pairs of images in F c as the compactness parameter. The key idea behind this dynamic parameter setting is that the similarity of patches within the dominant cluster is higher than the median. Hence, agglomerative clustering will tend to properly form a dominant cluster of highly similar patches, separated from many smaller clusters with other patches (fig. 4b) .
Finally, we compute the shared color model h fig. 4c ). This procedure correctly recovers the shared color model although the body part might be incorrectly localized in some images of F c . In fact it can work when the part is correctly localized even in fewer than 50% of the images, as long as the failures do not have consistent appearance. All it needs is for the correctly localized parts to form a dominant cluster in color space.
Technical details
Agglomerative clustering. We find background/foreground clusters using agglomerative clustering based on clique partitioning (CP) [24] . We construct a fully-connected graph G CP , where each vertex represents an image I m ∈ I and where edges are weighted according to pairwise similarity matrix W ∈ [0, 1] − τ , where τ controls the desired similarity. We partition then G CP into disjoint cliques using CP. As CP is NP-hard we use the fast approximate clique partitioning technique of [25] 4 . Unfortunately, no explicit background/foreground cluster membership annotations are available for the LSP dataset. Therefore, we set the clustering parameters (τ bg and τ fg , respectively) empirically using the LSP training set (see 6) , such that visually appealing clusters are produced.
Likelihood maps. After estimating shared color appearance models, we derive from them a pixel-wise likelihood map for each image in a cluster. The likelihood map is derived by assigning to each pixel its probability according to the color model. In a background cluster B c , the shared color model h c bg yields the same likelihood map I bg for all body parts ( fig. 3c) . In a foreground cluster F c , there is a separate shared color model h c i for each part i, which yields a different likelihood map I fg,i per part (fig. 4d ).
Extended model (ExMoPS)
In this section we show how to extend the MoPS model [10] to include the likelihood maps I bg ,I fg,i derived in sec. 4.3 as additional cues to restrict the location of body parts. For this we redefine the base model (1) to have multiple appearance models a ∈ {gen, bg, fg}
gen is the generic HOG appearance model of [10] , whereas bg/fg are our foreground / background color appearance models shared over an image cluster (sec. 4).
In (1) there was one appearance template w 5) . As mentioned in sec. 4.3, the same background likelihood map is used for all body parts I bg,i = I bg , whereas the foreground likelihood map I fg,i is part specific.
Inference. Inference in the extended model is analogous to the one for the base model (sec. 3). As we only introduced additional unary terms, the computation complexity of inference remains the same.
Learning. Introducing additional appearance terms keeps the model (3) in a form S(I, z) = β · Θ(I, z), but β = (w, b) now spans over multiple appearance templates per part and type. This leads to an equivalent learning problem as (2) . However, we note that our shared appearance cues are defined only on images that contain persons (sec. 4). Therefore, instead of having a negative training set I η containing no person [10] , we sample negative examples from the positive images I ρ (elsewhere than on the groundtruth stickmen).
Analogue to [10] , we first train all appearance templates independently, and then use them as initialization to optimize the full model by dual coordinate-descent. This joint optimization of all parameters of the extended model enables to find an optimal balance between all terms, including multiple appearance cues and pose priors. Moreover, different appearance cues may be weighted differently for different body parts. If a Missing data. Not all appearance terms may be available for every training image, e.g. the foreground sharing cue does not make sense on singleton foreground clusters (sec 4.2). One way out would be to train the model only to a subset of images where all appearance cues are available. However, this might lead to over-fitting and at test time it would require applying different models depending on the availability of cues for a particular test image.
Instead, we propose to replace the likelihood maps for the missing cues with null maps filled with a uniform value (e.g. 0 in foreground null maps). The learned model is then able to discard a cue when it is unavailable.
This effectively enables us to train the extended model on the entire dataset despite the missing appearance cues. At test time we have a single model which benefits from whatever cues are available for a particular image.
Experiments
Dataset. There are several data-sets for evaluating 2D HPE algorithms [1, 2, 4, 7, 9] , some having specific shortcomings: [1] has only a small number of images, while [2, 4] have only moderate pose variability [8] . Hence, we focus the evaluation of our method on the LSP dataset [7] . With 2000 images, it is the largest dataset with fully accurate ground-truth annotations (as opposed to the even larger [9] ). It is also considered one of the hardest datasets in terms of pose variability and background clutter [11] Table 1 . PCP results on the LSP dataset. The avg column reports an average PCP over all the body parts. The remaining 10 columns show PCP for torso (t), left-right lower-upper leg-arm (lul, rul, lll, rll, lua, rua, lla, rla) and head (h).
protocol [7] has equal test and train splits of 1000 images each, covering various sport activities. This dataset is big enough for our approach to discover clusters of images with common background/foreground appearance.
The annotations in LSP are person-centric (PC), i.e. right/left body parts are marked according to the viewpoint of the person. The right ankle of a person facing the camera is left in the image, but it is right in the image if the person faces away from the camera. As we do not expect MoPS [10] nor any other state-of-the-art HPE model [1-6, 8, 10, 11] to distinguish between these two situations, we convert all annotations to observercentric (OC) 5 . Using OC annotations helps reducing confusion during training, e.g. resulting in a more accurate pose prior. Note how OC annotations are by far the most widely used in the 2D HPE community [1-6, 8, 10, 11] .
Evaluation Measure. We quantify performance using the PCP measure (Percentage of Correctly estimated Parts) introduced by [2] and used in many other works [6, 6, 4, 3, 7, 9, 10, 8, 26, 27 ]. An estimated part is considered correct if both its segment endpoints lie within 50% of the length of the corresponding ground-truth segment from their annotated location 6 . We follow the typical evaluation protocol used for datasets containing a single person per image [3, 7, 15, 27, 26] and evaluate only the MAP solution returned by the HPE model. The full body MAP output from MoPS/ExMoPS trained/tested on the LSP dataset is a 26 part body configuration (joint locations and midpoints along the kinematic structure except of the head mid-point). As in [10] , we convert it to 10 physical parts for PCP evaluation (torso, left-right lower-upper leg-arm and head; abbreviated from now on as t, lul, rul, lll, rll, lua, rua, lla, rla, h).
Results. Table 1 reports our results. We start by comparing the base MoPS model [10] to [7, 9] . These are the two works that have published results on LSP before, and they employed the original PC annotations. On these annotations, MoPS performs slightly below [7] . Following [10] , MoPS mines negative training examples from negative part of the INRIA pedestrian dataset [18] . Instead, the extended ExMoPS{gen}, mines negative training examples from positive training images. It performs better then MoPS [10] and it is on par with [7] . The method of [9] achieves higher PCP (62.7) but it is not directly comparable as it uses a much larger training set in addition to LSP (10000 images, so 11× more training data). In summary, the baseline model we adopt ExMoPS{gen} already performs on par with the state-of-the-art [7] , even without appearance sharing between images.
In all following experiments we employ OC annotations, which we believe are more natural for HPE algorithms relying purely on low-level features [1, 4, 3, 6] , as they may not be able to distinguish between front and back views of a person. On these OC annotations, the reference baseline MoPS reaches 60.8% PCP. For a fully transparent comparison, before we investigate the impact of our shared appearance models, we first evaluate MoPS when training from the alternative negative set as above (ExMoPS{gen}). With 63.7%, ExMoPS{gen} achieves higher PCP than MoPS. As both use only the generic HOG appearance term, the difference is completely due the negative examples being better suited for evaluation on the LSP testset.
We are now ready to investigate the improvements brought by incorporating our new shared appearance models. Adding our new background sharing cue yields an improvement to 64.3% PCP (ExMoPS{gen, bg}). An interesting experiment is to remove the sharing element from this cue by enforcing each image to be in its own cluster (ExMoPS{gen, bg} 1img). This degenerates to a technique analogue to [1] , where a background color model is estimated from a single image, but integrated into MoPS. The performance of this model drops to the level of ExMoPS{gen}, demonstrating that the improvement brought by our background sharing is truly due to sharing between images. It supports our claim that collective HPE by sharing background models improve over independent single-image pose estimation, even when augmented with an analogue background term. Importantly, our method discovers between which images to share fully automatically.
We now investigate our new foreground sharing, which we apply to foreground clusters with 3 or more images, as foreground sharing is undefined on a single image. These clusters contain 141 of the 1000 test images. On these images, the foreground sharing model ExMoPS{gen, fg} improves PCP performance by +2.5% over the best baseline ExMoPS{gen}. We can also evaluate foreground sharing on the entire LSP dataset, by adding a null cue to images in smaller clusters, as described in 5. This also improves performance (64.2%) compared to the best baseline (63.7%), which demonstrates our foreground sharing is a useful new component for HPE. Interestingly, both our newly proposed foreground and background sharing methods achieve similar PCP performance (and they are both equally fully automatic).
Finally, we also investigated a method combining both foreground and background appearance sharing ExMoPS{gen, bg, fg}, its performance however turns out on par with methods using either of the shared components.
Conclusions. We have presented a novel technique to perform human pose estimation over multiple images by sharing foreground/background appearance models. As demonstrated on the highly challenging Leeds Sports Pose datasets, our collective pose estimation via appearance sharing improves performance over the baseline method [10] applied independently on each image. In future work we plan to share more elements between images, e.g. texture appearance models.
