Abstract. Let X be a curve over a number field K with genus g ≥ 2, p a prime of O K over an unramified rational prime p > 2r, J the Jacobian of X, r = rank J(K), and X a regular proper model of X at p. Suppose r < g. We prove that #X(K) ≤ #X (F p ) + 2r, extending the refined version of the Chabauty-Coleman bound to the case of bad reduction. The new technical insight is to isolate variants of the classical rank of a divisor on a curve which are better suited for singular curves and which satisfy Clifford's theorem.
Introduction
Let K be a number field and X/K be a curve (i.e. a smooth geometrically integral 1-dimensional variety) of genus g ≥ 2 and let p denote a prime which is unramified in K. Faltings' [Fal86], Vojta's [Voj91] , and Bombieri's [Bom90] proofs of the Mordell Conjecture tell us that X(K) is finite, but are ineffective, providing no assistance in determining X(K) explicitly for a specific curve. Chabauty [Cha41] , building on an idea of Skolem [Sko34] , gave a partial proof of the Mordell Conjecture under the hypothesis that the rank r of the Jacobian of X is strictly less than the genus g. Coleman later realized that Chabauty's proof could be modified to get an explicit upper bound for #X(K). Theorem 1.1 ( [Col85] ). Suppose p > 2g and let p ⊂ O K be a prime of good reduction which lies above p. Suppose r < g. Then #X(K) ≤ #X(F p ) + 2g − 2.
In [LT02] , the authors ask if one can refine Coleman's bound when the rank is small (i.e. r ≤ g − 2). Stoll proved that by choosing, for each residue class, the 'best' differential one can indeed refine the bound. In another direction, Lorenzini and Tucker derive Coleman's bound when p is a prime of bad reduction; a later, alternative proof using intersection theory on X is given in [MP10, Theorem A.5] . Let X be a minimal regular proper model of X at p and denote by X Theorem 1.4. Let X be a curve over a number field K. Suppose p > 2r + 2 is a prime which is unramified in K and let p ⊂ O K be a prime above p. Let X be a proper regular model of X over O Kp . Suppose moreover that r < g. Then #X(K) ≤ #X sm p (F p ) + 2r. Remark 1.5. The condition that p > 2r + 2 ensures that the bounds one gets from the use of Newton Polygons in Chabauty's method are as sharp as possible; using Proposition 2.8, one can write out weaker, but still explicit (in terms of g and p), bounds when p ≤ 2r + 2 or when p ramifies in K (see any of [Col85] , [Sto06] , or [LT02] ). Remark 1.6. When X p is singular or is not hyperelliptic, one can often do better than 2r; see Subsection 5.1. Remark 1.7. The charm of these theorems is that they occasionally allow one to compute X(K); see [Gra94] for the first such example and Example 5.1 for another which uses the refined bound of Theorem 1.4 at a prime of bad reduction.
Example 5.1 is of course quite special, in that most of the time the bound of Theorem 1.4 is not sharp. Chabauty's method gives a way to bound the number of rational points in each residue class (see Proposition 2.8); however, this bound is never less than 1, and yet some residue classes may not have rational points in them. In practice, one applies Chabauty's method to each residue class. If a given residue class seems to have no rational points, a variety of methods usually allow one to prove that this is correct (the most common being Scharaschkin's method, often called the Mordell-Weil sieve); if a given residue class does have a point, then one applies Chabauty's method.
There are a wealth of interesting examples where a more careful analysis of Chabauty's method allows one to determine X(K). Worth noting are the works [Bru99] and [PSS07] , where the integral coprime solutions of the generalized Fermat equations x 2 + y 8 = z 3 and x 2 + y 3 = z 7 (both of which have large, non-trivial solutions) are completely determined by reducing to curves and using Chabauty methods.
For low genus hyperelliptic curves Chabauty's method has been made completely explicit and even implemented in [Magma] , so that for any particular low genus hyperelliptic curve X over Q, X(Q) can often be determined; see the survey [Poo02] for a general discussion of computational issues, [MP10, Section 7] for a discussion of effectivity of Chabauty's method, and the online documentation [Magma] for many details. See [Sto11] for the most up to date survey on such issues -[Sto11, 4.2] gives a quick summary of the interplay between the Mordell-Weil Sieve and Chabauty's method and how to handle residue classes which are empty, and [BS10] and [BS08] give a much more detailed explanation.
Remark 1.8. The p = 2r + 2 case of Theorem 1.4 (i.e. p = 2 and r = 0) is [LT02, Proposition 1.10].
1.2. New ideas -geometric rank functions. Recall the classical notion of the rank of a divisor D on a smooth projective geometrically integral curve X over an infinite field. Definition 1.9. We say that the rank r X (D) of a divisor D ∈ Div X is −1 if D is not equivalent to an effective divisor, and we say that a divisor D which is equivalent to an effective divisor has rank r X (D) = r if for any effective divisor E of degree r on X, D − E is equivalent to an effective divisor and moreover r is the largest integer with this property (i.e. there is an effective divisor E on X of degree r + 1 for which D − E is not equivalent to an effective divisor). Alternatively, let
(|D| is the linear system of effective divisors equivalent to D).
Since X is smooth, projective, geometrically integral, and defined over an infinite field, the functions r X and r are equal. Moreover, r X (D) satisfies Clifford's Theorem [Har77, Chapter III, Theorem 5.4]: if D is a special divisor (i.e. D and K X − D are each equivalent to an effective divisor, where K X is the canonical divisor of X), then r X (D) ≤ 1 2 deg D. Now let X be the curve from the setup of Theorem 1.2. Stoll's proof of Theorem 1.2 uses Clifford's theorem and Riemann-Roch in an essential way -he constructs a special divisor D chab,p on the (smooth) special fiber X p of X (see Subsection 2.5) such that
and deduces that deg D chab,p ≤ 2r from Riemann-Roch and Clifford's theorem.
When the special fiber X p has multiple components, it is no longer true that the ranks r X (D) and r(D) agree for divisors D on X p , since a section
. When X is regular, r(D) still satisfies Riemann-Roch [Liu06, Theorem 7.3.26], and in an earlier version of this paper we gave a direct proof of Clifford's theorem for r(D). However, the divisor D chab,p to which we want to apply Clifford's theorem is no longer special in the usual sense; moreover, when X p has multiple components, it does not follow from Chabauty's method that r(K Xp − D chab,p ) ≥ g − r − 1 (compare with Subsection 3.5).
Modified rank functions: In Subsection 3.3, motivated by the canonical decomposition of the special fiber of the Néron model of the Jacobian of X as successive extensions of Abelian, toric, unipotent, and discrete algebraic groups (see Subsection 3.1), we define rank functions r num , r ab , r tor , r X which satisfy r num (D) ≥ r ab (D) ≥ r tor (D) ≥ r X (D). (Our variant of r X agrees with the one defined above when X has good reduction; moreover r X = r (Proposition 3.11).)
To take into account that sections can vanish along components of X p , these functions instead take as input divisors on X which reduce to smooth points of X p . Moreover, the modified rank functions should be viewed as successively finer approximations to the effectivity of a divisor. For example, if a horizontal divisor D on X is equivalent to an effective horizontal divisor E, then the degree deg(E| Xv ) of the restriction of E to each component X v of X p is non-negative. So a necessary condition for a horizontal divisor D on X to be equivalent to an effective horizontal divisor E is that deg(E| Xv ) ≥ 0 for every component X v of X p ; to define r num (D) we thus modify Definition 1.9 to say that r num (D) is at least r if for every horizontal divisor E of degree r, D −E has non-negative degree on every component X v of X p , and that r num (D) = −1 if deg(D| Xv ) < 0 for some component X v of X p . (Actually, we also allow twisting -i.e. modification by divisors a v X v supported on the special fiber; see Subsection 3.2.)
Our main result about these rank functions (Proposition 3.20) is that r ab (and thus r tor (D) and r X (D)) satisfies a variant of Clifford's theorem: Proposition 1.10. Let D p be an effective divisor on X p and let K Xp be a divisor in the class of the canonical bundle. Suppose that D p and K Xp are supported on smooth points. Then,
With a bit more work, Theorem 1.4 follows (see Section 4). (D) , but this is with respect to the canonical divisor K Γ of the dual graph. This differs from the specialization of the divisor K Xp and in particular does not take into account the genera of the components of X p . Their theorem thus suffices for X p semistable and totally degenerate, but not for the general case. Remark 1.12. While this preprint was in preparation, we became aware of the work of AminiBaker on metrized complexes of curves [AB12] . They introduce a rank function analogous to r ab in a very slightly different context and prove a version of the Riemann-Roch theorem that implies both the Riemann-Roch theorem for r ab and our Clifford bounds on r ab . Their work also makes connections to the theory of limit linear series.
1.3. Organization of the paper. This paper is structured as follows. In Section 2 we review the method of Chabauty and Coleman and present the main argument used to bound #X(K). In Section 3 we introduce the geometric rank functions r num , r ab , r tor , r X and prove Clifford's theorem for r ab (Proposition 3.20). In Section 4 we finish the proof of Theorem 1.4. Finally, in Section 5 we give an example where the refined bound of Theorem 1.4 can be used to determine X(K) and examples where the inequalities
The Method of Chabauty and Coleman
In this section we recall the method of Chabauty and Coleman. See [MP10] for many references and a more detailed account.
Some notation. Let K be a number field, p a prime integer and p a prime of K above p; let v = v p be the corresponding valuation, normalized so that the value group v(K) is Z. Denote by F p the residue field. For a scheme Y over K let Y p be the extension of scalars Y × K K p , where K p is the completion of K at p. For a scheme Y over a field denote by Y sm its smooth locus. Let X be a smooth projective geometrically integral curve of genus g ≥ 2 over K with Jacobian J and let r = rank J(K). Suppose that there exists a rational point P ∈ X(K) (otherwise the conclusion of Theorem 1.4 is trivially true) and let ι : X → J be the embedding given by Q → [Q − P ].
2.1. Models and Residue Classes. Let X be a proper regular model of X p over O Kp and denote its special fiber by X p . We have the following commutative diagram:
Since X is proper, the valuative criterion gives a reduction map
Alternatively, ρ is given by smearing any K p -point of X p to an O Kp -point of X and then intersecting with the special fiber X p ; i.e. ρ(P ) = {P } ∩ X p , where {P } is the closure of the point P (note that even though P is a closed point of X p it is not closed on X ). Since X is regular, the image is contained in X sm p (F p ). Conversely, by Hensel's lemma any point of
we define the residue class (or tube) D Q to be the preimage ρ −1 Q of Q under the reduction map (2.2).
p such that tω (considered as a rational section of relative dualizing sheaf of X ) has neither a pole nor zero along the entire component X v of X p containing Q (in other words, tω is allowed to have poles or zeroes at some individual points of X v , but is not allowed to be identically zero or infinite when restricted to X v ). This is possible because the relative dualizing sheaf is invertible at the generic points of components of the special fiber containing smooth points. Let ω be the reduction of tω to X v and define n ω, Q = ord Q ω. 
p-adic
The following proposition summarizes relevant results of [LT02, Section 1].
Then the following are true.
(1) The function u defines a bijection
] which enjoys the following properties:
The starting point of Chabauty's method is the following proposition.
2.3. Newton Polygons. We now will use Newton polygons to bound the number of zeroes of
Section 6], we let e = v(p) be the absolute ramification index of K p and make the following definitions, where v p is the valuation of Q p (and in particular, normalized so that v p (p) = 1).
Definition 2.7. We set
The key proposition is [Sto06, Proposition 6 .3] where a Newton polygon argument gives the following bound.
Proposition 2.8. We have the bound
Furthermore, suppose e < p−1. Then δ(v, n) ≤ e ⌊n/(p−e−1)⌋. In particular, if p > n+e+1, then δ(v, n) = 0.
Bounding #X(K). We bound #X(K) as follows. For each
For nonzero ω ∈ V chab (see Definition 2.6) summing the bound of Proposition 2.8 over the residue classes of each smooth point gives
To use this we need to bound
As in the good reduction case of [Col85] , Riemann-Roch gives, for a fixed ω, the preliminary bound
If p > 2g + e − 1, then in particular p > n(ω, Q) + e + 1 for every Q and Proposition 2.8 reveals that δ(v, n(ω, Q)) = 0, recovering the bound of Theorem 1.3
The idea of the proof of Theorem 1.2 (due to [Sto06] ) is to use a different differential ω Q for each residue class to get a better bound. Stoll does this for the good reduction case [Sto06, Theorem 6.4 ] and what prevents his method from working in full generality is that the reduction map
(and thus the classical rank function r(D) of Definition 1.9) is well behaved only when X is smooth. The key feature of Stoll's proof is the following: Chabauty's method produces a divisor D with the property that a bound on deg D gives a bound on #X(K). In this subsection we extend Stoll's construction of this divisor to the case of bad reduction.
For a map f : Y → Z denote by ω f the relative dualizing sheaf of f . Recall the setup of (2.1). The appropriate generalization of the reduction map (2.9) is the following. Since the structure map π : X → Spec O Kp is flat [Liu06, p. 347], base change for relative dualizing sheaves [Liu06, Theorem 6.4.9] gives an isomorphism i
. Now let V = V chab (see Proposition 2.6), and for any Q ∈ X sm p (F p ) let n Q := min n ω, Q ω ∈ V .
Then Proposition 2.8 becomes
Definition 2.10. We define the Chabauty Divisor to be the divisor
In what follows, we introduce new ideas to show that deg D chab,p ≤ 2r.
Geometric Rank functions
In this section we define the rank functions r num (D), r ab (D), r tor (D), r X (D) and prove Clifford's theorem for r ab .
Let O Kp be a DVR with fraction field K p and perfect, infinite residue field F p and let X be a regular semistable curve over O Kp with generic fiber X p and special fiber X p .
Remark 3.1. Note that in this section we make the additional assumptions that the residue field is infinite and that X is semistable. With a view toward our intended applicationbounding the degree of the Chabauty Divisor of Definition 2.10 -we note that the degree of D chab,p can only increase after field extensions. Moreover, after a finite extension of K p , X Kp is dominated by a regular semistable model X ′ of its generic fiber, and again the degree of the Chabauty Divisor of X ′ can only grow. See Section 4 for the precise argument. We call the first three steps in the hierarchy numeric, Abelian, toric. We can rephrase the steps in the hierarchy as finding a better and better approximation to a section of Step (1) has been studied in the context of linear systems on graphs by Baker-Norine. Baker-Norine's theory works best when all components of X p are rational. In this case step (2) imposes no constraints. See Subsection 3.4 for a short review.
In this paper, we will advocate for including step (2) when not all components of the special fiber are rational. 3.2. Dual graphs. Let X /O Kp be a regular, semistable curve. We define the dual graph Γ of X to be the graph whose vertices are the irreducible components X v of X p and with an edge between the vertices corresponding to nodes of X p .
Remark 3.2. Our usage differs from that of Baker [Bak08] for the following reasons: we do not require the models to be strictly semistable; vertices in the dual graph correspond to irreducible components of X p , not to components of the normalization. Consequently, components X v of X p may have nodes.
Because there are multiple edges in our graph, we will treat edges as a multiset in Sym 2 V (Γ), so there may be many edges e satisfying e = vw for a pair of vertices v, w. 
Let M(Γ) ∼ be the quotient of M(Γ) by constant functions. Note that ∆ is defined on M(Γ) ∼ . We can view ϕ ∈ M(Γ) as a twist (i.e. a vertical divisor on X ) by setting V ϕ = v ϕ(v)X v . Since the special fiber of X is linearly equivalent to 0, elements of M(Γ) that differ by a constant function induce linearly equivalent twists. For a divisor D on X , we define the
Let Div(X p (K p )) be the divisors of X p supported on K p -points (i.e. each individual point is defined over K p ). There is a reduction map
given by P → {P } ∩ X p . By regularity of X , this map is surjective onto X sm p (F p ) and therefore induces a surjective map
There is a multidegree map
that factors through ρ. Note that our usage differs from that of [Bak08] in that what we call the multidegree map is there called the specialization map. The canonical bundle K Xp of the special fiber has the following multidegree:
Since X is proper, X p (K p ) = X (O Kp ) and thus Div X p (K p ) is naturally identified with horizontal divisors in Div X (O Kp ). In particular, we will freely pass between divisors supported on X p (K p ) and their closures. For example, for ϕ ∈ M(Γ) and D ∈ Div X p (K p ), the twist D(ϕ) refers to the divisor D + V ϕ , where D is the closure of D. Moreover, we will apply ρ and deg to horizontal divisors.
Rank functions.
We can use the steps in the hierarchy of Subsection 3.1 to define geometric rank functions. Let D be a divisor in Div(X p (K p )) and E be an effective divisor in Div(X p (K p )). Let D, E denote the closures of D, E on X . We consider the following conditions:
(1) There is a twist ϕ such that O X (D − E)(ϕ) has non-negative degree on every component of X p ; (2) There is a regular section s v of O X (D − E)(ϕ)| Xv for each v ∈ V (Γ); (3) The sections s v can be chosen to agree across nodes; (4) The section s formed from the s v 's extends to X as a section of O X (D − E)(ϕ). Definition 3.3. We define rank functions r 1 , r 2 , r 3 , r 4 , which we denote by r num , r ab , r tor , r X , as follows. Let D ∈ Div(X p (K p )). We say r i (D) = −1 if and only if D fails to satisfy steps 1 to i, and for r ≥ 0, we say r i (D) = r if and only if for any effective divisor E of degree r on X p (K p ), D − E satisfies steps 1 to i and there is an effective divisor E on X p (K p ) of degree r + 1 for which D − E fails to satisfy one of steps 1 to i. Definition 3.4. We say two divisors D, E ∈ Div(X p (K p )) of the same degree are (num, ab, tor)-linearly equivalent if the difference of their closures on X , D − E, satisfies steps 1 to 1, 2, or 3 respectively. These rank functions do not all depend on the geometry of the generic fiber X p . Instead, some of them capture the combinatorics and the geometry of the special fiber. First, we note that the restriction of a twist to the special fiber depends only on the special fiber.
Lemma 3.5. Let ϕ ∈ M(Γ), considered as the twist ϕ(v)X v . Let X v 0 be a component of the special fiber. For an edge e of Γ at v 0 , let p e be the corresponding node on X v 0 . Then,
where the sum is over the edges at v 0 . Moreover,
deg(O X (ϕ)) = ∆(ϕ).
Proof. Because the special fiber of X is linearly equivalent to 0 on X , ϕ is linearly equivalent to (ϕ(v) − ϕ(v 0 ))X v . The lemma follows from the fact that
and the claim about the multidegree of O X (ϕ) now follows from definitions.
Remark 3.6. Because steps (1)-(3) only depend on the reduction of E and the reduction map is surjective, to determine the rank, one need only look at classes of effective divisors in Div(X sm p (F p )). Furthermore, r num is only sensitive to the dual graph Γ and the multidegree deg(D) of D and is equal to the rank function of Baker-Norine [BN07] on the dual graph of X p . Because the rank functions r ab , r tor only depend on ρ(D), they factor through the reduction map. We may therefore view r ab , r tor as defined on Div(X sm p (F p )). Remark 3.7. One can also study the ranks associated to a regular proper minimal model. In this case, the Jacobian will have unipotent factors coming form non-reduced components. The combinatorics of bad reduction in this case have been studied by Lorenzini [Lor90, Lor11] and are quite involved.
3.4. Rank of a divisor on a graph. We review some facts from the theory of linear systems on graphs [Bak08, BN07] , and in particular the identification of r num with the rank of a divisor on a graph.
Definition 3.8. Two divisors D 1 , D 2 on a graph are said to be linearly equivalent if D 1 − D 2 = ∆(ϕ) for some ϕ ∈ M(Γ). For a non-negative integer r, a divisor D on Γ is said to have rank at least r if for any effective divisor E on Γ of degree r, the divisor D −E is linearly equivalent to an effective divisor. We define the rank r(D) of D to be −1 if D is not linearly equivalent to an effective divisor, and otherwise we define r(D) to be the largest integer r such that D has rank at least r.
Remark 3.9. Let X /O Kp be a regular, semistable curve and let D ∈ Div X p (K p ) be a divisor. Then it follows from Lemma 3.5 that
The canonical divisor of Γ is the divisor
The degree of this divisor is given by
where g(Γ) is the first Betti number of the graph. We have the following comparison between the multidegree of the canonical bundle of X p and the canonical divisor on Γ:
This formula follows by the arguments of [Bak08, Lemma 4.15]. If X p is totally degenerate (i.e. g(X v ) = 0 for every component X v of X p ), then we do have deg(K Xp ) = K Γ .
We say that a divisor D on Γ is special if r(K Γ − D) ≥ 0. We will make extensive use of the following:
Theorem 3.10 (Clifford's theorem for graphs [BN07, Corollary 3.5]). Let Γ be a graph and let D ∈ Div(Γ) be an effective special divisor. Then
When X p is totally degenerate, this theorem is sufficient for the proof of Theorem 1.4. In general though, the dual graph Γ of X p may have smaller genus than X p , and the bound on the degree deg D chab,p of the Chabauty divisor will be 2r + 2(g(X p ) − g(Γ)) > 2r, which is not sufficient for the application to the Chabauty-Coleman bound.
3.5. Upper bounds. We now observe that these rank functions provide upper bounds for the dimensions of linear subspaces on X p . For r num , this is the specialization lemma of Baker [Bak08] .
) be an effective divisor of degree r. Because the condition that a section of O Xp (D) vanishes at E imposes at most r conditions, one can find a section s on X p vanishing at E. Let D = D and extend the section s as a rational section of O X (D). Decompose the divisor of s as the sum of a horizontal divisor H and a vertical divisor V = − v ϕ(v)X v for some ϕ ∈ M(Γ). If s is considered as a section of O X (D)(ϕ), then it is regular section and does not vanish along any component of the special fiber. Using that convention, we set s v = s| Xv for each component X v of the special fiber. Then the s v 's satisfy conditions (1)-(4). We conclude that r X (D) ≥ r. Now we show r X (D) ≤ r. Because X p (K p ) is infinite, there is a divisor E ∈ Div(X p (K p )) of degree r+1 such that there is no non-zero section of O Xp (D) vanishing on E. If r X (D) ≥ r+1, then there would be a twist ϕ such that O X (D − E)(ϕ) has a section s that is non-zero on every component of X p . Such a section s restricts to the generic fiber as a non-zero section of O Xp (D − E). This is impossible.
Remark 3.12. If the residue field F p is algebraically closed, then X sm p (F p ) has infinitely many points. By the surjectivity of the reduction map, X p (K p ) is infinite and the above proposition applies.
Since, by Definition 3.3, r 1 (D) ≥ r 2 (D) ≥ r 3 (D) ≥ r 4 (D), we have the following corollary:
Remark 3.14. There are thus inequalities r num (D) ≥ r ab (D) ≥ r tor (D) ≥ r X (D); see Section 5 for examples where the inequalities are strict.
Remark 3.15. The rank functions r ab and r tor are sensitive to unramified field extensions. When one extends the residue field, one allows more choices for the effective divisor E, so the rank functions do drop with field extensions. This is not a problem since they do stabilize at a finite extension. The proof of that requires results from the next subsection. To avoid this issue, we can pass to the maximal unramified field extensions. This does not affect the specialization lemma or the rank r X . In fact, extensions of the residue field give better bounds for r X .
3.6. Twist General Position. Recall that the residue field of O Kp is infinite. All divisors D p on X p will be supported at smooth points.
Lemma 3.16. Let D be a divisor on Γ. Then the set of twists that make D effective,
is finite.
Proof. Given ϕ ∈ M(Γ), we may translate to suppose max(ϕ(v)) = 0. We show that ϕ is bounded below by a constant in terms of deg(D p ). Suppose max(ϕ) is achieved at some vertex v 0 . Then we have
for all v. For w 0 adjacent to v, we have
Taking v = v 0 and continuing outward, we see that ϕ is bounded below.
Definition 3.17. Let D p be a divisor on X sm p . An effective divisor E p is said to be in twist general position with respect to D p if for all components X v and all twists ϕ ∈ M(Γ) with
In other words Lemma 3.18. Let D p be a divisor on X p . Let E ∈ Div(Γ). Then there exists a divisor E p ∈ Div(X sm p (F p )) such that deg(E p ) = E and E p is in twist general position with respect to D p .
Proof. For any twist ϕ and component X v , the set of effective divisors F v supported on
is non-empty and Zariski open in Sym
3.7. Clifford Bounds. We prove the Clifford bound for r ab . By Remark 3.14 this implies the corresponding bounds for r tor . We suppose that F p is algebraically closed. We also pick once and for all a (not necessarily effective) divisor K Xp ∈ Div(X sm p (F p )) in the class of the canonical bundle on the special fiber. In this case, the usual Clifford bounds (if L is special) or the Riemann-Roch theorem (if L is non-special) imply h 0 (L| Xv ) < g + 1.
Consequently, for a generic degree g divisor D on X v , we do not expect h 0 (L| Xv − D) to have a non-zero section.
Proposition 3.20. Let D p be an effective divisor on X p supported at smooth points. Then,
Remark 3.21. The idea of the proof is the following. For a vertex v corresponding to a component
is not equivalent to an effective divisor on Γ (e.g., it may have negative degree), then for every twist ϕ, there is a component X vϕ of X p such that
In particular, Clifford's theorem or the Riemann-Roch theorem for X vϕ implies that
The upshot is that, if Q is a divisor in twist general position such that deg Q| Xv = g(X v ) for all v, then for every twist ϕ,
This does not quite give the desired bound, since it may happen that g(X v ) > g − deg Dp 2 − 1; the subtleties of the proof are:
1) to find a component X v of X p such that fewer than g(X v ) points are necessary to force the rank of (K Xp − D p − Q)(ϕ)| Xv ϕ to be −1, and 2) when K Xp − D p has sections on every component, we can add a divisor Q ′ in twist general position such that K Xp − D p − Q ′ has no sections and apply (1); we can keep the degree of Q ′ small by applying the Riemann-Roch theorem for graphs to
Proof of Proposition 3.20. We first consider the case deg(
be the finite set of Lemma 3.16. If S deg(Dp) is empty, the rank of D p is −1 and we are done. So suppose S deg(Dp) is non-empty. For ϕ ∈ S deg(Dp) , let Cliff(ϕ) be the set of vertices that are Clifford with respect to (K Xp − D p )(ϕ). We call such vertices ϕ-Clifford. By degree considerations, Cliff(ϕ) = ∅ for all ϕ ∈ S deg(Dp) . Let m be the minimum of |Cliff(ϕ)| taken over all ϕ ∈ S deg(Dp) and
+ 1⌋ points on X vϕ and g(X w ) points on X w for each non-ϕ-Clifford w, chosen in twist general position with respect to
has a section on every component. By construction K Xp − D p has at least m ϕ ′ -Clifford vertices. If it has more than m ϕ ′ -Clifford vertices, then there is some vertex w that is ϕ ′ -Clifford but not ϕ-Clifford. Therefore, Q p contains g(X w ) points on
by construction. But then by Clifford's theorem
Therefore, we may suppose that v ϕ is not ϕ ′ -Clifford. But because |Cliff(ϕ ′ )| = |Cliff(ϕ)|, there is some vertex w that is ϕ ′ -Clifford but not ϕ-Clifford. By the reasoning above, there cannot be a section of (K Xp − D p − Q)(ϕ ′ ) on that component.
Putting these inequalities together gives
Rearranging completes the proof.
Now we remove the semistability hypothesis. 
We claim that deg D chab,p ≤ deg D 
By associating elements of K p across the tensor product, we may suppose that each ω i extends to X and that none vanish along X w . Moreover, choose an expression
where π ′ is a uniformizer of K ′ p and u ′ i has valuation equal to 0. Let k be the minimum of the k i 's.
We claim that i|k i =k u ′ i ⊗ ω i does not vanish along X w . If it did, for each i with k i = k, take u i ∈ K ur p that has the same residue as u ′ i and rewrite the sum of terms with minimum v ′ (a i ) as
Since u i ⊗ ω i = 1 ⊗ u i ω i vanishes along X w , it can be written as (π ′ ) l ⊗ω for some l > 0 andω in V chab whereω does not vanish along X w . Moreover, each u Remark 4.3. One can obtain this bound using linear systems on weighted graphs as developed by Amini and Caporaso [AC11] . Their theory is more combinatorial than ours and does not consider the algebraic geometry of the irreducible components. Our approach, however, may give sharper bounds in examples when one has an understanding of the geometry of the components.
Remark 4.4. We describe in this remark a rank function that is constructed to give the sharpest bound in situations like those considered above. Note that the divisor D chab,p is supported on the special fiber. Given a line bundle L on a semistable model X and an effective divisor D p supported on smooth points of the special fiber, one can define a rank function r(L, D p ) by saying that r(L, D p ) ≥ r if and only if for every effective divisor E p ∈ Div(X sm p (F p )) of degree r, there is a section s of L| X such that D p + E p is contained (with multiplicity) in the reduction of the divsior (s). Indeed, the proof of Proposition 4.1 uses a bound on r(K Xp , D chab,p ).
Examples
Example 5.1. Here we give an example of a hyperelliptic curve with bad reduction where the refined bound of Theorem 1.4 is sharp. Let X be the smooth genus 3 hyperelliptic curve over Q with affine piece −2 · 11 · 19 · 173 · y 2 = (x − 50)(x − 9)(x − 3)(x + 13)(x 3 + 2x 2 + 3x + 4).
This curve has bad cuspidal reduction at the prime 5 and its regular proper minimal model X over Let J be the Jacobian of X. Then J is absolutely simple. Indeed, J has good reduction at 13 and for i ∈ {1, . . . , 30} a computation reveals that the characteristic polynomial of Frobenius for J F 13 i is irreducible. By an argument analogous to [PS97, Proposition 14.4] (see also [Sto08, Lemma 3]) we conclude that J F 13 (and hence J) is absolutely simple.
One can check that 5 is the only prime at which our refinement of the Chabauty-Coleman bound is sharp. Thus, one can use neither a map to a curve of smaller genus nor the Chabauty-Coleman bound at a prime of good reduction to determine X(Q). The situation is even more delicate (but usually favorable) when X p has multiple components; next, we give examples where the inequalities in r num (D) ≥ r ab (D) ≥ r tor (D) ≥ r X (D) are strict.
Example 5.3 (r num (D) > r ab (D)). In general, on a semistable curve X which is not totally degenerate (i.e g(X v ) > 0 for some component X v of X p ) one expects to find divisors D such that r num (D) > r ab (D). For example, let X be a genus 1 curve with good reduction, so that Γ is a single vertex. Pick P ∈ X p (K p ). Then r ab (P ) = 0 since there is no non-constant section of O Xp (P ) while r num (P ) = 1.
Example 5.4 (r ab (D) > r tor (D)). Let X be a regular curve which is a regular proper minimal model of its generic fiber and whose special fiber has the following form: one component X v is a hyperelliptic curve; the other component X w is a rational curve; the two components meet in two nodes which are neither fixed points of the hyperelliptic involution on X v nor hyperelliptically conjugate on X v . Note that the special fiber is not hyperelliptic since the hyperelliptic involution does not extend from X v (which would follow from the universal property of the regular proper minimal model). Let P, Q ∈ X sm p (F p ) be hyperelliptically conjugate points on X v . Since there is a section of O Xv (P + Q), r ab (P + Q) = 0. We claim that r tor (P + Q) = −1. Notice that no non-trivial twist of P + Q has non-negative degree on both components. Therefore, we only have to consider sections of O Xp (P + Q). A section of O Xp (P + Q)| Xv gives a hyperelliptic projection which takes different values on the nodes. A section of O Xp (P + Q)| Xw = O Xw is just a constant function. Therefore, no choice of sections match across both nodes.
Example 5.5 (r tor (D) > r X (D)). Let X be a non-hyperelliptic curve with good reduction whose special fiber is hyperelliptic. Let P ∈ X (K p ) be a point whose reduction ρ(P ) to the special fiber is fixed by the hyperelliptic involution. Then r tor (2P ) = 1 since for any Q ∈ X p (F p ), O Xp (ρ(2P ) − Q) has a non-vanishing section. However, any section of O X (2P ) must restrict to the special fiber as a constant section. If such a section vanishes on Q, then it must vanish identically on X . drafts, and Dino Lorenzini for suggesting some references for the non-semistable case and encouragement and comments. Particular thanks should be given to Matt Baker for introducing the first author to Chabauty's method and for suggesting to the second author that the totally degenerate case might follow from [BN07] . Computations for Example 5 were done using the software Magma [Magma] .
