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The  conventional  approach  for the  control  of distribution  networks,  in  the  presence  of active  generation
and/or  controllable  loads  and  storage,  involves  a combination  of both  frequency  and  voltage  regulation  at
different  time  scales.  With  the  increased  penetration  of  stochastic  resources,  distributed  generation  and
demand response,  this  approach  shows  severe  limitations  in both  the  optimal  and  feasible  operation  of
these networks,  as  well  as  in  the  aggregation  of the  network  resources  for upper-layer  power  systems.  An
alternative  approach  is to directly  control  the  targeted  grid by  deﬁning  explicit  and  real-time  setpoints
for  active/reactive  power  absorptions/injections  deﬁned  by  a solution  of  a speciﬁc  optimization  problem;
but  this  quickly  becomes  intractable  when  systems  get  large  or  diverse.  In  this  paper,  we address  this
problem  and propose  a method  for the  explicit  control  of the  grid status,  based  on  a common  abstract
model  characterized  by  the  main  property  of being  composable.  That  is to  say,  subsystems  can  be  aggre-enewable energy
oftware agents
gated  into  virtual  devices  that hide  their  internal  complexity.  Thus  the  proposed  method  can easily  cope
with  systems  of  any  size  or complexity.  The  framework  is presented  in  this  Part  I, whilst  in  Part  II  we
illustrate  its  application  to  a CIGRÉ  low  voltage  benchmark  microgrid.  In  particular,  we  provide  imple-
mentation  examples  with  respect  to  typical  devices  connected  to distribution  networks  and evaluate  of
the  performance  and  beneﬁts  of the  proposed  control  framework.. Introduction
The modern and future electrical infrastructure has to satisfy
wo main conﬂicting requirements: (i) provide reliable and secure
upply to an increasing number of customers, and (ii) take into
ccount the rational use of energy and the protection of the
nvironment. This last requirement drives major changes in power
ystems, where the most evident result is an almost quadratic
ncrease of the connection of renewable energy sources [1]. It is
enerally admitted that these sources need to be massive and
istributed, in order to provide a signiﬁcant part of the consumed
lectrical energy (e.g. [2]). However, the increased penetration of
enewable energy-resources in medium and low-voltage networks
s such that, in several countries, operational constraints have
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already been attained. This calls for a radical re-engineering of
the entire electrical infrastructure. Conventional approaches are
unable to scale to such an increase in complexity.
As known, the main controls of an interconnected power sys-
tem are essentially concerned with (i) maintaining the power
balance and (ii) maintaining the voltage levels close to the rated
values, both performed at various time scales. These two  basic
controls are the building blocks used by other more sophisti-
cated regulators responsible for hierarchically superior actions
(e.g., angular and voltage stability assessment, congestions in
main transmission corridors, etc.). As well known, the control
of (i) is based on the link between the power imbalance and
the network frequency (that constitutes the control variable) and
it is usually deployed in three main time-frame controls that
belongs to primary, secondary and tertiary frequency controls.
There are essentially two  main drawbacks to this control philoso-
phy: First, there is a monotonous increasing dependency between
the primary/secondary frequency-control reserves and the errors
associated with the forecasts of increasing renewable production
(especially when distributed in small dispersed units). Second, the
deﬁnition of the primary/secondary frequency-control reserves is
centralized; hence, distributed control mechanisms, to be deployed
A. Bernstein et al. / Electric Power System
Nomenclature
u = (P1, Q1, P2, Q2, . . .,  Pn, Qn) control (target) setpoints
x = (P ′1, Q ′1, P ′2, Q ′2, . . .,  P ′n, Q ′n) implemented (actual)
setpoints
xˆ current (estimated) setpoints
Ai PQt proﬁle of follower i (set of possible target
values for (Pi, Qi))
Ci(Pi, Qi) virtual cost of follower i
BFi(Pi, Qi) belief function of follower i (set of possible
(P ′
i
, Q ′
i
) when (Pi, Qi) is requested)
A   A1 × A2 × · · ·,  ×An joint PQt proﬁle (set of possible
values for u)
A˜0 exact aggregated PQt proﬁle (set of possible val-
ues for (P0, Q0) power at PCC)
A˜∗0 approximate aggregated PQt proﬁle
BF(u) = BF1(P1, Q1) × · · · × BFn(Pn, Qn) joint belief function
(set of possible x when u is targeted)
B˜F0(P0, Q0) exact aggregated belief function (set of pos-
sible (P ′0, Q
′
0) when (P0, Q0) is targeted)
B˜F
∗
0(P0, Q0) approximate aggregated belief function
U set of admissible setpoints u
J penalty for electrical state feasibility
i
i
s
t
s
d
a
r
a
w
a
(
a
T
p
H
b
i
l
p
q
a
t
a
c
n
c
t
r
n
s
r
d
p
I
a
2. State of the artJ0 penalty for power ﬂow deviation at the PCC
n distribution networks with active resources, cannot be easily
mplemented. These mechanisms will require increasing reserve
cheduling in order to keep acceptable margins and to maintain
he grid vulnerability at acceptable levels (e.g. [3]). An example of
uch a principle is described in [4].
As for the control of (ii), which requires maintaining the voltage
eviations within predetermined limits (e.g., [5]), it is implemented
t various levels and with different strategies that mainly control
eactive-power injections. However, network voltages ﬂuctuate as
 function of various quantities such as the local and overall net-
ork load, generation schedule, power system topology changes
nd contingencies. The typical approach for voltage-control divides
still into primary, secondary and tertiary controls) the control
ctions as a function of their dynamics and their area of inﬂuence.
he major advantage of such an approach is that it enables a decou-
ling of the controllers as a function of their area of inﬂuence.
owever, it is not easily down-scalable to distribution networks
ecause, similarly to the frequency control, it was conceived for
nterconnected power systems, where the control resources are
imited in number, large in size, and centrally controlled.
In general, if we base the equilibrium of the grid in terms of
urely power injections, there is always the need to assess ade-
uate reserves in order to guarantee the power balance (both
ctive and reactive) of the system. In agreement with this approach,
he European Network Transmission Systems Operator (ENTSO-E)
ttempts to extend to distribution the network codes that set up a
ommon framework for network connection agreements between
etwork operators and demand/producers owners [5]. This spe-
iﬁc network code requires the distribution networks to provide
he same frequency/voltage support provided by other centralized
esources (i.e., power plants) directly connected to transmission
etworks. Such an approach, however, has many drawbacks in
ystems characterized by dominant non-dispatchable stochastic
enewable energy resources where, to balance the power, the non-
esirable use of traditional power plants (usually gas-ﬁred power
lants e.g. [6] or, when available, hydro power plants) is necessary.
n contrast, if in distribution networks it is possible to expose to
 grid controller the state of each energy resource (i.e., generation,s Research 125 (2015) 254–264 255
storage, and loads) in a scalable way, then it is possible, in principle,
to always ﬁnd an admissible and stable system-equilibrium point
with small or negligible power-balancing support from the external
grid. This feature will enable the graceful operation of each local dis-
tribution network in both islanded and grid-connected operation
modes, thus allowing, for this last one, the possibility of quantifying
the amount of the microgrid’s ancillary services to the upper power
network (i.e., primary and secondary frequency control support, as
well as voltage compensation). Directly controlling every resource
however is clearly too complex when resources are numerous and
diverse. This is the challenge we  propose to tackle.
Our goal is therefore to deﬁne a scalable method for the
direct and explicit control of real-time nodal power injec-
tions/absorptions. We  use software agents, which are responsible
for subsystems and resources, and we  communicate with other
agents in order to deﬁne real-time setpoints. To make our method
scalable, we use the following features:
(a) Abstract framework.  It applies to all electrical subsystems
and speciﬁes their capabilities, expected behavior, and a simpli-
ﬁed view of their internal state. A subsystem advertizes its internal
state by using PQt proﬁles, virtual costs and belief functions, which
are expressed using a common device-independent language (Sec-
tion 4).
The existence of a common abstract framework is an essential
step for scalability and composability. It was applied, for exam-
ple, to the control of very large and heterogeneous communication
networks in [7].
(b) Composition of subsystems. It is possible to aggregate a set of
interconnected elements into a single entity. A local grid with sev-
eral generation sources, storage facilities and loads can be viewed
by the rest of the network as a single resource.
(c) Separation of concern. Agents that are responsible for grids
(henceforth called “Grid Agents”) manipulate only data expressed
by means of the abstract framework and do not need to know the
speciﬁc nature of the resources in their grid; in particular, there is
only one grid agent software for all instances of grid agents. In con-
trast, resource agents (which are responsible for speciﬁc resources)
are speciﬁc, but their function is simpler, as it is limited to (i) map-
ping the internal state of the resource and expressing it in the
proposed abstract framework and (ii) implementing the power set-
points received from the grid agent with which they communicate.
In other words, agents that need to know details of diverse systems
are simple-minded, whereas agents that need to take intelligent
decisions have an abstract, simple view of the grid and of their
resources.
In view of the complexity of the proposed approach, the paper
has been divided into two  parts. In Part I, we  give the formal descrip-
tion of the proposed method. In Part II, we  present the detailed
application with the reference to actual resources connected to
active distribution networks and evaluate the performance of the
proposed method in a CIGRÉ low voltage benchmark microgrid. The
structure of this ﬁrst part is the following. In Section 2, we  discuss
the state of the art. In Section 3, we present the deﬁnition of agents
and their interaction and give a global overview of our method.
The abstract framework is described in Section 4 (PQt proﬁles, vir-
tual cost, and belief functions). In Section 5, we  present the details
of the decision process performed in the grid agent. In Section 6, we
discuss the composability property and propose methods for aggre-
gation of subsystems. Finally, we close this part with concluding
remarks in Section 7.The literature on the real-time control of microgrids in the pres-
ence of stochastic generation tackles the problem by using two
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ain approaches. The ﬁrst relies on centralized stochastic opti-
ization control, and the second uses multi-agent-based systems
MAS).
The ﬁrst approach relies on the possibility of quantifying and
sing the statistical distributions of both the stochastic genera-
ion and the loads in a central controller/dispatcher. In general, the
ontroller/dispatcher is responsible for the solution of an optimal
ispatch problem constrained by the grid operation limits. In [8],
 scheduling of microgrid resources is proposed; it accounts for
he stochasticity of the wind and plug-in vehicles by means of a
rute-force scenario-generation and reduction based on a-priori
nown statistical distributions of these stochastic variables. In [9],
t is proposed to solve the microgrid dispatch problem, together
ith its optimal conﬁguration, by representing the stochastic-
ty of renewable resources/loads via a forecasting tool based on
he support vector regression technique. The authors of [10] pro-
ose a power scheduler aimed at minimizing the microgrid net
ost, where the utility of the dispatchable loads accounts for the
orst-case transaction cost inferred from the uncertainties in the
enewable generation. In [11] the stochasticity is faced by using a
odel Predictive Control strategy when coupling traditional space
eating sources with combined heat and power units to achieve
nergy replacement.
The other approach discussed in the literature of microgrids
ontrol relies on MAS  (e.g., [12]). In this context, MAS  are pro-
osed as a step toward the distribution of control. Optimization
oals in previously proposed methods (e.g., [13,14]) consider the
perational costs of the system without accounting for the opera-
ional constraints such as voltage magnitudes or line congestions.
ore in particular, the MAS  approach presented in [14] relies on
he availability of droop control that is suitably adjusted by MAS
egotiations. However, this method does not express the speciﬁc
tates of the resources in the device-independent advertisements
or does it consider the grid state to ensure an appropriate grid
uality-of-Supply (QoS) and a feasible operation of the grid. The
uthors of [15] present a centralized control scheme that uses MAS
or generation scheduling and demand-side management for sec-
ndary frequency regulation, in order to optimize the operational
ost of a microgrid in both grid-connected and islanded modes.
owever, the method proposed there does not account for the
perational constraints associated with the grid and, also, does
ot take into account the sub-second time constraints associated
ith the short-term volatility of stochastic resources. Therefore,
his method does not appear to be a real-time control method.
he case of the post-fault microgrids behavior is discussed in [16],
nd the design principles of a corresponding MAS-based real-time
ontrol method are presented. In particular, the proposed method
s designed to achieve fast load-shedding strategies in order to
aintain the real-time power balance of the microgrid and, as a
onsequence, avoid its collapse. Their paper does not discuss the
se of the MAS  with respect to the optimal operation of the grid in
ormal operating conditions. Additionally, similarly to the other
eferences, the proposed method does not express the internal
tates of the resources to the other agents and it is not scal-
ble.
Our approach goes several steps beyond. First, we base our
ethod on a uniﬁed, abstract representation of devices and
ubsystems, central element for simple design and correctness
y construction. Second, our approach is composable, i.e., entire
ubsystems can be abstracted in the same way of a device.
his characteristic makes our approach fully scalable from low-
oltage microgrids to medium-voltage distribution networks.
hird, we target stringent real-time control. Speciﬁcally, we
ropose a formal approach capable to close the agent negoti-
tion and deployment of control setpoints in sub-second time
cales.s Research 125 (2015) 254–264
3. Agents and the interaction between them
We  rely on the current structure of power grids, essentially
composed by a number of subsystems interconnected at different
voltage levels. Each subsystem is constituted of electrical grids and
resources: loads, generators and storage devices. For sake of clarity,
we use the example in Fig. 1 where a meshed sub-transmission
network (TN1), interconnects a neighbor transmission network
(TN2), a large generator (LG1), a large storage systems (LS1) and
distribution networks (DN1, DN2, DN3) that have local genera-
tion and storage. The ﬁgure also shows details of the distribution
network DN2, where we can identify a storage system (SS1), a mini-
hydro power plant (DG1), a photovoltaic installation (DG2), and
secondary substations that represent the local loads (SL1, SL2, SL3).
We use software agents,  i.e., pieces of software that are able to
speak for, and control, a set of electrical systems. An agent can be
associated with a resource, or an entire system including a grid
and/or a number of devices. An agent can be implemented in a
stand-alone processor, as a process on a control computer, or as
an embedded system. Small systems such as appliances, boilers or
small photovoltaic roofs do not necessarily need to have a speciﬁc
agent. Instead, they can be controlled and represented by one sin-
gle group-aggregating agent that uses a broadcast protocol such as
GECN [17,18]. An agent that controls an entire grid is called “Grid
Agent” (GA); other agents are called “Resource Agents” (RAs). Each
agent is assigned a role of a leader of one or more other agents
that we term the followers of that leader. The roles follow the hier-
archy of distribution and transmission networks. For example, in
Fig. 1, the grid agent of DN2 is a leader of the resource agents of
SS1, DG1, DG2, and SLx. Also, DN2’s Grid Agent is a follower of
TN1’s Grid Agent. Resource Agents are always followers, but grid
agents can assume both roles. Agents communicate using a simple
Advertisement/Request protocol, as follows.
1. A follower agent (GA or RA) periodically advertises an abstract
view of the internal state of the resource or grid to its leader in
the form deﬁned in Section 4.
2. A leader agent (GA) has knowledge of the state of its electri-
cal grid and uses the information received from its followers,
together with the requested setpoints from its own leader, in
order to compute the requested power setpoints of its followers
(Section 5); the setpoints are then sent to all the followers.
3. On receiving the requested setpoints, the followers set, if pos-
sible, their operation according to the requested setpoints and
respond with a new advertisement that also serves as a conﬁr-
mation to the leader that the setpoints were set.
The process is repeated periodically every T time units. In this
paper we take T = 100 ms,  a value short enough to cope with the
fastest volatility of distributed resources and large enough to be
compatible with the need to estimate the electrical state of the
grid. However, this time can be shortened down to the limit of
the adopted telecom infrastructure. We  also assume that a GA
receives measurements from the grid under its responsibility; they
are used to estimate the electrical state. The measurement mes-
sages are also sent periodically, with a period T˜ = 20 ms.  Such a
time period is compatible with the data frames of modern moni-
toring systems equipped, for instance, with phasor measurement
units (PMUs). These devices typically provide synchrophasor mea-
surements ranging from 10 to 60 frames-per-second, as required by
the IEEE Std. C37.118 [19,20]. Examples of time latencies and accu-
racy of real-time state estimation processes fully based on PMU
data are discussed in [21,22]. Typical time latencies of less than
200 ms  can be achieved in order to determine the system state with
relevant refresh rates of some tens of milliseconds.
A. Bernstein et al. / Electric Power Systems Research 125 (2015) 254–264 257
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. Virtual cost, PQt proﬁle and belief function
In this section, we describe the elements of the advertisement
essages that are sent by the followers to their leader.
.1. Virtual cost and PQt proﬁle
An agent advertises to its leader a region in the (P, Q) plane (for
ctive and reactive power) that the subsystem, under the control of
his agent, can deploy (negative power means consumption). More
recisely, thePQt proﬁle advertised by the agent is the set of (P,
) values that this subsystem is willing to implement in the next
teration. In addition, the agent also advertises a virtual cost func-
ion, deﬁned for every (P, Q) in the PQt proﬁle. The virtual cost is
nterpreted as the cost to this subsystem of applying a requested
ower setpoint. It is worth observing that this virtual cost does not
ake reference to a real electricity cost. On the contrary, its role is
o quantify the propensity of this subsystem to deploy (P, Q) set-
oints within particular zones of the PQt proﬁle. For instance, if a
torage system is close to be fully charged, its agent advertises a
egative cost for positive P and positive cost for negative P, thus
ignaling to the grid agent that the storage system would prefer
o be discharged. Note that agents do not advertise device speciﬁc
nformation such as state of charge; this is an intentional feature of
ur approach, because keeping the advertised information generic
nables aggregation and composition of systems.
.2. Belief function
A follower agent also advertises its belief function, which returns
he set of all possible (actual) setpoints that this subsystem might
mplement. Formally, we call BF the belief function of an agent and
ssume that it receives from its leader GA a request to implement
 setpoint (P, Q); then the actual setpoint (P′, Q′) that this subsys-
em does implement lies in the set BF(P, Q) with overwhelming
robability.ﬁguration with active distribution networks.
The belief function accounts for the uncertainty in subsystem
operation. In particular, highly controllable subsystems, such as
batteries and generators, are expected to have (almost) ideal beliefs,
namely BF(P, Q) = {(P, Q)}. For subsystems such as PV/wind farms,
or loads, the belief function will return larger sets, to account for
their volatility.
It is important to underline the difference between a PQt proﬁle
and a belief function: the former indicates the deployable setpoints
that this subsystem is willing to receive, whereas the latter indi-
cates all the possible operating conditions that might result from
applying a requested setpoint due to the stochasticity of the pro-
cess controlled by the resource agent. In particular, the PQt proﬁle
represents the domain of deﬁnition of both the virtual cost function
and the belief function.
Recall that the advertisement messages (with PQt proﬁles, vir-
tual costs and belief functions) are sent not only by RAs to their GA
but also by a GA to its own leader, by means of the composability
property described in Section 6.
4.3. Valid approximations of PQt proﬁles and belief functions
As our goal is to develop a real-time system that completes its
cycle in approximately 100 ms,  we  often use simpliﬁcations. To be
valid (i.e., to keep the system in a feasible electrical state), any
simpliﬁcation must satisfy the following property:
Deﬁnition 1 (Validity property for PQt proﬁles and belief functions).
(Ai, BFi) is a valid pair of PQt proﬁle and belief function for a given
subsystem i if, whenever this subsystem receives a target setpoint
(P, Q ) ∈ Ai, the actual power injected by this subsystem lies in the
set BFi(P, Q).
As will become clear below, a grid agent can simplify its compu-
tation by using approximations of the advertised PQt proﬁles and
belief functions, instead of those sent by the followers, as long as
the approximation satisﬁes the validity property. In particular, if
we replace an original PQt proﬁle and belief function by an approx-
imating subset for the PQt proﬁle and approximating supersets for
258 A. Bernstein et al. / Electric Power System
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The goal of the grid agent GA is to compute the collection
u = (P1, Q1, . . .,  Pn, Qn) (3)Fig. 2. Illustration of the decision process made by GA.
he belief function, then the approximation is valid. We  present
oncrete examples of such simpliﬁcations in Sections 5.2.2 and 6.1.
. The grid agent’s decision process
In this section, we describe the decision process performed by
he grid agent (GA), as illustrated in Fig. 2. Consider a GA responsible
or a grid in which there are n subsystems, each with their own
gent A1 . . . An (recall that some of these subsystems may  be entire
rids). This GA can also be following a leader grid agent, say GA0.
At every time step, this GA receives the PQt proﬁles, virtual costs
nd belief functions of followers A1, . . .,  An, the target setpoint (P0,
0) for the power ﬂow to/from its leader grid (requested by the
eader GA0), and an estimation of the electrical state of the grid. The
oal of the GA is then to steer, using frequent updates, the electrical
tate of its grid by explicitly setting the power setpoints so that (i)
he virtual costs of the followers are minimized, (ii) the setpoint
P0, Q0) is satisﬁed as much as possible and that (iii) the grid is in a
easible state of operation,  as deﬁned in Section 5.1.
To reach its goal, the GA applies its decision process, as described
n Section 5.2, and obtains target power setpoints (P1, Q1, . . .,  Pn,
n) that are then communicated to the followers. All subsystems
o their best to implement the target setpoints, but subsystem i
ight end up applying a setpoint (P ′
i
, Q ′
i
) ∈ BFi(Pi, Qi) where BFi is
he belief function previously advertised by Ai. The process is then
epeated at the next time step.
Observe that in our hierarchy of agents, there can be two pos-
ible types of GAs: (i) a GA that is connected to a higher network
hose GA is its leader, and (ii) a GA that has no leader and works
n islanded mode. We  term the former internal GA (representing the
nternal node in the tree hierarchy) and the latter root GA (repre-
enting the root of the tree hierarchy). A root GA naturally relies on
 slack resource (e.g., storage system) in order to operate its grid. In
uch a case one of the followers becomes a slack agent.
In the following subsections, we describe the details of the GA’s
ecision process, emphasizing the difference between these two
ypes of GAs.
.1. Feasible state of operation and admissible target setpoints
In the case of the internal GA, we consider that the grid under
ts control is connected to the grid of the leader grid agent, say GA0,
t a point of common coupling (PCC). We  assume that GA knows
he equivalent Thevenin impedance between the PCC and the slack
us of the overall system. This impedance can be computed using
 given methodology such as [23–25]. Thus, for the computation
f the load-ﬂow, we consider as a slack bus the node after this
mpedance that is included in the admittance matrix of the grid.
In the case of the root GA, the slack bus is naturally deﬁned by
he slack resource.
The electrical state of this grid is given by the set {ık, Vk} of the
oltage angles and magnitudes at different buses k, with ı0 = 0◦ and
0 is ﬁxed (given) by convention of the slack bus. We  assume thats Research 125 (2015) 254–264
the GA has the means to estimate the electrical state of its grid with
a sufﬁcient refresh rate compatible with the frequency of power
setpoints updates.
We  say that an electrical state is feasible if
(i) It satisﬁes static conditions on voltage and currents, of the form
Vk ∈ [Vnomk − ˇk, Vnomk + ˇk], I ≤ Imax (1)
where Vnom
k
is the nominal voltage value of Vk (which depends
on the voltage rating of the GA’s grid), I is the current mag-
nitude at a line2  = (k, k′), and ˇk and Imax are given threshold
variables.
(ii) The power injection at the slack bus is within a speciﬁed region
R0:
(P0, Q0) ∈ R0. (2)
Note that, for the sake of clarity, the concept of feasible electri-
cal state deﬁned by (1) and (2) has been intentionally simpliﬁed
to include only these steady-state feasibility conditions. This con-
cept can be further extended to take into account other conditions
that formalize the dynamic stability of a grid such as voltage and
angular stability. In this respect, recent literature has discussed
the stability aspects of microgrids in the case of constant-power
injections/absorptions actuated by modern power electronics (e.g.,
[26,27]). Although this aspect goes beyond the scope of this paper,
it is worth observing that for this speciﬁc case, as the GA is assumed
to know the state of the grid, it also knows the admittance matrix
of the system. As a consequence, it can formally compute the
frequency-domain input impedances in the correspondence of each
node where the resources are connected. Therefore, the GA can
potentially use this information to augment the computation of
the feasible electrical state of the grid and, thus, include further
stability requirements.
We  are interested in radial distribution networks, in which it is
known that the load-ﬂow problem has a unique solution if volt-
age magnitudes are close to nominal values [28,29]. We  consider
a grid operating in this regime. In particular, we assume that the
voltage magnitude bounds ˇk are small enough to guarantee the
uniqueness of a solution to the load ﬂow and that it contains a mar-
gin compatible with the accuracy of state estimation. This implies
that the electrical state of the grid and the power ﬂow at the PCC
are uniquely determined by the injections/absorptions at all sub-
systems (P1, Q1, . . .,  Pn, Qn) and the voltage (ı0, V0) at the slack
bus.
We aim at controlling the power setpoints at all subsystems,
which therefore allows to control the electrical state of the grid.
However, the actual power setpoints implemented by subsystems
can differ from targets, and this is captured by the belief functions.
This suggests the following deﬁnition.
Deﬁnition 2 (Admissible Target Setpoints).  We  say that a collection
of target setpoints (P1, Q1, . . .,  Pn, Qn) is admissible if for any actual
implementation, compatible with the belief function, the resulting
electrical state is feasible. We denote the admissible set by U.
5.2. Formulation of the objective function and overview of the
decision process2 If the current getting into line (k, k′) is different from the one getting into line
(k′ , k), I is the maximum one among them.
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f target setpoints that it will send to its followers. In order to do
o, the virtual costs of the followers are aggregated by means of the
eighted total cost
(u) 
n∑
i=1
wiCi(Pi, Qi), (4)
here Ci is the virtual cost function of follower i, and the weights
wi} express the preference of GA of one follower over another.
In particular, GA would put a higher weight on the cost function
f a device that provides more service to the grid and is more con-
rollable. For example, more weight can be put on storage systems,
hereas less weight on loads and semi-controllable generators
such as PV or wind farms). The optimal computation of the weights
s out of the scope of this paper. We  just mention that, in gen-
ral, some adaptive learning procedures can be applied to adjust
he weights based on the observed history of the followers. In this
aper, we assume that the weights are pre-computed based on the
rior knowledge on the followers and that they are ﬁxed during the
ystem’s operation.
Further, we add a penalty term that represents the constraints
n the power at the PCC/slack bus. Here and below, we  use a super-
cript (I) to denote the variables related to the internal GA, and (R)
o denote these of the root GA. In the case of the internal GA, it
eeds to accommodate the request (P0, Q0) sent by its leader agent
A0; this is captured by adding to the virtual cost a penalty term
(I)
0 (P0, Q0; P0(u), Q0(u))
here J0(·) is some measure of the distance between (P0, Q0)
nd (P0(u), Q0(u)). Here, (P0(u), Q0(u)) is the resulting power ﬂow
hrough the PCC when the collection of power ﬂows at other sys-
ems is given by u. In this paper, we use the function J0 deﬁned
y
(I)
0 ((P0, Q0), (P
′
0, Q
′
0)) = w0((P0 − P ′0)2 + (Q0 − Q ′0)2)
or w0 > 0. On the other hand, as the root GA works in an islanded
ode, there is no request for the power at the connection point.
nstead, we use the advertised cost of the slack agent as a cost for
ower at the slack bus, namely
(R)
0 ((P0, Q0), (P
′
0, Q
′
0)) = w0C0(P ′0, Q ′0),
here C0 is the cost advertised by the slack agent.3
Finally, a penalty term J(u) is added to capture the distance of
he electrical state to the boundary of the feasible region. This func-
ion is deﬁned in terms of both threshold variables ˇk and Imax . In
his paper, we consider that the ﬁrst is constant (e.g., 10% of the
ominal voltage), whereas the second might change dynamically.
n particular, we allow a line to transfer current over its ampacity
imit by considering the speciﬁc energy of its conductor, normally
vailable from the manufacturer. With this, Imax

is computed as
he current that makes the Joule Integral
∫
I(t)2dt reach the speciﬁc
nergy characteristic.
3 It is worth observing that, as deﬁned by the proposed control framework, the
lack agent sends the advertisement messages to the root GA (namely, PQt pro-
le, cost, and belief functions); however, instead of implementing setpoints, the
onverter of the slack device works in the voltage control mode, satisfying any
nstantaneous (P, Q) request within its capability limits.s Research 125 (2015) 254–264 259
In this paper we  use the function J deﬁned by
J(u) 
∑
k
(Vk(u) − Vnomk )
2
ˇ2
k
− (Vk(u) − Vnomk )
2
+
∑

I(u)
2
(Imax

)2 − I(u)2
if {Vk(u), I(u)} satisfy (1)
= ∞ otherwise.
(5)
In the above Vk(u), I(u) are the voltage and current magni-
tudes that result from the load-ﬂow solution when the collection
of power injections/absorptions is given by u.
Ideally, GA would like to ﬁnd a collection of target setpoints u
that (i) is admissible (as per Deﬁnition 2) and (ii) minimizes
C(u) + J0(P0, Q0; P0(u), Q0(u)) + J(u) (6)
over all admissible u.
However this is not easily computable. Instead, we  propose to
steer the power injections in the direction of the optimum of (6),
using a gradient descent approximation.  More precisely, the decision
process at the grid agent computes
u = PU{xˆ − ˛∇u[C(u) + J0(P0, Q0; P0(u), Q0(u)) + J(u)]|u=xˆ}, (7)
where PU is the Euclidean “projection”4 to the admissible set U, xˆ =
(Pˆ1, Qˆ1, . . ., Pˆn, Qˆn) is the last estimated power setpoint (obtained
from the GA’s state estimation process), and  ˛ is a step size param-
eter.
Note that the algorithm deﬁned in (7) requires two major com-
putations: (i) that of the gradient of the objective function, and (ii)
the projection to U.  We  next describe the methods that are used in
this paper in order to perform these computations in real time.
5.2.1. Gradient of the objective function
By using the deﬁnition of J in (5), it can be easily veriﬁed that
∇xJ(x) =
∑
k
2ˇ2(Vk(x) − Vnom)
(ˇ2 − (Vk(x) − Vnom)2)
2
∇xVk(x)
+
∑

2(Imax

)2((Imax

)2 − I(u)2)(
(Imax

)2 − I(u)2
)2 ∇xI(x). (8)
This requires the knowledge of Vk(x) and I(x) and, in partic-
ular, its dependence on the setpoint x. The exact dependence is
complicated, as it follows from the solution of the power ﬂow
equations. We  use, instead, a linear approximation of this depend-
ence. In particular, given the current state Vˆ = {Vˆk} and Iˆ  = {Iˆ}
(obtained from the state estimation procedure), we  let V˜(x) = Vˆ +
KV (x − xˆ), and I˜(x) = Iˆ +  KI(x − xˆ), where KV and KI are the voltage
and current sensitivity coefﬁcients computed using methods as in
[30,31]. By using this approximation, we  have that ∇xV˜k(x) = (KV )k
and ∇ x˜Ik(x) = (KI)k. Moreover, as the gradient ∇xJ(x) is computed
at x = xˆ,  we have that V˜(x) = Vˆ and I˜(x) = Iˆ.  Therefore, Eq. (8) and
the approximated values above provide us with an approximation
of the gradient of the objective function.
A similar approach is taken in order to compute the gradient
of J0(u0, X0(x)), where X0(x) = (P0(x), Q0(x)): the exact dependence
of X0(x) is replaced by an approximated linear one, and the cor-
responding gradient is computed. Finally, the gradient of the cost
function C(x) is computed either by using the analytical form of the
cost function advertised to GA, or by numerical approximation.
4 In the general case, the set of admissible setpoint U is non-convex. Hence, in the
practical implementation, the projection is replaced with ﬁnding a closest point in
U as described in A.
2  Systems Research 125 (2015) 254–264
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.2.2. Computation of the beliefs and projection to the admissible
et
We next give explicit expressions for the admissible sets used
n both types of grid agents. For clarity, we now need to introduce
ome more notations. We  denote with A  the joint PQt proﬁle, i.e.
et of all collections of setpoints that are in the advertized PQt pro-
les. Namely, A   n
i=1Ai, where Ai is the PQt proﬁle advertised by
ollower i and n
i=1 stands for the Cartesian product of sets. Sim-
larly, we denote with BF the joint belief function, deﬁned for all
 = (P1, P2, . . .,  Pn, Qn) ∈ A  by BF(u)  ni=1BFi(Pi, Qi). Note that A
epresents the domain of deﬁnition of the two functions C(u) and
F(u).
Since the internal GA works in grid-connected mode, we assume
hat there is no explicit constraint on the power ﬂow at the PCC
namely, constraint (2) is inactive). Hence, the admissible set can
e written as
(I)
{
u ∈ A(I) : ∀x ∈ BF (I)(u), J(I)(x) < ∞} , (9)
here x = (P ′1, Q ′1, . . .,  P ′n, Q ′n) is any actual implementation of the
etpoints. Observe that, in this case, the feasibility condition (1) is
quivalent to J(I)(x)< ∞ (see (5)). In the admissible set of the root GA,
n the contrary, the feasibility condition (2) is active, as it takes into
ccount the capability limits of the slack resource. In particular,
(R)
{
u ∈ A(R) : ∀x ∈ BF (R)(u), J(R)(x) < ∞ and X(R)0 (x) ∈ A(R)0
}
,
(10)
here A(R)0 is the PQt proﬁle of the slack resource, and X
(R)
0 (x) is
he power injected/absorbed5 by it when the power setpoint of the
ther followers is x.
We next relax the exact computation of the projection to the set
f admissible target setpoints U,  which is required in algorithm (7).
ote that belief functions are used to ensure a feasible operation of
he grid, hence we need to guarantee that the relaxation maintains
he feasibility property.
For brevity, we now focus on the internal GA; similar computa-
ions are performed in the root GA. First, consider the subproblem
f testing whether a given control u is in U.  We  refer to this process
s the admissibility test. As follows from (9), in order to carry out
his test, we should solve max
x∈BF(u)
J(x) and verify whether the result is
nite.
The above optimization is hard in general, hence we  propose
o relax it as follows. First, observe that using Deﬁnition 1, we can
eplace the exact belief functions with supersets. We  thus assume
hat the grid agent has access to functions B¯Fi(Pi, Qi) with the fol-
owing two properties: (i) BFi(Pi, Qi) ⊆ B¯Fi(Pi, Qi), and (ii) B¯Fi(Pi, Qi)
s a rectangle in R2. We  note that the rectangular super beliefs can
e either sent directly by the follower agents, or computed by the
rid agent from the advertised exact beliefs.
In addition, we use the following property of the load-ﬂow
olution that holds true in the networks considered in this paper.
t was shown in [29] that the solution is monotonic in radial dis-
ribution networks, whenever the shunt elements of the lines are
eglected. Speciﬁcally, every voltage magnitude can either increase
r decrease monotonically6 as a function a single power injection
while the other injections are kept ﬁxed). Similarly, the extreme
alues of the current magnitudes are obtained at the extreme
5 Note that the setpoint computed by the root GA does not include that of the
lack resource.
6 This is true for actual low voltage grids and, in particular, for the one considered
n  the case study used in this paper in Part II. Regarding the MV  network, for which
he transverse line parameters cannot be neglected, we  have numerically validated
his property.Fig. 3. Schematic representation of a radial distribution network.
values of a power injection. By using the deﬁnition of J in (5), it
follows that only a small ﬁnite number of simple computations is
required in order to perform the admissibility test of a control u.
In particular, for each vertex v of B¯F(u), we should test whether (i)
there exists a solution to the load-ﬂow equations, and (ii) J(v) < ∞.
Given this simpliﬁed admissibility test, we  can devise an efﬁ-
cient method for projection to U.  As the projection is needed only
in a local vicinity of the current setpoint xˆ,  it can be efﬁciently
computed by doing a search of the closest point in U,  and using a
relatively small number of the (simpliﬁed) admissibility tests. We
present the details of the related algorithms in Appendix A.
6. Composition of subsystems
A key aspect of our framework is composability:  subsystems can
be aggregated and viewed by others as a single entity that exhibits
the same properties of a single subsystem (i.e., PQt proﬁle, virtual
cost, and belief function). This is essential for the application of the
method to systems of any size and complexity.
To illustrate the idea, we consider a radial power network shown
schematically in Fig. 3 and two  settings of agents depicted in Fig. 4.
In the ﬂat setting of Fig. 4(a), there is a single grid agent (root GA)
that is responsible for the whole grid (Grid0, Grid1, and Grid2) and is
a leader of N1 + N2 agents A11, . . .,  A1,N1 , A21, . . .,  A2N2 . In the hier-
archical setting of Fig. 4(b), there are three grid agents GA0, GA1,
and GA2, each responsible for Grid0, Grid1, and Grid2, respectively.
Consequently, in the hierarchical setting, GA1 is an internal GA that
is the leader of N1 agents A11, . . .,  A1N1 , GA2 is an internal GA that
is the leader of N2 agents A21, . . .,  A2N2 , and GA0 is a root GA that is
the leader of GA1 and GA2.
In this case, GA1 and GA2 represent their internal state to GA0
by advertising aggregated PQt proﬁles, virtual costs, and belief func-
tions. To deﬁne these elements, consider the follower grid agent
GA1, aggregating and sending advertisements to its leader grid
agent GA0. First, GA1 computes the aggregated PQt proﬁle as the set
of all possible power ﬂows (P10 , Q
1
0 ) at the PCC of Grid1 and Grid0,
given that the powers injected by the followers of GA1 belong to
their respective PQt proﬁles, advertised to GA1; this is computed by
solving the load-ﬂow for Grid1. Second, GA1 computes the value of
the aggregated virtual cost function for every (P10 , Q
1
0 ) that is in the
aggregated PQt proﬁle as follows: GA1 applies its decision process in
order to obtain a collection of power setpoints for its set of follow-
ers and returns the corresponding value of the objective function
(6). Last, the value of the aggregated belief function at (P10 , Q
1
0 ) is the
set equal to the union of all possible actual power ﬂows at the PCC
of Grid1 and Grid0 over all possible actual power injections at the
followers, given by the belief functions advertised to GA1.In theory, such an aggregation is transparent, i.e., the operation
of the grid is the same in both the ﬂat and the hierarchical settings.
More precisely, assume that
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(i) The two systems in Fig. 4(a) and (b) are synchronized in com-
munication exchange;
(ii) There is no delay in the transmission of information over the
channels;
iii) Both GA1 and GA2 know the exact equivalent Thevenin
impedance between their PCC and the slack bus of the overall
system;
iv) All the grid agents implement the optimal control deﬁned by
the optimization (6), with the penalty function J0 given by
J0(P0, Q0; u0) =
{
0, if (P0, Q0) = u0,
∞, otherwise.
(Namely, we have a strict constraint (P0, Q0) = u0 at the PCC.)
roposition 1. In the ideal case deﬁned above, the target power
etpoints computed at one step of the decision process are the same in
oth settings of Fig. 4(a) and (b).
The proof of this proposition can be found in the Appendix A.
In Part II of this paper, we propose practical methods for com-
uting the aggregated elements described above and we show their
erformance.
.1. Aggregated PQt proﬁle and belief function
In order to aggregate in practice the PQt proﬁles and belief func-
ions of an internal GA, we use the validity property formulated in
eﬁnition 1.
To this end, we ﬁrst write the load-ﬂow constraints more explic-
tly, in terms of the power injections in the grid and the powers at
he slack bus:
0 =
N∑
i=1
Pi − LP({Pi, Qi}), Q0 =
N∑
i=1
Qi − LQ ({Pi, Qi}), (11)
here LP({Pi, Qi}) ≥ 0 and LQ({Pi, Qi}) is the active and reactive total
ower loss. Alternatively, (11) can be written as
0(u) =
∑
i
ui − L(u), L(u)  (LP({Pi, Qi}), LQ ({Pi, Qi})),
nd the exact aggregated PQt proﬁle reads
˜ ⋃ { ∑ }0 =
u∈U
u0 =
i
ui − L(u) . (12)
Our method for approximation is based on (i) omitting the
oss term when computing the aggregated PQt proﬁle, and (ii). (b) A hierarchical architecture, with three grid agents.
accounting for the resulting error in the aggregated belief function.
Next, we  describe these two  procedures in detail.
6.1.1. Computing the aggregated PQt proﬁle
(i) Given the current setpoint xˆ (assumed known via a state-
estimation process), randomly and uniformly generate M setpoints
uk ∈ A, k = 1, . . .,  M with the following two  properties:
• Locality:
∥∥uk − xˆ∥∥ ≤ ˛Gmax, where  ˛ is the step size of the gra-
dient descent algorithm (7) and Gmax is an upper bound for the
gradient.
• Admissibility:
∀x ∈ conv{BF(uk)} , J(x) < ∞,  (13)
where conv
{
BF(uk)
}
is the convex hull of the sets deﬁned by the
belief functions BF(uk), k = 1, . . .,  M.  Observe that (13) is a stronger
requirement than just uk ∈ U,  k = 1, . . .,  M.  This step can be per-
formed efﬁciently by using local methods for projection described
in Appendix A. In particular, similarly to the methods described in
Section 5.2.2, conv
{
BF(uk)
}
can be overapproximated by a rect-
angular set, and the feasibility property is then trivially tested
only on the vertices of the rectangle.
(ii) Compute the corresponding ideal powers at the slack bus
uk0 =
∑N
i=1u
k
i
, and advertize the following approximation for the
aggregated PQt proﬁle:
A˜∗0 = conv({uk0}
M
k=1), (14)
namely the convex hull of {uk0}
M
k=1.
The belief functions can be aggregated by solving the following
four optimal power ﬂow problems (OPFs) for a each u0 ∈ A˜
∗
0:
max  / min  P0
s.t.
{
x ∈ BF(F(u0)),
(P0, Q0) = X0(x),
max  / min Q0
s.t.
{
x ∈ BF(F(u0)),
(P0, Q0) = X0(x),
(15)
where u = F(u0) represents the algorithm of (7). This will yield a
rectangular belief function that represents a superset of the true
aggregated belief. In this paper, due to timing constraints, we  avoid
solving these exact OPFs; instead we  use (11) and bounds on the
losses. As a preliminary step, these bounds are estimated ofﬂine:
L¯P = max  LP({Pi, Qi}), LP = min  LP({Pi, Qi}),L¯Q = max  LQ ({Pi, Qi}), LQ = min  LQ ({Pi, Qi}),
where the optimization is done over all possible setpoints.
2  System
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.1.2. Computing the aggregated belief function
(i) Generate a uniform partition P0 over A˜
∗
0. A given requested
etpoint u0 ∈ A˜
∗
0 is mapped into a representative request u
P
0 ∈ P0
e.g., the closest point to u0 in P0).
(ii) For each uP0 ∈ P0, compute
(a) The corresponding setpoints for the followers u = {ui} = F
(
uP0
)
.
b) The bounds for the power at the connection point, using the
bounds on the losses:
Pmax0 (u
P
0 ) = max(Pi,Qi)∈BFi(ui)
∑
i
Pi − LP, Pmin0 (uP0 )
= min
(Pi,Qi)∈BFi(ui)
∑
i
Pi − L¯P, (16)
and similarly for Qmax0 (u
P
0 ) and Q
min
0 (u
P
0 ). Observe that if BFi are
rectangular, (16) is just the summation of the corresponding
individual upper/lower bounds.
(iii) Advertise the resulting belief function over P0 with the
nterpretation that for each u0 ∈ A˜
∗
0,
F˜
∗
0(u0) =
[
Pmin0 (u
P
0 ), P
max
0 (u
P
0 )
]
×
[
Qmin0 (u
P
0 ), Q
max
0 (u
P
0 )
]
, (17)
here uP0 is the representative element for u0 in P0.
It follows from this construction that for any request u0 ∈ A˜
∗
0, the
ctual power at the connection point x0 satisﬁes that x0 ∈ B˜F
∗
0(u0).
n other words, the pair (A˜∗0, B˜F
∗
0) is a valid pair of a PQt proﬁle and
 belief function as per Deﬁnition 1.
We note that the previous statement does not pose any require-
ents on the accuracy of the aggregated PQt proﬁle A˜∗0. In fact, it is
alid for any A˜∗0 provided that the belief function is constructed as
bove. The next result shows that when the losses are small and the
elief functions satisfy a certain concavity property, the proposed
onstruction for A˜∗0 provides us with a good approximation of the
rue aggregated PQt proﬁle. The proof can be found in Appendix C.
heorem 1. Suppose that BF(u) is a concave set-valued function,
amely for all u1, u2 ∈ A  and  ˛ ∈ [0, 1]
F(˛u1 + (1 − ˛)u2) ⊆ ˛BF(u1) + (1 − ˛)BF(u2)
where the second plus sign stands for the Minkowski sum). Then A˜∗0
s a convex ı-approximation of the exact PQt proﬁle A˜0(12), with
  max
x
∥∥L(x)∥∥. Namely, for any x0′ ∈ A˜∗0 there exists x0 ∈ A˜0 such
hat ‖x0 − x0′‖ ≤ ı.
It can be veriﬁed that the concavity requirement of BF(u) holds
or the resources considered in the case study in Part II of this paper.
Remark. As follows from Theorem 1, the proposed construction
or the approximate aggregated PQt proﬁle is a good approxima-
ion of the exact aggregated PQt proﬁle whenever the bound on the
osses ı  max
x
∥∥L(x)∥∥ is small. Hence, this approximation can be
uccessfully used in the LV networks, such as the microgrid case in
ur paper. However, it is possible to compute an approximation to
he aggregated PQt proﬁle also in other cases where the losses are
ot negligible (such as the MV  network in the case study). For exam-
le, instead of omitting the losses when computing (14), we can
olve the exact load-ﬂow problem for each uk in order to obtain the
xact power at the PCC uk0. Furthermore, as mentioned above, the
omputation of the aggregated belief function can be made more
ccurate as well, by solving the OPFs (15). This will certainly provide
s with better approximations in the case of networks where losses
re high. However, the resulting procedures will be more demand-
ng computationally. In particular, a special procedure should bes Research 125 (2015) 254–264
devised in order to choose a small set of representative candidate
setpoints uk, hence reducing the overall computational complexity.
This is out of the scope of this paper.
6.2. Aggregated cost function
As was already mentioned, for computing the aggregated virtual
cost function at a given requested setpoint at the PCC u0 = (P0, Q0),
the internal GA applies its gradient descent algorithm (7) in order
to obtain a collection of power setpoints u for its set of followers,
and it returns the corresponding value of the objective function (6).
In this paper, in order to advertize the virtual cost for every u0 ∈ A˜
∗
0,
we compute it on a sparse partition of the aggregated PQt proﬁle
A˜∗0 and advertize a linear interpolation thereof.
7. Conclusion
We  have described the elements of a method that uses explicit
power setpoints in order to control electrical grids in a scalable
and reliable way. The proposed approach enables the behavior of
a complex electrical system to emerge as a property of a com-
bination of agents, irrespective of the stochastic or deterministic
nature of the energy resources. In this respect, a ﬁrst feature of this
Part I is to guarantee that any system that implements the pro-
posed framework must be correctly controllable by construction.
The correctness of the control is such that it guarantees not only a
feasible operation point but, also, some form of optimality. This is
achieved by combining the cost of the grid and the virtual costs of
the resources. The proposed framework has been designed to man-
age, by leveraging on the abstraction of the devices state, systems
characterized by high volatility of energy resources. This property
guarantees the inherent minimization of the required reserve usu-
ally needed in traditional control schemes for power systems.
A second feature of the proposed framework is composability.
The same abstraction and protocol is used uniformly, regardless of
the speciﬁcs of the resources or sets of resources and of system size.
The rules for the abstraction of devices and subsystems have been
provided, together with the proof of the main aggregation property.
This allows an entire network and its resources to be viewed and
handled as a single resource: this is a key characteristic, as it enables
the method to be scaled to systems of any size.
In Part II, we use a practical case study to demonstrate a detailed
implementation of the method and we  evaluate its performance
beneﬁts.
Appendix A. Algorithms
Algorithm1 : Admissibilitytest
Input: Control u = (uj) to be tested.
Parameters: Belief functions of the resources, given in terms of
Bj(uj) – ﬁnite sets of representative “worst-case” setpoints that u
can give rise to (e.g., vertices of a rectangle).
Do: Obtain worst-case setpoints of a resource j by using the
belief function, Bj = Bj(uj), and test all possible combinations of
the setpoints in Bj. That is, for each xj ∈ Bj, compute d (x, Y),  where
d(y, Y)  is a certain “distance” of x from the set Y   {x : J(x) < ∞}.
This distance can be computed using the deﬁnition of J in Part I, Eq.
5.
Output: Maximum violation max = max
x: xj∈Bj
d (x, Y).
Algorithm2 : Projectiononto U
Input: Control u = (uj) to be projected.
Parameters: Search step u, number of search directions n.
Initialization: The min–max violation min max = C > 0.
While min max > 0:
 System
•
•
•
•
A
t
G
b
a
t
t
c
t
a
w
t
2
i
i
b
s
) + J2
] + 
u
s
n
a
S
g
t
s
t
p
G
a
u
t
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Generate n test point {xm, m = 1, . . .,  n} uniformly spread on a
sphere with radius u  around u, so that ‖xm − u‖ = u.
For m = 1, . . .,  n:
– Project xm to A  (using, e.g., the alternating projections method
[32]): xm := PA {xm} .
– Use Algorithm 1 to test admissibility of xm, save the output to
m,max.
Compute the direction of the minimum violation: m∗ ∈
argmin
m=1,...,n
m,max, and the corresponding violation: minmax =
min
m=1,...,n
m,max.
Update u := xm∗ .
Output: The projected control u.
ppendix B. Proof of Proposition 1
Consider ﬁrst the ﬂat setting of Fig. 4(a). Let u = (u1, u2) denote
he collection of setpoints in the overall grid of Fig. 3. The goal of
A is to minimize7 (subject to constraints) C(u) + J(u), where, as
efore, C(u) =
∑N1
j=1w1jC1j(u1j) +
∑N2
j=1w2jC2j(u2j) is the total cost
dvertised by the followers and J(u) is the internal objective func-
ion of GA, which captures the distance of the electrical state to
he boundary of the feasible region, as in (5). Naturally, the virtual
ost is separable, C(u) = C1(u1) + C2(u2), where Ci(ui) is the adver-
ised cost of the followers in grid i = 1, 2. The penalty function J(u) is
lso separable in the sense: J(u) = J1(u1) + J2(u2) + J0(X1(u1), X2(u2)),
here Ji is the penalty function in grid i = 0, 1, 2, and X1(u1) (respec-
ively, X2(u2)) is the power at the PCC between grid 1 (respectively,
) and grid 0 at the given setpoint u1 (respectively, u2), assum-
ng perfect knowledge of the corresponding equivalent Thevenin
mpedance.
Now, without constraining u to the admissible setpoints dictated
y the belief functions, the optimization problem of GA in the ﬂat
etting is
min
u
(C(u) + J(u)) = min
u1,u2
{
min
ui,Xi(ui)=ui,i=1,2
[C1(u1) + C2(u2) + J1(u1
= min
u1,u2
{
J0(u1, u2) + min
u1,X1(u1)=u1
[C1(u1) + J1(u1)
Observe that the outer optimization problem is the problem
olved by the grid agent GA0 in the hierarchical setting of Fig. 4(b),
ot considering the admissibility constraints.
We  next take the constraints into account. Let U denote the set of
dmissible setpoints of grid agent GA in the ﬂat setting of Fig. 4(a).
imilarly, let U1 and U2 denote the set of admissible setpoints of
rid agents GA1 and GA2 in the hierarchical setting of Fig. 4(b);
hese sets are computed using the perfect knowledge of the corre-
ponding equivalent Thevenin impedances. Finally, let U0 denote
he set of admissible setpoints of grid agent GA0; this set is com-
uted using the aggregated belief functions advertised by GA1 and
A2 (as explained in Section 6). Now, it is easily seen that, under the
ssumed ideal conditions, the target setpoint u is in U if and only if
1 ∈ U1, u2 ∈ U2, and (X1(u1), X2(u2)) ∈ U0, completing the proof of
he Proposition.
7 In this proof, we  omit the constraint (P0, Q0) = u0 at the PCC of GA to its own
eader, as it is ﬁxed throughout.
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(u2) + J0(X1(u1), X2(u2))]
}
min
2,X2(u2)=u2
[C2(u2) + J2(u2)]
}
.
Appendix C. Proof of Theorem 1
First, note that, by the concavity of BF(u), we  have that
conv
{
BF(uk)
}
⊇ BF
(
conv
{
uk
})
.
Thus, by (13), any u ∈ C  conv({uk}Mk=1) satisﬁes
∀x ∈ BF(u), J(x) < ∞,
implying that C ⊆ U.
Let
A˜′0 =
⋃
u∈U
{
u0 =
∑
i
ui
}
.
Now, A˜′0 is a ı-approximation of A˜0 where ı = max
x∈X
∥∥L(x)∥∥.
We thus show below that A˜∗0 ⊆ A˜
′
0, implying that A˜
∗
0 is a ı-
approximation of A˜0 as well. Indeed, let u0 ∈ A˜
∗
0. Hence, there exist
{k}Mk=1, k ≥ 0,
∑
kk = 1, so that
u0 =
M∑
k=1
ku
k
0 =
M∑
k=1
k
∑
i
uki =
∑
i
M∑
k=1
ku
k
i =
∑
i
u∗i ,
with
u∗
∑
k
ku
k ∈ C ⊆ U
Therefore, u0 ∈ A˜
′
0.
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