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TIME-DEPENDENT BALLS AND BINS MODEL WITH POSITIVE
FEEDBACK
Nadia Sidorova1
Abstract: Balls and bins models are classical probabilistic models where balls are added
to bins at random according to a certain rule. The balls and bins model with feedback is a
non-linear generalisation of the Po´lya urn, where the probability of a new ball choosing a bin
with m balls is proportional to mα, with α being the feedback parameter. It is known that if
the feedback is positive (i.e. α > 1) then the model is monopolistic: there is a finite time after
which one of the bins will receive all incoming balls. We consider a time-dependent version of
this model, where σn independent balls are added at time n instead of just one. We show that
if α > 1 then one of the bins gets all but a negligible number of balls, and identify a phase
transition in the growth of (σn) between the monopolistic and non-monopolistic behaviour.
We also describe the critical regime, where the probability of monopoly is strictly between
zero and one. Finally, we show that in the feedback-less case α = 1 no dominance occurs,
that is, each bin gets a non-negligible proportion of balls eventually. This is in sharp contrast
with a similar model where new balls added at time n are all placed in the same bin rather
than independently.
AMS Subject Classification: Primary 60C05. Secondary 68R05, 90B80, 60K35.
Keywords: Balls and bins, Po´lya urn, non-linear Po´lya urn, urn models, reinforcement, preferential attach-
ment, feedback, monopoly, dominance.
1. Introduction
Balls and bins models are classical probabilistic models, which find numerous applications in Eco-
nomics and Computer Science. They involve a number of bins, to which balls are added according
to a certain rule. A simple example of a balls and bins model is equivalent to the Po´lya urn process
introduced by Eggenberger and Po´lya in 1923, [4]. The model has two bins to which balls are added
one by one, with the probability of a ball landing in a particular bin being proportional to the
number of balls already in the bin. This is a prime example of a reinforced random process, [9].
The balls and bins model with feedback, or a non-linear Po´lya urn, is a non-linear generalisation
of the Po´lya-Eggenberger model, where the probability of a new ball choosing a bin with m balls
is proportional to f(m), with some feedback function f . A commonly studied scenario is when
there are two bins and f(m) = mα, with some positive exponent α. The case α = 1 corresponds
to the original Po´lya-Eggenberger model, while the cases α > 1 and α ∈ (0, 1) are referred to as
positive and negative feedback, respectively. In the model with positive feedback the bin with a
larger number of balls keeps getting more balls, reflecting the principle “the strong gets stronger”,
which leads to its eventual dominance. If the feedback is negative “the strong gets weaker”, which
pushes the bins towards an equilibrium.
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The balls and bins model with feedback was introduced in [3] and was motivated by the problems of
economic competition. As noted in [11], the old industrial economies were more prone to a negative
feedback, while the market dynamics of new information economy is typically governed by positive
feedback. This is due to its network structure and to the fundamental economic effect: it is better
to be connected to a bigger network rather than to a smaller one; or, in other words, the more
popular a company is the more likely it is to get a new customer. This basic mechanism of the
network evolution is called preferential attachment, [1], and the balls and bins process with feedback
is a natural example of a preferential attachment process.
It is well-known that if there are two bins and α = 1 then the proportion of the balls in each
bin in the long run converges to a beta-distributed random variable (in particular, to a uniform
distribution if both bins initially contain the same number of balls).
For the positive feedback scenario α > 1, it was shown in [3] that the proportion of balls in each
bin converges almost surely to a {0, 1}-valued random variable, an event that we call dominance. A
much stronger result was obtained in [5], where an equivalent model was considered in the context
of neuron growth. It was proved that almost surely one of the bins gets all but finitely many balls,
an event that we call monopoly. The onset of monopoly was characterised in more detail in [8]. A
scaling limit for the probability of a certain bin to win, given that the initial number of balls is
large, was described in [7]. A generalised model with a growing number of bins was studied in [2].
If the feedback is negative the system tends to converge towards an equal number of balls in each
bin, and neither monopoly nor dominance occurs, see [3, 5, 6].
We consider a time-dependent balls and bins model with feedback, where the number of balls added
at time n is no longer one but is a function of n. The balls added at time n choose between the
bins independently, and for each ball the probability to land in a bin with m balls is proportional
to mα — just like in the original model. We assume that there are two bins, and that the feedback
is either positive (α > 1) or non-existent (α = 1). The aim of the paper is to analyse dominance
and monopoly in that time-inhomogeneous scenario. This requires a new approach as methods used
in [2, 5] rely on Rubin’s construction, which fails if the number of added balls is not equal to one.
Let (σn) be a positive sequence representing the number of added balls at times n ∈ N. Denote by
τ0 the initial number of balls and, for each n, let
τn = τ0 +
n∑
i=1
σi
be the total number of balls at time n.
Denote by 0 < T0 < τ0 the initial deterministic number of the balls in the first bin. Given that the
bin contains Tn balls at time n, we denote by
Θn =
Tn
τn
(1.1)
the proportion of balls in the first bin and define
Tn+1 = Tn +Bn+1, (1.2)
where Bn+1 is a Binomial random variable with size σn+1 and parameter
Pn =
Θαn
Θαn + (1−Θn)α
, (1.3)
otherwise independent of Fn = σ(B1, . . . , Bn). Denote the corresponding probability and expecta-
tion by P and E, and the conditional probabilities and expectations by PFn and EFn , respectively.
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We denote by
D = {∃ lim
n→∞Θn ∈ {0, 1}
}
the event that eventually the number of balls in one of the bins is negligible, and call this event
dominance. Further, we denote by
M = {Bn = 0 eventually for all n} ∪ {Bn = σn eventually for all n}
the event that eventually all balls are added to one of the bins, and call this event monopoly. It is
easy to see that
M⊂ D.
Our first result is about the no feedback scenario.
Theorem 1.1. Suppose α = 1. Then Θn converges almost surely to a random variable Θ, and
P(D) = 0.
Remark 1. Convergence of Θn follows from a simple martingale argument so the non-trivial part of
this theorem is to show that almost surely there is no dominance.
Remark 2. A similar problem was considered in [10, 12], where all σn new balls were added to the
same bin in a bulk (rather than independently to both bins). This is equivalent to replacing the
(Θn−1, σn)-binomial random variables Bn by σnIn, where In are Bernoulli random variables with
parameters Θn−1, otherwise independent of the past. It was shown in [10] that
∞∑
n=0
(σn+1
τn
)2
=∞ ⇔ P(D) = 1.
Further, it was proved in [12] that even if the above series converges, we have
∞∑
n=1
1
τn
<∞ ⇔ P(D) > 0,
provided that (σn) satisfies some regularity conditions. In other words, there is a phase transition
from dominance to no dominance depending on the growth rate of (σn). This is in a striking contrast
with our result, where dominance does not occur for any (σn). This effect can be heuristically
explained by higher step-by-step fluctuations of the second model, i.e. var(Bn) = σnΘn−1(1 −
Θn−1)  σ2nΘn−1(1 − Θn−1) = var(σnIn), leading to more extreme behaviour of (Θn) for faster-
growing (σn).
Now we turn our attention to the positive feedback scenario and assume that α > 1. Denote
ρn =
σn+1
τn
, n ∈ N0.
We will often (but not always) impose the following regularity conditions on the sequence (σn):
(S) (σn) is either bounded or tends to infinity;
(R) (ρn) is either bounded or tends to infinity.
Theorem 1.2. Suppose α > 1, and (S) and (R) are satisfied. Then P(D) = 1.
This theorem means that a time-dependent balls and bins model with positive feedback always
exhibits dominance regardless of the growth of (σn). Monopoly is more delicate, and whether or
not it occurs is determined by the growth parameter
θ = lim
n→∞α
−n log τn ∈ [0,∞].
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In the sequel we assume that this limit exists. We will distinguish between three regimes: supercrit-
ical (θ =∞), subcritical (θ = 0), and critical (0 < θ <∞). We will see that monopoly occurs with
probability zero and one in the supercritical and subcritical regimes, respectively. In the critical
regime the probability of monopoly depends on the finer details of the growth of (τn) and can be
strictly between zero and one.
Theorem 1.3 (Supercritical regime). Suppose α > 1 and θ =∞. Then P(M) = 0.
Theorem 1.4 (Subcritical regime). Suppose α > 1, θ = 0, and (S) is satisfied.
• If (ρn) is bounded then P(M) = 1.
• If ρn →∞ then
P(M) =
{
1 if λ < 1,
0 if λ > 1,
where
λ = lim sup
n→∞
σn+1σ
α
n−1
σα+1n
.
In particular, if λ is a limit (finite or infinite) then λ = 0 and P(M) = 1.
Remark 3. In the subcritical regime one has monopoly almost surely unless the sequence (σn) is
rather irregular.
Remark 4. It is easy to see that if (ρn) is bounded then θ = 0, see Lemma 6.2, so there is no need
to assume the latter. We do it only to make the distinction between the regimes according to the
value of θ more transparent.
Theorem 1.5 (Critical regime). Suppose α > 1 and θ ∈ (0,∞). Then
∞∑
n=0
τn+1
ταn
=∞ ⇒ P(M) = 0,
∞∑
n=0
τn+1
ταn
<∞ ⇒ P(M) ∈ (0, 1).
Remark 5. Theorems 1.3 and 1.4 suggest that the phase transition from monopoly to no monopoly
happens when (τn) changes from growing slowly to growing fast. Surprisingly, this is no longer true
in the critical regime. For example, the sequence τn = bbneαnc exhibits monopoly with positive
probability if b > 1 and almost surely no monopoly if b ≤ 1 .
The heuristics of the positive feedback scenario can be described as follows. By (1.3) we have for
all n ∈ N0
Pn = ψ(Θn), (1.4)
where
ψ(x) =
xα
xα + (1− x)α , x ∈ [0, 1].
It follows from (1.1) and (1.2) that
Θn+1 =
τn
τn+1
Θn +
1
τn+1
Bn+1, (1.5)
and therefore by (1.4) we have approximately
Θn+1 ≈ τn
τn+1
Θn +
σn+1
τn+1
Pn =
τn
τn+1
Θn +
σn+1
τn+1
ψ(Θn) = ψn(Θn), (1.6)
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Figure 1. The graph of ψ and the location of ψn
where ψn is defined as a convex combination of the identity function and the function ψ with the
coefficients τnτn+1 and
σn+1
τn+1
, respectively. Hence the graph of ψn is squeezed in the grey area between
those two functions on Picture 1, and each ψn has three fixed points 0, 1/2, and 1. Since ψ
′
n(1/2) > 1
the equilibrium 1/2 is not an attractor, so the only natural candidates for the limit of (Θn) are the
end points 0 and 1. This makes the conjecture of dominance plausible, unless the fluctuations of
(Bn) overpower the bias caused by the feedback, especially around the equilibrium.
In order to understand the phase transition from the monopolistic to non-monopolistic behaviour,
due to domination and symmetry it suffices to consider the event {Θn → 0}. In that case we have
ψ(Θn) ≈ Θαn, and the iteration (1.6) turns into
Θn+1 ≈ τn
τn+1
Θn +
σn+1
τn+1
Θαn. (1.7)
Next we make a natural assumption that one of terms of (1.7) is more important than the other in
the long run. If the second term is negligible then we have
Θn ≈ τn−1
τn
Θn−1 ≈ τn−2
τn
Θn−2 ≈ · · · ≈ 1
τn
. (1.8)
Otherwise, if the first term is negligible, then σn+1 ≈ τn+1 due to Θn  Θαn, and we obtain
Θn ≈ Θαn−1 ≈ Θα
2
n−2 ≈ · · · ≈ eα
n
.
Equating
1
τn
≈ eαn
we observe that the phase transition is likely to occur when
αn log τn ≈ const,
which indeed corresponds to our critical regime.
This analysis suggests, in particular, that non-monopolistic regimes should be much easier to analyse
than monopolistic ones. Indeed, to show that no monopoly occurs we need to bound Θn from below,
which can be done by simply dropping the negligible part of (1.7). On the contrary, upper bounds
for Θn required for monopolistic regimes prove to be quite challenging. Another difficulty we face
is dealing with random fluctuations of Bn, which can be quite big and may begin to interfere with
the averages discussed so far. This may be particularly damaging around the equilibrium, where
the averages have less power due to it being a fixed point of each ψn.
The paper is organised as follows. In Section 2 we find a sufficient condition for non-occurrence
of monopoly (Lemma 2.1). This allows us to handle the supercritical case in the positive feedback
6 NADIA SIDOROVA
scenario (Theorem 1.3). We also show that almost surely monopoly does not occur if there is no
feedback (Lemma 2.2). In Section 3 we consider the feedback-less case in detail and strengthen
the latter result from no monopoly to no dominance (Theorem 1.1). Then we move to the positive
feedback scenario. In Section 4 we show that the proportion Θn does not get stuck at the equilibrium
and deviates from it significantly (although still infinitesimally) infinitely often. In Section 5 we
prove almost sure dominance (Theorem 1.2) by first deviating far enough from the equilibrium and
then showing that the feedback drags Θn even further away. Section 6 contains some technical
lemmas required later for the subcritical regime. In Section 7 we prove monopoly in the two cases
corresponding to a bounded (ρn) and (ρn) tending to infinity with λ < 1 (Propositions 7.1 and 7.2,
respectively). In the third case of (ρn) tending to infinity with λ > 1 we use the same idea as in
Section 2 to show no monopoly. This completes the proof of Theorem 1.4. Finally, Section 8 is
devoted to the critical regime. There we prove that the probability of monopoly is always less then
one, and provide a sufficient condition for it to be zero (Proposition 8.2). Then we show that that
condition is also a necessary one (Proposition 8.3), completing the proof of Theorem 1.5.
Finally, we would like to introduce notation that will be used throughout the paper. Let
εn =
Bn − σnPn−1√
σnPn−1(1− Pn−1)
, n ∈ N,
be the normalised fluctuation of Bn. It is easy to see that
EFn−1εn = 0 and EFn−1ε2n = 1. (1.9)
It follows from (1.2) and (1.4) that for all n ∈ N0
Tn+1 = Tn + σn+1ψ(Θn) + εn+1
√
σn+1Pn(1− Pn). (1.10)
At last, the following obvious bound on ψ will be used repeatedly:
xα ≤ ψ(x) ≤ 2α−1xα for all x ∈ [0, 1]. (1.11)
2. No monopoly
This section is devoted to non-monopolistic regimes. As we mentioned earlier, showing no monopoly
is not hard, and a sufficient condition for non-occurrence of monopoly is established in the lemma
below. In fact, it will follow from further results that this condition is a necessary one provided the
sequence (σn) satisfies the regularity conditions (S) and (R) and has a well-defined parameter θ.
Lemma 2.1. If
∞∑
n=0
σn+1
ταn
=∞, (2.1)
then P(M) = 0.
Proof. First, let us show that {
Tn →∞
} ⊃ { ∞∑
n=1
σnPn−1 =∞
}
. (2.2)
Observe that for all n ∈ N0
Tn = T0 +
n∑
i=1
Bi = T0 +Mn + Yn, (2.3)
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where
Mn =
n∑
i=1
(
Bi − σiPi−1) and Yn =
n∑
i=1
σiPi−1.
We have
〈M〉n =
n∑
i=1
σiPi−1(1− Pi−1) ≤ Yn. (2.4)
Suppose Yn → ∞. If 〈M〉n converges then Mn converges, see [13, §12.13], and Tn → ∞ by (2.3).
If 〈M〉n → ∞ then Mn/〈M〉n → 0, see [13, §12.14]. By (2.4) we have Mn/Yn → 0, which implies
Tn →∞ by (2.3). This completes the proof of (2.2).
Second, observe that by (1.11) almost surely
∞∑
n=1
σnPn−1 =
∞∑
n=1
σnψ(Θn−1) ≥
∞∑
n=1
σnΘ
α
n−1 =
∞∑
n=1
σn
ταn−1
Tαn−1 ≥
∞∑
n=1
σn
ταn−1
=∞.
Hence by (2.2) we have P(Tn →∞) = 1. By symmetry this implies P(M) = 0. 
Proof of Theorem 1.3. By Lemma 2.1 it suffices to show that θ = ∞ implies (2.1). Suppose the
series converges. Then σnταn−1
→ 0. Let k be such that σn < ταn−1 for all n ≥ k. Then for all n ≥ k
τn ≤ τn−1 + ταn−1 ≤ 2ταn−1 ≤ · · · ≤ 21+α+···+α
n−k−1
τα
n−k
k ≤ (2τk)α
n−k
.
This implies
θ ≤ α−k log(2τk) <∞
leading to a contradiction. 
Lemma 2.2. Suppose α = 1. Then P(M) = 0.
Proof. This follows from Lemmas 2.1 and Lemma 2.3 below. 
Lemma 2.3. We have
∞∑
n=0
σn
τn
=∞.
Proof. We have
τn = τn−1
(
1− σn
τn
)−1
= τ0
n∏
k=1
(
1− σk
τk
)−1
= τ0 exp
{
−
n∑
k=1
log
(
1− σk
τk
)}
.
This implies
−
n∑
k=1
log
(
1− σk
τk
)
= log
τn
τ0
→∞,
which is equivalent to the statement of the lemma. 
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3. No feedback scenario
In this section we use Laplace transforms to prove that no dominance occurs in the case α = 1.
Proof of Theorem 1.1. Observe that (Θn) is a bounded martingale as for all n we have by (1.5)
EFn−1Θn =
τn−1
τn
Θn−1 +
σn
τn
ψ(Θn−1) = Θn−1.
Hence it converges to a random variable Θ bounded between zero and one. By symmetry it suffices
to prove that P(Θ = 0) = 0.
Denote by
fn(λ) = Ee−λΘn and f(λ) = Ee−λΘ, λ ∈ R,
the Laplace transforms of Θn and Θ, respectively. Since
f(λ) ≥ P(Θ = 0)
for all λ, it suffices to show that there is a sequence (λm) such that
lim
m→∞ f(λm) = 0. (3.1)
To do so, observe that there is c ∈ (0, 1) such that
e−x ≤ 1− x+ x
2
2
(3.2)
for all x ∈ [0, c], and then define λm = cτm.
Let us prove by induction over k that
fn(λm) ≤ fn−k
(
λm − λ2m
n∑
i=n−k+1
σi
τ2i
)
(3.3)
for all m, n > m, and 1 ≤ k ≤ n−m.
First, observe that for all λ ∈ [0, cτm] we have by (1.5) and (3.2) that
fn(λ) = E
[
exp
{
− τn−1
τn
λΘn−1 + σn log
(
1−Θn−1 + Θn−1 exp
{
− λ
τn
})]
≤ E
[
exp
{
− τn−1
τn
λΘn−1 + σn log
(
1− λ
τn
Θn−1 +
λ2
2τ2n
Θn−1
)}]
for all m and n > m since
λ
τn
≤ λ
τm
= c.
Further, using log(1 + x) ≤ x and dropping the factor 1/2 we obtain
fn(λ) ≤ E
[
exp
{
− λΘn−1 + σn
τ2n
λ2Θn−1
}]
≤ fn−1
(
λ− σn
τ2n
λ2
)
. (3.4)
This proves the statement (3.3) for k = 1. Further, suppose (3.3) it is true for some k. Observe
that
λm − λ2m
n∑
i=n−k+1
σi
τ2i
≤ λm = cτm (3.5)
and, since τm ≤ τn−k and c < 1,
λm − λ2m
n∑
i=n−k+1
σi
τ2i
≥ λm
[
1− cτm
∫ ∞
τn−k
dx
x2
]
= λm
[
1− c τm
τn−k
]
≥ λm(1− c) ≥ 0. (3.6)
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By (3.5) and (3.6) we can use (3.4) together with monotonicity of fn−k−1 to obtain
fn−k
(
λm − λ2m
n∑
i=n−k+1
σi
τ2i
)
≤ fn−k−1
(
λm − λ2m
n∑
i=n−k+1
σi
τ2i
− σn−k
τ2n−k
(
λm − λ2m
n∑
i=n−k+1
σi
τ2i
)2)
≤ fn−k−1
(
λm − λ2m
n∑
i=n−k
σi
τ2i
)
by replacing the squared term by λ2m only. This, together with the induction hypothesis (3.3) for
k, completes the induction step from k to k + 1.
Substituting k = n−m into (3.3) and using (3.6) together with monotonicity of fm we obtain
fn(λm) ≤ fm
(
λm − λ2m
n∑
i=m+1
σi
τ2i
)
≤ fm
(
λm(1− c)
)
= Ee−c(1−c)τmΘm = Ee−c(1−c)Tm (3.7)
for all m and n > m.
By the dominated convergence theorem we have fn(λ)→ f(λ) for all λ > 0. Hence we can take the
limit in (3.7) to obtain
f(λm) ≤ Ee−c(1−c)Tm
for all m. To prove (3.1), it remains to notice that
lim
m→∞Ee
−c(1−c)Tm = 0
by the dominated convergence theorem as there is no monopoly, that is, Tm →∞ almost surely by
Lemma 2.2. 
4. Getting away from the equilibrium
In this section we show that in the positive feedback scenario Θn deviates from the equilibrium far
enough infinitely often.
Proposition 4.1. Suppose α > 1 and (S) is satisfied. Let (δn) be a positive sequence converging to
zero and such that
∞∑
n=0
δn
σn+1
τn+1
<∞. (4.1)
Then
P
(|Θn − 1/2| > δn infinitely often) = 1.
The idea of the proof can be vaguely described as follows. We assume that Θn does not deviate
from the equilibrium enough and aim to show that it is very unlikely. If Θn ≈ 1/2 then Pn ≈ 1/2
and ψ(Θn) ≈ α(Θn − 1/2) + 1/2 as ψ′(1/2) = α. Substituting this into (1.10) we obtain
Θn − 1
2
≈
(τn−1
τn
+ α
σn
τn
)(
Θn−1 − 1
2
)
+ εn
√
σn
2τn
.
Carefully iterating this from a fixed large m to n→∞, we obtain
Θn − 1
2
≈ pim,n
(
Θm − 1
2
+
1
2
µm,nNm,n
)
, (4.2)
where pim,n and µm,n are some deterministic scales, and Nm,n is a random variable arisen from the
noises (εi) between the times m and n. Then we observe by a CLT argument that the distribution
of Nm,n is asymptotically close to normal. Finally, we observe that pim,nµm,n →∞ which, together
with Θn ≈ 1/2, Θm ≈ 1/2 and Nm,n being of a finite non-negligible order, makes (4.2) impossible.
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Proof of Proposition 4.1. Denote
Hm =
{|Θn − 1/2| ≤ δn for all n ≥ m}.
Since the events Hm are increasing it suffices to show that
P(Hm)→ 0.
By the mean value theorem we have
ψ(x) = ψ′(ξx)
(
x− 1
2
)
+
1
2
,
where ξx lies between x and 1/2. Hence
τn
τn+1
x+
σn+1
τn+1
ψ(x)− 1
2
=
τn
τn+1
x+
σn+1
τn+1
[
ψ′(ξx)
(
x− 1
2
)
+
1
2
]
− 1
2
= κn(x)
(
x− 1
2
)
, (4.3)
where
κn(x) =
τn
τn+1
+
σn+1
τn+1
ψ′(ξx).
It follows from (1.10) and (1.1) that for all m and n ≥ m
Θn − 1
2
=
τn−1
τn
Θn−1 +
σn
τn
ψ(Θn−1)− 1
2
+ εn
√
σnPn−1(1− Pn−1)
τn
= κn−1(Θn−1)
(
Θn−1 − 1
2
)
+ εn
√
σnPn−1(1− Pn−1)
τn
.
Iterating this procedure we get
Θn − 1
2
=
[ n−1∏
j=m
κj(Θj)
](
Θm − 1
2
)
+
n∑
k=m+1
[ n−1∏
j=k
κj(Θj)
]
εk
√
σkPk−1(1− Pk−1)
τk
=
[ n−1∏
j=m
κj(Θj)
](
Θm − 1
2
+
n∑
k=m+1
[ k−1∏
j=m
1
κj(Θj)
]
εk
√
σkPk−1(1− Pk−1)
τk
)
. (4.4)
Observe that on the event Hm
κj(Θj) =
τj
τj+1
+
σj+1
τj+1
[
ψ′(1/2) +O(δj)
]
=
τj
τj+1
+
σj+1
τj+1
α+
σj+1
τj+1
O(δj) (4.5)
as j →∞ uniformly on the probability space. Denote
pim,k =
k−1∏
j=m
τj + ασj+1
τj+1
= exp
{ k∑
j=m+1
log
(
1 + (α− 1)σj
τj
)}
. (4.6)
It follows from (4.5) that, as m→∞, uniformly in ω and k ≥ m
k−1∏
j=m
κj(Θj) = pim,k exp
{ k−1∑
j=m
log
(
1 +
σj+1
τj + ασj+1
O(δj)
)}
= pim,k
(
1 + o(1)
)
, (4.7)
since by (4.1) we have
k−1∑
j=m
δjσj+1
τj + ασj+1
≤
∞∑
j=m
δj
σj+1
τj+1
= o(1).
Further, on Hm we have, as m→∞, uniformly in ω and k ≥ m√
Pk−1(1− Pk−1) =
√
ψ(Θk−1)(1− ψ(Θk−1)) = 1/2 +O(δk−1) = 1/2 + o(1). (4.8)
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Substituting (4.7) and (4.8) into (4.4) we obtain, as m→∞, uniformly in ω and n ≥ m
Θn − 1
2
= (1 + o(1))pim,n
(
Θm − 1
2
+
1 + o(1)
2
n∑
k=m+1
εk
√
σk
pim,kτk
)
.
Let (B(0)` )`∈N be a sequence of independent Binomial random variables with parameter
1
2 and size σ`,
and let, for all ` ∈ N,
ε(0)` =
B(0)` − σ`/2√
σ`/4
.
Denote
εˆ` = ε`1
{|Θ`−1 − 1/2| < 1/4}+ ε(0)` 1{|Θ`−1 − 1/2| ≥ 1/4}.
On the event Hm we have, as m→∞, uniformly in ω and n ≥ m
Θn − 1
2
= (1 + o(1))pim,n
(
Θm − 1
2
+
1 + o(1)
2
n∑
k=m+1
εˆk
√
σk
pim,kτk
)
. (4.9)
It is easy to see that for a Binomial random variable Bin(p, n) we have
E exp
{
it
Bin(p, n)− np√
np(1− p)
}
= exp
{
n log
(
1− p+ p exp
{ it√
np(1− p)
})
− it
√
np√
1− p
}
= exp
{
n log
(
1 +
it
√
p√
n(1− p) −
t2
2n(1− p) +O
( t3
n
√
n
))− it√np√
1− p
}
= exp
{
− t
2
2
+ nO
( t3
n
√
n
)}
as n→∞, uniformly in 14 < p < 34 and t. Hence
EF`−1e
itεˆ` = exp
{
− t
2
2
+ σ`O
( t3
σ`
√
σ`
)}
(4.10)
as `→∞, uniformly in ω and t. Denote
µm,n =
[ n∑
k=m+1
σk
pi2m,kτ
2
k
]1/2
. (4.11)
Using (4.10) we have for each fixed t, as m→∞, uniformly in ω and n ≥ m,
EFm exp
{ it
µm,n
n∑
k=m+1
εˆk
√
σk
pim,kτk
}
= exp
{
− t
2
2
+O(1)
1
µ3m,n
n∑
k=m+1
σk
pi3m,kτ
3
k
}
. (4.12)
Let us show that the term next to O(1) tends to zero as m → ∞. We need to consider two cases:
when (σi) tends to infinity and when it is bounded.
First, assume that σi →∞. Observe that since (x1 + · · ·+ xm) 32 ≥ x
3
2
1 + · · ·+ x
3
2
m for all m and all
non-negative x1, . . . , xm, we have
µ3m,n ≥
n∑
k=m+1
σ
3/2
k
pi3m,kτ
3
k
≥ min
m<k≤n
√
σk
n∑
k=m+1
σk
pi3m,kτ
3
k
and hence
1
µ3m,n
n∑
k=m+1
σk
pi3m,kτ
3
k
≤ max
m<k≤n
1√
σk
→ 0
as m→∞ uniformly in n.
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Second, assume that σi is bounded by a constant σ. Hence i ≤ τi ≤ σ(i + 1) ≤ 2σi for all i. We
have
pim,k ≤ exp
{ k∑
j=m+1
log
(
1 + (α− 1)σ
j
)}
= exp
{[
(α− 1)σ + o(1)] k∑
j=m+1
1
j
}
= exp
{[
(α− 1)σ + o(1)]( log k − logm+ o(1))} = k(α−1)σ+o(1)
m(α−1)σ+o(1)
. (4.13)
and, similarly,
pim,k ≥ k
α−1
σ
+o(1)
m
α−1
σ
+o(1)
. (4.14)
as m→∞ uniformly in k ≥ m. Observe that for all γ > 1
n∑
k=m+1
1
kγ+o(1)
=
1
mγ−1+o(1)
as m→∞ uniformly in n ≥ m2. Using this we obtain by (4.13)
µ3m,n ≥
m3(α−1)σ+o(1)
8σ3
[ n∑
k=m+1
1
k2(α−1)σ+2+o(1)
]3/2
= m3(α−1)σ−
3
2
(2(α−1)σ+1)+o(1) = m−
3
2
+o(1)
(4.15)
and by (4.14)
n∑
k=m+1
σk
pi3m,kτ
3
k
≤ σm 3(α−1)σ +o(1)
n∑
k=m+1
1
k
3(α−1)
σ
+3+o(1)
= m−2+o(1) (4.16)
as m→∞ uniformly in n ≥ m2. Combining (4.15) and (4.16) we obtain
1
µ3m,n
n∑
k=m+1
σk
pi3m,kτ
3
k
= m−1/2+o(1) → 0
as m→∞ uniformly in n ≥ m2.
Let (nm) be an N-valued sequence satisfying nm ≥ m2. We will need (nm) to grow sufficiently fast
but will specify this condition later. It follows from (4.9) and (4.12) that on the event Hm
Θnm −
1
2
= (1 + o(1))pim,nm
(
Θm − 1
2
+
1 + o(1)
2
µm,nmNm,nm
)
,
where Nm,nm is a random variable, which conditionally on Θm converges weakly to a standard
normal random variable N . Hence
P(Hm) ≤ P
(
(1 + o(1))pim,nm
(
Θm − 1
2
+
1 + o(1)
2
µm,nmNm,nm
)
∈ [−δnm , δnm ]
)
→ 0
as required if
pim,nmµm,nm
δnm
→∞. (4.17)
Finally, to prove (4.17), we estimate the sum in (4.11) by the first term and obtain using σm+1 ≥ 1,
pim.m+1 ≤ α, and (4.6)
pim,nmµm,nm ≥ pim,nm
√
σm+1
pim,m+1τm+1
≥ 1
ατm+1
exp
{ nm∑
j=m+1
log
(
1 + (α− 1)σj
τj
)}
.
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The series
∞∑
j=0
log
(
1 + (α− 1)σj
τj
)
=∞
diverges by Lemma 2.3 and hence we can choose (nm) to grow sufficiently fast to guarantee
pim,nmµm,nm →∞,
which implies (4.17). 
5. Dominance
The aim of this section is to prove almost sure dominance in the positive feedback scenario. We
will rely on Proposition 4.1 for showing that the proportion Θn of the balls in the first bin does not
get stuck at the equilibrium. To do so we need to pick the sequence of deviations (δn) satisfying
the assumption (4.1). Let
δn =
1
log2 τn
, n ∈ N0. (5.1)
Lemma 5.1. Suppose (R) is satisfied. Then
∞∑
n=0
δn
σn+1
τn+1
<∞. (5.2)
Proof. First, suppose (ρn) is bounded. We have
log τn+1 = log τn + log(1 + ρn) ∼ log τn
as n→∞, and the convergence of the above series follows from
∞∑
n=0
σn+1
τn+1 log
2 τn+1
≤
∫ ∞
τ0
dx
x log2 x
<∞.
Second, suppose ρn → ∞. Then there exists m ∈ N such that for all n ≥ m we have ρn ≥ 2 and
hence τn ≥ σn ≥ 2τn−1 ≥ · · · ≥ 2n−mτm. Together with σn+1 ≤ τn+1 this implies
δn
σn+1
τn+1
≤ 1
log2 τn
≤ 1
((n−m) log 2 + log τm)2 ∼
1
n2 log2 2
as n→∞ implying convergence of the series (5.2). 
Now we are ready to prove dominance. Our strategy will be as follows. First we pick a time when
Θn deviates from the equilibrium. Then we observe that if that time is large enough then the future
fluctuations of the martingale part of Θn will be small with high probability, and will keep Θn away
from the equilibrium. At the same time, the bias caused by the positive feedback will move Θn
away from the equilibrium, and its power will be sufficient to bring it to zero or one, respectively.
Proof of Theorem 1.2. Fix r ≥ 3 and let
η = inf
{
n ≥ r : |Θn − 1/2| > δn
}
be the first time Θn significantly deviates from the equilibrium after time r. Observe that η is finite
almost surely by Proposition 4.1 and Lemma 5.1. Due to symmetry it suffices to consider the event
E = {Θη < 1/2− δη}. (5.3)
and show that on Θn → 0 on E .
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For each n ∈ N0 we have by (1.1), (1.2), and (1.4)
Θn+1 =
τn
τn+1
Θn +
1
τn+1
Bn+1 = Θn +
Bn+1 − σn+1Pn
τn+1
− σn+1
τn+1
(
Θn − ψ(Θn)
)
.
Hence for each k ≥ η we have
Θη+n = Θη +Mn −Rn, (5.4)
where, for each n ∈ N0,
Mn =
η+n∑
k=η+1
Bk − σkPk−1
τk
and Rn =
η+n∑
k=η+1
σk
τk
(
Θk−1 − ψ(Θk−1)
)
.
It is easy to see that (Mn) is a martingale with respect to the filtration (Fη+n). Moreover, it is
bounded in L2 as for all n
EF(η)M2n = EF(η)M2n−1 + EF(η)
[ση+n
τ2η+n
Pη+n−1(1− Pη+n−1)
]
≤ EF(η)M2n−1 +
ση+n
τ2η+n
≤ · · · ≤
η+n∑
k=η+1
σk
τ2k
≤
∫ ∞
τη
dx
x2
= 1/τη. (5.5)
Hence (Mn) converges almost surely conditionally on Fη. Denote
S =
{
sup
n∈N
Mn ≤ δη
2
}
.
By Doob’s submartingale inequality we have using (5.5)
PF(η)
(
max
1≤k≤n
Mk >
δη
2
)
≤ PF(ρ)
(
max
1≤k≤n
M2k >
δ2η
4
)
≤ 4
δ2η
EF(η)M2n ≤
4 log2 τη
τη
≤ 4 log
2 τr
τr
,
as the function x 7→ log2 xx is increasing on [3,∞) and r ≥ 3. This implies
P(Sc) ≤ 4 log
2 τr
τr
. (5.6)
Let us prove by induction that
Θη+n <
1
2
− δη
2
(5.7)
for all n ∈ N0 on the event S ∩ E . Indeed, for n = 0 it follows from (5.3). Suppose it is true for all
indices between 0 and n − 1. Since x ≥ ψ(x) for all x ∈ [0, 1/2] we have Θk−1 ≥ ψ(Θk−1) for all
η + 1 ≤ k ≤ η + n and hence Rn ≥ 0. By (5.4) this implies
Θη+n ≤ Θη +Mn < 1
2
− δη + δη
2
=
1
2
− δη
2
as required.
Observe that (5.7) and x ≥ ψ(x) for all x ∈ [0, 1/2] imply that (Rn) is increasing on S ∩ E . Since
(Mn) converges we obtain by (5.4) that (Θn) converges on S ∩ E . Let us show that on S ∩ E
lim
n→∞Θn = 0. (5.8)
Indeed, if the limit Θ is positive for some ω ∈ S ∩ E then Θ > ψ(Θ) and
σk
τk
[
Θk−1 − ψ(Θk−1)
] ∼ σk
τk
[
Θ− ψ(Θ)],
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implying
∞∑
k=η+1
σk
τk
[
Θk−1 − ψ(Θk−1)
]
=∞
by Lemma 2.3. This means that Rn → ∞, which by (5.4) implies Θ = −∞, which is clearly
impossible.
Since r is arbitrary, it follows from (5.6) that (5.8) holds on E almost surely. 
6. Some properties of (σn) and (εn)
In this section we collect some elementary results about the sequence of sample sizes (σn) and the
sequence of random noises (εn) that will be later used for the subcritical regime.
For each n ∈ N, denote
λn =
σn+1σ
α
n−1
σα+1n
. (6.1)
Observe that if ρn →∞ we have
lim
n→∞
τn
σn
= lim
n→∞
(τn−1
σn
+ 1
)
= 1. (6.2)
The following lemma explains the nature of λ and shows that for regular enough sequences it is
always equal to zero in the subcritical regime.
Lemma 6.1. If ρn →∞, θ = 0, and λn → λ then λ = 0.
Proof. Suppose λ ∈ (0,∞]. It follows from (6.2) that
lim
n→∞
ρn
ραn−1
= lim
n→∞
σn+1τ
α
n−1
τnσαn
= lim
n→∞λn = λ. (6.3)
Let ε ∈ (0, λ) and let k ∈ N be such that ε 1α−1 ρk > 1 and, for all n > k,
ρn > ερ
α
n−1,
which is possible by (6.3). Iterating, we have for all n > k
ρn > ε
1+α+···+αn−k−1ρα
n−k
k = ε
αn−k−1
α−1 ρα
n−k
k .
Using τn+1 ≥ σn+1 = τnρn ≥ ρn we obtain
0 = αθ = lim
n→∞α
−n log τn+1 ≥ lim
n→∞α
−n log ρn ≥ α−k log
(
ε
1
α−1 ρk
)
> 0
leading to a contradiction. 
Recall from Lemma 2.1 that the series (2.1) plays an important roˆle for non-occurrence of monopoly.
In the following lemma we explore the behaviour of that series in various cases of the subcritical
regime.
Lemma 6.2. If (ρn) is bounded then θ = 0 and there is c > 0 such that for all m ∈ N0
∞∑
n=m
σn+1
ταn
≤ c
τα−1m
.
If ρn →∞, θ = 0, and λ < 1 then
∞∑
n=0
σn+1
ταn
<∞. (6.4)
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If ρn →∞, θ = 0, and λ > 1 then
∞∑
n=0
σn+1
ταn
=∞. (6.5)
Proof. First, suppose (ρn) is bounded by some constant ρ. We have
α−n log τn = α−n
(
log τ0 +
n−1∑
i=0
log(1 + ρi)
)
≤ α−n( log τ0 + n log(1 + ρ))→ 0
implying θ = 0. Further, we have
∞∑
n=m
σn+1
ταn
=
∞∑
n=m
(1 + ρn)
ασn+1
ταn+1
≤ (1 + ρ)α
∞∑
n=m
σn+1
ταn+1
≤ (1 + ρ)α
∫ ∞
τm
dx
xα
=
(1 + ρ)α
α− 1 ·
1
τα−1m
.
Now suppose ρn →∞ and θ = 0. Observe that
σn+1
ταn
=
σn
ταn−1
· ρn
ραn−1
( ρn−1
1 + ρn−1
)α−1
. (6.6)
Using ρn →∞ and (6.2) we obtain similarly to (6.3)
lim sup
n→∞
ρn
ραn−1
( ρn−1
1 + ρn−1
)α−1
= λ,
which implies convergence (6.4) and divergence (6.5) by the ratio test together with (6.6). 
The next lemma gives an elementary upper bound for the noise terms (εn).
Lemma 6.3. Almost surely, εn+1 ≤ n eventually for all n.
Proof. By Le´vy’s extension of the Borel-Cantelli Lemmas, see [13, §12.15],
{εn+1 > n i.o.} =
{ ∞∑
n=1
PFn(εn+1 > n) =∞
}
.
By Chebychev’s inequality and using (1.9) we have
PFn(εn+1 > n) ≤ PFn(ε2n+1 > n2) ≤
1
n2
implying that the series converges almost surely. 
The final result of this section is a CLT statement about the random series of (εn).
Lemma 6.4. Let (ξn) be a sequence of random variables adapted to the filtration (Fn). Suppose
|ξi| ≤ ζnai for all i ≥ n, (6.7)
for all n almost surely, where (ζn) is an almost surely positive and square-integrable (Fn)-adapted
sequence, and (an) is a deterministic square-summable sequence. Then, almost surely,
∞∑
i=0
ξiεi+1 <∞ (6.8)
and
lim inf
n→∞
1
ζn
√
An
∞∑
i=n
ξiεi+1 <∞, (6.9)
where
An =
∞∑
i=n
a2i .
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Proof. Let n ∈ N0. For each m ≥ n, denote
S(n)m =
m∑
i=n
ξiεi+1.
Observe that S(n) is a martingale bounded in L2 since by (6.8) for all m
E
(
S(n)m
)2 ≤ Eζ2n ∞∑
i=n
a2i , (6.10)
which is finite as (ai) is summable and ζn is square-integrable. Hence, as m → ∞, S(n)m converges
almost surely. This in particular implies (6.8).
Observe that (6.9) is equivalent to showing that
P
( ∞⋂
k=1
∞⋃
N=1
⋂
n≥N
{ 1
ζn
√
An
∞∑
i=n
ξiεi+1 > k
})
= 0, (6.11)
or, equivalently,
lim
k→∞
lim
N→∞
P
( ⋂
n≥N
{ 1
ζn
√
An
∞∑
i=n
ξiεi+1 > k
})
= 0. (6.12)
By Chebychev’s inequality and using (1.9), (6.7) and L2-boundedness of the martingales S(N) con-
ditionally on FN in the same way it was done in (6.10), we have
P
( ⋂
n≥N
{ 1
ζn
√
An
∞∑
i=n
ξiεi+1 > k
})
≤ P
( 1
ζN
√
AN
∞∑
i=N
ξiεi+1 > k
)
≤ EPFN
(( ∞∑
i=N
ξiεi+1
)2
> k2ζ2NAN
)
≤ 1
k2
E
[ 1
ζ2NAN
EFN
( ∞∑
i=N
ξiεi+1
)2] ≤ 1
k2
.
Combining this with (6.12) we obtain (6.11). 
7. Subcritical regime
The aim of this section is to prove Theorem 1.4. We will split it in two propositions corresponding
to the cases when (ρn) is bounded and when it tends to infinity with λ < 1. The remaining case of
ρn →∞ with λ > 1 will follow easily from the same method as in Section 2.
It follows from (1.11) and (1.10) that for all n ∈ N0
Tn+1 ≤ Tn + 2α−1σn+1Θαn + εn+1
√
σn+1Pn(1− Pn)
= Tn + 2
α−1Tαn
σn+1
ταn
+ εn+1
√
σn+1Pn(1− Pn). (7.1)
This iterative upper bound will play an important role in showing monopoly.
The first proposition deals with the case when (ρn) is bounded. This is an easier case as (σn) is
growing not too fast so that the sums
∞∑
i=n
σi+1
ταi
≈
∫ ∞
τn
dx
xα
=
1
α− 1 ·
1
τα−1n
(7.2)
can be approximated accurately enough by the corresponding integrals.
Proposition 7.1. Suppose α > 1, (S) is satisfied, and (ρn) is bounded. Then P(M) = 1.
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Proof. By symmetry and Theorem 1.2, without loss of generality it suffices to consider the event
E = {Θn → 0} and prove that Tn is bounded on E .
Consider the event E and assume that Tn →∞. Then for all n ∈ N0
∞∑
i=n
Ti+1 − Ti
Tαi
≥
∫ ∞
Tn
dx
xα
=
1
α− 1 ·
1
Tα−1n
. (7.3)
On the other hand, it follows from (7.1) that
Ti+1 − Ti
Tαi
≤ 2α−1σi+1
ταi
+ ξiεi+1, (7.4)
where
ξi = T
−α
i
√
σi+1Pi(1− Pi).
By (7.4) and Lemma 6.2 we have with some c > 0
∞∑
i=n
Ti+1 − Ti
Tαi
≤ 2α−1
∞∑
i=n
σi+1
ταi
+
∞∑
i=n
ξiεi+1 ≤ c
τα−1n
+
∞∑
i=n
ξiεi+1. (7.5)
Combining this with (7.3) we obtain
1
α− 1 ·
1
Tα−1n
≤ c
τα−1n
+
∞∑
i=n
ξiεi+1. (7.6)
Observe that by (1.11) and using Ti ≥ Tn on the whole probability space we have
|ξi| ≤ T−αi
√
σi+12α−1Θαi = T
−α
2
i
√
2α−1
σi+1
ταi
≤ ζnai
for all n and all i ≥ n, where
ζn = T
−α
2
n and ai =
√
2α−1
σi+1
ταi
.
The sequence (ζn) is clearly (Fn)-adapted and square-integrable since it is bounded by one. By
Lemma 6.2 the sequence (ai) is square-summable, and
An =
∞∑
i=n
a2i ≤
c2α−1
τα−1n
.
Using this, we can rewrite and further estimate (7.6) on E as
1
Θα−1n
− c(α− 1) ≤ (α− 1)τα−1n
∞∑
i=n
ξiεi+1
≤ (α− 1)τα−1n T
−α
2
n
√
c2α−1
τα−1n
[ 1
ζn
√
An
∞∑
i=n
ξiεi+1
]
≤ (α− 1)
√
c2α−1Θ−
α
2
n τ
− 1
2
n
[ 1
ζn
√
An
∞∑
i=n
ξiεi+1
]
.
By Lemma 6.4 we obtain
lim inf
n→∞
[ 1
Θα−1n
− c(α− 1)
]
Θ
α
2
n
√
τn <∞.
Since Θn → 0 we obtain
lim inf
n→∞ Θ
1−α
2
n
√
τn <∞. (7.7)
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If α ≥ 2 we get a contradiction as Θn ≤ 1. If 1 < α < 2 then (7.7) implies
lim inf
n→∞ Tnτ
α−1
2−α
n = 0,
and we get a contradiction as Tn ≥ 1 and hence the value should be infinite. 
Now we turn to the case when ρn → ∞, and the approximation (7.2) is no longer valid. Instead,
we will look at the iterations (7.1) in more detail.
Proposition 7.2. Suppose α > 1, θ = 0, (S) is satisfied, ρn →∞, and λ < 1. Then P(M) = 1.
Proof. By symmetry and Theorem 1.2, without loss of generality it suffices to consider the event
E = {Θn → 0} ∩ {Tn →∞}
and prove that it has probability zero.
We begin by defining a small parameter δ in the following way. Let q ∈ (λ, 1). Let ε > 0 be small
enough so that
(λ+ ε)(1 + 2ε) < q. (7.8)
Let γ ∈ (max{0, α− 2}, α− 1) and let δ > 0 be small enough so that
δ2α−1 < ε (7.9)
and
2
α−1
2 δ
γ
2(α−1) max
m∈N0
[
(m+ 1)q
γm
2(α−1)
]
< ε. (7.10)
Further, we denote κ0 = 0, and for each n ∈ N, define the stopping times
κn = inf
{
i > κn−1 :
σi+1
ταi
Tαi ≤ δTi
}
to be the subsequent times when the second term in the iteration (7.1) is δ-smaller than the first
term.
The proof of the theorem now consist of the following four steps. First, we show that on E the
δ-negligibility of the second term occurs infinitely often, that is, all κn are finite. Then we provide
an upper bound for εi, i ≥ κn, as a function of both n and i. Using that bound, we observe that
we can find a stopping time κν such that for all subsequent times n ≥ κν the second term in (7.1)
will be δqn−κν -smaller than the first term. This much stronger domination of the first term finally
allows us to show that (Tn) is bounded on E , which leads to a contradiction.
Step 1. Let us prove that κn < ∞ almost surely for all n on the event E . Suppose this is not the
case, that is,
n¯ = sup
{
i ∈ N : σi+1
ταi
Tαi ≤ δTi
}
is finite on E with positive probability. Roughly speaking, this means that in the iteration (7.1)
the second term plays the main roˆle eventually, and (ignoring the other terms and constants for the
moment) for all n > k > nˆ we have approximately
Tn  Tαn−1
σn
ταn−1
 Tαn−kk
σn
ταn−1
(σn−1
ταn−2
)α · · ·(σk+1
ταk
)αn−k−1 ≤ τnΘαn−kk ,
where  stands for “approximately less”. Since θ = 0 this would lead to
lim sup
n→∞
α−n log Tn  α−k log Θk < 0
for sufficiently large k since Θk → 0 on E . This, however, would be a contradiction to Tn → 0.
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Now we will make this argument precise. On the event {n¯ <∞}∩ E by (7.1) we have for all n ≥ n¯
Tn+1 ≤
(
δ−1 + 2α−1
)
Tαn
σn+1
ταn
+ εn+1
√
Tαn
σn+1
ταn
(1− Pn) ≤ cTαn
σn+1
ταn
(1 + ξˆnεn+1).
where c = δ−1 + 2α−1 and
ξˆn = c
−1
[
Tαn
σn+1
ταn
]− 1
2
√
1− Pn = c−1
[
max
{
Tαn
σn+1
ταn
, δTn
}]− 1
2
√
1− Pn.
Iterating and using σi ≤ τi and log(1 + x) ≤ x we obtain for all k > n¯ and all n > k
Tn ≤ c1+α+···+αn−k−1Tαn−kk
σn
ταn−1
(σn−1
ταn−2
)α · · ·(σk+1
ταk
)αn−k−1 n−1∏
i=k
(1 + ξˆiεi+1)
αn−i−1
≤ (c 1α−1 )αn−kτnΘαn−kk n−1∏
i=k
(1 + ξˆiεi+1)
αn−i−1
≤ τn
[
c
1
α−1 Θk exp
{ n−1∑
i=k
αk−i−1 log(1 + ξˆiεi+1]
}]αn−k
≤ τn
[
c
1
α−1 Θk exp
{
αk−1
n−1∑
i=k
ξiεi+1
}]αn−k
,
where
ξi = α
−iξˆi.
As θ = 0 this implies, for all k ≥ n¯,
lim sup
n→∞
α−n log Tn ≤ α−k log
[
c
1
α−1 Θk exp
{
αk−1
∞∑
i=k
ξiεi+1
}]
. (7.11)
It suffices to show that on the event E the expression on the right hand side is negative for some k
(depending on ω ∈ E), as it would imply that Tn → 0 contradicting Tn ≥ 1. Since Θk → 0 on E , it
amounts to proving that
lim inf
k→∞
[
αk−1
∞∑
i=k
ξiεi+1
]
<∞. (7.12)
To show that this holds almost surely we use Lemma 6.4. Observe that since Ti ≥ 1, on the whole
probability space we have
|ξi| ≤ α−i|ξˆi| ≤ α
−i
c
√
δTi
≤ α
−i
c
√
δ
,
for all i ≥ n and all n. With
An =
1
δc2
∞∑
i=n
α−2i =
α−2n+2
δc2(α2 − 1)
we have by Lemma 6.4
lim inf
k→∞
[
αk−1
∞∑
i=k
ξiεi+1
]
=
1√
δc2(α2 − 1) lim infk→∞
[ 1√
Ak
∞∑
i=k
ξiεi+1
]
<∞
as required in (7.12).
Step 2. Let (cn) be a real-valued sequence tending to infinity. For each n, consider the event
En =
{
κn <∞ and εi ≤ ci(i− κn) for all i > κn
} ∪ {κn =∞}.
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The aim of this step is to show that
P(En i.o.) = 1, (7.13)
for which it suffices to prove that
lim
n→∞P(En) = 1. (7.14)
Using Chebychev’s inequality, (1.9), and monotone convergence theorem we have
P(En) = lim
j→∞
P
(
κn <∞ and εi ≤ ci(i− κn) for all κn < i ≤ κn + j
)
+ P(κn =∞)
≥ lim
j→∞
E
[
1{κn <∞}
κn+j−1∏
i=κn+1
1
{
εi ≤ ci(i− κn)
} · (1− PFκn+j−1(ε2κn+j > c2κn+jj2))]
+ P(κn =∞)
≥ lim
j→∞
E
[
1{κn <∞}
κn+j−1∏
i=κn+1
1
{
εi ≤ ci(i− κn)
} · (1− 1
c2κn+jj
2
)]
+ P(κn =∞) ≥ · · ·
≥ lim
j→∞
E
[
1{κn <∞}
κn+j∏
i=κn+1
(
1− 1
c2i (i− κn)2
)]
+ P(κn =∞)
= E
[
1{κn <∞} exp
{ ∞∑
i=1
log
(
1− 1
c2κn+ii
2
)}]
+ P(κn =∞).
Let cˆn = min{ci : i ≥ n} and observe that cˆn →∞. Hence for all sufficiently large n we can estimate
log(1− x) ≥ −x− x2
for all x ∈ [0, cˆ−2n ]. Since κn + i ≥ n for all n and i we have cκn+i ≥ cˆn. Hence for all sufficiently
large n we obtain
P(En) ≥ E
[
1{κn <∞} exp
{
− 1
cˆ2n
∞∑
i=1
1
i2
− 1
cˆ4n
∞∑
i=1
1
i4
}]
+ P(κn =∞)→ 1
as n→∞, implying (7.14).
Step 3. Let us show that on the event E there is ν (depending on ω ∈ E) such that for all n ≥ κν
εn ≤ n (7.15)
and
σn+1
ταn
Tα−1n ≤ δqn−κν . (7.16)
Roughly speaking, we know that the first term of (7.1) dominates at time κn. Ignoring the remaining
terms and taking into account (6.2) we can write for n > κν approximately
σn+1
ταn
Tα−1n 
σn+1
ταn
Tα−1n−1 =
σn+1τ
α
n−1
σnταn
· σn
ταn−1
Tα−1n ≈ λ ·
σn
ταn−1
Tα−1n ,
which demonstrates eventual exponential decay of these terms as pinpointed in (7.16).
To make this rigorous and prove the existence of ν satisfying (7.15) and (7.16), we define a sequence
cn =
[ σn
ταn−1
] γ
2(α−1)− 12
, n ∈ N,
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and observe that cn →∞ by Lemma 6.2 and since γ < α−1. Further, it follows from (6.1) and (6.2)
that
lim sup
n→∞
σn+1τ
α
n−1
σnταn
= lim sup
n→∞
λn = λ < 1. (7.17)
According to Steps 1 and 2, by Lemma 6.3, and by (7.17) we can pick ν so that κν <∞, Eν occurs,
(7.15) holds, and for all n > κν
σn+1τ
α
n−1
σnταn
< λ+ ε. (7.18)
Let us now prove (7.16) by induction in n. It is true for n = κν by definition of κν . For n > κν
using (7.1), (1.11), and the fact that Eν occurs we obtain
σn+1
ταn
Tα−1n ≤
σn+1
ταn
(
Tn−1 + 2α−1Tαn−1
σn
ταn−1
+ εn
√
σnPn−1(1− Pn−1)
)α−1
≤ σn+1
ταn
(
Tn−1 + 2α−1Tαn−1
σn
ταn−1
+ cn(n− κν)
√
2α−1Tαn−1
σn
ταn−1
)α−1
≤ σn+1
ταn
Tα−1n−1
(
1 + 2α−1Tα−1n−1
σn
ταn−1
+ cn(n− κν)
√
2α−1Tα−2n−1
σn
ταn−1
)α−1
. (7.19)
Using (7.16) for n− 1 we have
σn+1
ταn
Tα−1n−1 = δq
n−κν−1σn+1τ
α
n−1
ταn σn
. (7.20)
Using (7.16) for n− 1, q < 1, and (7.9) we have
2α−1Tα−1n−1
σn
ταn−1
≤ 2α−1δqn−κν−1 ≤ δ2α−1 < ε. (7.21)
Using (7.16) for n− 1, Tn−1 ≥ 1, and γ > α− 2 we estimate
Tα−2n−1
σn
ταn−1
< T γn−1
σn
ταn−1
≤ (δqn−κν−1) γα−1
[ σn
ταn−1
]1− γ
α−1
and obtain by (7.10) and by the choice of (cn)
cn(n− κν)
√
2α−1Tα−2n−1
σn
ταn−1
≤ 2α−12 (n− κν)(δqn−κν−1)
γ
2(α−1) < ε. (7.22)
Substituting (7.20), (7.21), and (7.22) into (7.19) as well as using (7.18) and (7.8) we obtain
σn+1
ταn
Tα−1n ≤ δqn−κν−1
σn+1τ
α
n−1
ταn σn
(1 + 2ε) < δqn−κν−1(λ+ ε)(1 + 2ε) < δqn−κν ,
completing the induction.
Step 4. Finally, let us prove that P(E) = 0. For all n ≥ κν we have on the event E using (7.1),
(1.11), (7.15), (7.16), and Tn−1 ≥ 1
Tn ≤ Tn−1
(
1 + 2α−1Tα−1n−1
σn
ταn−1
+ nT
− 1
2
n−1
√
2α−1Tα−1n−1
σn
ταn−1
)
≤ Tn−1
(
1 + 2α−1δqn−κν−1 + n
√
2α−1δqn−κν−1
) ≤ · · ·
≤ Tκν
n−κν∏
i=1
(
1 + 2α−1δqi−1 + (κν + i)
√
2α−1δqi−1
)
≤ Tκν
∞∏
i=1
(
1 + 2α−1δqi−1 + (κν + i)
√
2α−1δqi−1
)
.
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As the infinite product converges, this implies that Tn is bounded thus contradicting to the definition
of the event E . 
Proof of Theorem 1.4. If (ρn) is bounded the statement follows from Proposition 7.1. If ρn → ∞
and λ < 1 the result follows from Proposition 7.2. If ρn → ∞ and λ > 1 it suffices to apply
Lemmas 6.2 and 2.1. Finally, the last statement follows from Lemma 6.1. 
8. Critical regime
The aim of this section is to prove Theorem 1.5. For all n, denote
ϕn = τne
−θαn .
It is easy to see that
lim
n→∞α
−n logϕn = 0 (8.1)
and
τn+1
ταn
=
ϕn+1
ϕαn
, n ∈ N0 implying
∞∑
n=0
τn+1
ταn
<∞ ⇔
∞∑
n=0
τn+1
ταn
<∞. (8.2)
In the case when the above series diverge we will show that no monopoly occurs using the same
method as in Section 2. Otherwise, if the series converge, we will explicitly construct two non-trivial
events such that on one of them we have monopoly and on the other one we don’t.
Lemma 8.1. If
∞∑
n=0
ϕn+1
ϕαn
<∞
then (ϕn) is unbounded.
Proof. Suppose (ϕn) is bounded by some c <∞. Let ε > 0 be such that cε
1
α−1 < 1 and let k ∈ N0
be such that for all n ≥ k
ϕn+1 ≤ εϕαn,
which is possible since the series converges. Iterating this inequality we obtain for all n ≥ k
ϕn ≤ ε1+α+···+αn−k−1ϕαn−kk = ε
αn−k−1
α−1 ϕα
n−k
k .
This implies
lim
n→∞α
−n logϕn = α−k log
(
ϕkε
1
α−1
) ≤ α−k log (cε 1α−1 ) < 0
contradicting (8.1). 
Proposition 8.2. Suppose α > 1 and θ ∈ (0,∞). Then P(M) < 1. Further, if
∞∑
n=0
ϕn+1
ϕαn
=∞ (8.3)
then P(M) = 0.
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Proof. First, suppose that the series (8.3) diverges. By (8.1) we have
σn+1
ταn
=
τn+1 − τn
τn
=
ϕn+1 − ϕne−θ(α−1)αn
ϕαn
∼ ϕn+1
ϕαn
as n→∞. Hence by (8.3) we have
∞∑
n=0
σn+1
ταn
=∞ (8.4)
and P(M) = 0 by Lemma 2.1.
It remains to consider the case when the series on the left-hand side of (8.3) converges and show that
P(M) < 1. To do so we will construct an event E such that P(E) > 0 and both Tn and Tˆn = τn−Tn
tend to infinity on E .
Let γ > 2α−1 and, for all n ∈ N, denote
χn = max
1≤k≤n
kγϕk. (8.5)
By Lemma 8.1 χn →∞. Let β ∈ (2+γα , γ). Choose m ∈ N large enough so that
τm − 2χm > 1, (8.6)
T0 ≤ τm − χm and T0 + τm − τ0 ≥ χm, (8.7)
as well as (
ϕn+1 − ϕne−θ(α−1)αn
)
nαγ > ϕn+1n
αβ, (8.8)
χ12
−γnαβ−γ > n2, (8.9)
nαβ
(
1−
[2γn2−αβ+γ
χ1
]1/2)
> (n+ 1)γ , (8.10)
for all n ≥ m. Indeed, (8.6) and (8.7) are possible by (8.1) since (τn) grows faster than (χn), (8.8)
is possible since γ > β and again by (8.1), (8.9) is possible since αβ − γ > 2, and (8.10) is possible
as 2− αβ + γ < 0 and αβ > γ. Observe that the event
E0 =
{
Tm ∈ [χm, τm − χm]
}
occurs with positive probability by (8.6) and (8.7) since Tm takes each value between T0 and
T0 + τm − τ0 with positive probability. Let
E = E0 ∩
{|εn+1| ≤ n for all n ≥ m}.
By Chebychev’s inequality and using (1.9) we obtain
P(E) = lim
n→∞E
[
1{E0}1
{|εi+1| ≤ i for all m ≤ i < n}(1− PFn(ε2n+1 > n2))]
≥ lim
n→∞E
[
1{E0}1
{|εi+1| ≤ i for all 1 ≤ i < n}(1− 1
n2
)]
≥ · · ·
≥ P(E0)
∞∏
n=m
(
1− 1
n2
)
> 0
since the infinite product converges.
Due to the symmetry of the relations
Tn+1 = Tn + σn+1ψ(Θn) + εn+1
√
σn+1ψ(Θn)(1− ψ(Θn)) (8.11)
and
Tˆn+1 = Tˆn + σn+1ψ(Θˆn) + εˆn+1
√
σn+1ψ(Θˆn)(1− ψ(Θˆn)),
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where Θˆn = Tˆn/τn and εˆn = −εn, and since Tˆm satisfies the condition Tˆm ∈ [χm, τm − χm] in the
same way as Tm on E0, we only need to prove that Tn →∞ on E .
Since χn → ∞, it suffices to show that Tn ≥ χn on E for all n ≥ m, which we prove by induction.
For n = m this follows from the definition of E0. Let n ≥ m. If χn+1 = χn then we have
Tn+1 ≥ Tn ≥ χn = χn+1 as required. If χn+1 > χn then
ϕn+1 >
χn
(n+ 1)γ
≥ χ1
2γnγ
. (8.12)
It follows from (8.11) that on E
Tn+1 ≥ σn+1ψ(Θn)− n
√
σn+1ψ(Θn). (8.13)
Using (1.11), the induction hypothesis Tn ≥ χn, χn ≥ nγϕn following from the definition (8.5),
and (8.8) we obtain
σn+1ψ(Θn) ≥ σn+1Θαn =
τn+1 − τn
ταn
Tαn ≥
ϕn+1e
θαn+1 − ϕneθαn
ϕαne
θαn+1
χαn
≥ (ϕn+1 − ϕne−θ(α−1)αn)nαγ > ϕn+1nαβ. (8.14)
Since the function x 7→ x− n√x is increasing on [n2,∞)
ϕn+1n
αβ ≥ χ12−γnαβ−γ > n2
by (8.12) and (8.9), we obtain by (8.13), (8.14), (8.12), and (8.10) that
Tn+1 ≥ nαβϕn+1 − n
αβ
2
+1√ϕn+1 ≥ nαβϕn+1
(
1−
[n2−αβ
ϕn+1
]1/2)
≥ nαβϕn+1
(
1−
[2γn2−αβ+γ
χ1
] 1
2
)
≥ (n+ 1)γϕn+1 = χn+1
as required. 
Proposition 8.3. Suppose α > 1 and θ ∈ (0,∞). If
∞∑
n=0
ϕn+1
ϕαn
<∞ (8.15)
then P(M) > 0.
Proof. For all n ∈ N0 it follows from (1.11), (1.10), and σn+1 ≤ τn+1 that
Tn+1 ≤ Tn + τn+12α−1Θαn + εn+1
√
σn+1Pn(1− Pn)
≤ Tn + 2α−1Tαn
ϕn+1
ϕαn
+ εn+1
√
σn+1Pn(1− Pn), (8.16)
implying
Tn+1 − Tn
Tαn
≤ 2α−1ϕn+1
ϕαn
+ ξnεn+1, (8.17)
where
ξn = T
−α
n
√
σn+1Pn(1− Pn).
As the series (8.15) converges we can pick m large enough so that
2α−1
∞∑
n=m
ϕn+1
ϕαn
<
1
α− 1 ·
1
Tα−10
. (8.18)
26 NADIA SIDOROVA
Consider the event
E =
{
2α−1
∞∑
n=m
ϕn+1
ϕαn
<
1
α− 1 ·
1
Tα−1m
and
∞∑
n=m
ξnεn+1 ≤ 0
}
.
We have P(E) > 0 by (8.18), as the first condition can be achieved by B1 = · · · = Bm = 0 occurring
with positive probability, and since the conditional expectation of the second series given Fm is zero
almost surely. Let us show that E ⊂M. Suppose Tn →∞ for some ω ∈ E . We have by (8.17) and
the second condition defining the event E
2α−1
∞∑
n=m
ϕn+1
ϕαn
≥
∞∑
n=m
Tn+1 − Tn
Tαn
≥
∫ ∞
Tm
dx
xα
=
1
α− 1 ·
1
Tα−1m
leading to a contradiction with the first condition defining the event E . 
Proof of Theorem 1.5. The statement follows from (8.2) and Propositions 8.2 and 8.3. 
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