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Abstract: ăis study contributes to the existing literature on the travel behavioral eﬀects of mobile phone possession and telecommuting by
investigating the eﬀects of both and looking at average trips and tours per day as well as tour complexity. In contrast to other studies, we inves-
tigate the eﬀects of “informal telecommuting,” deđned as working fromhome on a personal computer. ăe data used in this study is taken from
the LondonAreaTravel Survey 2001, providing uswith a large sample size of 27634 individuals. ăe results of our descriptive andmultivariate
regression analysis imply that mobile phone possession signiđcantly and positively aﬀects total trips made, but does not necessarily aﬀect tour
complexity. Our study provides good evidence that mobile phone possession is clearly associated to total tours made. ăough telecommuting
does decrease the number of work trips, trips for other purposes (such as shopping or leisure) are likely to increase. We provide further evidence
that it is the simple home-work-home tours that decrease through telecommuting and are replaced by other tour types, keeping the total tour
numbers fairly constant. ăe eﬀects are particularly pronounced for the part-time working population. Controlling for geographic character-
istics, we further đnd that population density has an eﬀect on the number of leisure trips and on tour complexity but not on the number of
work or shopping trips.
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1 Introduction
ărough mobile phones, people can connect with their fami-
lies, friends and colleagues almost everywhere and at any time.
Household members might call during a journey to ask for a
favor that obliges the traveler to make another trip. Similarly,
there are times when friends might call a person out of their
home to arrange a short meeting, dinner or a joint activity,
which could change the planned trip or tour pattern. In sum-
mary, mobile phones are oĕen used for short-notice coordina-
tion and organization of schedules for various purposes (Pica
and Kakihara 2003). In other instances, trips can be avoided
by usingmobile phones. For example, a sudden change or can-
cellation of a business meeting can be arranged even if the per-
son is not in the oﬃce or at home. Taking these two eﬀects to-
gether, it is therefore not clear whether the possession of mo-
bile phones reduces or increases the total number of trips.
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Work trips might be inĔuenced by information technolo-
gies in further ways. Increasingly, work can be done at home
without the need to commute to a workplace daily. Telecom-
muting is generally deđned as working at home or at an alter-
nate location and communicatingwith the usual place of work
using electronic or other means instead of physically traveling
to a more distant work site (Mokhtarian 1991). ăis implies
that those who adopt telecommutingmight reduce their daily
work trips or change their tour patterns. However, a reduc-
tion in the number of work trips might be counterbalanced
by an increase in other trips, such as leisure or shopping trips.
Because telecommuting reduces commuting time, people who
adopt it might have more time for household chores or family
errands.
ăe main objective of this study is to explore the eﬀect of
information and communications technology (ICT) on daily
weekday trips. In particular, this research focuses on the ef-
fects of mobile phone possession and “informal telecommut-
ing” on the frequency of daily trips as well as on diﬀerent types
of tours. In contrast to previous studies, we deđne every re-
spondent who uses their personal computer for work from
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home as a telecommuter. ăerefore, an “informal telecom-
muter” as deđned here might not necessarily replace their
work trips, but, đnish remaining work tasks in the evening
from home. In line with this assumption, this study also seeks
to understand how much time spent working from home is
needed to cause a shiĕ in travel patterns.
ăe rest of the paper is arranged as follows. Section 2 re-
views related research regarding the eﬀects of mobile phones
and telecommuting on travel behavior and states our hypothe-
ses on the impacts of mobile phone possession and telecom-
muting on travel behavior. Section 3 describes the data used
in the analysis and presents the results of the descriptive analy-
sis. Section 4 presents the empirical regression results and dis-
cusses the eﬀects on trips, tour types and complexity. Section
5 summarizes the đndings of this paper and discusses implica-
tions.
2 Literature review
Our literature review is further subdivided as follows. Aĕer a
short general discussion of the eﬀects of ICT on travel behav-
ior, Section 2.1 reviews the complementary and substitutive
eﬀects of mobile phones followed by a review of the eﬀects of
telecommuting on travel. Based on these đndings, Section 2.2
then develops hypotheses that we aim to conđrm and extend
with our London data.
2.1 Previous studies
Generally, ICT provides alternatives to face-to-face commu-
nication and thus has a potential to substitute for physical
travel. Wang and Law (2007) deđne ICT use as utilizing
email, internet, video conferencing or video telephony for ei-
ther business or personal purposes. Using a structural equa-
tion model, their study suggests that the use of ICT triggers
additional time use for out-of-home recreational activities and
tends to increase the frequency of trips. Moreover, a review
paper by Golob (2001) forecasts ICT eﬀects on activity and
travel and suggests that mobile phones and other portable
communication devices will redeđne our ability to conduct
business and dynamically schedule activities while on travel or
at locations away from home or workplace.
Srinivasan and Raghavender (2006) investigate the eﬀects
of mobile phones on unplanned activity-chaining and un-
planned ride sharing arranged through mobile phones. ăey
đnd that at any given instant mobile phones can lead to un-
planned stops during travel. Also, a study by Hjorthol (2008)
used a survey to investigate the relationship between mobile
phone use, planning of everyday activities and car usage in
families with children. Her results suggest that, aside from
the signiđcantly positive relationship between car use and the
use of mobile phones, short planning is also positively related
to mobile phone use. In addition, Viswanathan and Gou-
lias (2001) investigate the eﬀects of both mobile technology
and internet use on travel times and đnd that mobile tech-
nology and travel times are complementary whereas internet
use and travel times are substitutive. Bhat et al. (2003) study
the impact of ICT, particularly of mobile phone adoption,
on non-maintenance shopping activity. According to their
result, there is a substitution between mobile phone use and
shopping travel that is underestimated when the eﬀects of
common unobserved attributes aﬀecting mobile phone adop-
tion and shopping travel are not considered. Schmöcker et al.
(2010) investigate trip chaining among older London resi-
dents. ăough the focus of their research is not on ICT ef-
fects, their results suggest mobile phone possession eﬀects are
not limited to certain age groups. ăey also đnd that older
residents with mobile phones tend to make more complex
tours. Alexander et al. (2009) conduct a study in the regions of
Utrecht, Amersfoort and Hilversum (Netherlands) examin-
ing the causal relationship between ICT and fragmentation of
paid-work trips. ăe empirical results of their study show that
the frequencies of mobile phone and landline phone calls are
highly associated with the temporal as well as the spatial frag-
mentation of paid work, which increases the number of work-
related trips and the time spent on travel. Some studies with
aggregate data (e.g. Choo et al. 2007; Choo and Mokhtarian
2005) also support the hypothesis that travel and telecommu-
nication have a complementary relationship. Summing up,
mobile phone eﬀects—that is, possession of a mobile phone
as well as the amount of time a mobile is used—have been
found in travel patterns. ăere appears to be a lack of liter-
ature, though, on some speciđc eﬀects such as whethermobile
phones lead to more trip chaining.
Further, telecommuting allows people to keep away from
the hassles of commuting by reducing physical trips. ăere-
fore, encouraging telecommuting is oĕen suggested as one
of a series of policy measures to reduce travel demand (e.g.
Mokhtarian and Salomon 1997). Telecommuting instead of
actual commuting might, however, oĕen reduce travel de-
mand less than hoped for by transport planners. Using time-
series data from the national statistics oﬃces in Canada, Nor-
way and Sweden, Harvey and Taylor (2000) reveal that work-
ing in isolation at home does not signiđcantly diminish travel.
Especially if telecommuting from home, people may become
bored with their environment and prefer to spend more time
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shopping, doing household chores or socializing with friends.
Furthermore, a study of theMinneapolis-Saint Paul (USA) re-
gion by Douma et al. (2004) that focused on work and shop-
ping behavior at the household level reveals that “e-workers”
take advantage of ICT to modify their travel patterns with-
out impacting their workday. Instead, ICT is sometimes
used before or aĕer work to maintain contact with their of-
đces while leaving for or from work. Similarly, Tilahun and
Levinson (2010) mention that organizing or scheduling so-
cial meetings is constrained by time and location (home and
work). Telecommuting and having a Ĕexible work sched-
ule helps loosen these constraints. Mokhtarian and Salomon
(2002) study the eﬀects of working from (nearby) telecom-
muting centers on macro and micro-scale level. ăey point
out that this kind of telecommuting may also change land
use patterns due to changes in travel patterns. Compared to
commuting to the (more distant) company oﬃce, they đnd
center-based telecommuting to cause a small increase in com-
mute trips on telecommuting days, mostly due to trips home
for lunch and back to the center in the aĕernoon. ăis con-
forms to the đndings of Balepur et al. (1998) who examine
the impacts of center-based telecommuting. ăeir result in-
dicates that on telecommuting days the number of trips for
returning home, eating out, shopping, and social/recreational
purposes is higher. Finally, the hypothesis of substitution be-
tween travel and ICT is supported by Srinivasan and Athuru
(2004) using activity-diary data from the San Francisco Bay
Area. ăeir study focuses on the relationship between physi-
cal and virtual activity participation in maintenance and dis-
cretionary activities.
Nowadays, through laptop computers and powerful per-
sonal computers (PCs) at home, telecommuting is taking new
forms. ăough oﬃcially organized oﬀ-site working remains
a policy tool and is becoming more frequent in many orga-
nizations, it is probably “informal telecommuting” that has
increased most in recent years. ăose with Ĕexible work-
ing times oĕen reduce oﬃce hours by taking remaining work
home or onto journeys. It is this Ĕexibility that might be
used for very diﬀerent or irregular commuting patterns. Work
might be completed at home aĕer leisure activities or, for ex-
ample, a working parent might take over family errands in the
aĕernoon only to đnish work later in the evening. ăe follow-
ing hypotheses propose that the eﬀects of working from home
are similar to the eﬀects attributed to the stricter deđnition of
telecommuting used more commonly in the transport litera-
ture (e.g. Balepur et al. 1998;Mokhtarian and Salomon 1997,
2002).
2.2 Hypotheses
ăis study contributes to the growing literature on ICT and
travel behavior by analyzing a large sample of London resi-
dents. In contrast to previous studies, this study investigates
the eﬀect of mobile phones and telecommuting not only on
trips and its types but also on the tours a person makes. We
consider trips, tour number and tour complexity as our depen-
dent variables. Basedonprevious literaturewe formulate three
groups of hypotheses: đrstly concerning the eﬀects on trip fre-
quency; secondly, concerning the eﬀects on number of tours;
and lastly, concerning the eﬀects on tour complexity. For each
group, we further establish our hypothesis regarding the ef-
fect of mobile phone possession and telecommuting. How-
ever, to this point, we đnd a limited literature regarding the
eﬀect of telecommuting on tour numbers. Hence, we develop
presumptions based on some rational intuitions (B.1 below).
Tours are deđned in the following as a chain of tripswithhome
as the anchor point.
A. Trip frequency
A.1. ăe number of trips per day is hypothesized to be posi-
tively associated withmobile phone possession. Our rationale
is that the trip-generating eﬀects of mobile phones seem to
outweigh the trip-reducing eﬀects in previous literature (e.g.
Bhat et al. 2003).
A.2. It is reasonable to assume that work trips are reduced
through telecommuting, though for example Douma et al.
(2004) show that using ICT does not necessarily induce a sig-
niđcant change in work patterns.
A.3. We further hypothesize that non-work trips of telecom-
muters increase, as found by e.g. Harvey and Taylor (2000).
Whenpeople reduce theirwork trips, theywill havemore free-
dom for leisure or shopping activities.
A.4. Total trip numbers are hypothesized to be unchanged
or to increase slightly through telecommuting as suggested by
Balepur et al. (1998).
B. Number of tours
B.1. Mobile phone possession might have a (weak) negative
eﬀect on (home-to-home) tours. ăis is because the more
complex tours of mobile phone users (C.1) might enforce a
reduction in total tours due to time and space constraints. Fur-
ther, as argued above, in some situationsmobile phone posses-
sion might make additional tours redundant.
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B.2. Similarly, telecommuting from home tends to increase
the number of tours. ăis is because it encourages people to
make more simple tour chains to relieve their isolation when
working from their home PC (Balepur et al. 1998).
C. Tour complexity
C.1. Mobile phone possession, generally, is likely to lead to
more complex tours as suggested by Schmöcker et al. (2010)
for a limited sample of those aged over 60. Our rationale is
that access to communication during travel might lead to ad-
ditional unplanned stops.
C.2. On the contrary, tour complexity is likely to decrease
for those who telecommute from home. Our presumption is
based on the same argument given in B.2.
Our hypotheses are illustrated in Figure 1. Both telecom-
muting and mobile phone use might lead to shorter trips, but
telecommuting andmobile phone usemight have an opposing
eﬀect on tour complexity.
3 Data structure and descriptive analysis
3.1 Data description
Our analysis is based on data from the 2001 London Area
Travel Survey (LATS), made available by Transport for Lon-
don (TfL). ăe survey collected information on the regular
weekday travels of people living in Greater London. All in-
terviews were done on a personal basis, and respondents were
asked to đll in a one-day travel survey. In total, 67252 indi-
viduals from 29973 households were interviewed, which cor-
responds to a response rate of about one percent. ăe survey
results are made available in four main data tables: household
information; information about the individual; trips made by
the individual; and information about the vehicles owned by
the household. From the đrst and second tables we extract
socio-demographic information, in particular whether the re-
spondent possesses a mobile phone, their working status and
how many hours per week the respondent is using their PC
to work from home. Unfortunately, this data set does not in-
clude any information on how much a respondent uses their
mobile phone. Bearing in mind our objectives, we opt to ex-
clude all non-working respondents, which leaves us a with a
sample size of 27634 individuals who made a total of 87148
trips on the day they were interviewed. ăe trip information
includes the modes chosen, the trip activity duration as well
as the type of activities which were carried out at the destina-
tion. ăis information allows us to perform the tour analysis
described in subsection 4.4. Note that during 2001, when the
surveywas conducted,mobile phone possessionwas still likely
to be correlated with income and hence working trips. ăis is
a second reason to focus our analysis on the working popula-
tion. Further, the analysis that follows controls for income and
distinguishes eﬀects of ICT on total trips as well as diﬀerent
trip and tour types.
3.2 Descriptive analysis of mobile phone impact
As shown inTable 1, approximately 44 percent of respondents
in the sample state that they possess a mobile phone. By com-
paring this to the statistics of the UKOﬃce of Telecommuni-
cations (Oﬃce for National Statistics – UK 2004), we đnd
a signiđcant diﬀerence. To identify the reasons, additional
information is presented in Table 2 from other agencies that
collected information on mobile phone penetration. EURO-
STAT data are based on subscriptions or sales data, while data
fromOFTEL, theOﬃce ofNational Statistics (Oﬃce forNa-
tional Statistics – UK 2010) and LATS are based on indi-
vidual surveys. ONS and LATS mobile penetration rates are
fairly similar, whereas the rates given in EUROSTAT (2001)
and Oﬃce for National Statistics – UK (2010) diﬀer signiđ-
cantly. OFTEL data are, however, only partly comparable as
these are data on “possesses or uses” a mobile phone. Note
also that in OFTEL the percentage of those using their mo-
bile phone as main mode of telephony is signiđcantly lower
(15%). Both LATS andONS rates are based on surveys inter-
viewing individuals. We therefore suspect that the diﬀerence
in statistics is partly due to diﬀerences between mobile phone
possession statistics based on sales data and those based on in-
dividual responses. Data based on sales đgures might overes-
timate possession of actively used mobile phones due to mul-
tiple ownership of phones, whereas data based on individual
responses might underestimate possession of mobile phones
due to respondents omitting to report the possession of mo-
biles that are seldom used.
We therefore presume that respondents who use mobile
phones as their primary phone connection might have an-
swered aﬃrmatively to the interviewer’s question on mobile
possession. Respondents who only occasionally use their mo-
bile phone might have answered negatively in order to avoid
being asked for their mobile phone numbers. A “yes” answer
for the previous question on landline possession is followed
by a question asking if the respondent is willing to provide
their number. In conclusion, though we keep our term “mo-
bile phone owner” in line with the survey question, those who
Mobile phones and telecommuting 
(a)Hypothesized eﬀects of mobile phone possession.
(b)Hypothesized eﬀects of telecommuting.
Figure 1: Illustration of hypotheses. (a) shows the hypothesis of the eﬀect of mobile phones on trips, tour number and tour com-
plexity as stated in A.1, B.1 and C.1 (b) represents the hypothesis of the eﬀect of telecommuting on trips, tour numbers
and tour complexity as discussed in A.2, A.3, A.4, B.2 and C.2.
aﬃrmed having a mobile phone might more accurately be re-
ferred to as “heavy” users and those who answered in the neg-
ative might be more appropriately called “occasional or not”
mobile phone users.
Tables 3 to 5 discuss some socio-demographic character-
istics of mobile phone users in our LATS sample. Firstly,
we note that the extracted working population sample has a
slightly higher penetration than the total LATS sample (a total
of 53020 respondents that includes the unemployed). ăis is,
however, expected due to income eﬀects onmobile ownership
as shown in Table 3. ăe diﬀerence, compared to all LATS
as well as OFTEL data, is fairly constant among younger age
groups but decreases for those near retirement age. Onemight
speculate that this is because middle-aged and older persons
are less likely to omit the reporting of their mobiles. (ăough
especially for the 75+ age groupour sample size is, as expected,
very small—61 out of 27634 aged 75+).
Table 4 further illustrates that the diﬀerence in penetration
rate betweenONS-UK data (2001) and the LATS 2001 sam-
ple varies across income groups. Compared to the ONS-UK
data, LATS reports lower ownership rates in higher-income
groups and higher ownership rates in lower-income groups.
ăe reasons for this are not fully understood. One might ar-
gue that this eﬀect is partly speciđc to London where, among
employed respondents, income might not be as strong a de-
terminant for mobile ownership as in other parts of the UK
where average incomes are lower. Table 5 groups ownership
by those employment types also subsequently distinguished
in this paper. ăose with blue collar jobs have lower owner-
ship rates, as onewould expect according to their income. Our
sample of self-employed people is too small to conclude that
the diﬀerence is signiđcant.
Finally, note that in general we would expect to see higher
mobile phone ownership rates in our sample compared to the
other data sources used in this section, which are based on
samples from across the entire UK. As discussed, ownership is
related to employment and income, which are higher in Lon-
don than in other part of the UK. Further factors likely to fa-
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Table 1:Mobile phone and personal computer information.
Frequency Percentage
Mobile phone possession
Have 12144 43.95
Don’t have 15490 56.05
Personal computer possession
Have 18520 67.02
Don’t have 9114 32.98
Work type and telecommuting
Full-time workers:
Does not use PC for work (never) 17095 61.86
Uses PC for work 1–9 hours/week (light) 4655 16.85
Uses PC for work 10 hours/week (heavy) 1147 4.15
Part-time workers:
Does not use PC for work (never) 3773 13.65
Uses PC for work 1–3 hours/week (light) 609 13.65
Uses PC for work 4 hours/week (heavy) 354 1.28
Table 2:Mobile phone penetration rate by data source.
EUROSTAT
2001
OFTEL
2001
ONS-UK
2000–2001
LATS 2001 SAMPLE
(N =27634)
LATS 2001 ALL
(N =53020)
76 67* 47 44 35
Note: * = own or use; 15% use mobile phone as main means of telephony.
vor higher ownership rates inLondon are network availability,
more dispersed travel patterns and family structures. It should
be further kept in mind that the surveys were carried out in
2001, when mobile phone usage was rapidly increasing.
Figure 2: Eﬀects ofmobile phone possession on trip frequency
(for each type of trip).
Figure 2 illustrates that those in possession of a mobile
phones make slightly more trips than those without mobile
phones (3.522 compared to 3.424 trips per day). ăe aver-
age number of trips for each trip purpose might vary slightly
between those with mobile phones and those without. ăe
unpaired t -test analysis conđrms that this diﬀerence is statis-
tically signiđcant (N = 27634, t = 4.58, p < 0.001); how-
ever, this and the following t -test results should be viewed
with some caution, as our large sample size of two indepen-
dent samples will easily lead to signiđcant t -values. Num-
bers of work trips are higher for those having a mobile phone
(N = 27634, t = 5.10, p < 0.001) but small increases can
be seen for leisure and personal business trips as well. How-
ever, especially in regards to the relationship between work
trips and mobile phone possession, the causal relationship be-
tween the two is not as clear as itmay appear from the đndings
presented above. While there might be a similar mixed causal
relationship for leisure and shopping trips, it ismore likely that
mobile phone possession aﬀects these trip numbers than vice
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Table 3:Mobile phone penetration rate by age.
Age group
OFTEL
2001
LATS 2001
SAMPLE
LATS 2001
ALL
Diﬀerence
between OFTEL and
LATS 2001 SAMPLE
15–24 83 48* 40* 35
25–34 84 48 44 36
35–44 78 45 42 33
45–54 70 41 37 29
55–64 59 36 29 23
65–74 41 29 16 12
75 and over 13 21 8 -8
Note: * = age 16–24.
Table 4:Mobile phone penetration by income quintile.
Income bracket ONS-UK
2000–01
LATS 2001
SAMPLE
Top đĕh 66 52
Next đĕh 60 49
Middle đĕh 52 43
Next đĕh 34 40
Bottom đĕh 23 36
Table 5: Penetration rate by employment type (LATS 2001
SAMPLE).
Employment type
(sample size) Penetration rate
White collar (4503) 49.25
Administrative (2971) 40.98
Health care (3071) 43.65
Blue collar (4464) 39.81
Transport-related (494) 44.62
Self-employed (41) 32.79
versa. ăerefore the signiđcant increase (N = 27634, t =
3.75, p < 0.001) in leisure trips suggests that mobile phone
possessionmight be associatedwith additional activities as hy-
pothesized in A.1. Shopping trips exhibit no signiđcant dif-
ference. In order to separate income, age and eﬀects of mobile
phone possession, a regression analysis is performed and de-
scribed in Section 4.
3.3 Descriptive analysis of the impact of using home PC
for work
From Table 1, it can be seen that approximately 67 percent
of respondents have a personal computer at home. Accord-
ing to how many hours per week respondents use their PC
to work from home, we further classify respondents as heavy,
light or never telecommuting. For full-time workers, we de-
đne those using their PC for work from home as more than
one full working day (≥10 hours) as “heavy telecommuting.”
“Light telecommuting” (1–9 hours) might therefore also in-
clude employees or employers who usually work from the of-
đce but take some remaining work home. For part-time work-
ers, we set our threshold to ≥4 hours to reĔect the overall re-
duced working time.
As shown in Table 1, those who work full-time but never
telecommute comprise of about 62 percent of the total re-
spondents. Approximately 17 percent are full-time workers
who do light telecommuting and only four percent are full-
time workers who do heavy telecommuting. Almost 17 per-
cent of our sample are part-time workers. Out of these, 21
percent do at least some telecommuting using their PC work
from home.
As illustrated in Figure 3, among those who telecommute,
more time spent using a PC to work from home is generally
associated with fewer daily trips. ăe average number of daily
trips for those not telecommuting (at all) fromhome is similar
to those using their computer 35–50 hours per week. As ar-
gued before, the observation that those who use a PC to work
at home for at least one hour make more trips than those who
do notwork fromhome using a PC likely reĔects work-related
trips made by the former group. A second possible explana-
tion is that those performing jobs that demand more work
trips, such as business trips or visits to customers, would also
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be more likely to use computers at home at least sometimes in
the evening, for example to check email and to arrange their
schedule for the following work day.
Figure 3: Average number of trips and the duration of personal
computer use to work from home.
As expected, themore a personworks fromhome, themore
the number ofwork trips is reduced. However, comparing this
to total trips we can see that the number of non-work trips in-
creases, suggesting that the freedom gained through working
fromhomewill be used for additional activities. ăis is further
investigated with the cross tabulation of average trips per day
by trip purpose and by work/telecommuting status in Table 6.
Trip destination purposes are divided into seven groups: (1)
work, (2) shopping, (3) leisure, (4) personal business, (5) ed-
ucation, (6) holiday home and (7) drop-oﬀ or pick-up. Work
and telecommuting status is classiđed into six groups, as also
presented.
Table 6 makes it possible to determine which trip purposes
increase and which decrease depending on work status. Using
the analysis of variance (ANOVA) among the three groups of
full-time working respondents, we đnd that there is a statis-
tically signiđcant diﬀerence between these three groups (F =
13795.61, d.f. = 2). ăose who never telecommute make the
fewest trips in total, but those who do light telecommuting
make more work-related trips than those who telecommute
heavily, possibly because of the job type eﬀects previously de-
scribed. Further, our analysis conđrms that there is a comple-
mentary eﬀect towardsmore leisure trips among thosewho do
heavy telecommuting. ăe more a person works from home,
themore freedom they appear to have to undertake additional
leisure trips. ăere is also an increase in personal business trips
when doing heavy telecommuting, but this does not appear to
be statistically signiđcant.
A similar ANOVA test is performed among the part-time
working sample (F = 2506.19, d.f. = 2). ăe result indicates
that those who do light telecommuting make the most work-
related trips, followed by those who never telecommute at all,
with those who do heavy telecommuting making the fewest
work-related trips. Once again, we suspect that the signiđcant
increase in work-related trips for those who do light telecom-
mutingmight be due to the nature of their work, which allows
(or requires) them to use their PCs at home for work but not
necessarily reduce the need tomake trips for work. Hence, we
control for work type and telecommuting status in our regres-
sion analysis. ăe trends described for the other trip purposes
follow the trends described for full-time workers, albeit on a
generally higher level of average trips per day. ăe signiđcantly
higher number of drop-oﬀ/pick-up trips further supports our
expectation that it is in general the part-time working parent
who will take over these responsibilities. Full-time and part-
time workers, regardless of their telecommuting status, make
similar numbers of trips for personal business.
4 Regression analyses
4.1 Model speciöcation
ăe ordered probit regression is most suitable for model-
ing with a dependent variable that takes more than two val-
ues, where these values have a natural ordering. In contrast
to a linear regression model, it does not assume cardinality.
We further consider count data analysis (e.g. Jang 2005) but
đnd worse model đts and unexpected signs for our coeﬃ-
cients. Further, compared to count data analysis, ordered pro-
bit models are more in line with behavioral theory as argued
by Roorda et al. (2010). In the ordered probit model, the de-
pendent variable is latent and expressed as:
yi = xi+ "i , (1)
where yi is the latent variable measuring the number of
daily trips (number of stops per tour) for individual i (i =
1,    ,N ) andN is the sample size; xi is a (K1) vector of in-
dependent (observed) nonrandom explanatory variables; is
a (K  1) vector of unknown (coeﬃcients) parameters; and
"i is the random error term, which is assumed to be normally
distributed with zero mean and unit variance.
Let yi denote the number of observed trips per day (stop
per tour). To convert the continuous latent variable yi into
the discrete observed number of trips (stops per tour), a set of
 (n  1) is introduced where n denotes the number of trip
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Table 6: Average number of trips per day by destination purpose and work type.
Work type and
telecommuting status
Destination purpose
Work Shopping Leisure Personal
Business
Education Holiday
Home
Drop-oﬀ/
Pick-up
Full-time workers:
Never 2.170 0.301 0.236 0.417 0.008 0.001 0.159
Light 2.366 0.395 0.269 0.411 0.009 0.002 0.210
Heavy 1.997 0.371 0.335 0.446 0.007 0.000 0.243
Full-time workers:
Never 2.131 0.349 0.436 0.446 0.026 0.001 0.482
Light 2.248 0.478 0.502 0.417 0.025 0.002 0.634
Heavy 1.822 0.494 0.531 0.427 0.042 0.000 0.480
(stops per tour) categories as shown below:
yi =
8>>><>>>:
0 if  1 yi 1
1 if1  yi 2
2 if2  yi 3... ...
n+ 1 ifn  yi 1
, (2)
where the vector of threshold values  are unknown param-
eters to be estimated along with the parameter vector . In
subsection 4.3, we specify diﬀerent models of the number of
daily trips for total trips, work trips only, leisure trips only,
those making at least one trip. We deal with tour complexity
by taking the number of stops per tour as a dependent variable
in subsection 4.5.
ăe parameters are to be estimated so that yi is expected
to change by k for a unit change in xi k , holding all other
variables constant. ăe maximum likelihood method is em-
ployed to estimate the parameters of the model (Long 1997).
ăe predicted probability of the number of trips (stops)m for
given xi is
Pr(yi = m j xi)  F (m 1  xi), (3)
where F is the normal cumulative distribution function.
ăe log likelihood function is the sum of the individual log
probabilities as follows:
LL=
NX
i=1
nX
j=0
Zi j log
 
( j   xi)  F ( j 1 xi)

(4)
where Zi j is an indicator variable which equals 1 if yi = j
and 0 otherwise.
4.2 Control variables in regressionmodel
ăepercentage of the various socio-demographic control vari-
ables used in this study is tabulated in Table 7 as a separate
column for each of the four speciđed models. Aĕer vari-
ous model testing we group our respondents into seven age
categories. Following previous studies with the LATS data
on trip frequency of older Londoners by Schmöcker et al.
(2005), ethnicity is included and grouped as white (almost
80%) and non-white; a more detailed classiđcation was found
to be insigniđcant. Further, several household types are distin-
guished. Twenty percent of the respondents live alone andđve
percent are single parents with dependent children. About
thirty-đve percent of the respondents live with a spouse or
partner and approximately twenty-nine percent are married
with dependent children. Note that nearly one percent of
our respondents state that they are living in an “all pensioner”
household; these are presumably older respondents who still
have some (part-time) jobs or are still involved in some way
in their former work place. Among the respondents, nearly
eighty percent have a driver license. We further include car
ownership as a continuous variable in themodel (78.8%of our
sample own a car with an average of 1.12 cars per household).
As work type and income are correlated, the interaction ef-
fects of these two are dealt with by distinguishing white collar
jobsƲ, administrative and clerical jobs, health related jobs, blue
collar jobs, transport related jobs and being self-employed.
To further control for geographic characteristics, popula-
tion density data obtained fromCensus data arematchedwith
the đrst three digits of the respondents’ home-address post
Ʋ White collar jobs are deđned in this paper as managerial positions and
professional occupations.
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code, available from the LATSdata. Tests deđning population
density as a continuous or categorical variable suggest a better
đt for the latter. We deđne đve categories with four percent of
the sample living in the least densely populated areas (10356
persons per km2 and below) and seventeen percent residing
in the most densely populated parts of London (over 64722
persons per km2). As areas with low and high population den-
sity can be found in both Inner andOuter London, we further
include this variable as a separate dummy variable.
Finally, among those whomake at least one tour per day, we
include two further dummy variables. Firstly, whether the re-
spondent has used public transport on the day surveyed, and
secondly a control variable on destination of tour. We dis-
tinguish those who have traveled at least once into Central
London (since 2003 designated as the Congestion Charging
zone). Our reasoning is that trip and tour patterns of those
traveling into Central London might be diﬀerent. Once in
Central London, people might tend to make additional trips
leading to more trips per day and higher tour complexity. We
đnd that nearly twenty percent of those respondents making
at least one tour have traveled into Central London.
4.3 Eﬀects on trips per day
ăe results of the empirical analysis on trip numbers using the
ordered probit analysis are presented in Table 7. We spec-
ify four models for trip frequency. ăe đrst model includes
all respondents, whether they make trips or not. In the sec-
ond model, work trips only are used as the dependent vari-
able, while in the third model leisure and shopping trips are
considered. ăe fourth model again uses total trips as the de-
pendent variable but excludes those respondents making no
trips; this is in order to investigate whethermobile phone pos-
session and telecommuting have the same eﬀect if we consider
only those who leave their homes at least once per day. Addi-
tionally, our public transport variable and our control variable
for those who make at least one trip into Central London are
included in the fourth model. ăese variables are excluded in
the đrst, second and third models for reasons of logical con-
sistency, e.g., those who make no trips will use neither public
nor private transport. In all other respects, to allow for a better
comparison, the fourth model is a replica of the đrst model.
ăeMcFadden’s R2 values, which are also presented in Ta-
ble 7, are found to be small but comparable to other applica-
tions of ordered probit analyses in transportation with lowR2
value (e.g. Bhattacharjee et al. 1997;Khattak et al. 1993;õud-
dus et al. 2002). For this reason, the discussion that follows
will focus on explanatory variables that exhibit signiđcant t -
values.
Table 7 shows that women tend to make a greater total
number of trips and more leisure trips but fewer work trips.
Regardless of sex, those aged 35–44 and 65–74 tend to make
the most trips in total. Households with children, in partic-
ular those made up of married couples with children, tend to
make the most trips in all models. Married households with
dependent children make more trips overall but fewer work
and leisure trips. Presumably, this is because married respon-
dents with dependent children frequently make additional
trips for purposes such as dropping oﬀ or picking up children.
In all models, white people tend tomakemore trips than non-
white people. Furthermore, driver license has a positive eﬀect
in all models. All these đndings are as expected in light of
the existing literature (e.g. Lu and Pas 1999; Schmöcker et al.
2010).
Surprisingly, car ownership is negatively associatedwith the
number of leisure trips (Model 3) as well as with making at
least one trip (Model 4), but is not signiđcant in the other two
models. ăe eﬀect observed inModel 3 might be due to work
day eﬀects, as leisure trips by car are mainly carried out during
weekends. Our result in Model 4 is further qualiđed by the
đnding that using public transport has the expected (andmore
signiđcant) negative eﬀect on number of trips.
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Mobile phones and telecommuting 
ăe number of trips increases for respondents who travel to
destinationswithinCentral London, as observed among those
who make at least one trip per day (Model 4). Further, those
living in Outer London tend to make a greater total number
of trips than those living in Inner London (Models 1 and 4).
Outer Londoners in particular tend tomake leisure and shop-
ping trips (Model 3). ăis might be because in Outer Lon-
don there are still more local shopping streets with easy ac-
cess that invite shoppers to make additional trips. In contrast,
those residing in Inner London are possibly more oĕen trav-
eling to larger shopping centers, resulting in fewer leisure and
shopping trips. For population density, we đnd similar eﬀects.
ăose living in the most densely populated areas, especially in
Outer London, tend tomakemore leisure trips (Model 3) and
a greater total number of trips if they leave their homes dur-
ing the day (Model 4). Population density is not signiđcant
inModels 1 and 2. ăough the discussion of the eﬀects of our
control variable could be extended, we focus our discussion on
the eﬀects of our variables of primary interest—mobile phone
possession and telecommuting.
We đnd that mobile phone possession has a positive eﬀect
on the total number of trips made, which conđrms hypothe-
sis A.1. Among those who work full-time, those who never
telecommute or do only light telecommuting tend to make
a greater total number of trips than those who telecommute
frequently, mainly because of work trips (Models 1 and 2). In-
terestingly, though, those who do light telecommuting make
more trips than thosewhonever telecommute, conđrming our
observationsmade in the cross-table analysis. Among thepart-
time working respondents, we see a similar negative eﬀect of
heavy telecommuting ondaily trips. ăeonly diﬀerence is that
those who are not telecommuting make the most trips, fol-
lowed by those who do light telecommuting, with those who
do heavy telecommuting making the fewest total trips.
Our results further indicate that full-time workers who are
heavy telecommuters make fewer work trips, which conđrms
hypothesis A.2. In addition, full-time workers who never
telecommute make fewer leisure trips, in correspondence to
hypothesis A.3. Generally, part-time workers tend to make
more leisure trips, and the eﬀect of telecommuting is not very
pronounced. ăe total number of trips made is slightly in-
creased when doing light telecommuting compared to not
telecommuting at all. ăis result supports hypothesis A.4.
However, our hypothesis is not supported when the respon-
dents do heavy telecommuting, as we đnd that those working
full-time andnot telecommuting tend tomake the fewest trips
among all six categories of workers.
ăe results of our work trip model (Model 2) also reveal
that self-employed respondents with higher household in-
comes are likely to make fewer work trips. According to Ta-
ble 8, most of the self-employed have relatively high house-
hold incomes, particularly those who do light telecommuting.
We might therefore presume that many of the self-employed,
high-income respondents have their own businesses or are
working freelance, both of which might not require them to
undertake regular commuting trips.
4.4 Eﬀects on number of diﬀerent tour types made
A tour may comprise one trip or a series of two or more
trips linked together. In the most common tour deđni-
tion, the tour is anchored at both ends by the home (Kuhn-
imhof et al. 2010; Miller et al. 2005). For this study, eight
tour types were considered. ăe đrst four types are sin-
gle stop (or simple) tours while the latter four are complex
tours comprising at least two stops. Tours with single stops
are: home-work-home (HWH); home-shop-home (HSH);
home-leisure-home (HLH); and home-any-home (HYH),
where “any” is any trip purpose except work, shopping and
leisure. ăe four complex tours are: home-shop-work-home
or home-work-shop-home (HSWH/HWSH); a similar com-
bination of work and leisure trips (HLWH/HWLH); tours
with twoormore stops not including awork trip; and all other
complex tours. ăese latter four tour types are distinguished
in order to see whether those who do more telecommuting
combine their work trips with other activities.
ăe eﬀect of mobile phone possession is investigated for
each of the tour types mentioned above. As shown in the
cross-table analysis in Table 9, those who have mobile phones
are likely to make greater numbers of simple tours related to
shopping and leisure activities (N = 33809, t = 2.386, p <
0.001). ăis contrasts with our assumption in B.1 regarding
tour numbers. However, in support of our hypothesis we also
đnd that those with mobile phones make greater numbers of
more complex tours (N = 33809, t = 3.428, p < 0.001), in
particular complex tours that include work trips, suggesting
thatmobile phones encourage combining work with other ac-
tivities along the way.
ăe eﬀect ofworking fromhomeon tour types is further in-
vestigated in Table 10. We đnd, as expected, that among full-
time workers, those who never telecommute make the most
HWH tours, followed by those who do light telecommuting
and those who do heavy telecommuting. Further, as hypoth-
esized in B.2, those who do heavy telecommuting make the
largest numbers of simple shopping, leisure and other tours
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(HSH,HLH,HYH).We đnd similar eﬀects among the part-
time working population.
Overall, the results in the cross-table analysis suggest that
those who do heavy telecommuting make fewer tours, which
corresponds to our đndings regarding tripmaking. ăosewho
do heavy telecommuting make complex tours less oĕen, in
general. However, this is mainly due to making fewer work-
related tours, as the number of non-work complex tours in-
creases with telecommuting frequency. In accordance with
our hypothesis, we đnd that the number of non-work-related
tours increases among those telecommuting heavily. Our hy-
pothesis B.2 (that telecommuting in general leads to more
home-to-home tours) is, however, not supported as the in-
crease in non-work tours does not outweigh the reduction in
work-related tours.
4.5 Eﬀects on tour complexity
Finally, we create an ordered probit model to investigate the
hypothesized eﬀects C.1 and C.2 on tour complexity, where
the number of stops is regarded as the dependent variable (Ta-
ble 11). For simplicity, we omit the discussion regarding ef-
fects of socio-demographic characteristics. However, our re-
sults regarding somegeographic control variables arenotewor-
thy. ăe results indicate that more stops per tour are made by
thosewho travel intoCentral London. ăe reason behind this
might be that workers in Central London are more likely to
combine their work-related trips with other trip purposes be-
fore returning home. To return home aĕer work only to go
out once more is probably less common among those working
in Central London (and living in Outer London). Similarly,
respondents who reside in Outer London tend to make more
stops. ăis also supports our explanation, mentioned previ-
ously, of the diﬀerence in shopping behavior between Inner
and Outer London. Similarly, people residing in areas with
population densities of greater than 64722 persons per km2
makemore stops per tour. Further, the results show that those
who use public transport on the day of the survey make less
complex tours than those who use others.
ăe model result also indicates that possession of a mobile
phone has no signiđcance for tour complexity. ăis result
does not likely conđrm our hypothesis C.1. Full-time work-
ers who do light telecommuting make more stops than those
who never telecommute, while those who do heavy telecom-
muting make fewer stops. ăis eﬀect holds true also for part-
time workers. ăose who do light telecommuting make more
stops per tour than those who never telecommute, but those
who do heavy telecommuting make the fewest complex tours.
In summary, our hypothesis C.2 is supported only for those
telecommuting frequently, while we observe a contrary eﬀect
among those doing light telecommuting.
5 Conclusions
ăis study investigated the eﬀects of ICT, namely mobile
phone possession and telecommuting, on weekday trips of
Londoners. Absence of information on how much respon-
dents use their mobiles is clearly a limitation of our study.
However, our đndings show that distinguishing those with
and without mobile phone reveals diﬀerences in travel behav-
ior. ăis suggests that the perceived freedom gained by pos-
sessing a mobile phone is reĔected in travel patterns, indepen-
dent of the amount of time the mobile is actually used.
In 2001, when the survey was conducted, the relationship
between mobile phone possession and income was probably
much stronger than it is today. ăis could explain why our re-
sults show thatmobile phone holdersmakemorework trips as
well as more work-related tours. Similarly, mobile phone pos-
session tends to increase the number of home-to-home tours
made each day. ăough one might argue that 2001 data are
already slightly outdated, the eﬀects of mobile phones will be
more diﬃcult to discern in the analysis of surveys carried out
nowadays, when mobile phones have become almost ubiqui-
tous. Some of the eﬀects described in this papermight be gen-
eral trends in societies where communication is increasingly
basedonmobile phones. Our resultsmight further be of inter-
est for developing countries where the level of mobile phone
possession is currently similar to that in London in 2001.
Our results also conđrm that telecommuting aﬀects total
trips and tour numbers as well as tour types and the number
of stops per tour. ăe regression analysis suggests that those
telecommuting heavily make fewer trips per day. ăe trip de-
crease is, however, much less than the reduction in work trips,
conđrming the substitution eﬀect of telecommuting that has
been well described in the literature. Our analysis conđrms
that these substitutions are likely to involve leisure and shop-
ping trips.
Moreover, we đnd some non-linear eﬀects on number of
tours made with regards to the amount of telecommuting.
ăose who do a small to medium amount of telecommuting
tend to make more complex tours and almost the same num-
ber of tours compared to those not working from home. Only
for those telecommuting frequently we can đnd the hypothe-
sized eﬀects of an increase in simple home-to-home tours.
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Table 8: Average annual household income (in £) by telecommuting status.
Telecommuting
status
Employed Respondents Self-employed Respondents
Full-time Part-time Full-time Part-time
Never 35277 27503 37439 14038
Light 47162 39007 55625 7500
Heavy 44719 38001 42500 22500
Table 9: Eﬀects of mobile phone possession on the average number of tours for each tour type.
Mobile phone
possession HWH HSH HLH HYH*
HSWH/
HWSH
HLWH/
HWLH
Tour with ≥2
stops with no
work trip
Other
complex
tours Total
Don’t have 0.395 0.075 0.106 0.165 0.017 0.022 0.058 0.146 1.320
Have 0.382 0.084 0.111 0.163 0.014 0.024 0.058 0.160 1.357
* Where Y is anything except work, leisure and shopping.
Table 10: Eﬀects of work type and telecommuting status on the average number of tours for each tour type.
Work type and
telecommuting status HWH HSH HLH HYH*
HSWH/
HWSH
HLWH/
HWLH
Tour with ≥2
stops with no
work trip
Other
complex
tours Total
Full-time workers:
Do not use PC for work 0.456 0.061 0.100 0.121 0.015 0.025 0.045 0.161 0.983
Use PC for work 1–9 hrs/week 0.359 0.062 0.114 0.145 0.015 0.027 0.047 0.214 0.983
Use PC for work ≥10 hrs/week 0.263 0.121 0.131 0.224 0.014 0.015 0.079 0.126 0.972
Part-time workers:
Do not use PC for work 0.273 0.113 0.115 0.282 0.021 0.014 0.092 0.078 0.988
Use PC for work 1–3 hrs/week 0.176 0.106 0.146 0.321 0.010 0.014 0.115 0.106 0.993
Use PC for work ≥4 hrs/week 0.108 0.151 0.155 0.337 0.016 0.010 0.139 0.057 0.971
* Where Y is anything except work, leisure and shopping.
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Table 11:Ordered probit model of tour complexity.
% Estimate t -stat
Cut points (Tour)
0 Stops 2.11  1.806  30.715
1 Stops 63.7 0.681 11.889
2+ Stops 34.19 — —
Socio-demographic
Gender:
Male =1, female = 0 47.17  0.125  8.406
Age:
16–24 (reference) — —
25–34 22.21 0.098 3.45
35–44 24.56 0.115 3.985
45–54 16.13 0.022 0.756
55–64 11.18 0.062 1.881
65–74 9.12 0.169 2.822
75 and above 5.64  0.046  0.316
Race:
White = 1, Non-white = 0 77.6 0.115 6.652
Driver’s license:
With license = 1, No license = 0 70.44 0.017 0.846
Car ownership 1.16  0.013  1.026
Household structure:
Single 18.34 0.058 2.497
Single parent with dependent children 8.06 0.144 4.513
Married/co-habiting 26.6  0.08  4.444
Married with dependent children (reference) 28.52 — —
All pensioners 6.94  0.096  1.186
All other households 11.55  0.046  1.937
Interaction between household income and employment type*
Household income ×White collar job 45116.02 0.031 7.58
Household income × Administrative job 36530.06 0.03 5.683
Household income ×Health-related job 38179.21 0.023 4.727
Household income × Blue collar job 28799.07  0.004  0.648
Household income × Self employed 32083.33  0.076  1.632
Household income × Transport-related job 29668.59 0.018 1.514
Public transport and destination in Central London
Public transport:
User = 1, non-user = 0 26.67  0.224  12.836
Destination within Central London:
Within Central London = 1, Otherwise 0 12.85 0.287 14.466
Geographic characteristics
Area:
Inner London = 1, Outer London = 0 32.82  0.044  2.299
Population density, population/kmǠ (population/sq. mile):
2589–5178 (1000–2000) 2.2  0.001  0.028
5178–10356 (2000–4000) 2.23  0.205  3.946
10356–25889 (4000–10000) 23.49  0.008  0.287
Continued
Mobile phones and telecommuting 
Table 11:Ordered probit model of tour complexity.
% Estimate t -stat
25889–64722 (10000–25000) 55.64  0.048  2.071
Over 64722 (25000) (reference) 16.44 — —
Mobile phone possession
Mobile phone
With mobile phone = 1, otherwise 0 37.62 0.012 0.921
Telecommuting status
Full-time workers:
Do not use PC for work 34.98 0.142 4.127
Uses PC for work 1–9 hours per week 10.19 0.244 6.705
Uses PC for work ≥ 10 hours per week 2.56 — —
Part-time workers:
Do not use PC for work 9.63 0.14 3.653
Uses PC for work 1–3 hours per week 1.68 0.32 6.144
Uses PC for work ≥ 4 hours per week 0.91 0.001 0.013
Number of observations 33809
Log likelihood, intercept only 45846.84
Log likelihood, đnal 44847.5
McFadden’s R2 0.02
Note: * = Value in column % is an average rather than a percentage.
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Besides telecommuting, the type of employment clearly has
an eﬀect on number of trips made and tour complexity. ăose
being self-employed make fewer work trips but do not seem
to compensate with additional leisure or shopping trips. In
particular, they appear to make fewer complex tours.
Trip chaining is oĕen seen as a means to reduce total travel
eﬀort. Our results suggest, however, that additional personal
freedom gained through telecommuting or self-employment
is used to decouple errands into multiple tours. Our đndings
thus support the argument that trip chainingmight be rather a
burden as it requires more pre-trip planning. With increasing
Ĕexibility aboutwork place and time, onemight conclude that
planned complex tours will continue to decrease in number
but be replaced by more simple tours that may be combined
with spontaneous activities organized en-route through ICT.
On the one hand, thismight indicate a chance for increased
uptake of public transport, as our results conđrm the negative
association between tour complexity and public transport us-
age. On the other hand, once travelers have reached an attrac-
tive destination (such as Central London) they clearly tend to
combine this tour with many side activities. For this, again,
having a car appears to be the preferred option.
To manage the trip substitution eﬀects of telecommuting
henceforth careful neighborhood design might be of increas-
ing importance. Nearby “corner shops” and cafes within lo-
cal shopping streets could prođt from telecommuting trends
since they oﬀer the possibility of additional spontaneous
trips—arranged, for example, by mobile phone. Our inclu-
sion of geographic characteristics in our analysis gives some
support for such a conclusion. ăose living in Outer London,
where there are probably still more active independent towns,
such as Wimbledon or Kingston, appear to make more com-
plex tours as well as more shopping and leisure trips. ăese
results are, however, speculative, and should be conđrmed by
further analysis looking at average trip distance and control-
ling for telecommuting status.
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