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Abstract
Our goal is to create spatio-temporal models for predicting future gubernatorial
elections. For a concrete example of how well our models work we use past data to predict
the 2018 Arkansas gubernatorial election and use the existing 2018 election data to check
our models predictive accuracy. Gubernatorial election data was collected from the
Arkansas Secretary of State website while related covariate data was collected from the
website for the Federal Reserve Bank of St. Louis. The data we collect is on the county
level. For predictive purposes we fit multiple models to the data using Markov chain Monte
Carlo and compare each model to determine which has the best predictive ability.
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1 Introduction
The goal of this project is to create a spatio-temporal model which can be used to predict
election results. While many people are interested in the national election for president of
the United States, somewhat fewer pay attention to more local elections in their own state.
As such there are plenty of statistical models which try to predict who will be the next
president of the United States, but less available for state elections. The goal of this paper
is to create a statistical model which can be used to predict who will be the next governor
for the state of Arkansas in the year 2018. More generally, we create a framework from
which we could predict any gubernatorial race in any state for any year with reasonable
accuracy even without the the convenience of being able to compare our predictions to the
true result. For our purposes, however, we focus on the 2018 gubernatorial race in
Arkansas. Since the 2018 election has already passed, we can check our results against the
actual election results to determine how accurate our predictions are.
We will create four competing statistical models for prediction of the gubernatorial
election results. The models we use will be spatio-temporal hierarchical models such as
those talked about in [3] and [1]. To achieve our modeling goals we need data. To account
for the spatial component of our models we will use election results for the 75 counties in
Arkansas. For the time component we use data collected from each election for the 75
counties. Our source for county election results is the Arkansas Secretary of State website
<https://www.sos.arkansas.gov/>. From here we were able to obtain data for each county
for roughly 20 years worth of data or five gubernatorial elections. Since these data included
the 2018 results we have four elections worth of data from 2002 to 2014 to fit our models
with.
In addition to using gubernatorial election data, we also collected a variety of yearly
covariate data for each Arkansas county for use in our model. Our covariate data is
obtained from the Federal Reserve Bank of St. Louis at <https://fred.stlouisfed.org/>. We
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have covariate data from 2000 to 2017 available for the unemployment rate (UNEM),
median household income (MHI), and population (POP) for each county. Three of our four
models will use only these covariates. We also have more limited data for median age (MA)
and the proportion of non-Hispanic white persons (PNHWP) which we try to model along
with the other covariates in our fourth model.
Our primary focus is the prediction of the winner for the 2018 gubernatorial election.
So we want to choose models which are good at predicting both county election votes as
well as the total state election votes for the involved political parties. To determine the
predictive quality of our models at the county level we calculate the root mean square error
(RMSE). To determine the predictive quality of the total election votes we will examine
the posterior distribution generated by each model and look at the absolute error. The
models which have the best predictive abilities will be examined later in this paper.
Choosing to study the gubernatorial election as opposed to congressional or senatorial
elections was done for a few reasons. With congressional elections there are multiple
candidates across the various counties in Arkansas. Additionally, due to congressional
districts occasionally splitting a county there was some difficulty knowing how to deal with
the data. With senatorial races there are unusual gaps in election years. While
gubernatorial elections do have to contend with varying candidates the elections are
consistently every four years and all counties vote for the same potential candidates. In our
models we focus almost entirely on the Republican and Democratic gubernatorial
candidates. We can do this safely due to minimal votes for third party candidates.
Finally, our models will involve the use of Markov chain Monte Carlo (MCMC) based
methods for estimating our parameters. This will be done using the statistical computing
software R [9] along with the associated package RStan [10] which allows use of Stan for
quick computation of Bayesian models.
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2 Model Descriptions
As mentioned in the introduction our models are spatio-temporal. Since we are interested
in predicting votes we decided that some type of Poisson distribution would be useful. We
ended up using disease mapping, as seen in [6], for the basis of our spatio-temporal models.
While disease mapping generally tries to determine if more people are sick in a certain
county than a given threshold, our use of the disease mapping framework focuses on the
total number of people who are sick. Of course, rather than determine the number of sick
people, we are trying to determine the number of people who vote. Surprisingly, we do a
fairly good job of prediction using the disease mapping framework. In addition to the
disease mapping framework we need a good temporal framework and a good spatial
framework. For the temporal framework we will use the idea behind dynamic linear models
(DLMs) as seen in [8]. For the spatial framework we we use a conditionally autoregressive
(CAR) model as originally seen in the work of Besag [2]. We use the basic spatial model
seen in [5] as a starting point before we add time and other more sophisticated terms into
our models.
We have four models we will be working with. Each of these models will be slight
variations of the basic idea described above in which we use a spatio-temporal disease
mapping framework. Note that our models use election data from 2002, 2006, 2010, and
2014 along with covariate data from 2001, 2005, 2009, and 2013. Before we describe our
models in full, we highlight some of the common notation. Let i be the county index, let j
represent the political party (either Republican or Democrat), and let t represent the year.
We define yijt to be the number of votes in county i for a gubernatorial candidate with
party affiliation j in the year t. Next we define Eij to be the expected number of votes in
county i for the gubernatorial candidate for party j. Specifically, we let
Eij = yijt
∑
i yijt∑
ij yijt
3
for the year t = 2002. Above we used internal standardization to determine Eij based only
on the vote counts for the year t = 2002. We chose t = 2002 since this is the first year we
have election data from. More details about internal standardization can be found in [1, p.
151].
We define Xjt to be our design matrix for political party j in the year t. To look at a
specific row of our design matrix corresponding to a specific county we look at Xijt. The
design matrix contains an intercept column, along with columns for each covariate used in
that model. For Model 1, Model 2, and Model 3 we use covariates for population (POP),
median household income (MHI), and unemployment (UNEM). For Model 4 we also use, in
addition to the aforementioned covariates, covariates for median age (MA) and the
proportion of non-Hispanic white persons (PNHWP). Note that there is no direct
association in our models when modeling votes for the Republican candidate and votes for
the Democratic candidate. The only relationship is that each model models both
simultaneously. Additionally, we standardize all of our covariates. The standardization was
done primarily to prevent overflow in our models, but has the added benefit of allowing us
to compare the effect of each covariate in our models.
Each of our models has a spatial structure. Since we are studying county election
results and covariate data we are looking at areal data. The main spatial focus for areal
data is not how close two things are, but whether or not two areal units (or counties) are
neighbors. In Figure 1 we can see which counties are neighbors by whether or not two
nodes are connected by a line. To utilize this spatial structure in our models we define W a
symmetric spatial weights matrix of spatial neighbors. Since we have 75 counties in
Arkansas, W has dimension 75-by-75. We define the ii′ element of W to be 1 whenever
county i is a neighbor with county i′ and 0 otherwise. Note that a county is not its own
neighbor. Related to W, we also have D a diagonal matrix whose ii coordinate contains
the total number of neighbors for county i. We use I for the identity matrix.
4
Figure 1: Spatial Neighbors for Arkansas Counties
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We will now look at the full models for Model 1 through Model 4. We begin with
Model 1. We will use βj to act as a slope term for the design matrix Xjt. This term only
depends on the political party being modeled. We use φjt to model the spatial correlation
in the model. Additionally, we use αj to determine the strength of the spatial association,
τj to to determine the variance of φjt, and ρj to determine the correlation between φjt and
φj(t−4) in consecutive elections. Finally, we have uj the variance for the components of βj.
Model 1 is given below.
yijt ∼ Pois(λijtEij)
log(λijt) = Xij(t−1)βj + φijt
φjt ∼ MVN
(
ρjφj(t−4), [τj(D− αjW)]−1
)
βj ∼ MVN(0, ujI)
uj ∼ Gamma(2, 2)
ρj ∼ Unif(−1, 1)
τj ∼ Gamma(2, 2)
αj ∼ Unif(0, 1)
Note that φjt ∼ MVN
(
0, [τj(D− αjW)]−1
)
for our initial year t = 2002. Additionally,
note that our model uses Xij(t−1), the design matrix from the year prior to the election.
This is because, in general, we do not have full covariate data from the current year. This
is especially relevant to making predictions where the data may simply not exist.
We now consider Model 2. This model is very similar to Model 1 with similar variables,
however, there is one major difference. Our slope term βjt now varies over time time.
Similar to Model 1, we have φjt ∼ MVN
(
0, [τj(D− αjW)]−1
)
for the year t = 2002.
Additionally, we have βjt ∼ MVN(0, ujI) for the year t = 2002. Model 2 is given below and
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as mentioned has very minor changes from Model 1.
yijt ∼ Pois(λijtEij)
log(λijt) = Xij(t−1)βjt + φijt
φjt ∼ MVN
(
ρjφj(t−4), [τj(D− αjW)]−1
)
βjt ∼ MVN(βj(t−4), ujI)
uj ∼ Gamma(2, 2)
ρj ∼ Unif(−1, 1)
τj ∼ Gamma(2, 2)
αj ∼ Unif(0, 1)
For Model 3 we try an idea used in [7] which gives extra spatial association between
the ρj terms from our previous two models. So we now use ρij and put a CAR structure on
its distribution. This describes the main difference from Model 1. As in Model 1 we use βj
which does not rely on time. In our model description we will use the Hadamard product,
, a componentwise multiplication of matrix or vector elements. Model 3 is given below.
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yijt ∼ Pois(λijtEij)
log(λijt) = Xij(t−1)βj + φijt
φjt ∼ MVN
(
ρj  φj(t−4), [τj(D− αjW)]−1
)
βj ∼ MVN(0, ujI)
uj ∼ Gamma(2, 2)
ρj ∼ MVN
(
0, [(D− α′jW)]−1
)
, |ρij| ≤ 1
τj ∼ Gamma(2, 2)
αj ∼ Unif(0, 1)
α′j ∼ Unif(0, 1)
It should be noted that forcing the values of ρj to be between -1 and 1 while also
giving it a multivariate normal distribution could have unexpected consequences for this
model. A better implementation of this idea would first map components of ρj onto the
real line and then give these new values the multivariate normal distribution.
Our forth and final model, Model 4, is very similar to Model 1. The model structure is
exactly the same, however, we extend our covariates to use the partial data we have for
median age (MA) and percent non-Hispanic white population (PNHWP) as mentioned
earlier. Recall that our models use election data from 2002, 2006, 2010, and 2014 along
with covariate data from 2001, 2005, 2009, and 2013. In the case of Model 4 we do not
have covariate data from 2001 and 2005 for the two new covariates. For these two years in
which we do not have data we simply do not try to fit the data. The manner in which we
do this, however, treats the missing data as 0 which has the effect of having our model
estimate those covariates near to 0. Since our covariates are standardized this does not
seem to have any adverse effects on the results of Model 4. Indeed, as we see later, the
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Table 1: Estimated Votes for Republican Governor in 2018. Values are obtained by taking
the mean of the posterior distribution.
Actual Model 1 Model 2 Model 3 Model 4 Previous Election
Arkansas 3530 3518 3856 3382 3448 2676
Ashley 4278 3959 4305 3411 3885 3037
Baxter 10694 12283 13323 11096 12019 9693
Benton 53185 55069 63730 46310 53603 43535
Boone 9028 8878 9469 7810 8700 7363
Bradley 1906 1796 1934 1630 1754 1360
Table 2: Estimated Votes for Democrat Governor in 2018. Values are obtained by taking
the mean of the posterior distribution.
Actual Model 1 Model 2 Model 3 Model 4 Previous Election
Arkansas 1355 2496 2470 2729 2496 2317
Ashley 1751 3096 3069 3183 3099 3077
Baxter 2978 5630 5514 6239 5592 4681
Benton 22316 19600 21484 19203 19427 17122
Boone 2208 4088 3991 5474 4072 3107
Bradley 868 1560 1538 1628 1554 1498
inclusion of the covariates appear helpful for our predictive purposes even with the issue of
the model treating the values as nearly 0.
3 Model Comparison for County Predictions
In this section we focus on the overall predictive ability of our models in terms of both root
mean square error (RMSE) and absolute error. We begin by including tables which display
the estimated votes for each model for the given county. We estimate model votes by
taking the mean of our posterior distribution. In Table 1 and Table 2 we include estimated
votes per county for each model for a subset of counties. We also include the previous
election votes as a method of judging whether our models can do better than simply
guessing the values from the previous election. For the full tables see Table 11 and Table
12 in the appendix.
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Table 3: Root Mean Square Error (RMSE) by County Predictions. The RMSE is calculated
by comparing the actual election results in 2018 for each county to our models’ predicted
election results for each county. Predicted election results are estimated based on the mean
of the posterior distribution for each model. We also calculate the RMSE if we had used the
previous election results for the prediction for the current election. An RMSE that is lower
than the RMSE for predicting the previous election results is considered good. We calculate
the RMSE for Republican vote predictions, Democrat vote predictions, and a combination
of both Republican and Democrat votes.
Model 1 Model 2 Model 3 Model 4 Previous Election
Republican RMSE 957.8458 2513.530 1553.219 778.7638 2286.651
Democrat RMSE 1868.2457 1808.462 2390.936 1874.9858 1550.061
Total RMSE 1484.5556 2189.563 2016.069 1435.6261 1953.390
In Table 3 we show the RMSE for county vote predictions. We break up the RMSE
between Republican estimates, Democrat estimates, and a combination of both estimates.
Based on the results for RMSE it appears that Model 1 and Model 4 are the best for
predictions. Additionally, they are the only models which have a lower Total RMSE than
simply guessing the previous election results. An interesting observation is that 3 of the 4
models have lower RMSE for the votes for the Republican candidate than for the Democrat
candidate. Another observation is that for Model 2 we have the best, or lowest, Democrat
RMSE while the worst, or highest, Republican RMSE and Total RMSE.
4 Model Comparison for State Vote Total Predictions
Here we consider the total votes as a sum of the votes in each county for the Republican
gubernatorial candidate and for the Democratic gubernatorial candidate. Since
gubernatorial races are determined by the total number of votes in the state and our goal is
to predict the election this an important quantity to study.
Now, from Table 4 it is clear that some of our models were fairly accurate when
predicting the Republican total. This holds true even when the previous election had
significantly fewer voters for the Republican candidate as we can see from the Previous
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Table 4: Total Number of Votes for each Candidate. Values are obtained by taking the mean
of the posterior distribution.
Actual Model 1 Model 2 Model 3 Model 4 Previous
Republican Total 582406 587868 644448 530727 574193 470429
Democrat Total 283218 365720 378751 386845 364264 352115
column as compared to the Actual column in the table. On the other hand, every model
fails to adequately predict the total number of votes for the Democratic candidate and in
every instance predict higher vote counts for the Democratic candidate than in the
previous election. This indicates that the models are failing to detect the trend in the
voters which actually shows a decrease in the total number of votes for the Democratic
candidate. The final important observation to notice is that when you combine the
Republican and Democrat vote totals our models are overestimating the actual total vote
count by between 50,000 to 100,000 votes. This is a serious issue in the reliability of the
model which we will discuss more in a later section.
We now take a look at the distribution for the sum of total votes for each of our
models. As we can see in Figure 2, many of our models have very long tails for the
distribution. Thankfully, each model has the posterior mean Republican vote count nearby
the actual Republican vote count and indeed each model contains the actual Republican
vote count within the 90% predictive interval. The prediction for Democratic votes is not
as good, but we still have 3 of the 4 models containing the actual Democrat vote count in
the 90% predictive interval.
We now turn to looking at the traceplot for vote totals in Figure 3. What we see in the
traceplots support what we saw in the posterior distributions in Figure 2. Our Republican
totals tend to have a large amount of variability in the model with some predictions above
2 million votes while the Democrat totals tend to have less variability rarely estimating
more than 500,000 votes. The more surprising fact is, again, that our models tend to do
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Figure 2: Posterior Distribution of Gubernatorial Candidate Vote Totals by Party and Model
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Figure 3: Trace Plot of Governor Candidate Vote Totals by Party and Model
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much better at predicting the Republican vote total and county votes than the Democratic
votes even with larger variability in the predictions. So perhaps the high variability seen
with the Republican votes is better for prediction and we are missing a good variable to
help increase variability for modeling Democratic votes. This idea, however, is unlikely.
Most likely the higher variability with the Republican vote totals has nothing to do with
enhancing our prediction of Republican votes. It is more likely that since the mean and
variance are equal in the Poisson distribution, we are simply seeing that show up in the
posterior distributions since we have more total votes for the Republican candidate.
5 Spatial Correlation
We now begin to move away from the election vote totals to focus on spatial correlation.
To begin with it is useful to look at some plots of the data. In particular, we will examine
the Republican and Democrat votes by county for the years our models are based on along
with the election data from 2018 which we did not use in our model. We see these results
in Figure 4.
In Table 5 we show our results from calculating Moran’s I and the associated p-values
for determining whether or not there is spatial association for the gubernatorial vote counts
for various years. Our formulas for Moran’s I are derived from [4]. Another reference for
Moran’s I and the associated mean and variance under the null hypothesis of no spatial
correlation is [1, p. 75], which uses a slightly different formulation for the variance than
what we use. We use these formulas to calculate Moran’s I and then use a normal
approximation to estimate the p-value. To calculate Moran’s I for political party j during
the year t we use the formula:
Ijt =
N
W ′
∑
i
∑
i′ wii′(yijt − y¯jt)(yi′jt − y¯jt)∑
i(yijt − y¯jt)2
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Figure 4: Proportion of Votes for Governor
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where N is the number of counties, W ′ is the sum of the values in our spatial weights
matrix W, wii′ are the elements in W indexed by row i and column i
′, yijt represents the
number of votes cast in county i for political party j in the year t, and y¯jt represents the
mean number of votes for a particular candidate across all counties during year t. To
determine the p-value for our estimates of Moran’s I we use the null hypothesis of no
spatial correlation. Under this hypothesis we have
E(Ijt) =
−1
N − 1
and variance
Var(Ijt) =
NS4 − S3S5
(N − 1)(N − 2)(N − 3)(W ′)2 − (E(Ijt))
2,
where
S1 =
1
2
∑
i
∑
i′
(wii′ + wi′i)
2,
S2 =
∑
i
(∑
i′
wii′ +
∑
i′
wi′i
)2
,
S3 =
1
N
∑
i(yijt − y¯jt)4(
1
N
∑
i(yijt − y¯jt)2
)2 ,
S4 = (N
2 − 3N + 3)S1 −NS2 + 3(W ′)2,
and
S5 = (N
2 −N)S1 − 2NS2 + 6(W ′)2.
Using these formulas we test for spatial correlation for the vote counts for the
Republican and Democratic candidates for the years 2002, 2006, 2010, and 2014. The value
of Moran’s I that we obtain along with the corresponding p-value under the null hypothesis
of no spatial correlation are shown in Table 5. From the table we see that our p-value is
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Table 5: Moran’s I with associated p-value. These are the values of Moran’s I for spatial
correlation of the number of votes for a candidate from the Republican or Democratic party
for one of the given years. Along with the value of Moran’s I we include p-values associated
with the null hypothesis of having no spatial correlation.
2002 2006 2010 2014
Republican Moran’s I 0.0805250 0.0928742 0.0911756 0.1044175
Republican p-value 0.0013313 0.0003039 0.0004317 0.0000694
Democrat Moran’s I 0.0660520 0.0703814 0.0644867 0.0671666
Democrat p-value 0.0004475 0.0003813 0.0016082 0.0000776
small regardless of the year and the political party affiliation of the candidate. Based on
these results we reject the null hypothesis in every case at a level of α = 0.1. We conclude
that their is spatial correlation for the number of votes for a particular political party’s
candidate across the counties of Arkansas for a fixed year. Based on these results we argue
that our use of a spatial model for modelling the data was appropriate.
6 Model Efficiency and Some Specific Parameters
In this section we will briefly discuss some of the technical details of our models. To begin
with, each model was run for 22,000 iterations. The burn in size was 2,000 and we thinned
our results by only accepting every tenth observation. Each model was run with 4 chains
on a computer with 16 GB RAM, using an Intel(R) Core(TM) i7-4790K CPU @ 4.00 GHz,
and on a 64-bit operating system. Overall a total of 8,000 iterations per model were stored.
While the exact time it took each model to run was not recorded it took approximately 12
hours for Model 1 and Model 4 to run while it took closer to 24 to 36 hours for Model 2
and Model 3.
Based on our previous analysis, Model 1 and Model 4 are the best models at predicting
county vote estimates along with the overall vote counts. Since they also take the shortest
amount of time to run this gives them another advantage, however, the difference in
computation time for the number of counties is not too significant. This efficiency could be
17
Table 6: Effective Sample Size of Model 1 Beta Parameters
Republican Democrat
Intercept 38 54
Unemployment 1170 946
Median Household Income 922 585
Population 2608 2154
more important in the case that many more counties are considered (e.g. if all counties in
the country were to be considered). The models used were not designed with efficiency in
mind. In particular, we did not try to take advantage of the sparsity of the spatial weights
matrix W. Doing this would ultimately be the first step for speeding up the sampling.
We will now focus on looking at the efficiency of Model 1 and Model 4 in terms of the
effective sample size given in RStan. Since we kept 8,000 samples in a given model after
significant thinning we would like our effective sample size to be close to 8,000. Our actual
results for our βj parameters are shown in Table 6 for Model 1 and Table 7 for Model 4.
We first consider Model 1. We can see in Table 6 that even after a very long run time
and a decent amount of thinning some of the numbers for our effective sample size are
significantly smaller than 8,000. In particular the intercept term has an incredibly small
effective sample size for both votes for the Republican candidate and the Democratic
candidate. One possible reason for this is the intercept and the terms in our models which
determine spatial correlation may be only partially identifiable. To get a better idea of how
poorly mixed the intercept term is, we can look at a traceplot for the intercept term which
we include in Figure 5.
We now take a quick look at the effective sample size for the βj parameters for Model 4
along with their associated traceplots seen in Figure 6. As we can see, the results in Table
7 for Model 4 are similar to the results in Table 6 for Model 1. We have a very low effective
sample size for the intercept and acceptable values for the other parameters. The traceplot
in Figure 6 helps support this argument.
18
Population
MHI
UNEM
Intercept
0 1000 2000
0 1000 2000
0 1000 2000
0 1000 2000
−0.2
0.0
0.2
0.4
−0.050
−0.025
0.000
0.04
0.08
0.12
0.16
−0.05
0.00
0.05
Chain
1
2
3
4
Republican Parameters
Population
MHI
UNEM
Intercept
0 1000 2000
0 1000 2000
0 1000 2000
0 1000 2000
−0.1
0.0
0.1
0.2
−0.02
0.00
0.02
0.04
−0.050
−0.025
0.000
0.000
0.025
0.050
Chain
1
2
3
4
Democrat Parameters
Figure 5: Model 1 Beta Parameter Traceplots
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Figure 6: Model 4 Beta Parameter Traceplots
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Table 7: Effective Sample Size of Model 4 Beta Parameters
Republican Democrat
Intercept 34 51
Unemployment 1409 947
Median Household Income 835 675
Population 2751 2129
Median Age 5875 4319
Percentage of Non-Hispanic White Persons 6486 4372
Table 8: Model 1 Beta Parameter Posterior Means and Standard Deviations for Republican
and Democrat Candidates
Rep. Mean Dem. Mean Rep. S.D. Dem. S.D.
Intercept -0.0098995 0.0122112 0.0933124 0.0502296
Unemployment -0.0265541 0.0038340 0.0111410 0.0106027
Median Household Income 0.0762318 -0.0247263 0.0179003 0.0120633
Population -0.0181590 0.0295666 0.0160392 0.0117466
Now that we have considered the effective sample size for the βj parameters in Model 1
and Model 4 we will take a closer look at the actual values. Note that all covariate values
were standardized before using them in our models. In Table 8 we list posterior mean
values for the Model 1 estimates of the βj parameters followed by their associated
distributions in Figure 7. Next we list posterior mean values for the Model 4 estimates of
the βj parameters in Table 9 followed by the associated distributions shown in Figure 8.
We see across both models that βj parameters for the Republican vote side tend to
have the opposite sign from their counterpart for the Democrat vote side. That is to say if
a parameter indicates more votes for the Republican candidate it is likely that it will
indicate fewer votes for the Democratic candidate and vice versa. Another thing which is
common among both models is that the intercept terms tend to have very high variances
compared to the other parameters as we can see in the distribution for the βj terms. This
is possibly related to weak identifiability hinted at by the low effective sample size.
Another observation for just Model 4 is that the parameters associated with median age
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Figure 7: Model 1 Beta Distirubtions with Means and 90% Intervals
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Figure 8: Model 4 Beta Distirubtions with Means and 90% Intervals
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Table 9: Model 4 Beta Parameter Posterior Means and Standard Deviations for Republican
and Democrat Candidates
Rep. Mean Dem. Mean Rep. S.D. Dem. S.D.
Intercept -0.0038518 -0.0042244 0.0905649 0.0642441
Unemployment -0.0260919 0.0038569 0.0111668 0.0107146
Median Household Income 0.0755774 -0.0247912 0.0172392 0.0122875
Population -0.0182342 0.0294455 0.0155608 0.0120375
Median Age 0.0006910 -0.0006237 0.1460591 0.0952939
PNHWP -0.0001041 -0.0004301 0.1524539 0.0919169
and percentage of non-Hispanic white persons are very close to zero. This is not likely due
to the variables being useless as their inclusion gives Model 4 results with slightly lower
RMSE values than in Model 1. The reason the posterior mean values are so low is more
likely due to the model having only 2 years of data for those parameters compared to the
other parameters having 4 years of data. It is also possible that the model is forcing them
to be close to 0 due to the model effectively treating them as zero for the 2 years they were
not present. Overall this may indicate an improvement of predictive ability should more
complete data on the Model 4 covariates be collected and used.
7 Spatial Parameters
To finish out our observation of parameters in our models, we will take a look at some of
our spatial parameters in Model 1 and Model 4. In particular, we look at the value of the
αj terms in the model along with a selection of the φijt terms. Table 10 shows our results
for αj in each model. We can see from the table that we have values of αj very close to 1.
This indicates that the use of an intrinsic conditional auto-regressive (ICAR) model may
be a reasonable choice. We decided to avoid using the ICAR model in order to simplify the
model, however, this is one of the possible improvements that could be made. As for the
distributions of the αj terms we include the graphs in Figure 9 for the sake of comparison.
We can see that the αj distributions are very similar between both models and
24
Alpha Dem.
Alpha Rep.
0.97 0.98 0.99 1.00
Model 1 Alpha Distributions
Alpha Dem.
Alpha Rep.
0.97 0.98 0.99 1.00
Model 4 Alpha Distributions
Figure 9: Alpha Distributions with Means and 90% Intervals
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Table 10: Model 1 and Model 4 Alpha Parameter Posterior Means and Standard Deviations
for Republican and Democrat Candidates
Model 1 Mean Model 4 Mean Model 1 S.D. Model 4 S.D.
Republican 0.9971995 0.9971447 0.001661 0.0017015
Democrat 0.9887205 0.9889681 0.006557 0.0065329
moreover there is a strong spatial correlation between the yijt variables in the models. This
backs up our earlier results when we calculated Moran’s I. Finally, to take a quick look at
our φijt terms we will look at what happens for only the values in Washington county.
Focusing on just the distributions we get from Model 1 and Model 4 we see that both
models have similar distributions with a larger variance for the predicted value for the year
2018. These results are not too surprising since we are less certain what will happen for our
predicted value. The results of our Washington county φijt terms can be seen in Figure 10.
In addition to the high variance for the 2018 values we also can see how the φijt terms vary
over time and as we have seen with the βj terms we have a slight trend where a negative
value for the Republican φijt term corresponds to a positive value for the Democrat φijt
term and vice versa. This holds true for at least a couple years.
8 Conclusion
The first and most significant finding we have is that both Model 1 and Model 4 do a
reasonably better job at predicting overall votes for the Republican and Democratic
candidates for governor than our other two models. We base this conclusion largely on the
results in Table 3, but also on the results in Table 4 and Figure 2. This indicates that the
covariates we are using probably are at least somewhat useful for predictive purposes. The
second thing we notice is that in general our models do a better job predicting Republican
gubernatorial votes. One important factor that our models do not consider is whether one
of the gubernatorial candidates is an incumbent or not. Since the 2018 gubernatorial race
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Figure 10: Washington County Phi Distributions with Means and 90% Intervals
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did have an incumbent Republican governor this could at least partly explain the models
inability to adequately predict the Democratic candidates overall performance in the
election.
The next major thing we notice in the models is that while our mean is fairly
reasonable across our samples, the largest predicted values are much too large. We can see
this in Figure 2 and Figure 3. One idea to fix this issue would be to try to model the total
number of votes along with the proportion of votes going to the Republican or Democratic
candidate across time and then using the negative binomial distribution to predict the
votes for each of the candidates. Predictions could be made at both the state level and at
the county level. Using this method could yield more reasonable predictions, however, we
cannot say if these results would actually end up being more precise on average.
In the situation of efficiency, our model could use many improvements and as previously
mentioned we avoided them for simplicity. Some improvements that we think would be
reasonable would be taking advantages of the sparsity of the spatial weights matrix, using a
temporal ICAR model, and possibly putting in a sum to zero constraint on the φijt terms.
Another area which we are interested in, but were unable to include in the models are
additional diagnostics such as Akaike information criterion (AIC) and Watanabe-Akaike
information criterion (WAIC) for model comparison. Since our main goal was prediction,
however, we still feel like the choice of either Model 1 or Model 4 is clear. Additionally, we
have the posterior distribution readily available for examination if we are interested in
predictive intervals.
Overall we are quite happy with our models and think with some clever tweaks such as
those previously mentioned we could get even better predictions. Moreover, it is not hard
to see possible extensions for predicting congressional and Senate elections without too
much additional work.
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Appendix
This section includes two interesting tables which were too large to include in the main
portion of the paper. Each table includes estimates for the total number of votes for the
gubernatorial candidates in 2018. The estimates are based on the mean of the posterior
distribution for the vote totals in each county.
Table 11: Estimated Votes for Republican Governor in 2018
Actual Model 1 Model 2 Model 3 Model 4 Previous Election
Arkansas 3530 3518 3856 3382 3448 2676
Ashley 4278 3959 4305 3411 3885 3037
Baxter 10694 12283 13323 11096 12019 9693
Benton 53185 55069 63730 46310 53603 43535
Boone 9028 8878 9469 7810 8700 7363
Bradley 1906 1796 1934 1630 1754 1360
Calhoun 1335 1127 1228 1070 1107 862
Carroll 5796 5697 6033 4625 5589 4635
Chicot 1638 1425 1525 1417 1390 1024
Clark 3988 3794 4123 3767 3704 2834
Clay 3218 2579 2755 2426 2512 1943
Cleburne 7856 7713 8165 7055 7511 6670
Cleveland 2020 1978 2150 1827 1931 1558
Columbia 4199 5067 5326 4680 4931 4306
Conway 4339 4385 4782 3976 4298 3366
Craighead 17313 18464 20508 15915 17896 14218
Crawford 13200 13953 15207 11555 13707 11180
Crittenden 5775 5760 6096 5686 5589 4497
Cross 4108 3720 4045 3446 3618 2899
Dallas 1316 1402 1496 1359 1370 1076
Desha 1833 1441 1542 1482 1405 1057
Drew 3658 3327 3636 2927 3251 2535
Faulkner 25643 23410 25259 21054 22895 20540
Franklin 4204 4183 4421 3394 4109 3488
Fulton 2829 2258 2351 1894 2214 1867
Garland 21969 22723 24854 21748 22246 17729
Grant 4524 4364 4896 4147 4266 3327
Greene 8275 8204 9027 7022 7989 6355
Hempstead 3312 3490 3786 3074 3415 2662
Hot Spring 6368 6077 6494 5441 5963 4963
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Table 11 (Cont.)
Actual Model 1 Model 2 Model 3 Model 4 Previous Election
Howard 2489 2217 2376 1932 2167 1768
Independence 7733 8203 8938 7456 8003 6634
Izard 3423 3057 3233 2687 2979 2470
Jackson 2998 2591 2788 2393 2528 1981
Jefferson 9005 8796 9430 8975 8589 6473
Johnson 5546 4706 5055 3435 4619 3742
Lafayette 1395 1479 1571 1339 1450 1177
Lawrence 3584 3197 3523 3071 3117 2340
Lee 947 1216 1281 1253 1181 898
Lincoln 2227 2021 2233 1830 1971 1476
Little River 2820 2616 2806 2337 2557 2001
Logan 4303 4816 5145 3890 4738 3918
Lonoke 15791 14788 15760 14099 14489 13385
Madison 4151 3849 4088 3249 3768 3171
Marion 3959 3993 4295 3709 3910 3185
Miller 8393 8539 9090 7713 8366 7031
Mississippi 6429 5935 6448 4929 5729 4321
Monroe 1493 1319 1405 1269 1289 1026
Montgomery 2204 2073 2190 1727 2025 1711
Nevada 1628 1676 1936 1753 1644 1085
Newton 2203 2280 2390 1982 2235 1903
Ouachita 4227 4597 4999 4425 4486 3456
Perry 2731 2520 2726 2278 2471 2074
Phillips 2401 2555 2715 2587 2493 1888
Pike 2708 2142 2281 1933 2099 1746
Poinsett 4690 4448 4834 3449 4335 3423
Polk 4903 4839 5095 4520 4747 4110
Pope 13437 13886 15012 12021 13598 11412
Prairie 2256 1973 2123 1827 1933 1563
Pulaski 62510 68709 78065 68199 67081 53050
Randolph 4285 3299 3545 2721 3216 2600
St Francis 2660 2906 3098 2885 2832 2161
Saline 30756 31869 35940 29000 31250 25823
Scott 2331 2242 2331 1719 2199 1919
Searcy 2512 2554 2663 2329 2503 2174
Sebastian 23785 25307 27016 24251 24574 20875
Sevier 2412 2534 2759 1913 2465 1908
Sharp 4430 4188 4446 4167 4075 3396
Stone 3302 3375 3582 3230 3297 2809
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Table 11 (Cont.)
Actual Model 1 Model 2 Model 3 Model 4 Previous Election
Union 8225 8504 9202 8263 8334 6626
Van Buren 4937 4236 4438 3319 4145 3582
Washington 35967 38085 42359 30222 37269 30134
White 17610 16966 17872 15956 16498 15007
Woodruff 1271 1027 1098 1042 1001 757
Yell 4002 3699 3948 2816 3625 2985
Table 12: Estimated Votes for Democrat Governor in 2018
Actual Model 1 Model 2 Model 3 Model 4 Previous Election
Arkansas 1355 2496 2470 2729 2496 2317
Ashley 1751 3096 3069 3183 3099 3077
Baxter 2978 5630 5514 6239 5592 4681
Benton 22316 19600 21484 19203 19427 17122
Boone 2208 4088 3991 5474 4072 3107
Bradley 868 1560 1538 1628 1554 1498
Calhoun 423 804 787 885 799 740
Carroll 2968 3523 3449 3632 3499 3095
Chicot 1857 2108 2101 2063 2108 2437
Clark 2611 3696 3682 3637 3691 4014
Clay 782 2269 2228 2631 2265 1912
Cleburne 1495 3527 3444 4767 3511 2797
Cleveland 513 1166 1144 1293 1166 1103
Columbia 2044 3398 3372 3334 3392 3541
Conway 1966 2968 2921 2996 2957 2822
Craighead 7407 10053 10288 9847 10023 10342
Crawford 3120 5728 5641 7291 5702 4426
Crittenden 5833 5673 5685 5544 5685 5845
Cross 1498 2325 2287 2351 2322 2240
Dallas 773 1354 1336 1437 1346 1274
Desha 1560 2047 2045 2033 2046 2297
Drew 1606 2482 2457 2453 2485 2620
Faulkner 11689 11854 12252 11749 11821 12227
Franklin 916 2246 2192 2554 2238 1859
Fulton 900 1577 1542 1649 1572 1394
Garland 8865 14084 14211 16347 14091 12118
Grant 898 2028 2006 2317 2032 1853
Greene 2088 4735 4698 5172 4732 4321
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Table 12 (Cont.)
Actual Model 1 Model 2 Model 3 Model 4 Previous Election
Hempstead 1554 2647 2626 2661 2633 2637
Hot Spring 2113 4307 4289 4396 4292 4154
Howard 974 1771 1758 1744 1763 1851
Independence 1928 4147 4112 4771 4150 3623
Izard 869 1896 1849 2032 1890 1702
Jackson 1067 2283 2237 2654 2274 2045
Jefferson 10406 11993 12121 11735 11987 13447
Johnson 1672 2766 2714 2781 2748 2572
Lafayette 693 1244 1226 1293 1240 1200
Lawrence 908 2339 2295 2646 2333 2079
Lee 1130 1782 1762 1794 1778 1713
Lincoln 771 1512 1489 1534 1509 1531
Little River 1014 2005 1967 2026 2000 2005
Logan 1041 2870 2809 3265 2851 2378
Lonoke 4171 6487 6523 7145 6453 5568
Madison 1283 2042 2003 2133 2032 1820
Marion 1027 1979 1919 2657 1966 1571
Miller 2841 4670 4620 5006 4657 4241
Mississippi 3660 5309 5273 5227 5287 5526
Monroe 1104 1350 1334 1339 1350 1309
Montgomery 558 1304 1271 1509 1293 1113
Nevada 842 1446 1436 1418 1444 1657
Newton 695 1308 1270 1589 1304 970
Ouachita 3031 4135 4112 4054 4128 4340
Perry 838 1477 1455 1560 1473 1386
Phillips 2923 3786 3779 3797 3791 3713
Pike 563 1467 1438 1631 1459 1302
Poinsett 1194 2908 2875 3031 2902 2730
Polk 904 2481 2419 2767 2461 1965
Pope 3756 6132 6073 6982 6090 5085
Prairie 560 1254 1218 1639 1247 1019
Pulaski 69265 64342 74671 64388 64110 71804
Randolph 1063 2363 2338 2421 2359 2220
St Francis 3019 3660 3641 3600 3641 3681
Saline 9676 12721 13130 12537 12629 12555
Scott 390 1413 1373 1662 1410 1073
Searcy 524 1157 1114 1734 1149 765
Sebastian 8316 13022 13240 16167 12921 9971
Sevier 682 1587 1559 1623 1586 1549
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Table 12 (Cont.)
Actual Model 1 Model 2 Model 3 Model 4 Previous Election
Sharp 1038 2503 2447 3134 2491 2031
Stone 956 1775 1739 1959 1769 1516
Union 4036 5764 5715 6030 5739 5555
Van Buren 1157 2582 2527 2937 2570 2112
Washington 28051 22145 23770 21322 21957 22420
White 3799 7844 7818 10307 7809 6120
Woodruff 760 1346 1328 1341 1343 1342
Yell 1108 2281 2237 2430 2276 2070
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