Abstract. Given a constant stream of perceptual stimuli, how can the underlying invariances associated with a given input be learned? One approach consists of using generic truths about the spatiotemporal structure of the physical world as constraints on the types of quantities learned. The learning methodology employed here embodies one such truth: that perceptually salient properties (such as stereo disparity) tend to vary smoothly over time. Unfortunately, the units of an artificial neural network tend to encode superficial image properties, such as individual greylevel pixel values, which vary rapidly over time. However, if the states of units are constrained to vary slowly, then the network is forced to learn a smoothly varying function of the training data. We implemented this temporal-smoothness constraint in a backpropagation network which learned stereo disparity from random-dot stereograms. Temporal smoothness was formalised with the use of regularisation theory by modifying the standard cost function minimised during training of a network. Temporal smoothness was found to be similar to other techniques for improving generalisation, such as early stopping and weight decay. However, in contrast to these, the theoretical underpinnings of temporal smoothing are intimately related to fundamental characteristics of the physical world. Results are discussed in terms of regularisation theory and the physically realistic assumptions upon which temporal smoothing is based.
Introduction
The spatial and temporal integrity of the physical world ensures that consecutive inputs to a perceptual system are caused by the same underlying physical events. Despite this, the states of sensory receptors are coupled to superficial aspects (eg local contrast) of stimuli. Thus, whilst an animal needs to know about events in the physical world, its sensory system delivers information about superficial aspects of that world. However, because the fluctuations in sensory neurons are underwritten by a physical world that is physically continuous almost everywhere, their underlying causes in the world can be recovered with simple and robust heuristics for learning. Moreover, because these heuristics depend on fundamental characteristics of the physical world, they are universally applicable. In this paper, we show one example, temporal smoothing, of how these heuristics can be used to constrain learning of stereopsis in a neural network.
The laws of physics impose severe constraints on the motion of objects and of perceivers. In both cases, physical momentum ensures that the distance to a surface projected onto the retina tends to vary smoothly over time. (1) It would, therefore, be surprising if perceptual systems had not evolved to take advantage of these physical constraints as a means of imposing corresponding computational constraints on learning. For example, the temporal proximity of images of a given object provides a temporal binding of its perceptually salient properties, such as orientation in 3-D space. It is this temporal binding which permits us (ie our perceptual systems) to infer legitimately that temporally proximal images are derived from similar physical scenarios (eg similar 3-D pose). Conversely, it also permits us to infer that images separated by long time intervals are likely to be derived from different physical scenarios. The compelling Temporal constraints on visual learning: a computational model logic of this type of argument suggests that a perceptual system would be at a selective disadvantage if it did not utilise temporal aspects of stimuli.
Neurophysiological evidence suggests that the temporal order of static stimuli is a factor in neuronal firing rates. After prolonged exposure to a constant (randomly chosen) sequence of fractal patterns, the temporal proximity of static pictures was found to affect the activity of neurons in the anterior inferior temporal lobe of monkeys (Miyashita 1988 ). These results have been modelled by Wallis (1998) who used a Hebbian learning rule derived from Griniasty et al (1993) , which includes a temporal trace of the activity of model neurons. Using a similar learning rule, Bartlett and Sejnowski (1998) presented a model of temporal binding in recognition of faces which rotated in depth. On a more general level, temporal continuity has been proposed as a generic heuristic for learning of perceptual invariances (Stone 1996a) . The utility of this heuristic has been demonstrated in a number of artificial-neural-network models (Becker 1992 (Becker , 1996 Stone 1996b) .
These computational studies are consistent with a range of psychophysical experiments which have been interpreted within a Bayesian framework (Weiss and Adelson 1998) ; the`perceptual prior' probability distribution adopted implies that motion tends to be slow and smooth. In a similar vein, it has been shown (Kellman and Short 1987) that infants dishabituate to static views of 3-D objects only if they had been previously presented in continuous motion. In contrast, previous exposure to a set of static views failed to induce dishabituation to static views. Again, these psychophysical results are consistent with computational studies which make use of temporal associations to learn to recognise objects (Edelman and Weinshall 1991) . In this paper, we demonstrate that the performance of a conventional backpropagation (BP) network can be improved by taking advantage of temporal-smoothness constraints. Using a stereo-disparity task, we show that forcing the states of hidden units (the`internal representation') to vary smoothly over time permits leads to improved performance, relative to a standard BP network.
2 Generic heuristics for generic neuronal microcircuits According to Gibson (1979) , the problem of vision consists of obtaining invariant structure from continually changing sensations. Essentially, Gibson stated that perceptual invariances are quantities which remain the same when subjected to visual transformations, such as changes in view angle. The potential of Gibson's approach has recently begun to be realised as a series of connectionist models (Foldiak 1991; Mitchison 1991; Schraudolph and Sejnowski 1991; Zemel and Hinton 1991; Becker 1992; Becker and Hinton 1992; Phillips et al 1995) . Each of these takes advantage of the spatial or temporal smoothness of inputs in order to learn the underlying physical causes of those inputs. The model described in this paper is different from these models, inasmuch as it is a supervised learning system in which learning is regularised by constraining the states of intermediate (hidden) units to vary smoothly over time. However, the current model shares a common assumption with those cited above: a learning mechanism can discover perceptually salient visual invariances by taking advantage of quite general properties (such as spatial and temporal smoothness) of the physical world. One attractive feature of this approach is that reliance on a small number of generic and powerful heuristics for learning may require only a single type of neuronal microcircuit which is capable of analysing inputs from a variety of perceptual sources. Our model is intended simply as a demonstration that such heuristics can improve learning in a supervised-learning system.
The neuroanatomical uniformity of structure across different areas of the mammalian neocortex may correspond to an underlying functional uniformity in terms of its ability to learn (Marr 1970; Creutzfeldt 1978; Szenta¨gothai 1978; Barlow 1985; Ebdon 1993; Douglas and Martin 1994) . One compelling finding consistent with this hypothesis was provided by Me¨tin and Frost (1989) , who demonstrated that the somatic cortex of hamsters developed visually responsive neurons after retinal fibres had been redirected into the somatosensory thalamus. In a similar experiment, young ferrets developed visually responsive neurons in the auditory cortex after retinal fibres had been redirected into the auditory thalamus (Roe et al 1990) . These findings are consistent with the proposal (Douglas and Martin 1994) that different regions of the mammalian cortex may utilise a single type of canonical microcircuit. These microcircuits are viewed as a functionally modular unit of processing in the neocortex.
3 Implementing generic constraints on learning Hinton suggested that, if the hidden units of an autoencoder network were constrained to vary their states slowly over time, then they might encode invariant input parameters such as object identity (Hinton 1989a, page 208) , and that conventional hidden units could be used to encode transient quantities such as object position (Hinton 1989b) . Accordingly, temporal smoothing is one way to implement the general observation that the underlying invariances (eg pose) associated with a rotating object tend to vary smoothly over time. The time-varying behaviour of such invariances contrasts with that of individual pixel grey-levels, which tend to vary rapidly over time. Therefore, learning smoothly varying quantities is one way to preclude learning trivial properties of the input. More importantly, we demonstrate that it encourages learning of temporally localised invariances, and results in good generalisation performance.
It is noteworthy that conventional learning techniques, eg Kohonen maps (Kohonen 1984) and Hebbian learning (Oja 1982) , which cluster input vectors according to their Euclidean distance would not, in general, be capable of clustering together images that were generated by similar physical scenarios. In contrast, the method presented here takes advantage of the temporal proximity of (often dissimilar) input vectors to discover which invariances they share.
3.1 Learning, regularisation, and temporal smoothing The requirement that perceptually salient physical properties vary smoothly can be formalised in terms of regularisation theory (Poggio et al 1985) . This states that underconstrained computational problems can be made tractable by introducing a priori knowledge as a means of reducing the space of admissible solutions. This knowledge usually takes the form of a constraint on the nature of physical variables, such as the fact that illumination tends to vary smoothly over an object's surface.
As an example, a Necker cube (2) can be interpreted as one of two depth-reversed 3-D cubes. The addition of perspective information (eg by making one of the two frontoparallel sides smaller than the other so that it appears to be further away) forces a single unambiguous 3-D interpretation. Thus, new information constrains the number of possible 3-D interpretations. It effectively regularises the problem of interpreting a Necker cube by reducing the number of admissible solutions (3-D interpretations).
Within computer vision, the physical variable to be regularised and the form of regularisation are both made explicit. In contrast, we use regularisation as a means of enforcing a generic property of the physical world in order to force a network to solve a specific problem. Specifically, we have used regularisation to reduce the effects of over-training by encouraging the formation of`smooth' mappings between the input and output units of a network. In principle, this represents a powerful approach because it is the learning mechanism, and not the programmer that decides which physical variables require regularisation.
(2) A Necker cube is a line drawing of a transparent cube in which the front and back sides have the same size.
Within a conventional BP artificial neural network, the states of hidden units form an intermediate representation of the input data. The precise form of this representation is critical for learning robust input/output mappings. Conventional BP networks tend to learn poorly, inasmuch as their generalisation performance on previously`unseen' data is poor. This is because a typical BP network learns an input/ output mapping that over-fits data in its training set. This mapping depends on the intermediate representation implicit in the hidden units. Accordingly, we have constrained the states of the hidden units to reflect one physically realistic constraint: the underlying parameters of successive retinal images tend to vary smoothly over time. If a network attempts to model these underlying parameters, then it is likely to succeed if its intermediate representation (ie the state of its hidden units) is encouraged to vary smoothly over time. Therefore, hidden units can form robust representations if they are forced to have states that also vary smoothly over time.
It can be shown that, under quite general conditions, smooth input/output mappings give rise to improved network performance (Bishop 1996) . Regularisation works by minimising functions of the following form:
where E D is a measure of how well the network output fits the training data, E S is a measure of the`smoothness' of the network input/output function, and the values of a and b define the relative weightings given to each. Generally, setting b 0 results in over-fitting of training data, and represents the default situation in neural-network training. In contrast, setting a 0 provides no incentive for the network output to fit the training data, resulting in a maximally smooth function F which implies a constant (but useless) network output.
Temporal smoothing in a BP network
In this section, we define the conventional BP cost function E D , which measures how well network outputs match their target (training) values. We show how E D can be regularised with a function G, which measures the extent to which hidden-unit states vary smoothly over time. We then compare our temporal-smoothing regularisation with a different, commonly used form of regularisation, weight decay. Notation. The three-layer network shown in figure 2 had I input units, J hidden units, and K output units; with the state of a unit in each layer being denoted by x i , y j , and z k , respectively. All and only the hidden and output units had bias weights (3) and sigmoidal (tanh) transfer (input/output) functions. (The tanh function defines an`S' shape, which saturates at À1 and 1, and has an approximately linear region at its mid-point.)
The conventional BP cost function E is a measure of the mismatch between output unit states and their (required) target values:
where z t k is the state of output unit u k at time t, and a t k is a corresponding target value (the required output). T is the number of training vectors, and K is the number of output units. Given the set of weights w in a network, conventional BP adjusts these so as to minimise E. As discussed above, this usually leads to poor generalisation performance.
(3) For a given unit, the value of its bias weight b is simply added to the input of that unit. After training, b has the same magnitude as, but different sign from, the mean input to a unit, so that b Àm. This ensures that, on average, the net input to a unit is zero, and helps ensure that each unit remains within its dynamic range.
Temporal smoothing was implemented by minimising a composite cost function F which includes a measure G of temporal smoothness of states of each unit in the hidden layer, and a measure E of the mismatch error at the output units of the network:
where b lies between 0 and 1, and a ( 1 À b) determines the relative weightings given to the output error E and the temporal-smoothness error G. A temporal-smoothness constraint was implemented by adjusting the weights so that the state y t at time t of each hidden unit was similar to a weighted meanỹ t of its states over previous times. Specifically, the squared difference between these quantities, summed over all times, was used as a measure of non-smoothness in the temporal sequence of states of each hidden unit u j :
where y t j is the state of hidden unit u j at time t, andỹ t j is a corresponding temporal mean of hidden-unit states. For the jth hidden unit,ỹ t j is an exponentially weighted mean of previous values of y j :
The value of l lies between 0 and 1, and determines the relative contributions of hidden-unit states from the recent and distant past toỹ t , with smaller values giving more weighting to recent states. (4) The half-life h implied by a particular value of l is h À1a ln (l), and, conversely, l 2 À1ah . Note thatỹ t j behaves like an adaptive bias in the state of a unit which varies according to the recent states of the unit u j . Thus, a sequence of large but constant values of y t produces a small G, whereas large deviations of y t j from its recent temporal averageỹ t j produce a large value of G. These large deviations induce correspondingly large weight changes, so that (after learning is completed) the deviations from the temporal-average hidden-unit state are minimised, resulting in hidden-units states which vary smoothly over time.
Equation (4) is similar to the temporal smoothing function used in the unsupervised algorithm described by Stone (1996b) , where it was applied to the output units of an unsupervised learning system. It is also a generalisation of the method described by Becker (1996) . Becker trained a network on a face-classification task, and constrained the state of each hidden unit at a given time to be similar to its state at the previous time step. This was found to produce improved generalisation when classifying movies of faces. Becker's method is equivalent to setting l to a small value, so thatỹ t % y tÀ1 in equation (4). Interpreting effects of smoothing. In the limit b 3 0, the standard BP net is recovered, and the output error is minimised over the training set, with the usual poor generalisation performance this entails. In the limit b 3 1, hidden-unit weights tend towards zero, because there is no longer any requirement to generate an image at the output layer. Thus, reducing the weights towards zero trivially ensures that G j (1a2T )
so that F 1G 0E % 0. Between these extreme values of b, the network simultaneously attempts to generate temporally smooth hidden-unit states whilst minimising the output error. One way for this to be achieved is for the network to discover temporally smooth functions of the input which permit small output error at the output layer.
4.1 Regularisation, weight decay, and temporal smoothing Here, we show how a common form of regularisation, weight decay, is a special case of temporal smoothing. Although we use a measure of temporal smoothness E S G (4) Values of l were normalised so that the total weighting given to previous states summed to unity.
as a regulariser, a more common form for E S is:
where w m is the mth weight in a network that has a total of M weights (including the bias weights). For linear networks, it can be shown that minimising E S results in a set of weight vectors which discourages the network from learning trivial aspects of the data. A simple heuristic for minimising E S consists of removing a fixed proportion (typically 0.01) of each weight w after each weight update. This causes the normal weight changes imposed during learning to be modulated by an underlying exponential drift in the magnitudes of weights toward zero. The exponential decay of weight magnitudes towards zero is called the weight-decay method (Bishop 1996) . The relation between weight decay and temporal smoothing is described in Appendix 1. There, a smoothing function G j is defined for each hidden unit u j , and it is shown that setting the half-life of the temporal-smoothing function G j to infinity (ie l 1) makes G j measure the variance V j in the state of unit u j . It is further shown that using V j as a regulariser is equivalent to weight decay of the input weights of unit u j . We define a BP training method which uses V j (for each hidden unit) as a regulariser as the minimumvariance method. One critical difference is that weight decay [equation (6)] usually includes the bias weights, whereas temporal smoothness and minimum variance do not (see next section). Therefore, the minimum-variance method defined above is approximately equivalent to weight decay of hidden-unit weights if weight decay is not applied to hidden-unit bias weights. Given that weight decay is known to improve generalisation performance, and is approximately equivalent to the minimum-variance method, it follows that temporal smoothing should provide a degree of generalisation.
Temporal smoothing excludes bias weights from regularisation
As emphasised by Bishop (1996) , the weight-decay method works only if the bias weights are excluded. This is because the optimal value of a bias weight is equal to (minus) the mean total input to that unit, and should not be affected by any regularisation procedure. However, including bias weights in the weight-decay function E S [equation (6)], makes bias weights tend toward zero. As shown in Appendix 2, the regularisation implemented with the temporal-smoothing term G and the minimum-variance term V has little impact on the values of bias weights. Thus, not only is weight decay of hiddenunit weights approximately equivalent to temporal smoothing for large values of half-life, but, for any value of half-life, temporal smoothing correctly excludes bias weights from the effects of regularisation. Therefore, weight decay can be viewed as a special case of temporal smoothing, in which the half-life has been set to infinity, and bias weights have been (incorrectly) included in the regularisation process.
5 Learning stereo disparity A BP network (see figure 2 ) was trained to map pairs of synthetically generated stereo images to their corresponding disparity values. A relatively large number of hidden units was used to ensure that over-fitting could occur in a conventional BP network. The reason for choosing stereo disparity is that it represents a simple perceptual task requiring a nonlinear mapping from input to output. If temporal smoothing improves generalisation then this represents an existence proof that the learning of tasks requiring nonlinear mappings can be improved by temporal smoothing.
Three different networks, standard BP, temporal smoothing, and minimum variance, were used. The standard BP network is trained by adjusting weights in order to minimise the conventional (unregularised) BP cost function [equation (2)]. The temporal network is trained by adjusting weights in order to minimise the cost function F [equation (3)] with a half-life of 10 time steps, which ensures that hidden-unit states vary smoothly over time. The minimum-variance network is also trained by adjusting weights in order to minimise the cost function F, but with l 1 (ie with an infinite half-life), which ensures that the variance of the state of each hidden unit is minimised. As has been shown above, this is equivalent to a related regularisation technique (weight decay), and is included for comparison.
Input data: random-dot stereograms
The input data used during learning were designed to simulate random-dot stereograms derived from a surface moving sinusoidally in depth (see figure 1) . These data were generated by using a 1-D array of random dots S on a simulated textured surface. The dot density used in all images was 0.2. The array S was convolved with a Gaussian filter (with standard deviation of one dot width) to simulate the blurring effect of the cornea on the retinal image.
A single learning sequence of 200 stereo pairs was constructed from S. At each time step, a small patch of S was used to generate an input stereo pair of images, V 1 and V 2 , where V 1 and V 2 consisted of 10 pixels each. First, a sequence of 200 sinusoidally varying disparity values between AE2 image pixels was generated. The sine had a period of 200 time steps. For each disparity value, a 1-D 10-pixel image V 1 was generated by reading intensity values from a location in S into the 10-pixel image. The other vector V 2 of a pair was generated by shifting (by linear interpolation) the location in S by an amount equal to the sinusoidally varying depth (disparity) value at the current time step. At each time step, the location in S was advanced by 10 pixels to simulate the surface translating at constant velocity. Each 10-pixel image was then normalised to have zero mean and unit variance.
The output target values were the disparities associated with each stereo pair. Noise was added to the target values of the training data by normalising the target disparity values to have zero mean and unit variance, and then adding Gaussian noise with zero mean and variance of 0.5. Finally, these noisy target values were normalised to lie in the range {À0X9, 0X9} to comply with the dynamic range of the sigmoidal output unit. The addition of noise reflects the fact that disparity would not be known exactly.
Network architecture
The three-layer network had a 2-D array of I 2610 input units, J 5 hidden units, and a single output unit (see figure 2) . The state of a unit in each layer was denoted by x i , y j , and z k , respectively. All and only the hidden and output units had bias weights and sigmoidal (tanh) transfer functions. Each input consisted of a stereo pair, and the corresponding output target value was the disparity value for this stereo pair.
Training
In all experiments, the network was trained by taking the first derivative HF w of the network's cost function F with respect to the vector of network weights w, and moving along the negative of this gradient towards a minimum in F. Given that F is a linear combination of E and G, its derivative can be obtained from a corresponding linear combination of derivatives of E and G. Equations for these derivatives are provided in Appendix 3. Given these derivatives, the network can be trained by one of many methods. (5) Given that we were interested primarily in the utility of temporal smoothing, rather than in the utility of different training methods, we opted for the most efficient of the alternatives öconjugate gradient (CG)öwhich uses batch update (see Appendix 3 for a brief description of CG). CG provides substantial savings over conventional BP training algorithms (eg Lister and Stone 1995) . One advantage of using CG is that there is no learning parameter to choose. The CG batch-update learning method was chosen because it is efficient. However, quantities such as the exponential meanỹ can be computed on-line, and weight updates can be executed on-line. These more biologically plausible on-line methods have been shown to be approximately equivalent to CG in the case of a similar learning rule that was implemented with CG (Stone 1996a ) and on-line learning (Stone and Bray 1995) . Weight initialisation. The initial values of weights were identical for all networks. For a unit with m input lines (weights), its input weights were initialised by choosing random values from a uniform distribution in the range {Àw max , w max }, where w max m À1a2 . This ensures that unit states tend not to be saturated (ie close to À1 or 1) when training begins. (6) 6 Results A hallmark of learning is the ability not only to produce the correct disparity values when presented with the training data stereograms but also to produce correct disparity values when presented with`new' stereograms. Whilst a standard BP network performs (5) Eg on-line weight update, batch update, or a second-order method (ie a method which takes account of the curvature, as well as the slope, of the error surface), such as conjugate gradient (CG), which uses batch update. The differences in the final results of training with these methods are negligible. (6) If the state of a tanh unit is close to À1 or 1 then the derivative of its state with respect to the unit's weights is close to zero. As learning depends on this derivative in order to adjust weights, non-zero derivatives are required. Figure 2 . Network architecture. The lower, middle, and upper rectangles correspond to the input, hidden, and output layers. Each random-dot stereo pair consisted of two 10-pixel 1-D images. The stereo disparity is defined as the amount of left^right shift between these images, and varied sinusoidally between À2 and 2 pixels. The schematic diagram shown here depicts only 5 pixels per image, and the change in image grey-level across each image is shown as a dotted line (note the small left^right shift in grey-level between images). There were 5 hidden units. The state of the single output unit was trained to be proportional to the disparity present in each stereo pair.
well on the training data, it fails to generalise this learning to new stereograms. The network mismatch errors on the training data and on a set of`new' test data were monitored during training, and the values of these training errors and test errors are shown in figure 3 . This figure also shows how the composite cost function F changes during training for the temporal-smoothing and minimum-variance networks. Generalisation performance (ie test error) was tested on a single new set of 200 stereo-image pairs. These were generated in the same manner as the training data, but with a different random-number seed.
The networks were trained for 5000 epochs, where one epoch corresponds to one CG line search. Results for the first 3000 epochs are displayed in figure 3 . Essentially, no changes were observed after 3000 epochs.
Overall, the generalisation performance obtained with temporal smoothing and minimum variance were similar, and both were substantially better than standard BP (see figures 3 and 4) .
The results presented here are typical of a number of runs performed with different parameters such as initial weights, half-life, and number of hidden units (table 1).
Standard BP network
The performance of a standard BP network during learning is displayed in figure 3 , and its outputs after learning are displayed in figure 4. As expected, there is a monotonic reduction in training error E, and a concomitant initial reduction in generalisation error E test , followed by an asymptotic increase in E test . This increase is a consequence of over-fitting of the training set. The best generalisation performance was obtained after 25 epochs with E test 0X113, which increased to 0.243 after 5000 epochs.
Initially, the network learns the training data, and appears to learn to compute stereo disparity, as evidenced by its performance on the test set around epoch 25. However, thereafter the network learns an input/output function which permits it to map the particular stereo pairs of the training set to their corresponding outputs. In the process, the underlying`causes' of the data (ie stereo disparity) are ignored in favour of idiosyncratic features which permit near-perfect performance on the training set, but which preclude good generalisation performance.
6.2 Temporal-smoothing network Performance was measured with smoothing with different temporal half-life h of 10 time steps, and with a coefficient b 0X9. The best generalisation performance was obtained after 628 epochs when the error on the test set was E test 0X105, which increased to 0.120 after 5000 epochs. From figure 3 it can be seen that, in contrast to the standard BP network, the test error increased only marginally from the minimum at 628 epochs.
The optimal value of the half-life h depends on the rate of change of underlying parameters (eg disparity) implicit in the input. Our original intention was to explore the effects of different values of h and b, but we found the results to be largely insensitive to these parameters. 6.3 Minimum-variance network As a control, the effects of minimising the variance of hidden-unit states were measured by setting the half-life to h 10 000 (implying a value of l % 1) and b 0X9. This tests the hypothesis that temporal smoothing is essentially the same as minimising the variance of hidden-unit states. The best generalisation performance was obtained after 255 epochs with E test 0X085, which increased monotonically to 0.117 after 5000 epochs.
Discussion
Both temporal smoothing and minimum variance (weight decay of hidden-unit weights) produce good generalisation performance by preventing over-learning of the training data. However, only temporal smoothing is based on realistic physical constraints in the nature of perceptual inputs. In contrast weight decay is based on assumptions regarding the curvature of the error surface defined by the input/output mapping being learned (Bishop 1996) . Moreover, only the adaptive bias required as part of temporal smoothing could be implemented with leaky-integrator characteristics typical of neuronal behaviour.
Temporal smoothing produced improved generalisation, relative to a standard BP network. Of particular note is that the final test error of the temporal network (0.120) is not only smaller than the final test error of the standard BP network (0.243), it is also similar to the minimum test error of the standard BP network over all training epochs (0.113). Given that a common technique (early stopping) for improving test error is to stop training before over-fitting occurs, this result suggests that temporal smoothing provides test errors similar to those provided by early stopping.
One of many possible ways to implement the adaptive neuronal bias required for temporal smoothing is as follows. If increased presynaptic activity causes an increase in activity at postsynaptic receptors, and this causes a finite reserve of postsynaptic secondary messengers to be depleted then the impact of future presynaptic activity will be diminished. In this case, the adaptive bias varies over hundreds of milliseconds. Adaptation over longer time periods (tens of seconds) could be implemented by intracellular calcium-induced calcium release (CICR), or by down-regulation of genes responsible for maintaining postsynaptic receptor numbers [see Fregnac and Shulz (1994) for a discussion of neuronal adaptive biases, and Barlow (1996) for a description of how CICR may be used to adjust an adaptive bias].
It might be argued that perceptually salient parameters do not always vary smoothly over time. In the perceptual world, violations of the smoothness assumption are not hard to find. However, such violations are statistically rare. An obvious example are saccades, which can be frequent, but which are also fast. They therefore provide brief interruptions to periods during which observer motion ensures that the distance to a surface (and therefore stereo disparity) tends to vary smoothly over time. Additionally, brief discontinuities have been shown not to disrupt learning based on temporal smoothness when using a different learning algorithm, but with similar data (Stone 1996b) . The above is a straightforward extension of Marr's (1982) observation that``disparity varies smoothly almost everywhere'' (page 114), an observation based on the fact that``matter is cohesive ... and the surfaces of objects are generally smooth in the sense that the surface variation due to roughness, cracks, or other sharp differences that can be attributed to changes in distance from the viewer, are small compared to overall distance from the viewer'' (page 113). Regularisation is traditionally used to enforce the constraint that a specified physical quantity tends to vary smoothly. We have demonstrated that imposing a generic constraint on the hidden units of a network forces it to learn specific quantities that vary smoothly over time. Moreover, the precise nature of these quantities is determined by the demands of the learned task, and not by predetermined task-specific heuristics. In this respect, imposing generic constraints on learning is potentially more powerful than hand-crafting algorithmic techniques according to the particular task under consideration. More importantly, it may provide insights into how different regions of the neocortex in immature animals differentiate according to their particular inputs (see Douglas and Martin 1994) .
Conclusion
Animals need to know about perceptually salient events in the physical world, but their sensory systems deliver information about superficial aspects of that world. One way for a perceptual system to recover the underlying causes of inputs consists of using generic constraints immanent in the spatiotemporal structure of the physical world in order to impose corresponding constraints on learning. Given that temporal smoothness is a fundamental property of the physical world, it is clearly an example of one such generic constraint.
In the context of recent progress in modelling temporal processes (Foldiak 1991; Becker 1996; Stone 1996a; Bartlett and Sejnowski 1998; Wallis 1998) , we have provided an additional demonstration that temporal smoothness can act as a powerful constraint on the nature of learning in artificial neural networks, andöwe conjectureöin`real' neural networks.
