Abstract. In this note we give a connection between the closure of the range of block Hankel operators acting on the vector-valued Hardy space H 2 C n and the left coprime factorization of its symbol. Given a subset F ⊆ H 2 C n , we also consider the smallest invariant subspace S * F of the backward shift S * that contains F.
Introduction
Let H and K be separable complex Hilbert spaces, and let B(H, K ) be the set of all bounded linear operators from H to K .
B(H, H) is denoted simply by B(H). A closed subspace L ⊂ H is called an invariant subspace for the operator T ∈ B(H) if TL ⊂ L.
The theory of invariant subspaces of the backward shift operator has enabled important contributions to numerous applications in operator theory and function theory ( [6] , [13] ). Given a subset F ⊆ H 2 C n , the subspace S * F := {S * n f : f ∈ F, n ≥ 0}, is the smallest invariant subspace of the backward shift S * that contains F. If S * F H 2 C n then by the Beurling-Lax-Halmos Theorem, there is an inner matrix function Θ ∈ H 2 M n×m such that
The purpose of this note is to determine the inner matrix function Θ ∈ H ∞ M n×m satisfying (1).
Let us recall the basic properties of unbounded operators ([2]). If A : H → K is a linear operator, then A is also a linear operator from the closure of the domain of A, denoted by cl[dom A], into K . So we will only consider A such that dom A is dense in H. Then, such an operator A is said to be densely defined. If A : H → K is densely defined, we write ker A and ran A for the kernel and range of A, respectively. For a set M, clM and M ⊥ respectively denote the closure and orthogonal complement of M. Let A : H → K be densely defined, and let *
The shift operator S on H 2 C n is defined by S := T zI n .
The following fundamental result known as the Beurling-Lax-Halmos theorem is useful in the sequel.
The Beurling-Lax-Halmos Theorem. ([7] , [11] ) A nonzero subspace M of H 2 C n is invariant for the shift operator S on H As is customarily done, we say that two matrix functions A and B are equal if they are equal up to a unitary constant right factor. If Φ ∈ L ∞ M n , then by (3), kerH Φ is an invariant subspace of the shift operators on H 2 C n . Thus, if kerH Φ {0}, then the Beurling-Lax-Halmos Theorem,
2 is said to be of a bounded type if there are functions
, we say that Φ is of bounded type if each entry φ i j is of bounded type. For a matrix-valued function
. We also say that two matrix functions Φ ∈ H are right coprime if Φ and Ψ are left coprime. We would remark that if Φ ∈ H 2 M n is such that det Φ is not identically zero, then any left inner divisor ∆ of Φ is square, i.e., [7] ).
From now on, for notational convenience, we write
with Φ be of bounded type. Then it is well known ( [9] ) that Φ can be represented as
In (5) 
In this case, Ω * A is called the left coprime factorization of Φ, and we write
Similarly, we can write
r , where A r and Ω r are right coprime.
In this case, A r Ω * r is called the right coprime factorization of Φ, and we write Φ = A r Ω * r (right coprime).
Our main theorem is now stated as:
be such that F * is of a bounded type. Then in view of (6), we may write
Then cl ran H F * = H( Θ).
The Proof of Main Theorem
In this section we give a proof of Theorem 1.1. We recall the inner-outer factorization of vector-valued functions. Let 
. We then have an analogue of the scalar inner-outer factorization Theorem. Note that every F ∈ H 
C n , we write
Then it is easy to show that
Proof. For each n ∈ N, it follows from (8) that
Thus,
which gives the result.
For an inner matrix function
It is easy to show that [11] :
We now recall the notion of the reduced minimum modulus( [1] , [10] ). The reduced minimum modulus of operators measures the closedness for the range of operators. If T ∈ B(H) then the reduced minimum modulus of T is defined by 
It is easy to see that γ(T) > 0 if and only if T(H
Proof. If Θ ∈ M n , then Θ is a unitary matrix, and hence Θ ∈ M n is a unitary matrix. Thus, H Θ * (∆H 2 C n ) = {0} = H( Θ). This gives the result. Let Θ M n . Since Θ is an inner function, by (4), we have H * Θ * H Θ * = P H(Θ) , so that |H Θ * | = P H(Θ) 0. Thus γ(H Θ * ) = inf σ(|H Θ * |) \ {0} = 1, and hence H Θ * (∆H 2 C n ) is closed. This proves (a). Suppose Θ and ∆ are left coprime inner functions. Then ΘH
On the other hand, it follows from Lemma 2.3 that ker H Θ * = ΘH 2 C n , and hence cl
Proof of Theorem 1.1. Let p ∈ P C n be arbitrary. Write p 1 ≡ P H(Θ) Ap. Then it follows from (9) that
For the converse inclusion, let h ∈ kerH * F * be arbitrary. Since A ∈ H cl
For each p ∈ P C n , we have
Thus, it follows from (10) that
On the other hand, since Θ and A are left coprime, Θ and A i are left coprime. Thus, it follows from Lemma 2.4 and (11) that ker H *
This completes the proof.
We then have:
C n (m ≤ n) be such that f i is of bounded type for each i. Then in view of (6), we may write
Proof. It follows from Lemma 2.2 and Theorem 1.1 that
C n (N > n) be such that f i is of a bounded type for each i. Let 
By (12), we have that x = zx 1 and y = b α y 1 for some x 1 , y 1 ∈ H 2 . We thus have x y ∈ ker H Φ ⇐⇒ ax 1 (0) + cy 1 (0) = 0 ⇐⇒ x 1 (0) = γy 1 (0) γ := − c a . 
