Neurons in different layers of sensory cortex generally have different functional 2
Introduction
Figure 1: Model parameters. A Schematic of the model with eight populations in four layers, thalamic and other background input. Triangles and circles denote excitatory and inhibitory populations, respectively. B Total number of synapses each neuron receives (indegree) from any other neuronal population in the model, including input. C Input rate variation over stimulus angles for single neurons in L4 and L6. The angle corresponding to the peak of the curve is the preferred orientation of the thalamic input to that neuron. D Total number of neurons in each of the eight subpopulations. E-F Input in-degree for each neuron in each of the eight populations. Numbers are identical to the two right-most columns of the matrix shown in B.
way on the stimulus. Throughout this paper, the stimuli considered were oriented moving ν th i (θ) = K th P ν th 0 1 + m cos(2(θ −θ i )) .
(1)
Here, K th P is the in-degree of this projection, and ν th 0 is the mean rate of individual a simulation. The orientation selectivity index (OSI) is then defined as the length of the 220 OSV 221 OSI k = |OSV k |.
The preferred orientation (PO) of a single neuron can be calculated from the angle of the 222 OSV 223 P O k = arg(OSV k ).
Note that this definition of OSI is identical to
where F 0 and F 1 are the zeroth and first Fourier components of the tuning curve, giving 225 rise to a more intuitive interpretation of the OSI. Here, F 0 accounts for the average firing 226 rate over all stimulation angles, and F 1 is to the amplitude of a cosine function accounting 227 for the lowest-order modulation over all angles. A perfect cosine tuning curve as assumed 228 for the input provided by thalamic neurons yields OSI = m 2 , where m is the modulation 229 amplitude of the tuning curve (Eq. 1). The OSI as defined here provides a robust measure 230 of tuning strength, in particular for neurons with low firing rates and noisy responses. 231 An alternative measure for orientation selectivity also used in the literature is based 232 on the neuronal firing rates at the preferred and orthogonal orientation 233
For noisy measurements, in particular for low firing rates, an estimation according to this 234 recipe is problematic. Therefore, we fit a cosine function with offset to the tuning curve 235 of each individual neuron and extract the maximum and minimum firing rates from this 236 fit.
237
Input currents. Our model uses a simple integrate-and-fire neuron model with delta-238 synapses. In this model, the mean current received by neuron i through synaptic input 239 from neuron j is given by
whereν j is the mean rate of neuron j. In order to quantify the information about the 241 stimulus contained in the input current received from any neuron in the network, we also 242 define a tuning vector (TV) of each synaptic connection. For a given pre-synaptic neuron 243 j and post-synaptic neuron i, it is defined by
whereν j is the firing rate of neuron j averaged over all angles. Note that this is identical 245 to the first Fourier component (F1) of the tuning curve of the input current. The single 246 neuron tuning vectors TV ij can then be used to quantify the combined tuning information 247 each neuron in the network receives from a given source population P by calculating
where K ij = 1 if neuron j makes a synapse onto neuron i, and K ij = 0 otherwise.
Detailed model descriptions 250
In the following, the mathematical model implementations are described in detail. While 251 this documentation allows to fully reproduce the model, it is not essential for the com-252 prehension of the results of the study. In the main text of the manuscript we do not refer 253 to these details, and the reader may choose to directly jump to Results. population in each out of four layers, respectively ( Fig 1A) . The individual population 259 sizes are summarized in Fig 1C and Table 2 . We use the linear leaky integrate-and-fire 260 neuron model throughout this study. In this point neuron approximation, the membrane 261 potential V i (t) of each individual neuron follows the differential equation
Here, τ m is the membrane time constant and V r is the resting potential. The total input 263 current has three separate components I i (t) = I rec
where t jk is the time of the k-th spike of neuron j, d ij is the transmission delay of the 266 connection, and J ij is the amplitude of the post-synaptic potential (synaptic "efficacy") 267 from neuron j to neuron i. Each time the pre-synaptic neuron j fires a spike at time t jk , 268 the membrane potential of neuron i is deflected by J ij at time t ik + d ij . If the membrane 269 potential reaches the threshold voltage V thr , the neuron emits a spike that is transmitted 270 to all its post-synaptic neurons. Following each spike, the membrane potential is clamped 271 at the reset potential V i = V r for a refractory period τ ref . 
In this case J bg = J e is the connection strength of background synapses, and t ik is the time Table 3 ) and ν bg is the rate of individual background 309 neurons.
310
Similar to background input, the thalamocortical input is also conceived as a homo-311 geneous Poisson process. The current from the connections is given by
with J th = J e . In contrast to the homogeneous background input to each individual 313 neuron, the rate of the thalamic input depends on the orientation θ of a grating that 314 represents the visual stimulus ( Fig 1C) . The resulting orientation-tuned input is given by
where K th P denotes the number of thalamocortical synapses per neuron in population P in Table 1 and Table 3 .
322
The non-homogeneous thalamic input is our most significant modification of the model To derive a firing rate model for the system under study, we apply the mean field approach 336 put forward by Brunel (2000) to each single neuron in all eight populations. We assume 337 that the total input to each neuron i amounts to a mean current µ i and additive current
This way, we can characterize the stationary state, in which µ i and σ i are fixed parameters 340 that depend on the thalamic input. Similar to the total input current, the mean and 341 variance can be separated into three sources
For each source, the respective mean and variance are approximately given by
where independence of all input components has been assumed. As for the spiking model,
344
the in-degrees of the external input has been accounted for in ν bg i and ν th i . Furthermore, 345 ν th i accounts for the non-homogeneous input each individual neuron receives due to the 346 oriented stimulus according to Eq. 6. The self-consistent solutions of the associated first- 
with the transfer function F i being defined by
where erf is the standard error function. Solving this non-linear algebraic set of equations 352 yields the desired estimates for the firing rate of each single neuron.
353
The challenge is now to actually solve this 77 169-dimensional system of highly non- write the problem as a system of ordinary differential equations
Assuming stability, these differential equations converge to a steady-state rate vector ν * 360 which solves the system in Eq. 7 characterized by dν(s) ds = 0. For the numerical solution,
361
we applied an explicit Runge-Kutta method of order (4)5 including adaptive step size 362 control (Hairer et al., 1993) .
363
Model C: linearized network model 364
The linear model is derived from the rate coding model described above using a stan-365 dard linearization procedure. We start by calculating the total derivative of the transfer 366 function Eq. 7
The partial derivatives of the transfer function are given by
Here, the Leibniz integral rule was used, and erfcx(x) = e x 2 (1 − erf(x)) is the scaled 370 complementary error function. Finally, the partial derivatives of the mean and standard 371 deviation of the input are given by
Note that in all partial derivatives above, an explicit mention of the evaluation point 373 ν = ν OP was omitted for the sake of a compact notation.
374
The operating point ν OP at which the derivatives are evaluated can be chosen freely.
375
However, the precision of the linear approximation depends on the nature of the non-376 linearity of the activity of the network, and how far the linearization point is away from 377 the regime of interest. Here, it is chosen as the activity with zero thalamic input, ν th = 0.
378
This choice provides the greatest flexibility in the predictions to be derived from the model. In this case, for both conditions considered here, the thalamic input perturbation 380 is identical to the thalamic input rates, ∆ν th i = ν th i . Note that, while thalamic neurons do 381 not fire at the linearization point, the network does still receive background input from 382 other sources, leading to non-zero network activity at this point.
383
The derivatives of the transfer function are organized in a matrix W 384 W ij = ∂F i ∂ν j ν=ν OP and the diagonal matrix
Eq. 8 can then be compactly written as
where we also summarized the input and output rate perturbations into the vectors ∆ν 387 and ∆ν th . Assuming that (W − 1 1) is invertible, which is almost always the case for 388 the large random matrices considered here, and defining the scaled effective input ∆β = 389 B ∆ν th , we obtain the explicit expression for the output perturbation
In a next step, the effective input perturbation can be decomposed into 
In analogy to what was suggested by Sadeh et al. (2014) , these two systems can be 402 interpreted as two separate processing pathways of the network. In the baseline system, 403 the matrix Q defines the processing of the untuned baseline input, while in the modulation one solution, it follows that x = y and ∆ν B must be constant for all neurons from the 415 same population.
416
In order to show that ∆ν M does not have a baseline component, we look at the 417 modulation system (Eq. 10) in its element-wise, implicit form
where δ ij is the Kronecker delta function. Changing to the expectation value of the 419 expression and assuming independence of S ij and ∆ν M j leads to
Noting that E[S ij ] = 0 and E[∆β M i ] = 0 by construction, this shows that
and thus that ∆ν M has no baseline component.
422
Finally, we show that ∆ν = ∆ν B + ∆ν M yields an approximate solution of the W -423 system. For this, we substitute this ansatz and the decomposition W = Q + S into Eq. 9
We will now analyze the two interference terms (a) and (b) in more detail 426 1. The matrix Q is block-wise constant with value Q ij = q P T for neurons i and j in 427 populations P and T , respectively. For each element in the vector Q ∆ν M , we then
Using Eq. 11, we know that j∈T ∆ν M ≈ 0 and therefore also Q ∆ν M ≈ 0. 
432
The matrix S is defined as the zero-mean deviations between W and Q. Therefore,
433
for sufficiently large population sizes and small variances in the connectivity, we 434 have j∈T S ij ≈ 0 which leads to S ∆ν B ≈ 0.
435
Combining these findings with Eq. 12, the expression can be reduced to 436 (
by definition of ∆ν B and ∆ν M (Eq. 10), meaning that ∆ν = ∆ν B + ∆ν M indeed provides 437 an approximate solution to the system.
438
To summarize, we showed that instead of solving the linear model via the W -system 439 directly, it can also be studied in terms of the two pathways defined by Eq. 10. Provided 440 the two interference terms in Eq. 12 can indeed be neglected for the network at hand, this 441 is approximately equivalent and potentially more informative than the direct solution. The components of ∆γ are defined in analogy to the thalamic perturbation by and L6 due to the lower number of thalamic afferents, it is not at all obvious for L2/3. In 532 this population, it is a consequence of the recurrent network connectivity, as our analysis 533 will show.
534
Note that during spontaneous activity, neurons also exhibit weak apparent orientation 535 selectivity ( Fig 4B) . This is essentially due to fluctuations in the spiking process. Neurons 536 may randomly fire a few action potentials more for one orientation as compared to another, 537 which results in weak but nonzero orientation selectivity. The magnitudes found here are 538 consistent with a Poisson process with the same rate and recording time (data not shown).
539
The orientation selectivity is measured as the ratio of first and zeroth Fourier com-540 ponent of the tuning curves ( Fig 4A) . Analyzing the tuning curves in Fig 3A in ing, we will address these questions, employing suitable mathematical and computational 548 methods. While the first question can be answered by analyzing the input currents re-549 ceived by the different populations, the second question requires an approach, which takes 550 the strongly recurrent nature of the circuit across layers into consideration. 
Operating point of the network 552
Each neuron in the eight populations of the network receives inputs from several pre-553 synaptic populations, possibly all with different tuning curves, and forms its own output 554 tuning from those ( Fig 4A) . It has been shown in experiments that this scenario also 555 reflects the situation in rodents (Jia et al., 2010) . Which projections are most potent for 556 driving the the target neuron is not immediately obvious from the anatomical connec-557 tivity between neurons ( Fig 1B) . The activity of pre-synaptic neurons is of course also 558 relevant for the total input current to a given neuron. In Fig 5A, the mean input current 559 (Eq. 3) for each projection between populations is shown. While the difference between 560 inputs to L2/3e and L5e seems insignificant when looking at the underlying connectivity 561 (Fig 1B) , the picture changes completely if the activity of pre-synaptic neurons is taken 562 into consideration ( Fig 5A) . The input to L2/3e neurons is mostly determined by L2/3i, 563 both L4 populations and the constant background. Input to L5e, on the other hand, is 564 dominated by L5i and background input, but only to a lesser extent by inputs from L2/3i, 565 L4e and L5e. As a result, due to the different excitation-inhibition (EI) balance, the net 566 currents imply a higher mean input to L5e compared to L2/3e (Fig 5C) .
567
The marked difference between anatomically defined connectivity ( Fig 1B) and the 568 total input current in the stationary balanced state (Fig 5A) highlights the contribution 569 of activity dynamics in recurrent networks (Van Vreeswijk and Sompolinsky, 1996, 1998; 570 whereas its direction indicates its preferred orientation (Fig 5F inset, Eq. 4) . The total 584 tuning input from one specific source population to a single neuron can then be calculated Input perturbation for one particular orientation of the oriented stimulus. The effective change in input rate is shown for each neuron in the eight populations of the layered network (blue). The baseline (population mean) is depicted in red. The modulation, which is the entry-wise difference between the two, is plotted in the inset (green). C Solutions for the baseline and modulation system. Shown are the baseline (green) and baseline plus modulation (red) output rates. For comparison, also the solution of the full W system is shown (blue). The inset shows a magnification for a small sample of neurons in population L4e.
Note that the baseline and modulation components are both only indirectly related 680 to mean rate (F0) and tuning strength (F1) discussed in the previous section. While part, which conveys the tuning information of the neurons, matches almost perfectly 703 (Fig 6C inset) . The good agreement is further confirmed by the high coefficient of de-704 termination ("variance explained") of R 2 = 99.1%. For the different parameter sets, the 705 lowest R 2 is obtained for increased background input with R 2 = 98.0% (SFig 3D/SFig 4-706 9E). This demonstrates the robustness of the baseline and modulation decomposition also 707 with respect to changes in parameters.
708
In previous sections, we identified the high baseline rate of L5e as the main cause for 709 the low orientation selectivity of its neurons. This becomes manifest in a high baseline 710 output rate ∆ν B for this particular population ( Fig 6C) . While this observation still does 711 not fully reveal the underlying reason for the high rates, it hints at the effective mean 712 connectivity represented by Q. In the following, we will therefore study the baseline 713 pathway in more detail.
714
Mode decomposition 715 We start by summarizing the results of Sadeh et al. (2014, 2015) , where a similar scenario 716 for a two population EI network was studied. In analogy to the present model, the two 717 population system can also be described by a linear system of the form
where the dimensionality of the system equals the total number of neurons. In order to 719 study the network behavior, it is instrumental to inspect the eigenvalue spectrum of the 720 matrix W . In the two population case, when both populations receive the same input, the 721 eigenvalue spectrum consists of a bulk of known radius localized at the origin and a single 722 exceptional eigenvalue λ (Rajan and Abbott, 2006) . For inhibition dominated networks, 723 this exceptional eigenvalue is real and negative ( Fig 7A) . Furthermore, the eigenvector 724 Ψ corresponding to that exceptional eigenvalue is the uniform vector, with all entries Therefore, exploiting the eigenvector property of a baseline perturbation, the exceptional 728 eigenvalue can be transformed into the gain factor of the baseline
For inhibition dominated networks, this gain factorλ has a small magnitude and thus 730 results in a strong attenuation of the baseline component. This, in turn, amplifies the 731 orientation selectivity of the network.
732
Generalizing the two-population scenario to the eight-population network considered 733 here, two major differences in terms of the eigenvalue spectrum of W become apparent.
734
First, instead of a single exceptional eigenvalue, the spectrum of the effective connectivity 735 is more complex (Fig 7B) . In addition to the bulk of eigenvalues (diameter indicated 736 in green in Fig 7B) , there are seven eigenvalues with a significantly larger magnitude 737 (blue dots in Fig 7B) . In a random matrix theory context, it was previously shown that Fig 7B) . Furthermore, an eighth exceptional eigenvalue is identified, which lies in the middle of the bulk and could therefore not be distinguished from bulk eigenvalues in 744 numerical calculations on W .
745
The second difference compared to the two-population scenario is the fact that the 746 constant vector is not any more an eigenvector of an exceptional eigenvalue. Instead, the 747 eigenvectors of the baseline system Q are only population-wise constant (cf. Fig 7D inset) .
748
However, also the input perturbation is not proportional to the constant vector in this 749 case. For each population, it depends on the sensitivity to thalamic input, also resulting 750 in a population-wise constant function. In order to study the input-output behavior, the 751 input can therefore be decomposed into the eight eigenvectors (cf. Fig 8 left) 752
Here, Ψ i are the eigenvectors of Q and ξ i are the coefficients of the modes. The weighted 753 components ξ i Ψ i can be considered as the input modes of the input perturbation ∆β B .
754
The eight modes which represent the perturbation of the stimulation are shown in the inset factors of the individual modes by (Fig 8 right) 759
The transformed gain factorsλ i are shown in Fig 7C. The individual parts of this de- Studying the output modes in more detail, it is apparent that the high rates of L5e 769 neurons, and thus also their low orientation selectivity, are mostly due to one specific mode 770 (orange line in Fig 7D) . On the other hand, the same mode has a similar strength as the 771 other components in the input space (orange line, Fig 7D inset) . As the corresponding 772 eigenvalue of W has a very small magnitude, however, the gain factorλ of that mode is 773 much larger compared to the other modes ( Fig 7C, orange dot) . Due to this gain, the mode 774 is dominant in the output rate change, resulting in high firing rates in L5e. The fact that 775 only a single mode is responsible for this strong amplification underlines our conclusion 776 that this effect is a feature of the whole network, which cannot be pinned down to one 777 specific connection in a meaningful way. Importantly, although the eigenvalue spectrum 778 and mode structure can change to some degree, the observation that a single mode with 779 a strong gain is responsible for the high rates of L5e is consistent for all parameter sets 780 considered (SFig 4-9F/G). 
Predictions for new stimulation experiments 782
Having identified the large gain of a specific mode in the input as the source of the high 783 firing rates in L5e, we now apply our theory to predict the network behavior for a scenario,
784
where that particular mode is absent in the input. For two reasons the mode cannot be 785 directly removed from the input firing rates. First, that mode has nonzero coefficients 786 for all populations, which leads to non-zero thalamic input also to L2/3 and L5. While In order to delete a specific mode Ψ k from the input, we can set ∆γ = −ξ k Ψ k . As 796 a consequence, when the two inputs ∆β and ∆γ are combined, the mode cancels out, 797 resulting in altered output perturbation.
798
The required input current for single neurons in each population are shown in Fig 9A. 
799
They are not directly proportional to the deleted mode, due to the scaling by the individual 800 feed-forward gain of each population, as well as due to the highly recurrent processing 801 of the network. As expected, since the rate of L5e neurons should be suppressed, these 802 neurons receive a strongly negative current. More surprisingly, L2/3e requires a positive 803 input current of similar magnitude, although the desired change in rate of that population 804 is much smaller.
805
When the current is applied with an intensity that exactly removes the mode from the 806 input, the change in output exactly matches the sum of the remaining modes ( Fig 9B,   807 relative intensity 1). For stronger stimulation intensities, the input mode is overcompen- the idea of a universal cortical circuit which is found in different species and in different 874 cortical regions devoted to the processing of sensory information. It will be interesting 875 to see, to which degree a neural network model based on the full mouse/rat visual cortex 876 connectome (when it becomes available) at all deviates from the present model.
877
In our work, the model proposed by Potjans and Diesmann (2014) was extended by changes in central network parameters, despite considerable rate changes. Therefore, we 917 expect that the neuronal mechanisms described in our work still apply when more precise 918 and detailed models of the microcircuit are developed. be non-moving. As shown in a recent study (Durand et al., 2016) , neuronal responses in primary visual cortex of rodents are very similar in awake and anesthetized animals.
In contrast, the responses dramatically change during locomotion behavior (Niell and
Supporting information
SFig 1: Correlation and spike regularity in the spontaneous condition. A-B Mean and standard deviation of spike count correlations between neurons from different populations. A bin size of 10ms was used. C Distributions of coefficient of variation of inter-spike-intervals for neurons in different populations. Same quantiles as described in Fig 2 are shown.
SFig 2: Correlation and spike regularity in the stimulated condition. Same values as in SFig 1 are shown for the stimulated condition. Fig 6C) . F Eigenvalue spectrum of the effective connectivity W (c.f. Fig 7B) . G Input perturbation ∆β B (inset) and output perturbation ∆ν B decomposed into input and output modes, respectively (c.f. Fig 7D) . 
