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KMS STATES ON C∗-ALGEBRAS ASSOCIATED TO
HIGHER-RANK GRAPHS
ASTRID AN HUEF, MARCELO LACA, IAIN RAEBURN, AND AIDAN SIMS
Abstract. Consider a higher-rank graph of rank k. Both the Cuntz-Krieger algebra
and the Toeplitz-Cuntz-Krieger algebra of the graph carry natural gauge actions of the
torus Tk, and restricting these gauge actions to one-parameter subgroups of Tk gives
dynamical systems involving actions of the real line. We study the KMS states of these
dynamical systems. We find that for large inverse temperatures β, the simplex of KMSβ
states on the Toeplitz-Cuntz-Krieger algebra has dimension d one less than the number
of vertices in the graph. We also show that there is a preferred dynamics for which
there is a critical inverse temperature βc: for β larger than βc, there is a d-dimensional
simplex of KMS states; when β = βc and the one-parameter subgroup is dense, there
is a unique KMS state, and this state factors through the Cuntz-Krieger algebra. As in
previous studies for k = 1, our main tool is the Perron-Frobenius theory for irreducible
nonnegative matrices, though here we need a version of the theory for commuting families
of matrices.
1. Introduction
Every Cuntz-Krieger algebra carries a natural gauge action of the circle, which we can
lift to R to get a natural dynamics. Enomoto, Fujii and Watatani proved in 1984 that
when OA is a simple Cuntz-Krieger algebra, this dynamics admits a single KMS state,
which occurs at inverse temperature ln ρ(A), where ρ(A) is the spectral radius of A [6].
Their result has been extended to the Cuntz-Krieger algebras of infinite matrices [7], and
more recently to the graph algebras of finite graphs with sources [11, 10]. We now know
also that the Toeplitz-Cuntz-Krieger algebras of matrices and graphs have a much richer
supply of KMS states [7, 13, 10].
Higher-rank graphs (or k-graphs) were introduced by Kumjian and Pask [12] as combi-
natorial models for the higher-rank Cuntz-Krieger algebras of [19], and their C∗-algebras
have generated a great deal of interest. In particular, Davidson and Yang have made a
detailed study of C∗-algebras associated to finite 2-graphs with a single vertex [4, 21, 22],
and recently Yang [21] has studied KMS states for a 1-parameter subgroup of the gauge
action of the 2-torus on the C∗-algebra C∗(Λ) of such a graph Λ. She has shown that,
if Λ has m blue edges and n red ones, and if lnm is not a rational multiple of lnn, then
C∗(Λ) has a unique KMS state.
Here we consider the dynamics obtained by restricting the gauge action of Tk to one-
parameter subgroups of Tk, and we compute the KMS states on both the Toeplitz algebra
and C∗-algebra of a finite k-graph Λ with no sources. For the Toeplitz algebra T C∗(Λ)
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and large inverse temperatures β, the KMSβ states form a simplex of dimension |Λ
0| − 1
(Theorem 6.1). For smaller β, it matters which 1-parameter subgroup we choose, and
there is a preferred dynamics for which we obtain the best possible results. To describe
it, we consider the vertex matrices Ai of the subgraphs containing just the edges of degree
ei (that is, the individually coloured subgraphs of the skeleton); for the graphs in the
previous paragraph, for example, we recover A1 = (m) and A2 = (n). Then the preferred
dynamics is the restriction of the gauge action to the subgroup {
∏k
i=1 ρ(Ai)
it : t ∈ R}.
For the preferred dynamics, Theorem 6.1 describes a (|Λ0| − 1)-dimensional simplex of
KMSβ states for every β > 1. When the numbers ln ρ(Ai) are rationally independent,
there is a unique KMS1 state, which factors through a state of the graph algebra C
∗(Λ)
(Theorem 7.2).
Our approach is a refinement of the one developed in [14] and [15], which we previously
applied to the C∗-algebras of finite graphs with sources in [10]. The first task in this
approach is to find a characterisation of KMSβ states which will enable us to recognise
them in the wild. When the 1-parameter subgroup determining the action is dense in Tk,
this is relatively straightforward (Proposition 3.1): the outcome is, roughly, that a KMS
state φ is determined by its values on the vertex projections {qv : v ∈ Λ
0} of the generating
Toeplitz-Cuntz-Krieger family {t, q}. The Toeplitz-Cuntz-Krieger relations then impose
restrictions on the vector mφ := (φ(qv)) ∈ [0,∞)
k, which amount to saying that mφ is
subinvariant for all the matrices Ai, in the sense of Perron-Frobenius theory [20]. When φ
is a state on C∗(Λ), this subinvariance becomes invariance (Proposition 4.1). For graphs
such that the matrices Ai are irreducible, the Perron-Frobenius theory puts lower bounds
on the possible inverse temperatures β (Corollary 4.3), and these lower bounds are all the
same for the preferred dynamics (see Remark 4.5).
In §5, we consider the KMSβ states on the Toeplitz algebra for the action determined
by an arbitrary subgroup of Tk. We show that, even when this subgroup is not dense,
KMSβ states are still invariant under the full gauge action of T
k (Theorem 5.1; see also Re-
mark 5.4). This invariance was easy to establish in the case k = 1 (see Proposition 2.1(a)
in [10]), but seems to require a rather delicate analysis for k > 1. The extra invariance
plays a crucial role when we prove surjectivity of our parametrisation of the KMS states
on the Toeplitz algebra (Theorem 6.1). As in [10], this parametrisation includes concrete
descriptions of the KMS states in terms of the path representation of T C∗(Λ) on ℓ2(Λ).
In §7, we consider the preferred dynamics α under the assumption that the numbers
ln ρ(Ai) are rationally independent. We show that there is then a unique KMS1 state on
(T C∗(Λ), α), that this state factors through a state of the graph algebra C∗(Λ), and that
the resulting state of C∗(Λ) is the only KMS state of (C∗(Λ), α). We show by example
that uniqueness can fail if the ln ρ(Ai) are rationally dependent. We finish with a short
analysis of the ground states of our systems.
2. Background
2.1. Perron-Frobenius for commuting matrices. Let X be a finite set. A matrix
A ∈ MX(C) is irreducible if for all x, y ∈ X there exists n ∈ N such that A
n(x, y) 6= 0.
We say that a matrix is positive (non-negative) if all its entries are positive (non-negative).
A vector in [0,∞)X is subinvariant for A ∈MX(C) and λ ∈ R if Am ≤ λm pointwise.
Let A be an irreducible matrix with non-negative entries. The Perron-Frobenius theo-
rem [20, Theorem 1.5] says that A has an eigenvalue ρA > 0 with a positive eigenvector
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x, that ρA is equal to the spectral radius ρ(A) of A, and that ρA is a simple root of the
characteristic polynomial of A. The last statement in [20, Theorem 1.6] implies that every
non-negative eigenvector of A has eigenvalue ρ(A). Thus A has a unique non-negative
eigenvector x whose ℓ1-norm is 1; we call x the unimodular Perron-Frobenius eigenvector
of A.
We need the following version of the Perron-Frobenius theorem for commuting matrices.
Lemma 2.1. Suppose that A and B are commuting irreducible n× n matrices with non-
negative entries. Then their unimodular Perron-Frobenius eigenvectors are equal.
Proof. Let x be the unimodular Perron-Frobenius eigenvector for A. We have
ABx = BAx = ρ(A)Bx.
Hence Bx is an eigenvector of A. Since B has non-negative entries and x is a positive
vector, Bx is non-negative. The Perron-Frobenius theorem for A implies that Bx is a
scalar multiple of x, so x is an eigenvector of B also. Since x is positive, applying [20,
Theorem 1.6] to B shows that Bx = ρ(B)x, and since x has ℓ1-norm 1, x is also the
unique unimodular non-negative eigenvector for B. 
2.2. Higher-rank graphs and their C∗-algebras. Let Λ be a k-graph with vertex set
Λ0 and degree functor d : Λ → Nk, as in [12]. We are only interested in k-graphs which
are finite in the sense that Λn := d−1(n) is finite for all n ∈ Nk. We use the convention
that vΛnw, for example, denotes the set {λ ∈ Λn : r(λ) = v and s(λ) = w}. For a pair
(λ, µ) of paths in Λ, we write Λmin(λ, µ) for the set of pairs (η, ζ) in Λ such that λη = µζ
and d(λη) = d(λ) ∨ d(µ).
For 1 ≤ i ≤ k, we write Ai for the vertex matrix with entries Ai(v, w) = |vΛ
eiw|. Since
(AiAj)(v, w) is the number of paths of degree ei+ej from w to v, the factorisation property
implies that AiAj = AjAi. So it makes sense to define A
n :=
∏k
i=1A
ni
i for n ∈ N
k, and
then An(v, w) is the number |vΛnw| of paths from w to v of degree n.
Lemma 2.2. Suppose that Λ is a finite k-graph with no sources, and that β ∈ [0,∞)
and r ∈ (0,∞)k satisfy βri > ln ρ(Ai) for 1 ≤ i ≤ k. View N
k as a directed set with
m ≤ n ⇐⇒ mi ≤ ni for all i. Then the series
∑
n∈Nk e
−βr·nAn converges in the operator
norm to
∏k
i=1(1− e
−βriAi)
−1.
Proof. Since the vertex matrices Ai commute, the Nth partial sum is∑
0≤n≤N
e−βr·nAn =
∑
0≤n≤N
k∏
i=1
e−βriniAnii =
k∏
i=1
( Ni∑
ni=0
e−βriAnii
)
.
For each i we have βri > ρ(Ai), and hence
∑Ni
ni=0
e−βriniAnii converges to (1− e
−βriAi)
−1
in the operator norm as Ni →∞ (by, for example, [5, Lemma VII.3.4]). Thus as N →∞
in Nk, which means Ni → ∞ for all i, the product converges in the operator norm to∏k
i=1(1− e
−βriAi)
−1. 
Following the spirit of [17, §7], a Toeplitz-Cuntz-Krieger Λ-family {T,Q} consists of
partial isometries {Tλ : λ ∈ Λ} such that
(T1) {Qv := Tv : v ∈ Λ
0} are mutually orthogonal projections;
(T2) TλTµ = Tλµ whenever s(λ) = r(µ);
(T3) T ∗λTλ = Qs(λ) for all λ;
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(T4) for all v ∈ Λ0 and n ∈ Nk, we have
Qv ≥
∑
λ∈vΛn
TλT
∗
λ ;
(T5) for all µ, ν ∈ Λ, we have (interpreting any empty sums as 0)
(2.1) T ∗µTν =
∑
(η,ζ)∈Λmin(µ,ν)
TηT
∗
ζ .
The relation (T4) implies that the range projections {TλT
∗
λ : d(λ) = n} are mutually
orthogonal for each n (by the argument of [10, Corollary 1.2]). A Toeplitz-Cuntz-Krieger
Λ-family is a Cuntz-Krieger Λ-family if in addition we have
(CK) Qv =
∑
λ∈vΛn TλT
∗
λ for all v ∈ Λ
0 and n ∈ Nk.
Remark 2.3. The relations (T1)–(T3) and (CK) imply (T5) [12, Lemma 3.1], but in the
absence of (CK) we need to impose (T5) to ensure that the C∗-algebra generated by
{Tλ} is spanned by elements of the form TλT
∗
µ . Proposition 6.4 of [17] says that (T5)
is equivalent to Nica covariance of an associated representation of a product system of
Hilbert bimodules over C(Λ0), as in [8].
The Toeplitz algebra T C∗(Λ) is generated by a universal Toeplitz-Cuntz-Krieger family
{tλ, qv}. It can be constructed as the Nica-Toeplitz algebra of a product system of Hilbert
bimodules, as in [17, Corollary 7.5]. The universal property shows that there is a gauge
action γ of Tk on T C∗(Λ) such that γz(tλ) = z
d(λ)tλ (using multi-index notation).
For a specific example of a Toeplitz-Cuntz-Krieger family, consider the usual orthonor-
mal basis {hλ : λ ∈ Λ} for ℓ
2(Λ), and the operators Qv, Tµ such that
Tµhλ =
{
hµλ if s(µ) = r(λ)
0 otherwise
and Qvhλ =
{
hλ if v = r(λ)
0 otherwise.
It is proved in [17, Example 7.4] that (T,Q) is a Toeplitz-Cuntz-Krieger Λ-family, and in
[17, Corollary 7.7] that the associated representation πT,Q of T C
∗(Λ) is faithful. We call
πT,Q the path representation of T C
∗(Λ).
3. Properties of KMS states
Suppose that α is an action of R on a C∗-algebra A. An element a ∈ A is analytic for
α if t 7→ αt(a) is the restriction to R of an analytic function z 7→ αz(a) defined on all of
C. A state φ on A is a KMS state with inverse temperature β ∈ (0,∞) (or KMSβ state)
of (A, α) if
(3.1) φ(ab) = φ(bαiβ(a)) for all analytic elements a, b;
φ is a ground state of (A, α) if z 7→ φ(aαz(b)) is bounded in the upper half-plane Imz > 0
for all analytic a, b. By convention, the KMS0 states are the invariant traces, and the
KMS∞ states are the weak* limits of sequences of KMSβn states as βn →∞. KMS states
and ground states are always α-invariant [16, Proposition 8.12.4].
We know on general grounds that the analytic elements always form a dense subalgebra
of A [16, page 363]. But in practice it seems to be easy to find plenty of analytic elements,
and this is all we have to do: by [16, Proposition 8.12.3], it suffices to check the KMS
and ground-state conditions on a set of analytic elements which span a dense subspace
of A. In the systems (T C∗(Λ), α) of interest to us, we have αt(tµt
∗
ν) = e
itr·(d(µ)−d(ν))tµt
∗
ν
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for some r ∈ (0,∞)k, and z 7→ eizr·(d(µ)−d(ν))tµt
∗
ν is an analytic function which extends
t 7→ αt(tµt
∗
ν). So it suffices for us to check the KMS condition (3.1) on the elements tµt
∗
ν .
We begin our investigation of KMS states on T C∗(Λ) by giving a characterisation of
KMS states that will make them easier to identify.
Proposition 3.1. Suppose that Λ is a finite k-graph with no sources. Let r ∈ (0,∞)k,
let γ : Tk → Aut(T C∗(Λ)) be the gauge action, and define α : R → Aut(T C∗(Λ)) by
αt = γeitr . Suppose that β ∈ [0,∞) and φ is a state on T C
∗(Λ).
(a) If φ is a KMSβ state of (T C
∗(Λ), α), then
(3.2) φ(tµt
∗
ν) = δµ,νe
−βr·d(µ)φ(qs(µ)) for all µ, ν ∈ Λ with d(µ) = d(ν).
(b) If
(3.3) φ(tµt
∗
ν) = δµ,νe
−βr·d(µ)φ(qs(µ)) for all µ, ν ∈ Λ,
then φ is a KMSβ state of (T C
∗(Λ), α). If r ∈ (0,∞)k has rationally independent
coordinates, then φ is a KMSβ state of (T C
∗(Λ), α) if and only if (3.3) holds.
(c) A state φ on T C∗(Λ) is a ground state of (T C∗(Λ), α) if and only if
(3.4) φ(tµt
∗
ν) = 0 whenever r · d(µ) > 0 or r · d(ν) > 0.
Proof of Proposition 3.1 (a). If d(µ) = d(ν), then t∗νtµ = δµ,νqs(µ), and the KMS condition
gives
φ(tµt
∗
ν) = e
−βr·d(µ)φ(t∗νtµ) = δµ,νe
−βr·d(µ)φ(qs(µ)),
which is (3.2). 
To prove part (b) we need the following property of the partial order on Nk.
Lemma 3.2. Suppose that m,n, p, q ∈ Nk satisfy m+ p = n+ q. Then m+ p = m∨ n if
and only if p ∧ q = 0.
Proof. First suppose m+ p = m ∨ n. Then for each i,
pi = (m ∨ n)i −mi = max(mi, ni)−mi =
{
0 if ni < mi
ni −mi if ni ≥ mi,
and
qi = mi − ni + pi =
{
mi − ni if ni < mi
0 if ni ≥ mi.
So for all i, min(pi, qi) = 0, which means p ∧ q = 0.
Conversely, suppose that min(pi, qi) = 0 for all i. If pi 6= 0, then qi = 0, mi + pi = ni,
and mi + pi = max(mi, ni). If pi = 0, then mi = mi + pi = ni + qi, mi ≥ ni, and
mi + pi = mi = max(mi, ni). So m+ p = m ∨ n. 
Proof of Proposition 3.1 (b). Suppose that φ satisfies (3.3), and consider two spanning
elements tµt
∗
ν and tσt
∗
τ with s(µ) = s(ν) and s(σ) = s(τ). Then (T5) implies that
φ(tµt
∗
νtσt
∗
τ ) =
∑
(α,η)∈Λmin(ν,σ)
φ(tµαt
∗
τη).
The formula (3.3) says that the (α, η)-summand vanishes unless µα = τη, and hence
(3.5) φ(tµt
∗
νtσt
∗
τ ) =
∑
{(α,η)∈Λmin(ν,σ) :µα=τη}
e−βr·d(µα)φ(qs(α)).
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Similarly
(3.6) φ(tσt
∗
τ tµt
∗
ν) =
∑
{(γ,ζ)∈Λmin(τ,µ) :σγ=νζ}
e−βr·d(σγ)φ(qs(γ)).
We will next show that the indexing sets in the sums in (3.5) and (3.6) are closely
related. To see this, suppose that (α, η) ∈ Λmin(ν, σ) satisfies µα = τη. Since (α, η) ∈
Λmin(ν, σ) we have d(α) ∧ d(η) = 0, because otherwise the extension is not minimal.
Applying Lemma 3.2 to the equality d(µ) + d(α) = d(τ) + d(η) shows that d(µ) + d(α) =
d(µ) ∨ d(τ); hence (η, α) belongs to Λmin(τ, µ). The situation is symmetric, so we deduce
that the map (α, η) 7→ (η, α) is a bijection of the index set in (3.5) onto the index set in
(3.6).
Fix (α, η) in the index set in (3.5). Since s(α) = s(η), the projections qs(α) and qs(η) are
the same. Thus to verify the KMS condition, it suffices for us to see that the coefficient
e−βr·d(µα) of φ(qs(α)) is the same as the coefficient of φ(qs(η)) in the sum for
φ
(
tσt
∗
ταiβ(tµt
∗
ν)
)
= e−βr·(d(µ)−d(ν))φ(tσt
∗
τ tµt
∗
ν),
which is
e−βr·(d(µ)−d(ν))e−βr·d(ση) = e−βr·(d(µ)−d(ν))e−βr·d(να).
Now the identity
d(µ)− d(ν) + d(να) = d(µ)− d(ν) + d(ν) + d(α) = d(µα)
gives the required equality of coefficients. Thus φ is a KMSβ state.
Next suppose that r ∈ (0,∞)k has rationally independent coordinates. Let φ be a
KMSβ state. Take µ, ν ∈ Λ with s(µ) = s(ν). If d(µ) = d(ν), then the KMS condition
gives
φ(tµt
∗
ν) = e
−βr·d(µ)φ(t∗νtµ) = δµ,νe
−βr·d(µ)φ(qs(µ)).
So we suppose that d(µ) 6= d(ν). Then two applications of the KMS condition give
(3.7) φ(tµt
∗
ν) = e
−βr·d(µ)φ(t∗νtµ) = e
−βr·d(µ)eβr·d(ν)φ(tµt
∗
ν).
Since the entries of r are rationally independent and d(µ) 6= d(ν), we have r·d(µ) 6= r·d(ν);
hence eβr·d(µ) 6= eβr·d(ν), and (3.7) implies that φ(tµt
∗
ν) = 0. Thus φ satisfies (3.3). 
Proof of Proposition 3.1 (c). For every state φ, all paths σ, τ , µ and ν, and all z = x+iy ∈
C, we have
|φ(tσt
∗
ταz(tµt
∗
ν))| = |e
i(x+iy)r·(d(µ)−d(ν))φ(tσt
∗
τ tµt
∗
ν)|(3.8)
= e−yr·(d(µ)−d(ν))|φ(tσt
∗
τ tµt
∗
ν)|.
Suppose that φ is a ground state. Then |φ(tµαx+iy(t
∗
ν))| = e
yr·d(ν)|φ(tµt
∗
ν)| is bounded
on the upper half-plane y > 0, and hence φ(tµt
∗
ν) = 0 whenever r · d(ν) > 0. Since
φ(tνt
∗
µ) = φ(tµt
∗
ν), symmetry implies that φ(tµt
∗
ν) = 0 whenever r · d(µ) > 0. Hence φ
satisfies (3.4).
Now suppose that φ satisfies (3.4). In view of (3.8), the Toeplitz-Cuntz-Krieger relation
(T5) implies that
(3.9) |φ(tσt
∗
ταx+iy(tµt
∗
ν))| = e
−yr·(d(µ)−d(ν))
∣∣∣ ∑
(α,η)∈Λmin(τ,µ)
φ(tσαt
∗
νη)
∣∣∣.
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By (3.4),
φ(tσαt
∗
νη) 6= 0 =⇒ r · d(σα) = 0 = r · d(νη)
=⇒ d(σα) = 0 = d(νη) (since ri > 0)
=⇒ d(σ) + d(α) = 0 = d(ν) + d(η).
So it is only possible to have a nonzero summand in (3.9) if d(σ) = d(ν) = d(α) = d(η) = 0,
and then τ = µ because (α, η) ∈ Λmin(τ, µ). In that case, there is only one summand, and
|φ(tσt
∗
ταx+iy(tµt
∗
ν))| = e
−yr·d(µ)|φ(t∗µtµ)| = e
−yr·d(µ)φ(qs(µ))
is bounded on the upper half-plane y > 0. Thus φ is a ground state. 
Example 3.3. The condition ri > 0 was crucial in the proof of part (c), and if some ri < 0
there may not be many ground states. For example, suppose that Λ is a 2-graph with
one vertex v, and that |Λe1| = |Λe2| = 1 (in general, we call edges in Λe1 blue and those
in Λe2 red). Take r = (−1, 1). We claim that (T C∗(Λ), α) has no ground states. To see
this, let φ be a state of T C∗(Λ) and consider the blue edge e. Then∣∣φ(t∗eαx+iy(te))∣∣ = e−yr·d(e)φ(t∗ete) = e−yr·e1φ(qs(e)) = eyφ(qv) = ey,
because qv is the identity of T C
∗(Λ). Thus z 7→ φ(t∗eαz(te)) is not bounded on the upper
half-plane, and φ is not a ground state.
It is, however, possible to find states of T C∗(Λ) satisfying (3.4). Indeed, consider the
path representation πT,Q of T C
∗(Λ) on ℓ2(Λ), the basis element he associated to e, and
the vector state φ : a 7→ (πT,Q(a)he | he). If ν ∈ Λ has r · d(ν) > 0, then d(ν)2 > 0; thus ν
has a factorisation fν ′ with f red, and πT,Q(tµt
∗
ν)he = πT,Q(tµt
∗
ν′)T
∗
f he = 0, so φ(tµt
∗
ν) = 0.
A similar argument works if r · d(µ) > 0, so φ satisfies (3.4).
4. KMS states and the subinvariance relation
The gist of Proposition 3.1, and especially the formula (3.3), is that a KMS state φ
on T C∗(Λ) is determined by the numbers {φ(qv) : v ∈ Λ
0}. We now look at how these
numbers are related to the vertex matrices Ai of Λ.
Proposition 4.1. Suppose that Λ is a finite k-graph with no sources. Let r ∈ (0,∞)k,
let γ : Tk → Aut(T C∗(Λ)) be the gauge action, and define α : R → Aut(T C∗(Λ)) by
αt = γeitr . Suppose that β ∈ [0,∞) and φ is a KMSβ state of (T C
∗(Λ), α).
(a) Define mφ = (mv) ∈ [0, 1]
Λ0 by mv = φ(qv). Then m
φ is a probability measure
on Λ0, and for every subset K of {1, . . . , k} we have
∏
i∈K(1 − e
−βriAi)m
φ ≥ 0
pointwise.
(b) The KMSβ state φ factors through C
∗(Λ) if and only if Aim
φ = eβrimφ for every
1 ≤ i ≤ k.
For the proof of part (a) we need a lemma.
Lemma 4.2. Let K be a subset of {1, . . . , k} and v ∈ Λ0. For J ⊂ K, we write eJ :=∑
j∈J ej and
qJ =
∑
µ∈vΛeJ
tµt
∗
µ ∈ T C
∗(Λ);
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we write q∅ := qv and qi = q{i}. Then
(4.1)
∏
i∈K
(qv − qi) =
∑
J⊂K
(−1)|J |qJ .
Proof. The Toeplitz-Cuntz-Krieger relation (T4) implies that qvqi = qi for all i. So
(4.2)
∏
i∈K
(qv − qi) =
∑
J⊂K
(−1)|J |
(∏
i∈J
qi
)
.
Suppose ∅ ( L ⊂ J \ {i}. Then ei ∨ eL = eL∪{i}, and (T5) gives
qiqL =
∑
µ∈vΛei
∑
ν∈vΛeL
tµ(t
∗
µtν)t
∗
ν =
∑
µ∈vΛei
∑
ν∈vΛeL
tµ
( ∑
(α,β)∈Λmin(µ,ν)
tαt
∗
β
)
t∗ν
=
∑
µ∈vΛei
∑
ν∈vΛeL
∑
(α,β)∈Λmin(µ,ν)
tµαt
∗
νβ =
∑
γ∈vΛ
eL∪{i}
tγt
∗
γ = qL∪{i}.
We deduce that
∏
i∈J qi = qJ , and now (4.2) implies (4.1). 
Proof of Proposition 4.1. (a) We have mv ≥ 0 because φ is positive. The measure m
φ is
a probability measure on Λ0 because
∑
v∈Λ0 qv = 1 in T C
∗(Λ), and hence
1 = φ(1) =
∑
v∈Λ0
φ(qv) =
∑
v∈Λ0
mv.
Now let K be a subset of {1, . . . , k} and choose v ∈ Λ0. Since (T4) gives qv ≥ qi
and all the range projections commute, we have
∏
i∈K(qv − qi) ≥ 0 in T C
∗(Λ), and
φ
(∏
i∈K(qv − qi)
)
≥ 0. We calculate using Lemma 4.2 and then (3.2):
0 ≤ φ
(∑
J⊂K
(−1)|J |qJ
)
=
∑
J⊂K
(−1)|J |φ(qJ) =
∑
J⊂K
(−1)|J |
( ∑
µ∈vΛeJ
φ(tµt
∗
µ)
)
=
∑
J⊂K
(−1)|J |
( ∑
µ∈vΛeJ
e−βr·eJms(µ)
)
=
∑
J⊂K
(−1)|J |e−βr·eJ
( ∑
w∈Λ0
|vΛeJw|mw
)
=
∑
J⊂K
(−1)|J |e−βr·eJ
( ∑
w∈Λ0
AeJ (v, w)mw
)
=
∑
J⊂K
(−1)|J |e−βr·eJ
(
AeJmφ
)
v
=
∑
J⊂K
(−1)|J |
((∏
j∈J
e−βrjAj
)
mφ
)
v
=
((∏
i∈K
(
1− e−βriAi
))
mφ
)
v
,
as required.
(b) As pointed out in [12, Remark 1.6(iii)], it suffices to check the Cuntz-Krieger relation
(CK) on the generators n = ei of N
k. Thus C∗(Λ) is the quotient of T C∗(Λ) by the ideal
J generated by the projections{
qv −
∑
λ∈vΛei
tλt
∗
λ : v ∈ Λ
0 and 1 ≤ i ≤ k
}
.
For each generating projection of J , a calculation using (3.3) gives
φ
(
qv −
∑
λ∈vΛei
tλt
∗
λ
)
= mv −
∑
λ∈vΛei
e−βriφ(qs(λ)) = mv −
∑
w∈Λ0
e−βri|vΛeiw|φ(qw)(4.3)
= mv −
∑
w∈Λ0
e−βriAi(v, w)mw = mv − e
−βri(Aim
φ)v.
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If φ factors through a state of C∗(Λ), then the left-hand side of (4.3) vanishes, and we have
mφ−e−βriAim
φ = 0. Suppose on the other hand thatmφ = e−βriAim
φ. Then (4.3) implies
that φ vanishes on the generators of J . Now each of these generating projections is fixed
by the action α, and for each spanning element a = tµt
∗
ν of T C
∗(Λ), the analytic function
fa(z) := e
izr·(d(µ)−d(ν)) satisfies αz(a) = fa(z)a. Thus Lemma 2.2 of [10] implies that φ
vanishes on the ideal J , and hence factors through a state of C∗(Λ) = T C∗(Λ)/J . 
The relations Aim
φ = eβrimφ in part (b) have profound implications for the KMS
states on C∗(Λ), because they imply that eβri is the Perron-Frobenius eigenvalue ρ(Ai).
(As was first noticed by Enomoto, Fujii and Watatani in the context of {0, 1}-matrices
[6].) The subinvariance relation (1 − e−βriAi)m
φ ≥ 0 in part (a), which is equivalent
to Aim
φ ≤ eβrimφ, has similar implications for the KMS states on the Toeplitz-Cuntz-
Krieger algebra T C∗(Λ). (This was used by Exel and Laca in the context of infinite
{0, 1}-matrices [7, §12], and later in the context of finite-graph algebras [10].)
The Perron-Frobenius theorem is about irreducible matrices; we say that a k-graph
Λ is coordinatewise irreducible if each vertex matrix Ai is irreducible. Next we see that
coordinatewise irreducibility restricts the possible values of the inverse temperature for
KMS states.
Corollary 4.3. Suppose that Λ is a coordinatewise-irreducible finite k-graph. Fix r ∈
(0,∞)k and define α : R→ Aut T C∗(Λ) by αt = γeitr . If β ∈ [0,∞) and there is a KMSβ
state for (T C∗(Λ), α), then βri ≥ ln ρ(Ai) ≥ 0 for 1 ≤ i ≤ k.
Proof. Define mφ : Λ0 → [0,∞) by mφ = (φ(qv)). Applying Proposition 4.1 (a) to the
singleton sets K = {i} shows that (1− e−βriAi)m
φ ≥ 0 for 1 ≤ i ≤ k. This says precisely
that for each i, mφ is a subinvariant vector in the sense that Aim
φ ≤ eβrimφ pointwise,
and then [20, Theorem 1.6] implies that eβri ≥ ρ(Ai).
Since each vertex receives edges of every colour, each row in each vertex matrix Ai
contains at least one positive integer. Thus each row-sum of each Ai is at least 1, and
Corollary 1 on [20, page 8] implies that ρ(Ai) ≥ 1 for 1 ≤ i ≤ k. 
Corollary 4.4. Suppose that Λ is a coordinatewise-irreducible finite k-graph. Fix r ∈
(0,∞)k and define α : R → AutC∗(Λ) by αt = γeitr . If β ∈ [0,∞) and there is a KMSβ
state for (C∗(Λ), α), then βri = ln ρ(Ai) for 1 ≤ i ≤ k.
Proof. Part (b) of Proposition 4.1 implies that the vector mφ := (φ(qv)) satisfies Aim
φ =
eβrimφ for 1 ≤ i ≤ k. Since each Ai is irreducible, the Perron-Frobenius theorem implies
that eβri = ρ(Ai) for all i, and taking logs gives the result. 
Remark 4.5. Corollaries 4.3 and 4.4 imply that there is a relationship between the dy-
namics, which is determined by the vector r ∈ (0,∞)k, and the range of possible inverse
temperatures β. For any r, we have βri ≥ ln ρ(Ai) for large values of β, and we will
identify the simplex of KMSβ states on (T C
∗(Λ), α) in Theorem 6.1. When er is a mul-
tiple of of the vector ρ(Λ) := (ρ(A1), · · · , ρ(Ak)) of Perron-Frobenius eigenvalues, we call
the common value βc := r
−1
i ln ρ(Ai) the critical inverse temperature. Corollary 4.4 shows
that if er is a multiple of ρ(Λ), then βc is the only possible inverse temperature for a
KMS state on (C∗(Λ), α). In this last case, we usually normalise the action by taking
ri = ln ρ(Ai) for all i, and then we refer to αt = γρ(Λ)it as “the preferred dynamics”. When
Λ has a single vertex, this preferred dynamics was studied by Yang [21, 22].
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5. A characterisation of KMS states for large inverse temperatures
For large β we have βri > ln ρ(Ai) for all i, and we can significantly strengthen the
characterisation of KMSβ states on the Toeplitz algebra in Proposition 3.1 (b) by shedding
the assumption of rational independence. We use this extra strength in our computation
of KMS states in §6, and it is also of some intrinsic interest (see Remark 5.4 below).
Theorem 5.1. Suppose that Λ is a finite k-graph with no sources. Let r ∈ (0,∞)k,
let γ : Tk → Aut(T C∗(Λ)) be the gauge action, and define α : R → Aut(T C∗(Λ)) by
αt = γeitr . Suppose that β ∈ (0,∞) satisfies βri > ln ρ(Ai) for 1 ≤ i ≤ k. Then a state φ
on T C∗(Λ) is a KMSβ state for α if and only if
(5.1) φ(tµt
∗
ν) = δµ,νe
−βr·d(µ)φ(qs(µ)) for all µ, ν ∈ Λ.
The assumption of rational independence on the ri was used in the last paragraph of
the proof of Proposition 3.1 (b) to see that d(µ) 6= d(ν) implies r · d(µ) 6= r · d(ν), and the
argument carries over without that assumption when r · d(µ) 6= r · d(ν). However, it is
now possible that d(µ) 6= d(ν) and r · d(µ) = r · d(ν), and then (3.7) does not imply that
φ(tµt
∗
ν) = 0. The next two lemmas will help us deal with this situation.
Lemma 5.2. Suppose that φ is a KMSβ state of (T C
∗(Λ), α) for some β > 0, and
that µ, ν ∈ Λ satisfy s(µ) = s(ν) and r · d(µ) = r · d(ν). Then φ(tµt
∗
µ) = φ(tνt
∗
ν) and
|φ(tµt
∗
ν)| ≤ φ(tµt
∗
µ).
Proof. We calculate, using the KMS condition and then the hypothesis r · d(µ) = r · d(ν):
φ(tµt
∗
µ) = φ(tµqs(µ)t
∗
µ) = φ(tµt
∗
νtνt
∗
µ)
= e−βr·(d(µ)−d(ν))φ(tνt
∗
µtµt
∗
ν) = φ(tνt
∗
ν).
Now the Cauchy-Schwarz inequality gives
|φ(tµt
∗
ν)|
2 ≤ φ(tµt
∗
µ)φ(tνt
∗
ν) = φ(tµt
∗
µ)
2. 
Lemma 5.3. Suppose that φ is a KMSβ state of (T C
∗(Λ), α) for some β > 0, and that
µ, ν ∈ Λ satisfy s(µ) = s(ν).
(a) If λ ∈ Λ satisfies Λmin(µλ, νλ) = ∅ then φ(tµλt
∗
νλ) = 0.
(b) Let n := (d(µ) ∨ d(ν))− d(µ). For j ∈ N we have
(5.2) φ(tµt
∗
ν) =
∑
λ∈s(µ)Λjn
φ(tµλt
∗
νλ).
Proof. (a) If Λmin(µλ, νλ) = ∅, then the Toeplitz-Cuntz-Krieger relation (T5) implies that
t∗νλtµλ = 0, and the KMS condition gives
φ(tµλt
∗
νλ) = e
−βr·d(µλ)φ(t∗νλtµλ) = 0.
We will prove (b) by induction on j. It is trivially true for j = 0. Suppose we have
(5.2) for some j ≥ 0. Part (a) says that in the sum on the right of (5.2), we need only
consider λ ∈ s(µ)Λjn such that Λmin(µλ, νλ) is nonempty. The KMS condition implies
that
φ(tνλt
∗
νλtµλt
∗
νλ) = e
−βr·(d(νλ)−d(νλ))φ(tµλt
∗
νλtνλt
∗
νλ) = φ(tµλt
∗
νλ).
Thus (T5) gives
φ(tµλt
∗
νλ) = φ(tνλ(t
∗
νλtµλ)t
∗
νλ)
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=
∑
(η,ζ)∈Λmin(νλ,µλ)
φ(tνληt
∗
νλζ)
=
∑
(η,ζ)∈Λmin(νλ,µλ)
φ(tµλζt
∗
νλζ).
Combining this with the induction hypothesis gives
(5.3) φ(tµλt
∗
νλ) =
∑
λ∈s(µ)Λjn
φ(tµλt
∗
νλ) =
∑
λ∈s(µ)Λjn
∑
(η,ζ)∈Λmin(νλ,µλ)
φ(tµλζt
∗
νλζ).
For (η, ζ) ∈ Λmin(νλ, µλ), we have
d(µλ) + d(ζ) = d(νλ) ∨ d(µλ) = (d(µ) ∨ d(ν)) + d(λ),
which implies d(ζ) = (d(µ) ∨ d(ν))− d(µ) = n. Thus d(λζ) = (j + 1)n.
Now suppose τ ∈ s(µ)Λ(j+1)n and φ(tµτ t
∗
ντ ) 6= 0. Then part (a) implies that there
exists (γ, δ) ∈ Λmin(µτ, ντ), and then µτγ = ντδ. But then with λ := τ(0, jn), the paths
ζ := τ(jn, (j + 1)n) and η := (τδ)(jn, jn + (d(µ) ∨ d(ν)) − d(ν)) give a pair (η, ζ) in
Λmin(νλ, µλ) such that τ = λζ . Thus (5.3) gives
φ(tµλt
∗
νλ) =
∑
τ∈s(µ)Λ(j+1)n
φ(tµτ t
∗
ντ ),
and this is (5.2) for j + 1. 
Proof of Theorem 5.1. Suppose that φ is a KMSβ state, and take µ, ν ∈ Λ with s(µ) =
s(ν) and d(µ) 6= d(ν). As observed before Lemma 5.2, it remains for us to deal with the
case where r · d(µ) = r · d(ν). Since d(µ) 6= d(ν), at least one of (d(µ) ∨ d(ν))− d(µ) or
(d(µ)∨d(ν))−d(ν) is nonzero. Since φ(sνs
∗
µ) = 0⇐⇒ φ(sµs
∗
ν) = 0, we may suppose that
n := (d(µ) ∨ d(ν))− d(µ) is nonzero. Then for j ∈ N, Lemma 5.3 gives
φ(tµt
∗
ν) =
∑
λ∈s(µ)Λjn
φ(tµλt
∗
νλ).
For each λ ∈ s(µ)Λjn we have r · d(µλ) = r · d(νλ), and hence Lemma 5.2 implies that
|φ(tµt
∗
ν)| ≤
∑
λ∈s(µ)Λjn
∣∣φ(tµλt∗νλ)∣∣
≤
∑
λ∈s(µ)Λjn
φ(tµλt
∗
µλ)
=
∑
λ∈s(µ)Λjn
e−βr·d(µλ)φ(qs(λ)) (using (3.2))
=
∑
w∈Λ0
|s(µ)Λjnw|e−βr·(d(µ)+jn)φ(qw).
Now we recall from §2.1 that the number |vΛnw| is the (v, w) entry in the matrix An :=∏k
i=1A
ni
i . Thus for each j ∈ N, we have
(5.4) |φ(tµt
∗
ν)| ≤ e
−βr·d(µ)
∑
w∈Λ0
( k∏
i=1
e−βrijniAjnii
)
(s(µ), w)φ(qw).
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For each i such that ni > 0, e
−βrijniAjnii is the (jni)th term in the series
∑
e−βrimAmi ;
since βri > ln ρ(Ai) the series converges in the operator norm to (1 − e
−βriAi)
−1. In
particular, for each such i, we have e−βrijniAnii → 0 as j → ∞. Since n 6= 0, there is at
least one i such that ni > 0. Thus as j →∞, the right-hand side of (5.4) converges to 0,
and we deduce that |φ(tµt
∗
ν)| = 0. 
Remark 5.4. The property (3.3) says that every KMS state factors through the core
T C∗(Λ)γ. By [16, Proposition 8.12.4], every KMS state is invariant for the action α.
Thus if the subgroup eiRr is dense in Tk, which is the case when the ri are rationally
independent, continuity of the gauge action γ implies that every KMS state of (T C∗(Λ), α)
is γ-invariant. Not all vectors r give dense subgroups of Tk, but (3.3) still says that KMS
states are γ-invariant. In other words, the set of KMS states has more symmetry than
mere α-invariance implies. The existence of extra symmetry has been an important factor
in other computations of KMS states, most notably in the analysis of Bost and Connes,
where an action of a large Galois group on the set of KMS states was used in the proof
of uniqueness at the critical inverse temperature (see [1, Lemma 27], or [14, Lemma A.3]
for a simpler proof).
6. KMS states on the Toeplitz algebra at large inverse temperatures
Theorem 6.1. Let Λ be a finite k-graph without sources, and let Ai be the vertex matrices
of Λ. Suppose that r ∈ (0,∞)k satisfies βri > ln ρ(Ai) for 1 ≤ i ≤ k, and define
α : R→ Aut T C∗(Λ) by αt := γeitr .
(a) For v ∈ Λ0, the series
∑
µ∈Λv e
−βr·d(µ) converges with sum yv ≥ 1. Set y = (yv) ∈
[1,∞)Λ
0
, and consider ǫ ∈ [0,∞)Λ
0
. Then m :=
∏k
i=1(1 − e
−βriAi)
−1ǫ satisfies
Aim ≤ e
βrim for all i; m is a probability measure on Λ0 if and only if ǫ · y = 1.
(b) Suppose ǫ ∈ [0,∞)Λ
0
satisfies ǫ · y = 1, and set m :=
∏k
i=1(1 − e
−βriAi)
−1ǫ. Then
there is a KMSβ state φǫ of (T C
∗(Λ), α) satisfying
(6.1) φǫ(tµt
∗
ν) = δµ,νe
−βr·d(µ)ms(µ).
(c) The map ǫ 7→ φǫ is an affine isomorphism of
Σβ := {ǫ ∈ [0,∞)
Λ0 : ǫ · y = 1}
onto the simplex of KMSβ states of (T C
∗(Λ), α). The inverse of this isomorphism
takes a KMSβ state φ to
∏k
i=1(1− e
−βriAi)m
φ, where mφ = (φ(qv)).
Proof of Theorem 6.1 (a). Let v ∈ Λ0. Since An(w, v) := |wΛnv|, we have∑
µ∈Λv
e−βr·d(µ) =
∑
n∈Nk
∑
µ∈Λnv
e−βr·n(6.2)
=
∑
n∈Nk
∑
w∈Λ0
e−βr·n|wΛnv|
=
∑
n∈Nk
∑
w∈Λ0
e−βr·nAn(w, v).
Lemma 2.2 implies that
∑∞
n=0 e
−βr·nAn converges in the operator norm. So for every fixed
w ∈ Λ0 the series
∑∞
n=0 e
−βr·nAn(w, v) converges. Thus the last sum in (6.2) converges,
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and the sum is at least 1 because all the e−βnAn(v, w) are non-negative and e−β0A0(v, v) =
1.
Because A is a non-negative matrix, the infinite expansion m =
∑
n∈Nk e
−βr·nAnǫ from
Lemma 2.2 shows that m ≥ 0, and we use the same expansion to compute
m(Λ0) =
∑
v∈Λ0
mv =
∑
v∈Λ0
∑
n∈Nk
(
e−βr·nAnǫ
)
v
=
∑
v∈Λ0
(( ∑
n∈Nk
e−βr·nAn
)
ǫ
)
v
=
∑
v∈Λ0
∑
n∈Nk
∑
w∈Λ0
e−βr·nAn(v, w)ǫw
=
∑
w∈Λ0
ǫw
(∑
v∈Λ0
∑
n∈Nk
e−βr·n|vΛnw|
)
=
∑
w∈Λ0
ǫw
( ∑
µ∈Λw
e−βr·d(µ)
)
= ǫ · y,
which gives the last statement in (a). 
Proof of Theorem 6.1 (b). To construct φǫ, we use the path representation πT,Q of T C
∗(Λ)
on ℓ2(Λ). We define weights
(6.3) ∆λ = e
−βr·d(λ)ǫs(λ),
and aim to define φǫ by
(6.4) φǫ(a) =
∑
µ∈Λ
∆µ(πT,Q(a)hµ | hµ) for a ∈ T C
∗(Λ).
To see that (6.4) defines a state, we need to show that
∑
µ∈Λ∆µ = 1. We begin by
fixing v ∈ Λ0 and computing∑
µ∈vΛ
∆µ =
∑
n∈Nk
∑
µ∈vΛn
e−βr·nǫs(µ) =
∑
n∈Nk
e−βr·n
( ∑
w∈Λ0
∑
µ∈vΛnw
ǫw
)
(6.5)
=
∑
n∈Nk
e−βr·n
( ∑
w∈Λ0
An(v, w)ǫw
)
=
∑
n∈Nk
(e−βr·nAnǫ)v;
Lemma 2.2 implies that this last series converges with sum mv =
(∏k
i=1(1−e
−βriAi)
−1ǫ
)
v
.
Part (a) implies that m is a probability measure, giving
∑
µ∈Λ∆µ =
∑
v∈Λ0 mv = 1. Thus
the formula (6.4) defines a state φǫ on T C
∗(Λ).
To prove that φǫ is a KMSβ state, we verify (3.3). For λ ∈ Λ we have
(πT,Q(tµt
∗
ν)hλ | hλ) = (T
∗
ν hλ | T
∗
µhλ) =
{
1 if λ = µλ′ = νλ′
0 otherwise.
By unique factorisation, µλ′ = νλ′ implies µ = ν, and hence φǫ(tµt
∗
ν) = 0 when µ 6= ν. If
µ = ν, then the calculation (6.5) gives
φǫ(tµt
∗
µ) =
∑
λ∈Λ
∆λ(T
∗
µhλ | T
∗
µhλ) =
∑
λ=µλ′
e−βr·d(µλ
′)ǫs(λ′)
= e−βr·d(µ)
∑
λ′∈s(µ)Λ
∆λ′ = e
−βr·d(µ)ms(µ).
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The calculation (6.5) gives
φǫ(qs(µ)) =
∑
λ∈Λ
∆λ(Qs(µ)hλ | hλ) =
∑
λ∈s(µ)Λ
∆λ = ms(µ)
and we deduce that φǫ satisfies (3.3). Now Proposition 3.1 (b) implies that φǫ is a KMSβ
state. 
Proof of Theorem 6.1 (c). Suppose φ is a KMSβ state. Then Proposition 4.1 (a) implies
that mφ = (φ(qv)) is a probability measure satisfying ǫ :=
∏k
i=1(1 − e
−βriAi)m
φ ≥ 0.
Then m :=
∏k
i=1(1 − e
−βriAi)
−1ǫ is just mφ, and comparing the formula (5.1) for φ in
Theorem 5.1 with (6.1) shows that φ = φǫ. So F : ǫ 7→ φǫ is surjective.
The formula (6.1) also shows that F is injective, and that F is weak* continuous from
Σβ ⊂ R
Λ0 to the state space of T C∗(Λ). Thus F is a homeomorphism of the compact
space Σβ onto the simplex of KMSβ states. The formulas (6.3) and (6.4) show that F is
affine, and the formula for the inverse follows from the proof of surjectivity. 
7. KMS states at the critical inverse temperature
The next proposition follows from Lemma 2.1.
Proposition 7.1. Let Λ be a coordinatewise-irreducible finite k-graph. Then the uni-
modular Perron-Frobenius eigenvectors of the Ai are equal for 1 ≤ i ≤ k; we denote this
vector xΛ and call it the unimodular Perron-Frobenius eigenvector of Λ. Write ρ(Λ) for
the vector (ρ(Ai)) ∈ [0,∞)
k. Then for n ∈ Nk, xΛ is the Perron-Frobenius eigenvector of
An :=
∏k
i=1A
ni
i with eigenvalue ρ(Λ)
n (defined using multi-index notation).
As we saw in Remark 4.5, Corollary 4.3 suggests that there is a preferred dynamics on
T C∗(Λ) in which
r = ln ρ(Λ) := (ln ρ(A1), · · · , ln ρ(Ak)) ∈ (0,∞)
k,
and now we have βri > ln ρ(Ai) for all i if and only if β > 1. In other words, the critical
inverse temperature βc is 1.
Provided the ln ρ(Ai) are rationally independent, we can describe all the KMS states
for the preferred dynamics.
Theorem 7.2. Suppose that Λ is a coordinatewise-irreducible finite k-graph such that the
ln ρ(Λj) are rationally independent. Let γ : T
k → AutC∗(Λ) be the gauge action, and
define α : R→ Aut T C∗(Λ) by
αt = γeit ln ρ(Λ) = γρ(Λ)it :=
∏k
j=1 γlnρ(Λj)it .
Let xΛ be the unimodular Perron-Frobenius eigenvector for Λ. Then there is a unique
KMS1 state φ for (T C
∗(Λ), α). The state φ satisfies
(7.1) φ(tµt
∗
ν) = δµ,νρ(Λ)
−d(µ)xs(µ) for all µ, ν ∈ Λ,
and this state φ factors through a state φ¯ of the quotient C∗(Λ). The state φ¯ is the only
KMS state for (C∗(Λ), α).
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Proof. Choose a decreasing sequence {βn} such that βn → 1. For each n, the vector x
Λ
is a probability measure satisfying Aix
Λ = ρ(Ai)x
Λ ≤ eβnxΛ for all i. Since βn ln ρ(Ai) >
ln ρ(Ai), applying Theorem 6.1 (b) to ǫ :=
∏k
i=1(1 − e
−βnAi)x
Λ gives a KMSβn state φn
satisfying
(7.2) φn(tµt
∗
ν) = δµ,νρ(Λ)
−βnd(µ)xΛs(µ).
Since the state space of T C∗(Λ) is weak* compact we may assume by passing to a sub-
sequence that the sequence {φn} converges to a state φ. Letting n → ∞ in (7.2) shows
that φ satisfies (7.1). Thus Proposition 3.1 (b) implies that φ is a KMS1 state. (We could
also deduce that the limit is a KMS1 state by applying [2, Proposition 5.3.23].)
To establish uniqueness, suppose that ψ is a KMS1 state for (T C
∗(Λ), α). Taking K =
{i} in Proposition 4.1 (a) implies that mψ = (ψ(qv)) is a probability measure satisfying
(1 − e− ln ρ(Ai)Ai)m
ψ ≥ 0, or equivalently Aim
ψ ≤ ρ(Ai)m
ψ. Now the last assertion in
Theorem 1.6 of [20] implies that mψ is the Perron-Frobenius eigenvector xΛ. Since the
ln ρ(Ai) are not rationally related, Proposition 3.1 (b) implies that
ψ(tµt
∗
ν) = δµ,νρ(Λ)
−d(µ)xs(µ) for all µ, ν ∈ Λ.
This formula and (7.1) imply that ψ = φ.
Since mφ = xΛ satisfies Aim
φ = ρ(Ai)m
φ for each i ≤ k, Proposition 4.1 (b) implies
that φ factors through a state of C∗(Λ).
To see that φ¯ is the only KMS state of (C∗(Λ), α), we suppose ψ is a KMSβ state of
(C∗(Λ), α). Then ψ ◦ q is a KMS state of T C∗(Λ), and Proposition 4.1 (b) shows that
Aim
ψ◦q = ρ(Ai)
βmψ◦q. The Perron-Frobenius theorem implies that ρ(Ai)
β = ρ(Ai) for all
i; since the independence of the ln ρ(Ai) implies that at least one ρ(Ai) is not equal to
1, we deduce that β = 1. Thus the uniqueness of the KMS1 state of (T C
∗(Λ), α) implies
that ψ = φ¯. 
Example 7.3. The hypothesis that the ln ρ(Ai) are rationally independent was not used
in the proof of existence of the KMS1 state, but was crucial in the proof of uniqueness.
To see why, consider the 2-graph Γ with one vertex v, two blue edges e and f and two
red edges a and b, and with factorisation property determined by
(7.3) ea = ae, eb = af, fa = be and fb = bf.
(In the language of [3], this is F+θ for the permutation θ : (i, j) 7→ (j, i) of {1, 2}× {1, 2}.)
Let U = tet
∗
a + tf t
∗
b ∈ C
∗(Γ). Routine calculations show that
(a) te, tf is a Cuntz family, U is a unitary which commutes with te and tf , and {te, tf , U}
generates C∗(Γ); and
(b) if S1, S2 is another Cuntz family and V another unitary such that V commutes
with the Si, then Te := S1, Tf := S2, Ta := V S1 and Tb := V S2 determines a
Cuntz-Krieger Γ family, and hence there is a homomorphism carrying te to S1, tf
to S2 and U to V .
So C∗(Γ) has the universal property of the tensor product, and there is an isomorphism
π of C∗(Γ) onto O2 ⊗ C(T) such that π(te) = s1 ⊗ 1, π(tf) = s2 ⊗ 1 and π(U) = 1⊗ z.
Corollary B.12 of [18] implies that states φ on A and ψ on B give a state on A ⊗ B
such that (φ ⊗ ψ)(a ⊗ b) = φ(a)ψ(b). Let φ be the unique KMSln 2 state of O2. The
isomorphism π satisfies π ◦ αt = (γ2it ⊗ id) ◦ π, where γ is the gauge action on O2. So for
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any state ψ of C(T), the state (φ ⊗ ψ) ◦ π is a KMS1 state for C
∗(Γ, α). In particular,
(C∗(Γ), α) has many KMS1 states.
8. Ground states and KMS∞-states
Proposition 8.1. Let Λ be a finite k-graph. Suppose r ∈ (0,∞)k and define α : R →
Aut T C∗(Λ) by αt = γeitr . For each probability measure ǫ on Λ
0 there is a unique KMS∞
state φǫ of (T C
∗(Λ), α) satisfying
(8.1) φǫ(tµt
∗
ν) =
{
ǫv if µ = ν = v ∈ Λ
0
0 otherwise.
The map ǫ 7→ φǫ is an affine isomorphism of the simplex of probability measures on Λ
0
onto the ground states of (T C∗(Λ), α). In particular, every ground state of (T C∗(Λ), α)
is a KMS∞ state.
Proof. Suppose ǫ is a probability measure on Λ0. Choose βj ∈ (0,∞) such that βj →∞
and eβjri > ρ(Ai) for every i and j. For each j, let y
j ∈ [1,∞)Λ
0
be the vector of
Theorem 6.1 (a) for β = βj, so that y
j has entries yjv =
∑
µ∈Λv e
−βjr·d(µ). Define ǫj ∈
(0,∞)Λ
0
by ǫjv := ǫv(y
j
v)
−1, and let φj be the KMSβj state φǫj of (T C
∗(Λ), α) described
in Theorem 6.1 (b). Since the state space is compact, we may assume by passing to a
subsequence that the φj converge to a state φǫ.
Set mj :=
∏k
i=1(I − e
−βjriAi)
−1ǫj , and fix µ, ν ∈ Λ. Then
φj(tµt
∗
ν) = δµ,νe
−βjr·d(µ)mj
s(µ).
This is always 0 if µ 6= ν, so suppose that µ = ν. If d(µ) 6= 0, then e−βjr·d(µ) → 0 because
each ri > 0, and hence φǫ(tµt
∗
ν) = limj φj(tµt
∗
µ) = 0. So suppose that µ = ν = v is
a vertex. An application of the dominated convergence theorem shows that yjv → 1 as
j →∞. Thus ǫjv → ǫv. Since
∏k
i=1(I − e
−βjriAi)
−1 → I in the operator norm as j →∞,
φǫ(qv) = lim
j
φj(qv) = lim
j
( k∏
i=1
(I − e−βjriAi)
−1ǫ
)
v
= ǫv.
So φǫ satisfies (8.1).
Proposition 3.1 (c) implies that if φ is a ground state and ǫv := φ(qv), then φ = φǫ.
Thus ǫ 7→ φǫ maps the simplex of probability measures onto the ground states, and it is
affine and injective. Since each φǫ is by construction a KMS∞ state, every ground state
is a KMS∞ state. 
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