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Current-driven insulator-metal transitions are in many cases driven by Joule heating propor-
tional to the square of the applied current. Recent nano-imaging experiments in Ca2RuO4 reveal
a metal-insulator phase boundary that depends on the direction of an applied current, suggesting
an important non-heating effect. Motivated by these results, we study the effects of an electric
current in a system containing interfaces between metallic and insulating phases. Derivation of a
heat balance equation from general macroscopic Onsager transport theory, reveals a heating term
proportional to the product of the current across the interface and the discontinuity in the See-
beck coefficient, so that heat can either be generated or removed at an interface, depending on the
direction of the current relative to the change in material properties. For parameters appropriate
to Ca2RuO4, this heating can be comparable to or larger than Joule heating. A simplified model
of the relevant experimental geometry is shown to provide results consistent with the experiments.
Extension of the results to other inhomogeneous metal-insulator transition systems is discussed.
INTRODUCTION
Phase transitions induced by a non-equilibrium drive
are a topic of fundamental importance and current ex-
perimental interest [1–6]. Transient and steady-state
non-equilibrium drives may allow access to many phases,
some of which are absent in equilibrium [7–13]. One
important class of non-equilibrium transitions is the
insulator-metal transition in a correlated electron insu-
lator subject to a dc electric field or current [14–19]. The
theoretical consensus is that the insulating phase may be
destabilized when the driving field is such that the volt-
age drop over a unit cell is a significant fraction (greater
than a few percent) of the insulating gap [20]. At these
drives enough valence band carriers are excited over the
gap to destroy the insulator, by either Landau-Zener tun-
neling or a renormalization of the electronic temperature
[21–24]. Another mechanism, experimentally confirmed
in several cases [25–27], is Joule heating to temperatures
above the transition temperature.
However, the behavior of the current-driven transition
observed in Ca2RuO4 appears to be inconsistent with
these expectations [28–35]. In this material the insulating
phase is destroyed at threshold fields (Eth ∼ 40 V/cm)
that are several orders of magnitude smaller than the
fields required for a significant excitation of carriers,
while it has been reported that the global temperature
of the system remains below the equilibrium critical tem-
perature [29]. Furthermore, a recent nano-imaging exper-
iment [36] observed coexistence of metallic and insulating
phases when applying an increasing current to Ca2RuO4,
and found that the metallic phase always nucleates out
of the negative electrode, meaning that the phase switch-
ing depends on the direction of the current flow; another
paper [30] reported a dependence of the hysteresis cycle
on current direction. These findings indicate that Joule
heating, which is proportional to the square of the cur-
rent and hence does not change when the current polarity
is reversed, is not the dominant effect.
In this work we reconsider heating effects in connection
with metal-insulator transitions in correlated materials,
with emphasis on a very simple point: in the presence
of a current, a spatial variation in the Seebeck coeffi-
cient S acts as a heat source or a heat sink, depending
on the direction of the current flow with respect to the
Seebeck gradient. In the most common realization, a
modulation in S is produced by a temperature gradient
(∇S ∼ (dS/dT )∇T ), while in a thermocouple the mod-
ulation occurs at a device boundary. Here we observe
that in a system consisting of an inhomogeneous mixture
of metal and insulating phases, similar effects may oc-
cur at interfaces between metallic and insulating phases,
leading in appropriate cases to a marked dependence of
the position of the phase boundaries on the direction of
the current. We further show that because the differ-
ence in Seebeck coefficient between metal and insulating
phases of correlated materials is typically large, the effect
may be comparable to or larger than Joule heating. We
present a study of an idealized geometry that shows how
these ideas may account for the essential features of the
Ca2RuO4 data [36].
The rest of the paper is organized as follows. In Sec-
tion we use transport arguments to derive a heat balance
equation that accounts for Joule heating, the Peltier (in-
terface) effect, heat diffusion and heat dissipation into a
reservoir. Section presents an analysis of a specific ge-
ometry that is an idealized version of the Ca2RuO4 ex-
periments. Section summarizes the results and outlines
directions for further research. Appendices provides a
microscopic derivation of the heat balance based on the
electronic quantum kinetic equation, and details of our
estimations of experimental parameters.
ar
X
iv
:2
00
5.
09
77
7v
1 
 [c
on
d-
ma
t.s
tr-
el]
  1
9 M
ay
 20
20
2HEAT BALANCE EQUATION
We consider a system of electrons with electric charge
q = −e, chemical potential µ and temperature T . We
assume that a charge (electric) current density jc exists
in the system, along with an electric field E. The rele-
vant quantities are functions of the position x, which we
typically do not explicitly notate here. We write a steady
state heat balance equation that relates T to jc, begin-
ning with consideration of the electronic energy density.
In the absence of magnetic fields, the total energy den-
sity utot of the electronic system is the sum of the internal
electron energy uel and of the electric field energy, and
satisfies the equation of state dutot = duel + E · dD/4pi,
with D the displacement vector [37], implying that the
continuity equation is
∂tuel +
E
4pi
∂tD+∇ · je = −Q˙d, (1)
where je is the energy current and Q˙d describes the rate
of energy dissipation into non-electronic degrees of free-
dom, such as the lattice modes in our case. The dissi-
pation rate depends on the temperature Tl of the non-
electronic degrees of freedom and the electronic temper-
ature T : Q˙d = Q˙d(T, Tl).
We use the fourth Maxwell equation to relate the
displacement vector to the electrical current ∂tD =
−4pijc, and introduce the electrochemical potential Φ via
−∇Φ ≡ E − ∇µ/q. In a steady state ∂tuel = 0 and
∇· jc = 0, we add and subtract ∇· (jcµ/q) = jc ·∇µ/q in
Eq. (1) and introduce the heat current jh = je − µjc/q
so that Eq. (1) becomes
0 = −jc · ∇Φ−∇ · jh − Q˙d. (2)
Equation (2) represents the steady-state heat balance, re-
lating the divergence of the heat current to Joule heating
−jc · ∇Φ and to heat dissipation into the reservoir.
We now use the linear theory of thermoelectric trans-
port [38, 39] to write the heat and charge currents as
functions of −∇Φ and of the electronic temperature gra-
dient ∇T . A standard form of this relation is(
jc
jh/T
)
=
(
σ σS
σS κe/T + σS
2
)(−∇Φ
−∇T
)
, (3)
where σ is the electric conductivity, S the Seebeck co-
efficient (or thermopower) and κe the electronic thermal
conductivity. In Eq. (3) the transport coefficients matrix
is symmetric thanks to the Onsager relations. An equiv-
alent form, based on charge and energy currents rather
than charge and heat currents would involve the general-
ized forces −∇(Φ/T ) and ∇(1/T ) rather than −∇Φ and
−∇T . The two formulations of course lead to equivalent
results.
We now rearrange Eq. (3) to obtain an expression for
∇Φ and jh in terms of jc and ∇T :(−∇Φ
jh
)
=
(
ρ −S
Π κe
)(
jc
−∇T
)
, (4)
with Π = TS the Peltier coefficient, ρ = σ−1 the elec-
trical resistivity and κe is the thermal diffusion coeffi-
cient. Combining Eq. (2) and (4) and noting that the
steady-state condition ∇ · jc = 0 implies ∇ · (Πjc) =
Sjc · ∇T + T jc · ∇S, yields
0 = −Q˙d + ρj2c − T jc · ∇S +∇ · (κe∇T ). (5)
The first two terms in Eq. (5) are the dissipation into
the reservoir and the Joule heating respectively, and the
last term represents thermal diffusion. The remaining
term, T jc ·∇S shows how spatial structure in the Seebeck
coefficient in the presence of a current gives a thermal
effect that may be either heating or cooling depending
on the direction of current flow relative to the gradient
of S. Heat is generated when the current flows from the
phase with higher Seebeck coefficient to the phase with
the lower one. In particular, a sharp interface separating
two materials with different thermoelectric coefficients is
a localized heat source or sink.
Appendix gives a derivation of Eq. (5) from a mi-
croscopic approach, starting from the equations for the
Keldysh Green functions and writing a kinetic equation
for the electron distribution function.
Crucial to the solution of Eq. (5) is the dissipation
of the generated heat into the thermal reservoir. In the
situation of most interest here, the thermal reservoir is
provided by the lattice degrees of freedom of the ma-
terial. For simplicity, we assume that the heat trans-
fer is proportional to an electron-lattice coupling γe-l
(which for simplicity we take to be structureless) and
to the difference in electron and lattice temperatures:
Q˙d = γe-l(T (x) − Tl(x)). The heat balance equation for
the lattice is then
0 = γe-l(T − Tl) +∇ · (κl∇Tl), (6)
with κl the lattice thermal conductivity. Note that there
is neither Joule heating nor thermoelectric effects for the
lattice. The heat that flows into the lattice will be dissi-
pated into the environment, typically at the boundaries
of the sample, leading to boundary conditions on Tl. A
specific example will be discussed below.
Equation (6) implies that the length scale for variations
in Tl−T is ∼
√
κl/γe-l. Typically this scale is 10−100 nm
(see Appendix for details) and is much shorter than the
relevant geometrical length scales, so that to sufficient
approximation |T − Tl|  Tl ⇒ Tl ≈ T and we can
combine Eqs. (5) and (6) into an equation for just one
temperature:
0 = ρj2c − T jc · ∇S +∇ · (κ∇T ), (7)
3with κ ≡ κl+κe the total thermal conductivity, and with
boundary conditions taken from those for Eq. (6).
Equation (7) determines the temperature, given the
spatial dependence of ρ, S, κ and the current. We sup-
pose that the state of the system, and thus the val-
ues of the transport coefficients, only depends on the
local temperature T (x). Given a certain dependence
of the transport coefficients on T (x), then the conti-
nuity equation ∇ · jc = 0, the third Maxwell equation
∇×E = 0 = ∇×(ρjc) and Eq. (7) completely determine
the current and temperature. [40]
RESULTS AND APPLICATION TO CA2RUO4
Overview and parameters
In this section we present analytical and numerical so-
lutions of Eq. (7). When specific parameters are required
we use values reasonable for Ca2RuO4.
Correlation-driven metal-insulator transitions are typ-
ically first order with narrow hysteresis regimes, and we
assume that the transport coefficients take metallic or in-
sulating values according to whether the local tempera-
ture is greater or less than the critical temperature TMIT.
Thus the conductivity (resistivity) and thermopower take
the values σM,I (ρM,I) and SM,I ; we assume κe  κl for
simplicity so that κ ≈ κl. Thus ∇S vanishes except at
the metal-insulator phase boundaries, where it has delta-
function singularities proportional to ∆S ≡ SI−SM ; this
means that the Peltier heating is an interface effect while
Joule heating is a bulk effect.
For Ca2RuO4 at room temperature, the thermal con-
ductivity is κ ∼ 10−3 W/cmK (see Appendix ), the in-
sulating state resistivity is ρI ∼ 10 Ωcm and the metal-
insulator transition temperature is TMIT ≈ 360K; we
define ∆T ≡ TMIT − T0 ∼ 60 K. The metal phase of
Ca2RuO4 has a very low Seebeck coefficient while the
insulating phase has a high and positive Seebeck coeffi-
cient [41]: SM ≈ 0 and SI ≈ 400 − 1000µV/K; the sign
of SI is consistent with the large particle-hole asymme-
try found in dynamical mean field calculations [42, 43].
Thus in Ca2RuO4, ∇S points from the metal to the insu-
lating phase so the interface is heated when the current
flows from the insulator to the metal, i.e. when the metal
phase nucleates out of the negative electrode. This agrees
with the experimental reports from Ref. [36] regarding
the dependence of the nucleation process on the direction
of the electric current.
We study the geometry shown in Fig. 1a, an ideal-
ized representation of a typical experimental geometry:
a film of length L, width W and thickness h grown on
a substrate, which we assume to be held at tempera-
ture T0 and to act as a heat sink. We choose the x
axis to be along L, the y axis to be along W and the
z axis to be along h. Since for typical experiments
h ∼ 0.2 mm√κl/γe-l, we can use Eq. (7) with bound-
ary conditions ∂zT (z = 0) = 0 and T (z = h) = T0.
Analytic Solutions
Equation (7) can be solved numerically, but analytical
insight can be gained in particular limits. Although it
is not directly relevant to most experimental situations,
we assume W  L  h 
√
κ
γe-l
. We first consider a
current jc = j0xˆ uniform in x, y, introduced at x = 0 and
removed at x = L. If the sample is entirely insulating
the current does not depend z; the only source of heat
is Joule heating and the temperature profile is given by
(see Appendix )
T (z) = T0 + ρIj
2
0(h
2 − z2)/2κ. (8)
When j0 reaches the critical current
jcr ≡
√
2∆Tκ/ρIh2 ∼ 5 A/cm2, (9)
the temperature of the top surface reaches TMIT. For
j0 > jcr a metallic region appears at the top surface.
The estimate of jcr for Ca2RuO4 is in agreement with
experimental reports [28, 29, 36]. The appearance of a
metallic phase near the top surface means that the cur-
rent becomes dependent on z. In the limit h  L, the
region of x in which jc is not parallel to xˆ is very small
(of order ∼ h), so that over most of the sample the cur-
rent flows parallel to the interface and we can ignore any
Peltier effect and focus on Joule heating only. In this ge-
ometry metal and insulator are essentially two resistors
in parallel, so that the respective current densities jM
and jI are related by ρIjI = ρM jM . Following Appendix
we find the temperature at the metal-insulator interface
z = d
T (d) = T0 + ∆T
(
j0
jcr
)2 [
1− d
2
(d+ ρMρI (h− d))2
]
. (10)
The condition T (d) = TMIT determines the thickness of
the metallic layer:
d = h
ρM/ρI
√
1− j2cr/j20
1− (1− ρM/ρI)
√
1− j2cr/j20
. (11)
As expected d(j0 = jcr) = 0, while d approaches h for
j0 ∼
√
ρI/ρM jcr  jcr. From the value of d we calcu-
late the total current and find the V-I curve, shown in
Fig. 1b. The calculated curve exhibits the usual “N”
shaped behavior expected for heating-driven insulator-
metal transitions.
We now turn to an idealization of the situation stud-
ied in Ref. [36], in which a total current I is injected
through a point electrode at x = L, y = W/2, z = 0
4FIG. 1. (a) Sketch of the geometry showing system (in blue) of length
L, width W and thickness h and substrate (red) which is held at tem-
perature T0. (b) Plot of the I-V curve resulting from Eq. (11); the cusp
point is a consequence of the approximation used. The inset shows the
geometry of the metallic and insulating phase. (c) Sketch of the side
view and top view of the metallic and insulating phase in the situation
considered for Eqs. (13) and (14).
and removed at x = 0, y = W/2, z = 0. We fo-
cus on what happens near the x = 0 electrode; in
the limit L  W and for points close to the elec-
trode, the current decreases as jc(r) ≈ I/(pihr)rˆ, with
r =
√
x2 + (y −W/2)2, with I the total current. Cru-
cially given the point like electrodes, all of the injected
current must cross the insulator-metal phase boundary,
and Peltier heating will play a role. The depth d of the
metallic region depends on r and beyond the critical dis-
tance rc at which d = 0 the sample is insulating at all z,
as qualitatively sketched in Fig. 1c.
We assume that over most of the relevant r range in
both metal and insulating regimes the current flow is
perpendicular to z and that the curvature in the x − y
plane of the interface may be neglected. Then the parallel
resistor arguments imply that the total current in the
metal (integrated along the z direction) at distance r is
IM (r) =
d(r)
d(r) + (h− d(r))ρM/ρI
I
pir
. (12)
The current IM changes with r thanks to the r depen-
dence of d(r) so that some current must flow across the
interface at r, giving rise to Peltier heating; this is a
consequence of the point-like geometry of the electrodes
which ensures an inhomogeneity in the x− y plane.
We account for the Peltier contribution in the heat bal-
ance and require T (d(r)) = TMIT, obtaining an equation
for ∂rd which may be solved to find d(r). If Joule heating
is neglected we find (see Appendix )
∆T = TMIT∆S
I
pir
ρM/ρIh
2
κ(d+ ρM/ρIh)2
∂rd√
1 + (∂rd)2
, (13)
where ∆S > 0. We observe that for I < 0, i.e. current
flowing into the metal, ∂rd is negative as it should be
since d(r = 0) > 0 and d(rc > 0) = 0; on the other
hand, if I > 0 then ∂rd ≥ 0 and no stable interface can
exist. In other words, for one direction of I > 0 Peltier
cooling contracts the interface to the very near vicinity of
the electrode, while for the opposite direction it pushes
the interface away from the electrode, consistently with
observations in Ca2RuO4 that the metallic phase always
nucleates out of the negative electrode, in such a way
that the current flows from insulator into metal.
We solve Eq. (13) with d(r = rc) = 0 and integrating
backwards to find d(r). As explained in Appendix , we
can determine the critical radius by examining the solu-
tion for r → 0 under the assumption d(r → 0) > ρM/ρIh
(corresponding to a larger current flow in the metal)
rc ≈
√
2hTMIT|I|∆S/piκ∆T . (14)
Note that the metal phase disappears into the insulator
at a nonzero angle, since ∂rd is nonzero for r → rc. This
is in agreement with the wedge-shaped metallic phase
considered in the elastic theory of stripe formation in Ref.
[36]. For I ∼ 10 mA and parameters compatible with
Ca2RuO4 we find rc ∼ 0.2 mm which is a sizable fraction
of the length L ∼ 1 mm; we thus show that even in a
very simple limit our model reproduces the qualitative
experimental features reported in Ref. [36].
Numerical Solution
We now consider both Joule heating and Peltier ef-
fect, and iteratively solved the coupled system given by
∇ · jc = 0, ∇× (ρjc) = 0 and Eq. (7), using the parame-
ters listed above which are appropriate to Ca2RuO4. We
assume that the transport coefficients are determined by
the local temperature T (x), i.e. σ(T (x) > TMIT) = σM
and σ(T (x) < TMIT) = σI . The system has dimen-
sions L = 1 mm, W ∼ L and h/L = 0.2 and the neg-
ative (positive) electrode is located at 0 < x/L < 0.1
(0.9 < x/L < 1), y = W/2, z = 0.
We present in Fig. 2 two different cases, for the point
electrodes geometry. Panels (a) and (b) shows computa-
tions for SI ∼ 1000µV/K, which is a value representative
of Ca2RuO4, and a square geometry W = L; the other
parameters are given in the figure caption. The simula-
tion clearly shows that a current I ∼ 10 mA can induce
a metal phase extending over part of the sample (up to
x/L ∼ 0.3; see inset in Fig. 2a). Note also that the
metal phase exists only on one side of the sample, show-
ing that the interface Peltier effect leads to a pronounced
spatial asymmetry of the metallic domains, consistent
with observations of Ref. [36]. Panel (b) shows the top
view of the surface temperature T (x, y); we see that for
distances from the electrode less than ∼ 0.3L the tem-
perature is above the metal-insulator transition temper-
ature, while for the rest of the sample the temperature
is below. Panel (c) shows results of analogous compu-
tations, in which the Seebeck coefficient is reduced to a
much smaller value, showing that in this case two metal-
lic phases nucleate around both electrodes in a nearly
5FIG. 2. (a) Color map of the temperature T (x, z) evaluated at y = W/2 and normalized to the external temperature T0 for h/L = 0.2, W = L,
ρM/ρI = 0.1, ρII
2/(κL2T0) = 0.2, ρM/ρI = 0.1, I∆S/(κL) = −0.2, with I ∼ 10 mA the total current; these parameters correspond to a realistic
simulation of Ca2RuO4 experiments. The negative/positive electrode is located at (0 < x < 0.1, y = W/2, z = 0)/(0.9 < x < 1, y = W/2, z = 0);
the dashed black line shows the trial phase boundary used, the M/I labels indicate the metal/insulator phase. The inset shows the plot of
T (x, y = W/2, z = 0)/T0 as function of x compared to the transition temperature TMIT. (b) Color map of T (x, y, z = 0)/T0 for the parameters of
(a). (c) Color map of T (x, y = W/2, z)/T0 for the case of small Seebeck coefficient I∆S/(κL) = −0.02 and the same parameters as (a); from the
approximate symmetry of the metal phase we can see that Joule heating is the dominant effect. (d) Color map of T (x, y, z = 0)/T0 for the same
parameters of (a) and (b), but W = L/2; in a rectangular geometry the metal phase can extend from y = 0 to y = W/2. (e) Shape of the phase
boundary for the parameters of (d) and different values of the current I = 5, 10, 25 mA.
symmetric way. These results show that Peltier heating
at interfaces can explain the appearance of a stable metal
phase in typical Ca2RuO4 experiments even for modest
values of the applied current.
We notice that the thickness d of the metallic layer
is a sizeable fraction of h, and depends on the value of
S and on of the resistivity ratio ρI/ρM ; in particular d
decreases for larger ρI/ρM . Notice that since h is not
much smaller than L as assumed in the derivation of
Eq. (13), the boundary geometry is only qualitatively
a wedge.
In Fig. 2d and 2e we consider a rectangular geome-
try W = L/2, observing that the maximum temperature
does not change appreciably, while the interface geome-
try is modified; in Fig. 2e we study the evolution of the
phase boundary for increasing currents and find that it
extends to larger values of x/L, in agreement with the
results of Ref. [36].
We can also calculate the average temperature of the
system; for the parameters of Fig. 2a we find an average
temperature T¯ = 1.05T0 and an average top surface tem-
perature T¯ (z = 0) = 1.07T0. This shows that even for
modest increases of the global temperature of the system,
T can be locally larger than the critical temperature.
CONCLUSIONS
We considered a correlated system with an electric
current flowing through an interface between its metal-
lic and insulating phases. Using macroscopic arguments
based on entropy production and linear transport the-
ory, we wrote a heat balance equation that can be solved
for the temperature given the current. The equation
accounts for Joule heating, heat diffusion, heat dissi-
pation, and crucially, includes the Peltier effect, which
linearly couples the current to the discontinuity ∆S in
thermopower across an interface between a metal and an
insulator. This term leads to heating or cooling at the
interface depending on the direction of the current with
respect to the change in thermopower. The magnitude
of the interface Peltier effect depends on the current, the
thermopower change across the interface, and the effi-
ciency of heat dissipation (determined here by the ther-
6mal conductivity and the distance to the nearest heat
sink). Because the Peltier heating is linear in the cur-
rent while Joule heating is quadratic, the Peltier heat-
ing dominates at small currents, and leads to interesting
physics if the Peltier effect remains dominant at currents
large enough to heat the system above its insulator-metal
transition temperature. This condition is equivalent to a
thermoelectric-like figure of merit ZT ≡ T∆S2/ρκ being
larger than one. Our analysis showed that for Ca2RuO4
in geometries similar to those considered in recent experi-
ments [36], heating effects can stabilize a non-equilibrium
metal phase in a region of the sample that depends on
the direction of the current. Other materials that ex-
hibit a large discontinuity in thermopower at the metal
insulator transition and may also exhibit a similar polar-
ity dependence include VO2 microbeams [44] and Cu2Se
[45].
Interesting directions for future theoretical research in-
clude extension of our analysis to other experimental ge-
ometries, in particular to the very thin sample regime and
to the filamentary conduction pattern observed in other
correlated electron systems. Experimental observations
of our predicted distribution of the local temperature of
the sample surface would be of great interest as would be
investigation of different electrode geometries (e.g. intro-
ducing the current uniformly across a sample face rather
than in a small region) and sample thicknesses.. Finally,
our analysis is primarily based on a macroscopic theory,
and a more detailed microscopic analysis of the physics of
the metal-insulator interface, in the presence of current
flow, would be of considerable interest.
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8Derivation from microscopics
In this Appendix we derive the kinetic equations from a theory of electrons subject to various forms of scattering.
We consider the electrons in a quasi-particle picture, so they are characterized by their charge q = −e, the momentum
k and a generally position dependent energy k(x).
From the equations of motion for the Keldysh Green functions, we write down a kinetic equation for the lesser
component G<k (ε,x, t) [46–48]:
i(∂t + vk · ∇ −∇k · ∇k + qE · (∇k + vk∂ε))G<k (ε,x, t) = Sttr{G<k }+ Stin{G<k }. (15)
Here ∇ is the gradient in real space, ∇k is the gradient in momentum space, vk ≡ ∇kk is the electron velocity, E
is the electric field, Sttr is the transport collision integral and Stin is the energy relaxation collision integral. The
second and third driving term in the LHS of Eq. (15) come from the space inhomogeneity, while the last two terms
describe the effect of the electric field. From symmetry consideration, we observe that the transport scattering relaxes
momentum, so it must be odd in k, i.e.
∑
k Sttr{G<} = 0, while we assume that Stin does not depend on momentum
but only on ε.
The electric current jc and the energy current je can be written as
jc(x, t) = q
∫
dε
2pii
∑
k
vkG
<
k (ε,x, t); je(x, t) =
∫
dε
2pii
∑
k
kvkG
<
k (ε,x, t). (16)
We work in the small currents limit, so that away from the interface the electric field is small enough to not change
in any significant way the retarded part of the Green function, which is then completely determined by the equilibrium
band structure. However, at the interface huge fields that break this assumption may be generated by the change in
the electronic structure; for the sake of simplicity, we consider a very abrupt phase interface, with thickness going to
zero, so that we can operate under the small fields assumption at every x. This assumption is reasonable, since the
typical thickness of domain walls is usually a few lattice constants, while the scales associated to transport are bigger.
The imaginary part of the retarded Green function is then proportional to the spectral weight Ak(ε,x, t). We do
not need to specify the exact form of Ak, but simply to assume that it is a peaked function of ε− k(x); the spectral
weight is related to the density of states by 2piiD(ε,x) ≡∑kAk(ε,x).
We now use the generalized Kadanoff-Baym ansatz and write G<k as a momentum symmetric part plus a momentum
anisotropic term δGk arising from the presence of the electric field:
G<k (ε,x) ≈ Ak(ε,x)f(ε,x) + δGk;
∑
k
δGk = 0;
∑
k
G<k ≡ G¯<(ε,x);
∑
k
vkG
<
k =
∑
k
vkδGk ≡ F, (17)
where f(ε,x) is the electron distribution. In other words, G¯< represents the part of G<k that is even in momentum,
while F represents the k-odd part of G<k .
We can now apply
∑
k and
∑
k vk to Eq. (15) and use Eq. (17) to get two equations for G¯
< and F from which we
can obtain a kinetic equation for f and an expression for the currents in terms of f .
We start by applying
∑
k to Eq. (15). We use the identity
∑
k(vk · ∇G<k −∇k · ∇kG<k ) =
∑
k[∇ · (vkG<k )−∇k ·
(∇kG<k )− (∇ ·vk−∇k · ∇k)G<k ] = ∇ ·
∑
k vkG
<
k −
∑
k∇k(∇kG<k ) = ∇ ·F, where sums over k of total derivatives
with respect to k vanish, and obtain
i∂tG¯
< + i(qE∂ε +∇) · F =
∑
k
Stin{G<k } (18)
We now apply
∑
k vk to Eq. (15) and write the transport scattering in a time relaxation approximation∑
k vkSttr{G<k } ≈ −i
∑
k vkG
<
k /τtr, so that
i∂tF+ i
∑
k
vk[vk · ∇ −∇k · ∇k + qE · (∇k + vk∂ε)]G<k = −i
F
τtr
(19)
We now assume that the transport scattering is much stronger than the effect of the deviations from equilibrium,
i.e. qEτtr  ~/a (with a the typical lattice cell size). In this limit, the effect of the electric field and of the space
inhomogeneity on the Green functions is very small and the k-anisotropy satisfies δG<k  Akf . We therefore replace
G<k with Akf in Eq. (19) and neglect ∂tF F/τtr, writing
F ≈ −
∑
k
τtrAkvkvk · (∇+ qE∂ε)f = −2piiτtrD(ε)v2(ε)(∇+ qE∂ε)f(ε). (20)
9We have used that Ak(ε,x) = A(ε−k(x)) and thus (vk∂ε+∇k)Ak(ε,x) = (vk∂ε−∇kk∂ε)Ak(ε,x) = 0 and (vk ·∇−
∇k · ∇k)Ak(ε,x) = (−vk · ∇k∂ε +∇k · ∇kk∂ε)Ak(ε,x) = 0. The tensor v2 is defined by 2piiD(ε,x)(v2)ab(ε,x) ≡∑
kAkv
a
kv
b
k. We can now substitute Eq. (20) into Eq. (16) to obtain an expression for the currents and into Eq. (18)
to get a kinetic equation for f :
jc(x) = −q
∫
dετtrD(ε)v
2(ε)(∇+ qE∂ε)f(ε,x); je(x) = −
∫
dεετtrD(ε)v
2(ε)(∇+ qE∂ε)f(ε,x); (21)
∂t(D(ε,x, t)f(ε,x, t))− (∇+ qE∂ε)τtrD(ε,x, t)v2(ε,x, t)(∇+ qE∂ε)f(ε,x, t) = Stf{f}, (22)
where we have used i∂tG¯
< = −2pi∂t(Df) and defined Stf ≡ − 12pi
∑
k Stin{G<k }. Since we consider a steady state
situation we will set ∂t(Df) = 0 from now on.
Equations (21)-(22) completely determine the transport properties of the system. In order to make a connection
to Eq. (3), we need to define a chemical potential µ(x) and a temperature T (x); we observe that we can always
write the x dependence of the distribution as f = f(ε− µ(x), T (x)). In fact, the chemical potential is determined by
the Poisson equation, since it expresses the electron density balance, and the temperature is given by the solution of
the kinetic equation (22). In this limit we can write ∇f = −∇µ∂εf +∇T∂T f and thus express the currents jc and
js = (je − µjc)/T in Eq.(3) as linear functions of E−∇µ/q and ∇T . In particular the transport coefficients are
σS = e
∫
dετtrDv
2(−∂T f); σΠ = e
∫
dετtrDv
2(ε− µ)∂εf ; σ = e2
∫
dετtrDv
2(−∂εf), (23)
where we used q = −e.
We observe that the Onsager relation Π(x) = T (x)S(x) is not immediate from Eq. (23), since it is not guaranteed
that −∂T f = ε−µT ∂εf . However, the Onsager relations hold in the linear response regime. For coefficients calculated
in the absence of external fields; it is possible to show that the Onsager relation is indeed satisfied by Eq. (23) in
such regime. The derivation requires some general properties of the energy relaxation collision integral Stf. Such
quantity does not depends on x, because the scattering processes occur on a local scale, and vanishes when f is
a Fermi-Dirac distribution, i.e. when local thermal equilibrium has been attained between the electrons or with a
reservoir, depending on the scattering mechanism. Since the LHS of Eq. (22) is at least first order in the driving
fields, the distribution at the zeroth order must be a thermal distribution f = [e
ε−µ(x)
T (x) + 1]−1 + O(E − ∇µ/q,∇T ).
Such distribution satisfies −∂T f = ε−µT ∂εf and thus Π(x) = T (x)S(x).
From Eqs. (21)-(22) we can finally derive a heat balance equation by applying
∫
dεε to Eq. (22) and finding
−∇
∫
dεετtrv
2(∇+ qE∂ε)f + qE
∫
dετtrv
2(∇+ qE∂ε)f =
∫
dεεStf{f}; ⇒ ∇ · je −E · jc = −Q˙d, (24)
where we have defined −Q˙d ≡
∫
dεεStf{f}. Equation (24) is exactly Eq. (1), showing the macroscopic approach is
fully consistent with a microscopic treatment of the problem.
To conclude we show that the dissipated heat is approximately linear in the temperature difference when the
inelastic scattering is given by energy diffusion into a thermal bath at temperature Tl. In this case, the collision
integral is written as [10, 21] Stf ∼ ∂ε[D2(ε)(Tl∂εf + f(1− f))] and thus
− Q˙d =
∫
dεεStf = −Γ
∫
dεD2(−Tl/T + 1)f(1− f) ≈ −γe-l(T − Tl), (25)
where we used that for a thermal distribution ∂εf = − 1T f(1 − f) and
∫
f(1 − f) = T and defined γe-l ≡ ΓD(µ)2.
Equation (25) shows that the assumption made in the main text of a linear dependence on T of the dissipated heat
is reasonable; furthermore, the dependence of γe-l on T is small (it is of order T
2), while the dependence on µ arises
from D(µ) and can usually be neglected compared to the linear dependence on T of the T − Tl term.
Estimation of parameters
Seebeck coefficient
Using Eq. (23), we write the Seebeck coefficient as
S =
1
e
1
T
(∫
dετtrDv
2(ε− µ)∂εf
)(∫
dετtrDv
2(−∂εf)
)−1
. (26)
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We can calculate this for an insulating phase with a gap ∆, so that the valence band extends up to ε = 0 and the
conduction band extends from ε = ∆ up. The chemical potential is µ = ∆2 +
T
2 ln
(
D¯V
D¯C
)
, where the effective densities
of states are given by D¯C ≡
∫∞
0
D(∆+xT )e−xdx and D¯V ≡
∫∞
0
D(−xT )e−xdx. In this approximation, and assuming
the the energy dependence of τtrv
2 is small, we find that the Seebeck coefficient is approximated by
S =
kB
2e
ln
(
D¯V
D¯C
)
, (27)
where we have restored the Boltzmann constant kB . A bigger spectral weight of holes compared to electrons leads
to D¯V > D¯C and thus to a positive Seebeck coefficient. This is indeed the case for Ca2RuO4, as confirmed by direct
experimental measurements of S [41] and by calculation and measurements of the density of states [42, 43].
Estimate of κ
In this subsection we analyze Eqs. (5) and (6) and determine in which limit Eq. (7) is applicable. We also estimate
the total thermal conductivity κ = κe + κl for Ca2RuO4.
We assume constant thermal conductivities and no dependence on x and y coordinates, but only on z; we also
assume constant current |jc| = j and no phase interface for simplicity. We find the electron temperature from Eq. (6)
and substitute into Eq. (5):
T (z) = Tl(z)− κl
γe-l
∂2zTl; −
κeκl
γe-l
∂4zTl + κ∂
2
zTl + ρj
2 = 0. (28)
The fourth order differential equation for Tl has a solution of the form
Tl(z) = A+Bz − ρj
2
2κ
z2 + Ce−αz +Deαz; α2 = γe-l
κ
κeκl
, (29)
where the constants are determined by the boundary conditions Tl(h) = T0, ∂zTl(0) = 0, ∂zT (0) = 0 and ∂zT (h) = 0.
We obtain
Tl(z) = T0 +
ρj2
2κ
(h2 − z2) + ρj
2
καh sinh(αh)
[cosh(αh)− cosh(αz)] (30)
Typical values of the electronic dissipation rate are γe-l ∼ 107 W/cm3K, while the conductivities are typically
κl ∼ 10−3 W/cmK and κe . κl/10, so that α ∼ 105 cm−1 and for single crystal systems αh  1. The last term in
Eq. (30) is thus negligible and from Eq. (28) we find T − Tl = κl/γe-l∂2zTl ∼ (Tl − T0)κl/(γe-lh2)(Tl − T0); again
κl/(γe-lh
2) 1 for h 100 nm, so that |T − Tl|  |Tl − T0| . Tl for most single crystal systems (thin films may be
thinner and break this regime). Within this approximation we combine Eq. (5) and (6) into Eq. (7) as shown in the
main text and write the solution for the electronic temperature in the case of constant current and resistivity as
T (z) ≈ Tl(z) = T0 + ρj
2
2κ
(h2 − z2). (31)
In particular, the lattice temperature measured on the top surface of the system is Tl(0) = T0 +
ρj2
2κ h
2. From this we
estimate κ for Ca2RuO4 using the data available in Ref. [29]: h = 0.2 mm, T0 = 273 K, Tl(h, j = 20 A/cm
2) ≈ 303 K,
ρ(j = 20 A/cm2) = 0.5 Ωcm, so that κ ≈ 1.3 · 10−3 W/cmK. It is also possible to estimate the electronic thermal
conductivity and find that it is much smaller than κl, so that κ ≈ κl.
If the system is completely insulating, then ρ = ρI and Eq. (31) gives Eq. (8).
Solution of heat balance equation in parallel current geometry
We now consider the situation in the main text with a metal extending in 0 < z < d and the insulator in d < z < h
and with total current density j0. The current densities in the metal jM and in the insulator are given by
jMd+ jI(h− d) = j0h; ρM jM = ρIjI ⇒ jM = h
d+ (h− d)ρM/ρI j0, (32)
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so that Eq. (7) becomes
∂2zT = −
ρM j
2
0
2κ
(
h
d+ (h− d)ρM/ρI
)2 {
1 0 < z < d
ρM/ρI d < z < h
, (33)
with boundary conditions ∂zT (0) = 0 and T (h) = 0. Integrating Eq. (33) from the bottom, we find T (z) for d < z < h
T (z) = T0 +
ρM j
2
0
2κ
(
h
d+ (h− d)ρM/ρI
)2
ρM
ρI
(h2 − z2) + ρM j
2
0
κ
(
h
d+ (h− d)ρM/ρI
)2
d(h− z)(1− ρM/ρI), (34)
and evaluating it at z = d we obtain Eq. (10)
T (d) = T0 +
ρIj
2
0
2κ
(
h
d+ (h− d)ρM/ρI
)2 [
(h2 − d2)(ρM/ρI)2 + 2d(h− d)ρM/ρI(1− ρM/ρI)
]
;
T (d) = T0 +
ρIj
2
0h
2
2κ
(d+ (h− d)ρM/ρI)2 − d2
(d+ (h− d)ρM/ρI)2 = T0 + ∆T
(
j0
jcr
)2 [
1− d
2
(d+ (h− d)ρM/ρI)2
]
. (35)
Heat balance equation in the absence of Joule heating
We now consider the situation of a current I being injected at x = 0, z = 0 and a metal phase extending in
0 < z < d(r), as explained in the main text and sketched in Fig. 1c.
The total current flowing in the metal phase is obtained by integrating jM from Eq. (32) over z from 0 to d(r):
IM (r) =
d(r)
d(r) + (h− d(r))ρM/ρI
I
pir
. (36)
In addition to Joule heating, we have Peltier heating; in fact IM changes with r, either because of the change
in d(r) or because of the spreading of the current, and thus some current flows across the phase interface.. The
current density normal to the interface is given by jn = ∂rIM/
√
1 + (∂rd)2, and produces an additional contribution
T (d)∆Sjn(h− z)/κ to the temperature at the interface in Eq. (34), giving
T (d) = T0 + ∆T
(
I
jcrpihr
)2 [
1− d
2
(d+ (h− d)ρM/ρI)2
]
+ T (d)∆S
h− d
κ
∂rIM (r)√
1 + (∂rd)2
. (37)
Equation (37) is a differential equation for d(r) and include both Peltier and Joule heating. Neglecting Joule heating
corresponds to neglecting the first term in the square brackets. The derivative of IM (r) is
∂rIM (r) =
I
pir
[
hρM/ρI
(d(r) + (h− d(r))ρM/ρI)2 ∂rd−
d(r)
d(r) + (h− d(r))ρM/ρI
1
r
]
. (38)
The second term is negligible in Eq. (38) when ∂rd d/r; this is true near rc where d→ 0 but is an approximation
when r gets smaller. We also have to consider that for r . h, the current has a significant z component and the
derivation that led to Eq. (38) is not entirely correct anymore; nonetheless we neglect the second term for simplicity,
write the interface condition T (d) = TMIT and derive Eq. (13)
TMIT = T0 + TMIT∆S
I
pir
ρM/ρIh
2
κ(d+ ρM/ρIh)2
∂rd√
1 + (∂rd)2
. (39)
Integration of Eq. (39) for I < 0 (and ∂rd 1) leads to
piκ∆T
2TMIT∆S|I|h2 (r
2
c − r2) ≈
ρM/ρI
d+ (h− d)ρM/ρI −
ρM/ρI
hρM/ρI
=
d
h(d+ (h− d)ρM/ρI) . (40)
For small distances r → 0, we assume that most of the current flows in the metal phase, which is equivalent to say
that the resistance of the metal is smaller than that of the insulator, i.e. d > (h− d)ρM/ρI , so that we approximate
the right-hand-side in Eq. (40) and write
piκ∆T
2TMIT∆S|I|h2 r
2
c ≈
1
h
⇒ rc =
√
2TMIT∆S|I|h
piκ∆T
, (41)
as written Eq. (14).
