Abstract. The set of ×2-invariant measures can be equipped with the partial order of majorization, describing relative dispersion. The minimal elements for this order are precisely the Sturmian measures of Morse and Hedlund. This yields new characterisations of Sturmian measures, and has applications to the ergodic optimization of convex functions.
Introduction
The dynamical system given by iterating the "×2 map" T (x) = 2x (mod 1) is a textbook favourite (see e.g. [30, § §1.7, 2.4] , [41, §2.1] , [48, §2.1] ). It is a standard example of a uniformly hyperbolic system, leading naturally to notions in symbolic dynamics and more general hyperbolic theory. As a simple dynamically interesting endomorphism of a compact abelian group it is a prototypical model of an algebraic dynamical system (cf. [14, 46] ), and after homothetic conjugacy to the map z → z 2 on the unit circle in C it also serves as the basic example of a holomorphic dynamical system acting on its Julia set (see e.g. [3, §1.3] , [39, §4] ).
The dynamics of T is complicated, a fact reflected by the abundance and diversity of its invariant probability measures. Nevertheless, its simple definition offers the possibility of a finer analysis of these measures than is possible in the general case. In particular, it turns out to be possible to describe the relative dispersion of ×2-invariant measures. This notion, described below, has a sense for any dynamical system defined on a compact convex set; for the ×2 map, however, it has a particularly explicit flavour.
For reasons which will become apparent, we extend T to a self-map of X = [0, 1] in the usual way, by defining T (1) = 1. The simplex M of T -invariant Borel probability measures can then be equipped with a partial order, majorization, defined as follows. If N denotes the set of Borel probability measures on X, and N the set of µ ∈ N whose barycentre b(µ) := x dµ(x) equals , we say that µ is majorized by ν, and write µ ≺ ν, if ν = D x dµ(x) for some family (D x ) x∈X with D x ∈ N x for each x ∈ X. The family (D x ) x∈X is the Markov kernel, while the associated dilation (or dilatation, or balayage) is the map D : N → N defined by Dµ = D x dµ(x). See e.g. [12, 37, 42] for more details. Intuitively, a dilation spreads out the mass of a probability measure: if µ ≺ ν then the mass of ν is, in a certain precise sense, closer to the boundary of X than that of µ. This relation is a partial order on N , and the ordered set (N , ≺) is the disjoint union of the (N , ≺), because dilations preserve barycentres. Similarly (M, ≺) =
If T is identified, in the usual way, with the shift map on the set {0, 1}
N , then M is precisely the set of invariant measures giving weight to the symbol "1"; for example Bernoulli measure B(1 − , ) lies in M (and maximizes entropy therein). Figure 1 illustrates part of (M 1/2 , ≺) (cf. the sparser diagram in [26] ).
The maximal elements of (N , ≺) are precisely the convex combinations ν := δ 1 + (1 − )δ 0 of the Dirac masses at 0 and 1, since ν = ν x dµ(x) for all µ ∈ N .
So each (N , ≺) has a greatest element, its unique member carried 1 by ∂X. But 0 and 1 are both fixed points for T , so the measure ν is also the greatest element in M . Each (N , ≺) also has a least element, the Dirac measure δ , but these are not invariant (unless = 0 or 1), so determining the minimal elements of (M, ≺) is a non-trivial problem. In particular it is unclear, a priori, whether or not each (M , ≺) has a least element.
It turns out that each (M , ≺) does have a least element S , which can be identified explicitly. Indeed the family S is well known, having been studied, in various contexts and for varying reasons, since the early days of symbolic dynamics: Sturmian measures, or rather the symbol sequences (Sturmian sequences 2 ) corresponding to points in their support, were defined by Morse & Hedlund [40] . For each ∈ (0, 1) there is a unique non-empty minimal closed invariant set X on which T is combinatorially equivalent to rotation by angle ; the set X is a periodic orbit if and only if is rational (see e.g. [11, 53] ). The Sturmian measure of rotation number , denoted S , is the unique invariant probability measure carried by X ; equivalently, S is the push forward of Lebesgue measure on X under the map
n+1 , where { · } denotes reduction modulo 1 (see e.g. [7, 24] ). If = 0 or 1 then S is defined to be δ .
Each Sturmian measure is ergodic, and has zero entropy; indeed Sturmian sequences are characterised by having smallest possible symbolic complexity: the number of distinct length-n subwords of a Sturmian sequence equals n + 1 for all n smaller than the period q of the sequence (q = ∞ if is irrational). Another symbolic property characterising Sturmian sequences is that they are balanced : there exist integers p 1 , p 2 , . . . such that every length-n subword of the sequence contains either p n or p n + 1 occurrences of the symbol "1". Sturmian sequences are used extensively in computer science (where, as previously noted, the term balanced is preferred), their principal application being to the discrete approximation of lines (see e.g. [1, 36, 49] ). Any ×2-orbit contained in X is called a Sturmian orbit of rotation number . For rational the Sturmian orbit is unique, and periodic, while for irrational there are many distinct Sturmian orbits, each of which is dense in the Cantor set X . A Sturmian orbit is characterised by being ordered : the cyclic ordering of its points is invariant under T (see e.g. [11] ). Another characterisation is that Sturmian orbits are precisely those which are contained in some length-1/2 sub-interval of X (see e.g. [11, 19, 53] ), a fact exploited in the proof (see below) of Theorem 1.1. Among periodic orbits, all those of sufficiently low period are Sturmian (the period-4 orbit {1/5, 2/5, 3/5, 4/5} is the lowest period example of one which is not), but as q → ∞ the proportion of period-q orbits which are Sturmian tends to zero. One important application of Sturmian orbits arises in complex dynamics, in the combinatorial description of the Mandelbrot set (see e.g. [11, 17, 32] for more details).
A classical result, due in its simplest form to Hardy, Littlewood, & Pólya [22] , is that majorization may be re-formulated in terms of convex functions, as we now
In fact the converse is also true (see [12, Thm. 2] In the case where an invariant measure is supported on a single periodic orbit, its barycentre is simply the arithmetic mean of the points in the orbit; setting f (x) = − log x in Corollary 1.3 shows that, among orbits with the same arithmetic mean, the geometric mean is maximized precisely when the orbit is Sturmian:
Corollary 1.4. Among all periodic orbits with a given arithmetic mean, the Sturmian orbit has strictly largest geometric mean.

For any measure µ ∈ M, its variance (around the mean b(µ)) is defined as var(µ) = (x − b(µ))
2 dµ(x). Therefore Corollary 1.3 also implies: For a bounded Borel function f : X → R, a measure µ ∈ M is said to be minimizing if µ(f ) = inf m∈M m(f ) and maximizing if µ(f ) = sup m∈M m(f ); see e.g. [8, 9, 15, 25] . 3 The problem of determining minimizing and maximizing measures for specific f was the original motivation for Theorem 1.2, since it implies: The above corollaries enlarge the list of functions whose minimizing and maximizing measures are known to be Sturmian. Bousch [7] has shown that any degreeone trigonometric polynomial has Sturmian minimizing and maximizing measures. Corollary 1.8 is comparable to [7] in that quadratic polynomials are the simplest non-trivial functions on the interval, while trigonometric polynomials of degree one are the simplest non-trivial functions on the circle.
Proofs of all the above results can be found in [26, 27] . Here we provide a sketch proof of Theorem 1.1, or rather the equivalent Theorem 1.2, asserting that S (f ) ≤ µ(f ) for every convex f and every µ ∈ M , ∈ (0, 1). First note that we may assume f to be C 2 , since such convex functions are weakly dense among all convex functions. Moreover we are at liberty to tilt the graph of f : it suffices to find θ = θ( ) ∈ R such that S is f θ -minimizing in M , where f θ (x) := f (x) + θx. In fact θ can be chosen with the stronger property that S is a (globally) minimizing measure for f θ , as we now explain.
Recalling [11, 19, 53] that there exists γ ∈ [0, 1/2] such that the length- 1] , and (x + 1)/2 otherwise). The function f θ can then be flattened on H γ (cf. [7, 20] ): if ϕ θ is the (Lipschitz continuous) function whose (Lebesgue almost everywhere) derivative is
can be shown that f θ +ϕ θ −ϕ θ •T =:f θ is constant on H γ , with constant value c, say. Of course a measure µ ∈ M is f θ -minimizing if and only if it isf θ -minimizing, since µ(ϕ θ − ϕ θ • T ) = 0, so it is enough to show that S isf θ -minimizing. This is certainly the case if it can be shown that c is the minimum value off θ , since then µ(f θ ) ≥ c for µ ∈ M, and S (f θ ) = c because S is carried by the "flat" part off θ . To prove that the minimum value off θ is indeed c, we show that its value at each s ∈ H γ is smaller than at either s + 1/2 (if s ≤ 1/2) or s − 1/2 (if s > 1/2). Concentrating on the first case (the second case is similar), this amounts to proving that ∆ θ (s) :
By the fundamental theorem of calculus, the difference ∆ θ (s) may be written as
C s (x) dx vanishes at both 0 and 1, so that integration by parts gives ∆ θ (s) = − B s (x)f θ (x) dx. But f θ = f ≥ 0, so the required non-positivity of ∆ θ (s) follows from the nonnegativity of B s . This latter fact can be established by carefully analysing the sign changes of C s , thereby completing the proof of Theorem 1.2.
It turns out that the uniqueness result in Corollary 1.3 can, with more work (see [27] ), be extended to certain convex functions which are not strictly convex. Indeed the only obstruction to S being the unique f -minimizing measure in M is the presence of long affine segments in the graph of f : In particular, if a convex function is symmetric about the point 1/2, and attains its minimum only there, then any affine segments are sufficiently small to guarantee uniqueness of the minimizing measure in every M . The (global) minimizing measure can therefore be identified precisely: For non-symmetric convex functions it is harder to find simple general conditions permitting the precise identification of the minimizing measure(s). For any specific such f , however, the reduction to a one-parameter family by Theorem 1.2 and Corollary 1.3 is a significant simplification; minima of → S (f ) can be found numerically, and if necessary confirmed rigorously, for example using ideas from [7, 20] .
Characterisations of periodic Sturmian orbits
Although notions of majorization are present in the work of early 20th century economists [16, 35, 43] , the concept was put on a proper mathematical footing by Hardy, Littlewood, & Pólya in their celebrated 1929 paper [22] and subsequent monograph [23] , and independently by Karamata [28] . In these investigations, majorization is formulated in terms of finite sets of real numbers (corresponding to atoms of equal mass) rather than general probability measures. Even in this simple setting, majorization has proved to be an enormously useful concept, finding application in diverse branches of mathematics (see e.g. [37] ). For example in pure mathematics it is the basis for numerous inequalities (see [37, Pt . II]), while in various applications it is regarded as the proper way of measuring diversity, providing a more subtle indicator of relative dispersion than simple consideration of variance around the mean (see e.g. [37, 45, 51] ).
In our dynamical setting, atomic measures correspond to periodic orbits: if {x, T (x), . . . , T q−1 (x)} is an orbit of least period q, it carries a unique T -invariant probability measure, namely µ = q
. Every period-q point x has a binary expansion x = n≥1 x n /2 n whose corresponding symbol sequence (
is periodic, of period q; so we may represent x by the length-q binary word x 1 . . . x q . Each point T i (x) in the T -orbit of x is represented by the length-q binary word x i+1 . . . x q x 1 . . . x i obtained by cyclically shifting x 1 . . . x q . Of these q words, we choose to notationally represent the whole periodic orbit, and the invariant measure µ supported upon it, by the one which is lexicographically smallest. So e.g. 0011 denotes the invariant measure carried by {1/5, 2/5, 3/5, 4/5} (see Figure 1 for more usage of this notation). The barycentre b(µ) is just the arithmetic mean q
, and equals p/q, where p is the number of 1's in the periodic word representing the measure (p need not be coprime to q).
If µ, ν ∈ N can be written as
, then a result of Hardy, Littlewood, & Pólya [22, 23] asserts that µ ≺ ν if and only if
So Theorem 1.1 has the following corollary: 
Remark 2.4. The inequalities s 1 ≥ µ 1 and s q ≤ µ Q (i.e. the extreme cases n = 1 and Q − 1 of (2.3)) can be proved using different methods (see [4, 19] ).
Another reformulation of majorization due to Hardy, Littlewood, & Pólya [22] , partly anticipated by Schur [47] , asserts that Q and only if (µ 1 , . . . , µ Q ) = (ν 1 , . . . , ν Q )A for a matrix A which is doubly stochastic (i.e. has non-negative entries, with each row and column sum equal to 1). As a corollary of Theorem 1.1 we therefore have: 
Characterisations of Sturmian measures
Some indication of the importance of majorization is the extent to which it has been re-discovered and re-invented in different settings. For example in 1951, Blackwell [5, 6] considered majorization for general probability measures on the interval, as a means of comparing statistical experiments. Independently, it was introduced by Choquet [13] in greater generality, as a tool for representing members of compact convex sets as barycentres of measures supported on the extreme boundary (see e.g. [42] for background).
For µ, ν ∈ N , the generalisation of the doubly stochastic matrix characterisation mentioned in §2 is that µ ≺ ν if and only if there exists a coupling 5 P of the ordered pair (µ, ν) such that
for all Borel sets A ⊂ X (see [5, 12] ). Equivalently, µ is a fusion of ν, in the sense of Elton & Hill [18] ; an elementary fusion of ν is the probability measure obtained by taking some proportion p of the ν-mass of a Borel set A ⊂ X and replacing it by the appropriately scaled Dirac mass pδ b(A,ν) concentrated at the barycentre b(A, ν) := ν(A)
, while a fusion of ν is by definition any weak * accumulation point of finite compositions of elementary fusions. Another interpretation, due to Strassen [50, Thm. 8] , is that µ ≺ ν if and only if (µ, ν) is a martingale pair, i.e. there exist X-valued random variables ϕ and ψ on some probability space (Ω, B, P ), whose laws are µ and ν respectively, such that ϕ = E(ψ | ϕ) a.e. (P ), where E(· | ·) denotes conditional expectation.
In view of these equivalent formulations of majorization, Theorem 1.1 implies the following characterisations of Sturmian measures S : Corollary 3.1. For every ×2-invariant probability measure µ: µ) is a martingale pair, 5 By a coupling (see e.g. [34] ) of (µ, ν) we mean a finite measure P on X × X whose first and second marginals are µ and ν respectively: µ = P π The generalisation of the Hardy-Littlewood-Pólya criterion (2.1) to arbitrary µ, ν ∈ N is (see [29] ) that µ ≺ ν if and only if b(µ) = b(ν) and The criterion (3.2) was used to locate the Morse, Lebesgue and Gibbs measures in the hierarchy of (M 1/2 , ≺) (see Figures 1 and 3) ; here the Gibbs measure corresponds to the potential function 6 x → log( Following yet another re-invention of majorization, due to Rothschild & Stiglitz [45] , the criterion (3.2) is widely used in economics, finance, and related areas (see e.g. [2] ), signifying that the measure µ is "riskier" than ν. In the context of stopping times in Brownian motion (see e.g. [38, 52] ) it is common to re-formulate I ν (x) dx for all 0 ≤ t ≤ 1 (cf. [28, 29] 
