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ABSTRACT 
Population growth, increased travel demand and, consequently, increased motor vehicle use has 
led to concerns about road safety in today’s society. In transportation engineering, road safety 
levels are measured through frequency and severity of motor vehicle crashes. Crash data has been 
used in road safety modeling to analyze factors that may reduce crash frequency and severity.  
Regarding crash severity analysis, modeling techniques have mainly attempted to incorporate road 
and traffic factors into a statistical model, building a direct relationship between independent and 
dependent (crash severity) variables. However, some explanatory variables can affect crash 
severity indirectly through one or more mediating variable. Moreover, while traditional techniques 
have only included measured variables, there might also be unobserved factors not included in the 
observed data affecting crash severity. Therefore, this thesis is aimed at investigating both 
observed and unobserved factors that influence the severity of crashes, directly and indirectly, 
using a statistical technique known as structural equation modeling (SEM). Two types of crashes 
that affect road safety in urban and rural areas were investigated in this thesis: red-light running 
related (RLR) crashes and wildlife-vehicle crashes (WVC), respectively. An SEM model was 
developed for each crash type.  
In effect, three unobserved variables were hypothesized for RLR crashes: pre-crash travel speed 
(TS) of the bullet vehicle (at fault), the kinetic energy (KEs) applied from the bullet vehicle to the 
subject vehicle(s), and crash severity. Similarly, three latent variables were introduced for WVCs: 
driver’s speeding attitude (SA), driver’s visibility impairment (VI), and crash severity.  The results 
show that crash data supports the main hypothesis, with measured/latent variables adequately 
predicting crash severity. Regarding the RLR data, results show that both TS and KEs positively 
influence the overall crash severity, and that TS increase could positively affect KEs. Regarding 
the WVC data, the results showed that both SA and VI positively influenced overall crash severity, 
and that higher VI would negatively affect SA, which would indirectly decrease crash severity.  
Overall, these findings could help transportation practitioners to prioritize strategies and 
countermeasures aimed at reducing crash severity outcomes at urban and rural road sites. 
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CHAPTER 1  
INTRODUCTION 
 
1.1 Motor Vehicle Crashes and Their Severity 
Population growth, increase of travel demand and, consequently, increase of motor vehicle use has 
led to concerns about road safety in today’s society (AASHTO 2010). In transportation 
engineering, the level of road safety is generally measured in terms of the number of motor vehicle 
crashes that occur at a road site over a certain period of time (e.g., crashes per year). A crash is an 
event where one or more vehicles collide, resulting in property damage, injury, or fatality. Fatal 
crashes are those events that result in at least one death. Crashes that result in injuries, but no 
deaths, are classified as personal injury. Crashes that result in neither death nor injuries but involve 
damage to property are classified as property damage only (PDO) (Garber and Hoel 2014). 
Therefore, it is important to both investigate the frequency of motor vehicle crashes as well as their 
severity to evaluate road safety. 
Crash frequency can be defined as the number of crashes at a road site, facility or a roadway 
network, under a given set of geometric design and traffic volume characteristics over a specific 
period of time (Lord and Mannering 2010) and crash severity as the level of injury or property 
damage of a crash occurrence (AASHTO 2010). Due to the enormous economic and emotional 
costs to society resulting from motor-vehicle crashes, researchers have been investigating methods 
and techniques to gain a better understanding of factors affecting them. The ultimate goal in road 
safety is, therefore, to improve the prediction of crash frequency and crash severity, as well as 
providing guidance for countermeasure and policy implementation (Lord and Mannering 2010).  
While the causes of crashes are usually complex and involve several factors, they can be divided 
into four separate groups: factors related to driver’s behavior, factors that describe the mechanical 
condition of the vehicle, factors related to geometric characteristics of the roadway, and factors 
related to the physical or climatic environment in which the crash occurred (Ogden 1996). 
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Therefore, it is essential to analyze different data sources to determine probable crash-related 
factors and develop countermeasures that will reduce the rate and severity of future crashes. These 
countermeasures are usually categorized into three groups: engineering countermeasures, 
enforcement countermeasures and driver’s education countermeasures.  
The focus of transportation practitioners concerned with road safety is mainly to select, design and 
implement engineering countermeasures, focused at reducing crash frequency and crash severity 
due to road and infrastructure factors. It is, therefore, essential to understand that reducing crash 
frequency and severity may require different approaches. For example, alternating the curvature 
rates, super-elevating the outer edge of a curve, providing advanced warning of an unexpected 
change in horizontal curves, and widening the roadways are conventional methods that reduce the 
frequency of crashes by lowering the tendency of vehicles to overturn and to skid laterally. 
Meanwhile, median barriers and roadway signs are designed to reduce crash severity if such 
objects are hit during a crash. Regarding intersections, modifying geometric design features (e.g. 
designing left turn lanes at intersections), improving sight distance (e.g. by change horizontal 
and/or vertical alignment of approaches to provide more sight distance), or converting the 
intersection to a modern roundabout can decrease both the frequency and the severity of a crash 
event (Garber and Hoel 2014, AASHTO 2010, Savolainen et al. 2011). 
Speed limit reduction in certain areas (e.g., school zone) by using different traffic control methods 
(e.g., speed humps, implementing road narrowing measures, signs, flashing beacons, speed 
monitoring display) can reduce both severity and frequency of crashes. In addition to roadway 
aspects, advances in vehicle design also have the potential to reduce crash severity (e.g., electronic 
stability control, anti-lock brakes, safety belts or airbags). Furthermore, enforcement 
countermeasures (e.g., driver-training programs), which are intended to encourage drivers to 
adhere to the traffic laws through the threat of citation and possible fine may have potential in 
reducing both frequency and severity (Chen et al. 2013, Bonneson et al. 2002). 
As mentioned before, it is crucial to analyze crash and traffic data in order to identify patterns and 
develop strategies and countermeasures that may help reducing injury and fatality rates of future 
crashes. For this reason, it is necessary to gain a full understanding of factors that influence the 
likelihood of a crash (crash frequency) or the characteristics that can mitigate crash severity faced 
by road users involved in a crash. Employing statistical models have always been the most reliable 
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method in identifying and analyzing the contributions of human, environmental, roadway, and 
vehicle factors on crash severity (Kim et al. 2011). Unfortunately, detailed driving data (e.g., 
steering information, acceleration, and braking and driver response) and crash characteristics data 
(i.e., what might be available from vehicle black-boxes) that would help identifying cause and 
effect relationships concerning crashes are typically not available.  
Available data on crash events are usually obtained from state and local transportation and police 
agencies. All relevant information is usually recorded by police officers on a crash report form. 
The type of form used differs from country to country; however, a typical form can include 
information on the location, time of the occurrence, roadway and environmental conditions, types 
and number of vehicles involved, a sketch showing the original paths of the maneuver or 
maneuvers of the vehicles involved, and the severity of  the crash event (fatal, injury, or property 
damage only) (Garber and Hoel 2014). Using this data, researchers have developed their analytic 
approaches to study factors affecting the likelihood and severity of crashes over a specified period. 
Such approaches handle temporal and spatial elements related to crashes and ensures that 
explanatory variables are employed in the statistical analysis (Lord and Mannering 2010). 
In order to examine the relationship between crash frequency and explanatory variables, a wide 
variety of statistical methods have been used. For example, predictive models known as safety 
performance functions (SPFs) have been employed to estimate the expected average crash 
frequency of a network, facility, or individual site. The predictive model is applied for a given 
period of time, traffic volume, and specific geometric design characteristics of the roadway. The 
estimated parameters rely upon regression models developed from observed crash data for several 
similar sites. The models developed can be applied to existing road sites, alternative designs to 
existing conditions (e.g., proposed upgrades or treatments), or proposed new roadways (AASHTO 
2010).  
Other examples of crash-based regressions are severity models, which are used to explore the 
relationship between crash severity outcomes and their contributing factors. Typically in these type 
of models, the variables related to the crash event (e.g., injury severity level, crash cost, damage 
level) are treated as the dependent variables and other variables related to human, environmental, 
roadway, and vehicle characteristics are treated as independent variables. There are several 
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different types of statistical methods (e.g., linear regressions, multinomial logit, and ordered probit 
models) used according to the nature of data and the type of analysis.  
Regarding crash severity models, most of the traditional statistical methodologies used in the 
literature are subject to limitations and shortcomings, especially because a direct relationship 
between dependent and independent variables is inferred and only measured variables can be 
employed. Therefore, in this thesis, the focus is to investigate the measured and unmeasured factors 
that influence the severity of crashes, directly and indirectly, using structural equation modeling 
(SEM). SEM is a well-known statistical analysis method, especially in the field of phycology and 
sociology that can overcome the limitations of more traditional methods mentioned before. By 
way of example, two different types of crashes were selected in this thesis that are considered to 
be of great importance for road safety in the urban area and in the rural area: red-light running 
related (RLR) crashes and wildlife-vehicle crashes (WVC), respectively. Both types of crashes 
have been causing considerable economic loss and emotional burden to individuals, their families, 
and nations as a whole (NHTSA 2012, 2015, Huijser et al. 2008, Transport Canada 2019). 
Studying the severity of these crash types using SEM can provide traffic engineers with important 
information on road safety for policymaking purposes and for designing strategies and 
countermeasures. 
 
1.2 Crash Severity Models 
Numerous studies have investigated the severity of crashes on road networks (Savolainen and 
Ghosh 2008). These researches have used a variety of methods to study the factors that influence  
crash severity outcomes. There are several characteristics related to the data that are crucial 
considerations in the development and application of an appropriate statistical method to study 
crash severity data. The statistical methods used by researchers have mainly relied on the nature 
of the dependent variable; usually, dependent variables to study crash severity are represented by 
discrete categories (Abdel-Aty and Keller 2005, Savolainen and Ghosh 2008, Ye and Lord 2014). 
Hence, discrete response models in traffic safety (often referred to as crash severity models), such 
as logit and probit models, are usually employed to explore the relationship between crash severity 
outcomes and their contributing factors such as driver characteristics, vehicle characteristics, 
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roadway conditions, and road-environment factors (Ye and Lord 2014). Moreover, when 
unobserved heterogeneity is accounted for in the data set, the mixed logit model has been 
investigated as a good alternative. This modeling technique has, in fact, the ability to treat 
coefficients as random variables (Lee et al. 2018). A more detailed explanation of these models 
will be discussed in section CHAPTER 22.2.1. 
The explanatory variables (independent variables) used in these studies can relate to human 
factors, road and environmental characteristics, vehicle characteristics, and specific crash 
information. Human factors may relate to demographics, behavior, occupant position in the 
vehicle, and other human characteristics. The road and environmental characteristics could relate 
to factors like road, weather, traffic, and trip characteristics. The vehicle characteristics could 
include vehicle type, safety features, size, mass, and age. The crash information relates to factors 
like crash type, speed, angle of the crash, and impact characteristics (Sobhani et al. 2011). 
 
1.3 Problem Statement  
While traditional modeling techniques have mainly attempted to incorporate road and traffic 
factors into a statistical model and build a direct relationship between independent and dependent 
variables  (Lee et al. 2008), some explanatory variables can affect crash severity indirectly through 
one or more mediating variable, which may make the investigation of the relationship among 
explanatory variables a complex and challenging task. Moreover, while traditional techniques only 
analyze the observed (measured) variables, there might be unobserved factors affecting crash 
severity, and some latent dimensions in the data cannot be explained through observed variables.  
Crashes are, in fact, multi-causal phenomena (Ogden 1996), and thus, the interaction among 
observed variables and the fact that some important unobserved factors can affect crash severity, 
should be investigated (Savolainen et al. 2011). Statistical methods that do not take into account 
for direct and indirect interactions among variables are likely to result in biased parameter 
estimates (Huang et al. 2008). In addition, if such interactions are ignored, parameters will be 
estimated with less precision, and there will be a loss of significance, thus making statistically 
defensible inferences more difficult (Anselin et al. 2013).  
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Therefore, it is important to explore alternative modeling techniques that can potentially unravel 
the complex relationship between crash severity and their contributing factors, handle indirect 
effects, and take into account latent (unobserved) dimensions in the modeling effort. 
 
1.4 Research Statement 
To overcome the shortcomings of traditional statistical methods, SEM is employed in this research. 
SEM has the advantage of representing, estimating and testing complex modeling structures, 
where dependent variables can be predictor variables of other dependent variables (allowing to 
examine indirect effects and mediation structures). With SEM, it is also possible to include both 
measured and latent variables (variables that are not directly observable) in a model, whereas 
traditional techniques can only analyze measured variables  (Lee et al. 2008, Wang and Qin 2014). 
Traditional statistical methods for data analysis, usually specify default models, assume that 
measurement occurs without error, and are somewhat inflexible. However, SEM is a statistical 
technique that requires specification of a model based on theory and explicitly specifies 
measurement error. By using SEM, it is possible to hypothesize and test the latent dimensions that 
can affect the severity outcome of crashes. In addition, SEM can provide the weight of variable 
estimates in the form of standardized results, which can be used for prioritizing the development 
of specific countermeasures for the type of crash under investigation. Also, by using a model 
diagram in SEM, it is possible to represent the complex relationships among variables in a more 
convenient and clear way (Suhr 2006). 
For these reasons, crash severity models will be developed using SEM for two selected crash 
typologies (i.e., RLR-related crashes and WVCs). Latent dimensions in the data will be 
hypothesized and tested. Possible correlation among selected variables will be considered. 
Furthermore, the effect of both latent and observed variables on crash severity will be analyzed as 
well as direct, indirect, and total effects. Also, a comparison of the developed SEM models with 
traditional methods will be presented at the end of the thesis. Since SEM provides weights for each 
contributing factor of crash severity, the results of the study can be employed by transportation 
engineers and decision-makers for safety improvement and policy-making purposes to prioritize 
strategies and countermeasures at crash-prone locations. 
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1.5 Thesis Outline 
Chapter 2 provides a literature review of different statistical methods used for crash severity 
analysis, the use of SEM in crash severity models, and existing studies on RLR-related crashes 
and WVCs (i.e., the two crash types analyzed in this research). 
Chapter 3 provides insights into the preliminary stages of SEM analysis. Moreover, the statistical 
and conceptual foundations of a SEM model, interpretation of results, and goodness-of-fit criteria  
will be discussed. 
Chapter 4 develops a crash severity model for RLR-related crashes, from data analysis to model 
hypothesis in order to analyze the full SEM model; a comparison with path analysis is also 
provided. 
Chapter 5 develops a crash severity model for WVCs, from data analysis to model hypothesis, in 
order to analyze the full SEM model; a comparison with path analysis is also provided. 
Chapter 6 compares and discusses the results from the studies found in the literature with the results 
of this study (SEM models for RLR-related crashes and WVCs).  
Finally, Chapter 7 reports the conclusions derived from the study, limitations, and directions for 
future work in this field. 
 
1.6 Publications 
Research conducted in Chapter 4 generated a manuscript entitled “Severity analysis of red-light-
running-related crashes using structural equation modeling” by Khaled Shaaban, Iman Gharraie, 
Emanuele Sacchi, and Inhi Kim, published in the Journal of Transportation Safety & Security in 
2019, with DOI: 10.1080/19439962.2019.1629137. 
Authors’ contributions are as follows: 
Study conception and design: Khaled Shaaban and Emanuele Sacchi; data collection: Khaled 
Shaaban, Inhi Kim and Iman Gharraie; analysis and interpretation of results: Iman Gharraie and 
Emanuele Sacchi; draft manuscript preparation: Iman Gharraie, Emanuele Sacchi, Khaled 
Shaaban, Inhi Kim. 
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Research conducted in Chapter 5 generated a manuscript entitled “Severity Analysis of Wildlife -
Vehicle Crashes Using Generalized Structural Equation Modeling” by Iman Gharraie and 
Emanuele Sacchi, presented at the 2020 Annual Meeting of the Transportation Research Board. 
Authors’ contributions are as follows: Study conception and design: Emanuele Sacchi; data 
preparation: Iman Gharraie; analysis and interpretation of results: Iman Gharraie, Emanuele 
Sacchi; draft manuscript preparation: Iman Gharraie, Emanuele Sacchi. 
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CHAPTER 2  
LITERATURE REVIEW 
 
2.1 Crash Types 
Crash severity modeling is usually linked to the type of crash being analyzed. It is, therefore, 
important to conduct a review of the particular crash type under investigation before any modeling 
effort is considered. There are several different crash types and they are usually grouped depending 
on their characteristics. For example, crashes can differ according to the location (e.g., intersection, 
highway), or the environmental setting (e.g., urban or rural). Moreover, crashes can be categorized 
according to the point of impact (e.g., head-on, rear-end, angle/side-impact), or according to the 
type of collision, such as collisions with fixed objects (e.g. tree, utility pole), collisions with people , 
or collisions with other non-fixed objects (e.g. pedestrian, bicycle, animal, motor vehicles). There 
are also non-collision types of crashes (e.g., run-off-the-road, jackknife). The severity of each 
crash type is influenced by factors related to human, environmental, roadway, and vehicle 
characteristics (e.g., impaired driving, speeding, restricted sight distance, slippery surface, 
inadequate roadway lighting) (Garber and Hoel 2014, AASHTO 2010, Ulfarsson et al. 2006). 
In this thesis, two different crash types in the urban and rural setting are investigated: RLR-related 
crashes and WVCs, respectively. In this section a thorough review of the existing state of 
knowledge regarding these two crash types and their corresponding studies conducted in the road 
safety field will be discussed. 
 
2.1.1 Red-Light Running-Related (RLR) Crashes 
Intersections are the road sites where the majority of crashes occurs. This is because the different 
approach and crossing movements by motorists, bicyclists and pedestrians make at-grade 
intersections one of the most complex traffic situations that people encounter; moreover, their 
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presence is much more frequent in the urban environment. In the United States (US), annually, 
more than 45 percent of all crashes occur at intersections (NHTSA 2015). About 2.3 million 
crashes occur annually at intersections in the US according to the National Highway Traffic Safety 
Administration, 2,850 of which were fatal and 680,000 were crashes, which caused injuries. In 
more details, statistics indicate that a large number of crashes occurred at signalized intersections 
due to traffic violations, such as running red lights (NHTSA 2012). Among many different types 
of crashes, running a red light is the most frequent cause of crashes in urban areas. RLR-related 
crashes occur when a vehicle enters an intersection any time after the signal light has turned red 
and conflicts with one or more vehicles with the right of way (i.e., green traffic light) (Tay and De 
Barros 2009). RLR-related crashes are the leading cause of injuries for road users (Retting et al.  
1995).  
For these reasons, the analysis of RLR-related crashes has been the focus of many highway 
practitioners, traffic management operators, decision-makers, and academics. Several crash 
models have been developed to predict the number of potential crashes and conflicts or near-
misses. In early studies, the prediction models were developed based on several individua l 
contributions such as traffic flow, the existence of signals, the number of pedestrians, and signal 
timing. The models have been advanced to take crash severity into account by counting the number 
of deaths and or injuries (Roess et al. 2004). 
In the mid-1990s, Retting et al. (1999) collected 1,373 RLR crashes to classify characteristics of 
drivers crossing signalized intersections in Arlington, Virginia (US). The study found that most 
red-light runners were young drivers who wore no seat belts, had poor driving performance 
records, and drove over-age vehicles. Moreover, these young drivers were likely to be involved in 
speed violations in the past; it was also found that running traffic lights was the single most 
common type of crash, accounting for 22% of urban crashes and 27% of all injury crashes. This 
same study found that injuries were more likely in crashes involving red-light running than in other 
crash types; injuries were reported in 45% of RLR crashes compared with 30% for other crashes.  
In 1999, Retting et al. (1999) conducted another study on fatal crashes caused by RLR drivers. 
RLR crashes were twice as likely to occur on urban roads compared to other fatal crashes (86% 
vs. 42%). RLR crashes were more likely than other fatal crashes to occur during the day (57% vs. 
48%). The study also showed that 74% of RLR drivers were male. In terms of age, drivers younger 
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than age 30 years violated the red light, about 43% of the time. It was also found that red-light 
runners were expected to have had traffic violation records in the past, including RLR, alcohol-
impaired driving conditions, and speeding. In another research, Bonneson et al. (2002) recognized 
that RLR is mostly affected by signal timings, signal cycle length, or the frequency of yellow -
signal presentation. Furthermore, geometric variables such as approach grade, approach width, and 
intersection size, may also contribute to RLR statistics (FHWA 2009). 
To further investigate the traffic parameters that might influence RLR crashes, Elmitiny et al.  
(2014) conducted a study, which concluded that traffic volume, speed, green time phase, and traffic 
composition of heavy vehicles were major elements affecting RLR. It was also shown that 
vehicular size and the proportion of heavy vehicles in traffic were positively associated with an 
increase in RLR-related crashes. In a study done by Chen et al. (2017) it was concluded that 
increasing approaching speed, smaller headway and gap to the preceding vehicle on the adjacent 
lane, cycle longer length, wider exits and even snowing weather corresponds to higher RLR 
frequencies. 
These models provide a good indication in general in order to prioritize areas that need to ensure 
a high level of safety. Overall several factors, such as road conditions, driver characteristics, and 
vehicle factors appeared to be related to RLR crashes. However, the statistical methods employed 
to verify these relationships had significant limitations in terms of possible inference. Despite 
different assumptions and model specifications, these traditional statistical methodologies 
incorporated only observed (available) variables into the model and built a direct relationship 
between independent and dependent variables related to crash severity. This limitation might be 
considered a drawback as some of the explanatory variables may influence crash severity indirectly 
through one or more mediating variables. In addition, the interactions between variables were not 
always taken into account. Hence, investigating the relationship between dependent, independent, 
and mediating variables can become a complex and challenging task  (Lee et al. 2008). 
It is also worth mentioning that there is a lack of studies addressing the severity pattern of RLR 
crashes in terms of traffic-related factors (e.g., speed level, peak/off-peak traffic conditions) that 
may interact in a more sophisticated way during a crash event. For this reason, it is important to 
explore alternative modeling techniques that could unravel the complex relationship between 
severity of RLR crashes and their contributing factors. 
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2.1.2 Wildlife-Vehicle Crashes (WVCs) 
Wildlife-vehicle crashes (WVCs) are amongst the leading concerns for road safety in the rural 
areas of North America (Huijser et al. 2008). In addition to bringing into danger animal welfare 
(Sainsbury et al. 1995), WVCs pose direct risks to the life of humans (especially WVCs with large 
animals) and can cause significant property damage. Moose and deer, for instance, are one of the 
largest animals struck by vehicles in North America, causing significant damage and injuries.  In 
the United States, 278,000 WVCs were reported by the National Highway Traffic Safety 
Administration (NHTSA) in 2015. Also, the NHTSA Fatality Analysis Reporting System (FARS) 
recorded approximately 180 fatal and 13,000 injury crashes involving animals in the same year 
(NHTSA 2015). The total annual cost associated with this type of crashes was estimated to be 
around US$8.4 billion (Huijser et al. 2008). 
In Canada, over 30,000 WVCs have been reported annually resulting $200 million in costs each 
year (Transport Canada 2019). Also, a 9% increase in their trend was observed from 1996 to 2000. 
Most often, these crashes involved large animals such as moose, elk, deer, and bison (Transport 
Canada 2019). In Saskatchewan (Canada), presence and movement of animals (mainly moose and 
deer) was reported as a significant contributing factor to crashes in the province, especially on 
rural highways. In 2017, 64% of crashes on Saskatchewan provincial rural highways involved 
animals (Saskatchewan Government Insurance (SGI) 2018). According to the Saskatchewan 
Government Insurance, 44,464 WVCs were reported from 2010 to 2017, 5% of which resulted in 
either injuries or fatalities (Saskatchewan Government Insurance (SGI) 2018). These statistics 
necessitate further investigation on these type of crashes. A thorough understanding of the factors 
that influence these collisions are critical to mitigate the significant negative consequences of these 
crashes, which include significant socio-economic, traffic safety, and environmental costs.  
Several studies suggested the absence of a unique solution to reduce WVC frequency and the 
importance of combining strategies that focus either on wildlife and drivers (Glista et al. 2009). 
Regarding wildlife, WVCs can be reduced by influencing animal behavior with measures such as 
animal fencing, roadside boulders and crossing structures (Huijser et al. 2008, Clevenger et al.  
2002, Romin and Bissonette 1996). Alternatively, driving behavior can be modified by providing 
drivers with information about the presence of animals on the road or by implementing public 
education programs. Typical measures are simple warning signage, real-time animal reporting with 
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mobile apps and more complex animal warning and detection systems (Romin and Bissonette 
1996, Huijser et al. 2008, Mukherjee et al. 2013). Along with WVC frequency analysis and 
mitigation, it is also important to investigate factors that influence the severity outcomes of WVCs 
when the interaction with wildlife has already occurred. However, the literature is lacking 
concerning severity analysis studies. 
Different research studies have been conducted to investigate the circumstances of WVCs. 
Haikonen et al. (2001) demonstrated that WVCs are more likely to happen in the early morning 
hours and particularly at dusk when animals are actively moving around and likely to cross the 
road in rural areas. It was also concluded that another critical time of the day is after sunset and 
drivers can effectively reduce their risk of WVCs by reducing speed and remaining alert for animal 
intrusions on the roadway during those times. In another study, Conn et al. (2004) showed that the 
highest WVCs injury rate occurred among people aged 15 to 24, where nearly 50% of them were 
driving the vehicle. The WVC injury rate was similar for males and females. Approximately half 
of these crashes involved a direct crash with the animal, and the remainder happened when the 
driver tried to avoid hitting the animal. The incidents in which the animal was avoided, the crash 
most commonly involved a vehicle leaving the roadway and hitting another object.  
Langley et al. (2006) researched fatal animal-vehicle collisions over 10 years (1995-2004) and 
concluded that the majority of fatal crashes happened in rural areas, during the fall months, in clear 
weather, on straight roads, and an increasing trend for deaths was noted over this period. They also 
suggested that fencing appearing to be the most effective method to reduce the collisions. The use 
of safety equipment such as seat belts in vehicles and helmets for motorcycle riders may decrease 
fatalities during a collision. Rowden et al. (2008) studied road crashes in Australia and highlighted 
that night-time travel was found to be a significant risk factor when comparing WVCs to severe 
other injury crashes. There were also a significantly higher proportion of motorcyclists involved 
in severe crashes. It was also mentioned that there is an elevated crash count in higher speed zones. 
Gkritza et al. (2010a) studied the deer-animal crashes and demonstrated that crashes on dry road 
conditions, principal arterials as well as on roads with a posted speed limit over 55 miles per hour 
were more likely to be an injury. Crashes on roads with a gravel right shoulder and higher traffic 
volume were more likely to result in no injury. Crashes in zones with a more significant percentage 
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of cropland was more likely to be an injury, while crashes in zones with a higher percentage of 
roads were more likely to be no injury. 
A study by Sullivan (2011) showed that the relative occurrence risk of fatal and nonfatal WVCs 
in darkness is influenced by the posted speed limit, suggesting that a driver's limited forward vision 
at night plays a role in WVCs. In another research about animal-vehicle interactions Lao et al.  
(2011) found that  speed limit, rural area type, and presence of species habitat have an increasing 
effect on animal-vehicle collision risk, whereas  median width, sex of animal, high truck 
percentage, and high number of lanes put a decreasing effect on WVC probability.  
 Vanlaar et al. (2012) showed that crashes with animals are more likely to occur in the dusk and at 
night than during daylight hours. Inclement weather and reduced visibility are other possible 
factors leading to a higher frequency of WVCs. In addition, the study showed that these crashes 
are more recurrent in fall when animals migrate for reasons such as scarcity of food due to crop 
harvest and evasive action during hunting season. Regarding road infrastructure characteristics, 
the study concluded that posted speed limits and the number of lanes are other possible 
contributing factors of WVCs. Higher speeds can decrease the reaction time of drivers and provide 
animals with less time to avoid oncoming traffic. Wider roads would require longer crossing time  
to animals, thus increasing the likelihood of a crash. Visintin et al. (2018) showed that high-speed 
vehicles are becoming significantly problematic in WVCs regardless of the species trait.  
Moreover, the morning peak hour showed the highest risk of collisions, and the lowest collision 
risk occurred around noon. Also, it was concluded that smaller and slower-moving species are 
more vulnerable to these kinds of crashes.  
Overall, studies show that the frequency of WVCs is higher in rural roads and higher speeds 
configurations. Dark periods of the day and fall months also have a higher risk of WVCs. while 
the past researches are mostly investigating the factors related to the frequency of WVCs, there 
are limited studies that investigate the severity of WVCs. For this reason, it is essential to 
investigate and unravel the complex relationship between severity of WVCs and their contributing 
factors. 
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2.2 Statistical Methods in Crash Severity Analysis 
Traditionally, statistical methodologies have been employed to analyse and identify the 
contributing factors of crash severity (Savolainen et al. 2011). The explanatory variables 
(independent variables) used in these studies were usually related to human factors, road and 
environmental characteristics, vehicle characteristics, and specific crash information. Human 
factors may relate to demographics, behavior, occupant position in the vehicle, and anthropometric 
characteristics. The road and environmental characteristics could relate to factors like road, 
weather, traffic, and trip characteristics. The vehicle characteristics could include vehicle type, 
safety features, size, mass, and age. The crash information relates to factors like crash type, speed, 
angle of the crash, and impact characteristics (Sobhani et al. 2011). 
In this section, traditional statistical methods used to investigate the severity of crashes will be 
discussed. Moreover, a review of SEM and the state of knowledge regarding its use in crash 
severity analysis will be analyzed. 
 
2.2.1 Traditional Crash Severity Analysis Methods 
A variety of techniques has been used in the literature to analyze crash severity outcomes. 
Identifying methodological limitations and characteristics of crash-related data are crucial 
considerations in the development and application of an appropriate statistical method to study 
crash severity. The statistical methods used by researchers have mainly relied on the nature of the 
dependent variable. Usually, dependent variables for crash severity are represented by discrete 
categories which could be either a binary response outcome or a multiple response outcome. An 
example of a binary response outcome could be injury versus non-injury crashes or fatal versus 
non-fatal crashes (Savolainen et al. 2011). 
For multiple response outcome, different indicators of severity have been used. Regarding injury 
severity, different categories have been suggested. KABCO scale was proposed by the National 
Safety Council (NSC) in the USA and is typically used by law enforcement for classifying injuries  
where fatal injury or killed (K), incapacitating injury (A), non-incapacitating (B), possible injury 
(C), and property damage only (O) are the categories (Savolainen et al. 2011). Abbreviated Injury 
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Scale (AIS) which was developed by the American Association for Automotive Medicine  
(AAAM), the Organ Injury Scales (OIS) developed by the American Association for the Surgery 
of Trauma, and the Injury Severity Score (ISS) used by hospitals, are other types of injury severity 
scales (Savolainen et al. 2011).  
Other studies used vehicle damage to examine crash severity. Vehicle damage can be divided into 
different categories such as slight or no damage, extensive damage, and total wreck (Quddus et al.  
2002).  A 2005 FHWA study, also provided crash cost estimates for several combinations of 
KABCO injury severities (Council et al. 2005). Moreover, some studies used the number of injured 
people in a crash as the dependent variable for crash severity. 
These categories for dependent variables are typically ordinal by nature. Regarding injury severity, 
the levels increase from no injury to possible injury, to visible injury, to disabling injury, to fatality. 
Considering the ordinal nature of these data is essential in selecting an appropriate methodological 
approach (Savolainen et al. 2011). Furthermore, crash severity related variables might be closely 
correlated in some cases (for example PDO severity level may be correlated with zero number of 
injured people); thus, there may be shared unobserved effects among adjacent severity categories. 
Failing to account for such correlations can result in incorrect inferences and biased parameter 
estimates for certain types of model estimation methods (Savolainen et al. 2011). 
To deal with the discrete and ordinal nature of crash severity outcomes, discrete response models 
in traffic safety (usually referred to as crash severity models), such as probit and logit models, are 
typically employed to explore the relationship between crash severity and its contributing factors 
such as roadway conditions, vehicle characteristics, driver characteristics, and environment factors 
(Ye and Lord 2014). Overall, based on the existing literature, the most common models are 
multinomial logit, nested logit, ordered logit/probit, binary logit/probit, and ordered mixed logit 
models (Ye and Lord 2014). Table 2.1 shows a summary listing of studies that used these models 
for crash severity analyses (Savolainen et al. 2011).  
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Table 2.1 Summary of Previous Research Investigating Crash Severity Modeling 
Methodology Previous Research Explanation 
Binary logit and 
binary probit 
(Shibata and Fukuda 1994) (Farmer et al. 1997) 
(Khattak et al. 1998) (Krull et al. 2000) (Zhang et 
al. 2000) (Al-Ghamdi 2002) (Bedard et al. 2002) 
(Toy and Hammitt 2003) (Ballesteros et al. 2004) 
(Chang and Yeh 2006) (Sze and Wong 2007) (Lee 
and Abdel-Aty 2008) (Pai and Saleh 2008) (Rifaat 
and Tay 2009) (Liu and Dissanayake 2009) 
(Nevarez et al. 2009) (Haleem and Abdel-Aty 
2010) (Peek-Asa et al. 2010) (Tarko et al. 2010) 
(Zhu et al. 2010) (Kononen et al. 2011) (Moudon 
et al. 2011) (Hu and Donnell 2011) (Haleem and 
Gan 2011) (Yuan et al. 2017) 
These models are used to estimate 
probabilities for binary data or 
discrete ordinal data where there 
are two possible outcomes (e.g., 
fatal crashes and non-fatal 
crashes) 
Mixed 
logit/Mixed 
generalized 
ordered 
logit/Mixed joint 
binary logit-
ordered logit 
(Eluru and Bhat 2007) (Eluru et al. 2008) (Moore 
et al. 2011) (Zhu and Srinivasan 2011b) (Shaheed 
et al. 2013) (Haleem and Gan 2013) (Kim et al. 
2013) (Wu et al. 2014) (Cerwick et al. 2014) (Ye 
and Lord 2014) (Wu et al. 2016b) (Behnood and 
Mannering 2016) (Uddin and Huynh 2017) 
(Anderson and Hernandez 2017) (Li et al. 2019) 
These models are used to estimate 
probabilities for discrete data 
without accounting for the 
ordering of the outcomes. 
The mixed logit model can capture 
heterogeneity through the use of 
random parameters. It also allows 
explanatory variables to affect the 
mean of the distribution of the 
random parameters. 
Multinomial logit (Shankar and Mannering 1996) (Carson and 
Mannering 2001) (Abdel-Aty and Abdelwahab 
2004) (Ulfarsson and Mannering 2004) 
(Khorashadi et al. 2005) (Islam and Mannering 
2006) (Kim et al. 2007) (Malyshkina and 
Mannering 2008) (Savolainen and Ghosh 2008) 
(Schneider et al. 2009) (Angel and Hickman 
2009) (Malyshkina and Mannering 2010) (Gkritza 
et al. 2010b) (Rifaat et al. 2011) (Schneider and 
Savolainen 2011) (Ye and Lord 2011) (Tay et al. 
2011) (Hu and Donnell 2011) (Hu and Donnell 
2011) (Ye and Lord 2014) (Zhao and Khattak 
2015) (Naik et al. 2016) (Wu et al. 2016a) (Amoh-
Gyimah et al. 2017) (Chen and Fan 2019) 
These models are used to estimate 
probabilities for discrete data with 
three or more outcomes. 
They do not account for the 
ordering of the severity outcomes. 
Nested logit (Shankar et al. 1996) (Chang and Mannering 
1998) (Chang and Mannering 1999) (Lee and 
Mannering 2002) (Abdel-Aty and Abdelwahab 
2004) (Holdridge et al. 2005) (Savolainen and 
Mannering 2007) (Haleem and Abdel-Aty 2010) 
(Hu and Donnell 2010) (Patil et al. 2012) (Wu et 
al. 2016b) (Islam et al. 2019) 
These models are used to estimate 
probabilities for discrete data 
without accounting for the 
ordering of the outcomes. 
In the nested logit model, severity 
levels that share unobserved 
effects are grouped into 
conditional nests. 
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Ordered logit and 
ordered probit 
(Khattak et al. 1998) (Klop and Khattak 1999) 
(Renski et al. 1999) (Khattak 2001) (Khattak et al. 
2002) (Kockelman and Kweon 2002) (Quddus et 
al. 2002) (Abdel-Aty 2003) (Austin and Faigin 
2003) (Kweon and Kockelman 2003) (Zajac and 
Ivan 2003) (Khattak and Rocha 2003) (Donnell 
and Mason Jr 2004) (Khattak and Targa 2004) 
(Abdel-Aty and Keller 2005) (Lee and Abdel-Aty 
2005) (Shimamura et al. 2005) (Garder 2006) 
(Noyce et al. 2006) (Siddiqui et al. 2006) (Pai and 
Saleh 2007) (Das et al. 2008) (Gray et al. 2008) 
(Wang and Abdel-Aty 2008) (Yamamoto et al. 
2008) (Pai and Saleh 2008) (Chimba and Sando 
2009) (Quddus et al. 2009) (Wang et al. 2009) 
(Haleem and Abdel-Aty 2010) (Jung et al. 2010) 
(Tarko et al. 2010) (Ye and Lord 2011) (Zhu and 
Srinivasan 2011a) (Haleem and Gan 2011) 
(Hosseinpour et al. 2014) (Ye and Lord 2014) 
(Abegaz et al. 2014) (Naik et al. 2016) (Wang et 
al. 2018b) (Uddin and Huynh 2018) (Wang et al. 
2018a) 
These models are used to estimate 
probabilities for ordered discrete 
data where the ordering of the 
severity outcomes is accounted 
for. 
 
Logit models, for instance, are used to estimate probabilities for binary data or discrete ordinal 
data. The probability of crash being more or less severe is represented as a function of highway-
related variables of generalized linear type, typically a logistic function of a linear combination of 
these highway-related variables (Vogt and Bared 1998). The independent variables can either be 
continuous or categorical. The dependent (response) variable can only take the value of 0 or 1 
(e.g., non-severe or severe crashes). Consider the following linear function 𝑇𝑘𝑖  to determine the 
severity outcome level k  for crash i: 
𝑇𝑘𝑖 = 𝛽𝑘𝑋𝑘𝑖 + 𝜀𝑘𝑖                                                                                                              (2.1)   
where, βk is a vector of the estimable parameters for crash severity category k ; k=0, or 1; 𝑋𝑘𝑖 
represents a vector of explanatory variables affecting the crash severity for i at severity category k  
(highway-related variables such as geometric variables, environmental conditions, driver 
characteristics, etc.); εki is a random disturbance that account for unobserved effects; i=1,…,n 
where n is the total number of crash events included in the model. The logistic regression model 
to estimate the probability of crash i ending in crash severity category k=1, 𝑃𝑖(𝑘 = 1), is shown 
in Eq. (2.2) (Hu and Donnell 2011).  
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𝑃𝑖(𝑘 = 1) =
𝑒𝑥𝑝(𝛽𝑘𝑋𝑘𝑖)
1+𝑒𝑥𝑝(𝛽𝑘𝑋𝑘𝑖)
                                                                                                             (2.2)       
This functional form guarantees that 𝑃𝑖(𝑘) will always be a number between 0 and 1. The above 
form of 𝑃𝑖(𝑘) can be transformed into linear form which is called logit transformation (equivalent 
to Tki) as shown below (Al-Ghamdi 2002).                                                            
𝐿𝑘𝑖 = 𝑙𝑛
𝑃𝑖(𝑘)
1−𝑃𝑖(𝑘)
= 𝛽𝑘𝑋𝑘𝑖 + 𝜀𝑘𝑖                                                                                                                        (2.3)          
In case of a binary probit model, the assumption is that the observed dependent variable can be 1 
if and only if its underlying continuous latent variable 𝑧 takes on a positive value (Washington et 
al. 2003). 
𝑧 = 𝛽𝑋 + 𝜀                                                                                                                                   (2.4) 
where X is a vector of variables specifying the discrete ordering for observation n, 𝛽 is a vector of 
estimable parameters, and 𝜀 is a random disturbance. The probability of crash i, 𝑃𝑖(𝑘 = 1), ending 
in crash severity category k=1 is shown in Eq. (2.5). 
𝑃𝑖(𝑘 = 1) =
1
√2𝜋
∫ 𝑒𝑥𝑝 (−
1
2
𝜔2)𝑑𝜔
(𝛽1𝑋1𝑖−𝛽2𝑋2𝑖)/𝜎
−∞                                                                                           (2.5) 
Where 𝜎 is a standard deviation used to rescale the normally distributed random variables into the 
standard normal distribution; and 𝜔 is a normally distributed variable (standardized). 
Whenever ordering among several severity outcomes is not considered, a multinomial logit model 
can be used as alternative discrete outcome model (Savolainen et al. 2011). Similar to the binary 
logit model, in the multinomial logit model, the formulation specifies a linear function 𝑇𝑘𝑖  that 
determines the injury severity outcome k  for observation i as shown in Eq. (2.1). 
𝑇𝑘𝑖 = 𝛽𝑘𝑋𝑘𝑖 + 𝜀𝑘𝑖                                                                                                              (2.1)                                
In the multinomial logit, k=1,…, K (K is the highest crash severity ordered response) represent all 
the severity levels. Eq. (2.6) shows how to calculate the probability for each crash severity 
category. Let 𝑃𝑖(𝑘) be the probability of crash i ending in crash severity category k , such that 
𝑃𝑖(𝑘) =
exp(𝛽𝑘𝑋𝑘𝑖)
∑ 𝑒𝑥𝑝∀𝑘 (𝛽𝑘𝑋𝑘𝑖)
                                                                                                                   (2.6)                                                                                
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Multinomial logit model does not account for the ordering of severity outcomes, and is particula rly 
susceptible to correlation of unobserved effects between injury-severity levels (Savolainen et al.  
2011). To overcome the restriction of the multinomial logit model, the nested logit model might 
be an appropriate alternative. The nested logit model resolves this by grouping severity levels that 
share unobserved effects into conditional nests (Savolainen and Mannering 2007). The nested logit 
overcomes the limitations of multinomial logit models, allowing correlation among error terms 
across different severity levels. The nested logit can be written as: 
𝑃𝑖(𝑘) =
exp(𝛽𝑘𝑋𝑘𝑖+𝜙𝑘𝐿𝑆𝑘𝑖)
∑ 𝑒𝑥𝑝∀𝐾 (𝛽𝐾𝑋𝐾𝑖+𝜙𝐾𝐿𝑆𝐾𝑖)
                                                                                                      (2.7)                      
𝑃𝑖(𝑗|𝑘) =
exp(𝛽𝑗|𝑘𝑋𝑖)
∑ 𝛽𝐽|𝑘𝑋𝐽𝑖∀𝐽
                                                                                                                            (2.8)                                                     
𝐿𝑆𝑘𝑖 = 𝐿𝑛[∑ 𝑒𝑥𝑝(𝛽𝑗|𝑘𝑋𝐽𝑖∀𝐽 )]                                                                                                  (2.9) 
where 𝑃𝑖(𝑘) is the unconditional probability of crash i resulting in severity outcome k ; Xki are 
vectors of explanatory variables that determine the probability of severity category k ; 𝛽 are vectors 
of estimable parameters, 𝑃𝑖(𝑗|𝑘) is the probability of crash i having injury outcome k  conditional 
on the outcome being in outcome category k (e.g., in the nested model shown in Figure 2.1 the 
severity category k  would be non-incapacitating injury and 𝑃𝑖(𝑗|𝑘) would be the binary logit model 
of injury outcomes property damage only and possible injury); J is the conditional set of outcomes 
(conditioned on k); K is the unconditional set of outcome categories (the upper three branches of 
Figure 2.1); 𝐿𝑆𝑘𝑖 is the inclusive value (logsum), and 𝜙𝑘 is an estimable parameter. Figure 2.1 
shows an example of a nested model (Washington et al. 2003). 
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Figure 2.1 Example of Nested Model  
 
For heterogeneous dataset, the mixed logit model might be a promising alternative as this modeling 
technique has the flexibility to treat coefficients as random or fixed variables (Lee et al. 2018). 
Mixed logit models (also commonly referred to as random parameters logit models) are a relatively 
recent development for the analysis of discrete data (Savolainen et al. 2011). The mixed logit 
model shares the same structure of linear severity function 𝑇𝑘𝑖, utilized for the multinomial logit 
model, as shown in Eq. (2.1). Therefore, Eq. (2.10) shows the calculation of the probability of each 
crash severity category for the mixed logit model. Let 𝑃𝑖(𝑘) be the probability of crash i ending in 
crash severity category k , such that       
𝑃𝑖(𝑘) = ∫
𝑒𝑥𝑝(𝛽𝑘𝑋𝑘𝑖)
∑ 𝑒𝑥𝑝∀𝑘 (𝛽𝑘𝑋𝑘𝑖)
𝑓(𝛽|𝜃)𝑑𝛽                                                                                             (2.10)                                                                 
where 𝑓(𝛽|𝜃) is the density function of 𝛽 and 𝜃 is a vector of parameters which describe the 
density function (mean and variance). 
In a research by Abdel-Aty (2003) three different crash severity models were compared 
(multinomial logit, mixed logit, and ordered probit) and the results recommended the ordered 
probit model over the multinomial logit models and mixed logit models. It was suggested that, 
although the outcome of some multinomial variables (e.g., injury severity) is discrete, these 
variables are inherently ordered; in these cases, the multinomial logit models would fail to account 
for the ordinal nature of the dependent variable. Therefore, for analyzing such responses, the 
ordered probit models have become the commonly used framework. Similar to the binary probit 
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model, the ordered probit model is derived by defining an unobserved variable z, which is used to 
determine the ordinal ranking of crash severity data (Washington et al. 2003). This unobserved 
variable is typically specified as a linear function for each observation, such that 
𝑧 = 𝛽𝑋 + 𝜀                                                                                                                                   (2.4) 
where X is a vector of variables specifying the discrete ordering for observation n, 𝛽 is a vector of 
estimable parameters, and 𝜀 is a random disturbance. By applying this equation, observed ordinal 
data, y, for each observation are defined as 
𝑦 = {
1, if  𝑧 < 𝛾1                                        
𝑘, if  𝛾𝑘−1 < 𝑧 < 𝛾𝑘                        
𝐾, if  𝑧 > 𝛾𝐾−1                                  
                                                                                         (2.11) 
where 𝛾 = {𝛾1  , … , 𝛾𝑘 , … , 𝛾𝑘−1} are the threshold values for all the crash severity levels 
corresponding to integer ordering k=1,…, K (K is the highest crash severity ordered response). For 
a given X value, the probability that the severity of an individual crash belongs to each category is  
{
𝑃(𝑦𝑖 = 1) = 𝜙(−𝛽𝑋)                                          
𝑃(𝑦𝑖 = 𝑘) = 𝜙(𝛾𝑘−1 − 𝛽𝑋) − 𝜙(𝛾𝑘−2 − 𝛽𝑋)
𝑃(𝑦𝑖 = 𝐾) = 1 − 𝜙(𝛾𝐾−1 − 𝛽𝑋)                        
                                                                                 (2.12)                       
where 𝜙(·) is the cumulative probability function of the standard normal distribution. 
Some researchers prefer the nominal models compared to ordinal models due to the restriction 
placed on how variables affect the probabilities of ordered discrete outcome; that is using the same 
coefficient for a variable among different crash severity levels. Others still prefer ordinal models 
because of its overall performance and simplicity when less detailed data are available 
(Washington et al. 2003). While these statistical models have undoubtedly provided new insights, 
they have mainly attempted to incorporate road and traffic factors into a statistical model and build 
a direct relationship between independent and dependent variables  (Lee et al. 2008).  
Usually, researchers are provided with only a set of observed (measured) variables. And 
frequently, some of the explanatory variables may influence crash severity indirectly through one 
or more mediating variables; therefore, investigating the relationship among explanatory variables 
can become a complex and challenging task  (Lee et al. 2008). Since crashes are multi-causal 
phenomena (Ogden 1996), the likelihood of correlation among these variables must be considered.  
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This correlation could be due to the fact crash-related variables are likely to share unobserved 
factors (factors that are not taken into consideration with available measured variables) 
(Savolainen et al. 2011).  
Statistical methods that do not take the correlation among crash-related variables into account are 
likely to result in biased parameter estimates (Huang et al. 2008). Also, if these correlations are 
ignored, parameters will be estimated with less precision, and there will be a loss of efficiency, 
and thus making it more challenging to make statistically defensible inferences (Anselin et al.  
2013). Therefore, there is a need to explore alternative modeling techniques, which can allow the 
unraveling of the complex relationship between crash severity and their contributing factors as a 
system, can handle the indirect effects, can take into account the latent (unobserved) dimensions 
in the data, and considers the correlation among variables. 
 
2.2.2 Structural Equation Modeling (SEM) 
Structural equation modeling (SEM) may be viewed as a general model of many commonly 
employed statistical models, such as analysis of variance and covariance, multiple regression, 
factor analysis, path analysis, econometric models of the simultaneous equation and non-recursive 
modeling, multilevel modeling, and latent growth curve modeling. Other names of SEM include 
covariance structural analysis, equation system analysis, and analysis of moment structures 
(Bowen and Guo 2012). 
SEM is a statistical modeling technique that is widely used in the field of social science (Hoyle 
1995, Heene et al. 2011, Maccallum and Austin 2000). For social work researchers, SEM may 
most often be used as an approach to data analysis that combines simultaneous regression 
equations and factor analysis (Cuttance and Ecob 1988). SEM has become more prevalent in 
investigating transportation engineering problems since1980, and the availability of improved 
software is rapidly accelerating its use. The number of published studies using this method has 
approximately doubled in the past years (Golob 2003).  
SEM can account for complex relationships among endogenous variables (i.e., variables that can 
be regressed on other variables) and exogenous variables (i.e., variables that are simultaneous ly 
independent). SEM allows simultaneous analysis of all dependent, independent, and mediating 
24 
 
variables in the model in place of a separate analysis and includes any combination of three types 
of statistical analysis methods: path analysis (measured variables only), confirmatory factor 
analysis (measured and unobserved variables) and a combination of them (Kline 2005). 
The general process of developing SEM is that a model structure (model hypothesis) needs to be 
designed based on previous theories or knowledge. The model hypothesis is usually based on latent 
endogenous and exogenous variables. Latent variables are the central concept in SEM. Latent 
constructs represent theoretical, abstract concepts or phenomena such as attitudes, behavior 
patterns, cognitions, social experiences, and emotions that cannot be observed or measured directly 
or with single items. In contrast, observed variables are variables that exist in a database or 
spreadsheet. They are variables whose raw scores for sample members can be seen, or observed, 
in a dataset. By using factor analysis, it is possible to test hypotheses about how well sets of 
observed variables in an existing dataset measure latent constructs (i.e., factors). Factor models are 
also called measurement models because they focus on how one or more latent constructs are 
measured, or represented, by a set of observed variables (Bowen and Guo 2012). 
The distinction made between latent and observed variables represents a fundamental difference 
between SEM and conventional regression modeling. In the SEM framework, latent variables are 
of interest but cannot be directly measured. Observed variables are modeled as functions of model-
specific latent constructs and latent measurement errors. SEM models are commonly presented in 
path diagrams. The path diagram is a summary of theoretically suggested relationships among 
latent variables and indicator (measured) variables, and directional (regression) and non-
directional (i.e., correlational) relationships among latent variables. Importantly, correlated errors 
of measurement and prediction can also be modeled in SEM analyses (Bowen and Guo 2012). 
Usually, the measured variables are represented by rectangles, and latent variables are represented 
by circles. 
It is critical not to omit essential variables and, afterward, a measurement model describing each 
latent dimension needs to be established. Ideally, SEM is conducted with large sample sizes and 
continuous variables with multivariate normality. The number of cases needed varies substantially 
based on the strength of the measurement and structural relationships being modeled and the 
complexity of the model being tested. The sample size should be large enough to allow statistical 
inference. Finally, a goodness-of-fit evaluation is performed to verify whether the model fits the 
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data well. Typical measures are the root mean square error of approximation (RMSEA), the 
standardized root mean square residual (SRMR), Comparative Fit Index (CFI), Tucker Lewis 
Index (TLI), and Adjusted Goodness-of-Fit Index (AGFI) (Browne and Cudeck 1992). Once the 
overall goodness-of-fit is satisfactory, the significance of each model parameter is tested. 
 
2.2.3 Severity Analysis Using SEM 
As mentioned before, SEM has become a more common technique to investigate transportation 
and road safety problems. Lee et al. (2008) developed a SEM model to capture the complex 
relationship between crash severity and various factors related to road, environmental, and driver 
characteristics, for Korean highways. Road factors were measured through variables such as 
pavement category, horizontal and vertical alignment; environmental characteristics with the 
weather condition, day/night time, and road surface condition; and driver characteristics with the 
vehicle type and driver’s gender and driver’s age. More than 2,500 crashes were used in the 
analysis, and a factor analysis was done to test the model hypothesis for the latent variables. The 
study concluded that the effect of road factors on crash severity was the dominant one compared 
to the other latent dimensions. The number of involved vehicles in the crash had the most influence 
on the crash severity. The horizontal alignment was most influential for the road factor group. 
Regarding the environmental factors, road surface condition had the highest effect. Moreover, for 
the driver’s factor, drivers in their twenties were the most influential. 
In Kim et al. (2011), a SEM model was proposed to examine the severity of crashes in terms of 
different factors including human, vehicle, accessibility, and roadway factors. The human factor 
is made up of five variables, namely impaired driving, lighting condition, traffic conditions, age 
group of the driver, and vision obstruction. The vehicle factor is made up of variables showing car 
defects, the type of vehicle, and the number of people in the vehicle. The road accessibility factor 
is a construct made of total street length and bus route in miles, real node (intersection), and dangle 
(dead end) in the grid. Road construct is a combination of four variables that measure the types of 
defects on the road, the condition of the road surface, the horizontal and vertical alignment, and 
the weather conditions during the crash. Finally, the crash construct was composed of three 
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defining variables: damage to the vehicle, injury level to the driver, and the total number of 
vehicles involved in the crash.  
In the study, first using a confirmatory factor analysis (CFA), an acceptable measurement model 
is developed and tested. In the second stage, the measurement model is modified so that the 
predicted casual relationships between the latent variables are introduced and assessed. The results 
demonstrated that the human latent factor was the most influential one. Crash severity latent 
variable was strongly influenced by the vehicle damage variable. The human factor was most 
affected by light conditions. Concerning accessibility latent construct, bus route length had a strong 
positive influence. The road factor was heavily influenced by road surface condition.  
In another study, Hassan et al. (2013) studied the factors that increase the risk of a severe roadway 
crashes in Riyadh using latent variables such as driver factor, road factor, and environment factor. 
The crash factor was measured by four observed variables, namely the number of vehicles involved 
in the crash, the number of injuries that resulted from the crash, damages in private properties, and 
damages in public properties. The results showed that the road factor was the most significant 
factor affecting crash severity followed by driver and environment factors, respectively. This result 
indicates that the crash size increases when the crash occurs on wet road surface compared to those 
occurring on a dry road surface. The findings also indicate that two aberrant driving behavior 
factors: sudden lane change and in-vehicle distraction positively affected the crash size. Also, it 
was found that day of the week (working day or weekend) and crash time (day or night) have a 
significant effect on increasing the crash severity. 
Wang and Qin (2014) examined crash severity of single-vehicle crashes using SEM with injury 
severity and vehicle damage as main indicators of crash severity. By adopting SEM, latent 
variables, such as speed and force of the vehicle during the crash, were modeled jointly. These 
latent variables were defined using measured factors such as human, vehicle, and roadway 
characteristics. The study concluded that speed and force could significantly increase the injury 
severity and vehicle damage. Male drivers were found to drive faster than females, and older 
drivers to drive slower than younger drivers. Another finding was related to the fact that adverse 
surface and lighting characteristics were found to decrease injury severity and vehicle damage as 
vehicle speed was reduced. In addition, the crash severity of heavy vehicles may not only decrease 
because of their slower traveling speed but can also increase because of vehicle weight.  
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In another study, Xu et al. (2017) utilized SEM to analyze real-time crash severity in highways, 
where the crash risk was measured with latent variables such as congestion, speed variation, traffic 
volume, and occupancy variation. In this study, factor analysis was first conducted to establish 
initial associations between the latent traffic factors and traffic flow variables, which provide d 
useful information for the development of the measurement equations in SEM. Each of the 
hypothesized latent variables was measured through different traffic variables, and the study 
results showed that speed variation is the most influential factor for the crash severity.  
Cho et al. (2017) investigated the severity of truck-involved and non-truck-involved crashes on 
freeways using latent variables such as driver, road, environment, and crash characteristics. 
Severity was defined by observed variables such as the number of deaths, number of injured 
people, and the number of involved vehicles. The crash characteristics were defined by the location 
of the crash, crash cause, and the object that the vehicle hit. Environment factor was defined using 
variables such as day of the week, weather condition, time of the day. The road factor was 
measured through road material, road curve, and vertical alignment. Driver factor was consist of 
driver’s age and gender. The truck-involved crashes model showed that the crash factor had the 
most significant impact on the severity of the crash and that crashes tend to be more severe 
depending on the facility, cause, and the hit object. For the non-truck-involved crashes model, 
environment factor showed the most significant impact on crash severity; this result suggested that 
non-truck-involved crashes can lead to severe crashes depending on the weather, whether it is 
nighttime, and whether it is a weekday. 
A study done by Lee et al. (2018) investigated crash severity with rain-related factors In Seoul 
city. Latent variables such as rain and water depth, road, traffic environment, and human factors 
were modeled. Crash severity was measured by factors such as fatality rate, number of causalities, 
and the number of damaged vehicles. The road factor was measured by observed variables such as 
road type, vertical slope, super-elevation (cross slope), and curve length. Traffic environment and 
human factors were measured by vehicle type, time of the day, driver’s age, and gender. Rain and 
water depth factor were modeled using variables such as rainfall intensity, drainage length, and 
water depth. The study concluded that traffic environment and human factors have the most effect 
on the crash severity levels. The number of casualties heavily influenced the severity. Road type, 
nighttime crashes, and water depth are the most influencing variables in each of their latent groups.  
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Even though the literature has addressed the analysis of crash severity with SEM, no study has 
investigated factors affecting the severity of RLR-related crashes or Wildlife vehicle crashes by 
utilizing unobserved variables related to the dynamic of a crash. Only two of the studies have 
focused on modeling crash severity using latent variables related to the dynamic of a crash, such 
as speed and force (Wang and Qin 2014, Xu et al. 2017). In fact, the majority of latent variables 
employed in previous SEM studies focused on categorizing road, environment, and driver 
variables rather than modeling  dimensions (Lee et al. 2008, Kim et al. 2011, Hassan and Al-Faleh 
2013, Cho et al. 2017, Lee et al. 2018). Therefore, this thesis aims to investigate the influencing 
factors of crash severity for RLR-related crashes as well as WVCs, through latent variables that 
are dynamic of a crash and not just by categorizing the observed variables.  
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CHAPTER 3  
METHODOLOGY 
 
SEM can include three types of statistical analysis methods: path analysis/ordinary regressions 
(measured variables only), confirmatory factor analysis (CFA) (measured and latent variables), 
and a combination of them (full SEM or, simply, SEM) (Kline 2005). The general process of 
developing a (full) SEM is that a model structure (model hypothesis) needs to be designed based 
on previous theories or knowledge. The model hypothesis is usually based on latent endogenous 
(dependent) and exogenous (independent) variables. The main strength of SEM is the possibility 
to verify the significance of hypothesized relationships between latent variables (unobserved) by 
means of measured variables (observed). 
This chapter discusses the preparatory stages for carrying out a SEM analysis. Moreover, the 
statistical and conceptual foundations of a SEM model will be discussed. 
 
3.1 Data Preparation 
SEM requires data on multiple indicators (usually questionnaire items) from a large number of 
cases. Sample size requirements vary widely depending on characteristics of the model tested, 
such as model complexity and magnitude of factor loadings. The Kline book (2005) gives absolute 
guidelines based on the ratio of cases to estimated parameters. In absolute terms, he suggests that 
fewer than 100 cases is a “small” sample, 100 to 200 is “medium,” and over 200 is “large.” In 
relative terms, Kline suggests that a 20:1 case-to-parameter ratio is desirable, 10:1 “more realistic,” 
and 5:1 “doubtful.” Users with small samples (e.g., fewer than 100 cases, or only 5 cases per 
parameter to be estimated) may be able to proceed with a SEM analysis if factor loadings are high.  
In practice, even 200 cases can be inadequate for complex models or data requiring particular 
estimators. Analyses using methods appropriate for ordinal and non-normal data require larger 
sample sizes in some programs (Bowen and Guo 2012). 
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While using SEM, it is essential to be aware of the measurement level and distributiona l 
characteristics of data before conducting SEM analyses. SEM programs can accommodate all 
measurement levels and distributions; however, unique analysis properties must be selected for 
variables not meeting default assumptions. Default SEM procedures assume that observed 
variables have normal distributions. Applying the default maximum likelihood estimator in most 
SEM programs, for example, when data are non-normal and/or ordinal, can lead to biased 
estimates, misleading significance testing, and erroneous conclusions about model fit (Washington 
et al. 2003, Bowen and Guo 2012). 
Determining the distributional qualities of one’s variables is more complicated than determining 
the measurement level, but all general statistics programs provide the information necessary. A 
significant number of studies have been carried out to assess the impact of continuous and non-
normal variables on SEMs. Non-normality can come from coarsely categorized continuous 
variables or poorly distributed continuous variables. Non-normality can be detected in several 
ways, including histograms, box plots, normal probability plots, and by examining the skewness 
and kurtosis of individual variables, which can usually be obtained as part of the descriptive 
procedure in statistical packages.  
Conventional methods to deal with such data to obtain better univariate distributions could be to 
transform variables (Daniel and Wood 1980), if possible, or as suggested by Bollen (1989) and 
Kline (2005) to identify influential outliers before conducting SEM analyses and recode or delete 
as appropriate. Outliers, or influential cases, can lead to inadmissible solutions, among other 
undesirable consequences. Another remedy for dealing with non-normality is to use the 
asymptotically distribution-free estimator or weight-least squares (ADF or WLS) which is a 
generalized least squares estimation approach that does not rely on multivariate normality. The 
ADF estimator generates asymptotically unbiased estimates of the 𝜒2 test statistic, parameter 
estimates, and standard errors (Browne 1984). 
The data matrix submitted for analysis to a SEM computer tool should have the property that it is 
positive definite, which is required for most estimation methods. A matrix that lacks this 
characteristic is non-positive definite, and attempts to analyze such a data matrix will probably fail 
(Wothke 1993). Moreover, extreme collinearity between variables should be avoided. Collinearity 
can occur due to what appear to be separate variables measure the same thing. Researchers may 
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inadvertently cause extreme collinearity when they analyze composite variables and their 
constituent variables together (Kline 2005). In addition, researchers ideally would work with 
complete data sets; in case of having missing data, researchers should be aware of the extent to 
which their datasets have missing values and understand the mechanisms of missingness.  The topic 
of analyzing datasets with missing observations is complicated; entire books and sections of 
journals are devoted to it (Kline 2005, Bowen and Guo 2012). 
 
3.2 Path Analysis 
Path analysis is the oldest member of the SEM family (Kline 2005). Path analysis was developed 
by geneticist Sewall Wright (1921) to specify relationships among observed variables. Wright also 
developed the tracing rules to calculate the model-implied correlation elements based on the 
proposed structural model (Mulaik 2009), which provided the foundation of SEM. One of the most 
popular applications of path analysis is mediation analysis (MacKinnon 2008). Path analysis can 
be used to test theoretical models that specify directional relationships among a number of 
observed variables. Path analysis determines whether the model successfully accounts for the 
actual relationships observed in the sample data (Norm O’Rourke and Hatcher 2013). 
In path analysis, variables can be dependent in one relationship and an independent in another. 
These variables are known as mediating variables. In path analyses, observed dependent variables 
could be continuous, binary, ordered categorical (ordinal), counts, censored, or combinations of 
these type of variables. Also, in path analysis for non-mediating variables, observed dependent 
variables could be unordered categorical (nominal) (Muthén and Muthén 2017).  
For continuous dependent variables, linear path (regression) models are used. For censored 
dependent variables, censored-normal path models are used, with or without inflation at the 
censoring point. For ordered categorical and binary dependent variables, probit or logit models are 
used. For ordered categorical dependent variables, logistic regression is used with the proportional 
odds specification. For unordered categorical dependent variables, multinomial logit models are 
usually used. Also, for count dependent variables, Poisson regression models are typically used, 
with or without inflation at the zero point (Muthén and Muthén 2017). 
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By using path analysis, it is possible to distinguish between direct, indirect, and total effects of one 
variable on another (Bollen 1989). Moreover, it is possible to show the model on a path diagram. 
 
3.2.1 Path Diagram 
A path diagram is the representation of a system of simultaneous equations. The primary advantage 
of a path diagram is that it describes the assumed relationships in a picture. For many researchers, 
this picture may represent the relationships more clearly than the equations. It is necessary to define 
the symbols involved, to understand path diagrams. Table 3.1 provides the primary symbols. The 
observed variables are shown by rectangles (squares). The unobserved or latent variables are 
shown by circles, the disturbance terms which are shown with smaller circles. Straight single-
headed arrows represent causal relations between the variables connected by the arrows. A curved 
two-headed arrow indicates an association between two variables. The association may be due to 
both variables depending on some third variable(s), or the variables may have a causal relationship , 
but this remains unspecified (Bollen 1989). 
 
Table 3.1 Path Analysis Symbols 
Symbol Description 
 Rectangular or square box shows an observed 
variable x1 (exogenous). 
 
Circle or ellipse shows a latent variable 𝜂1 
 (endogenous). 
 Small circle shows a disturbance term 𝜀1 . 
 
Straight arrow shows the assumption that the 
latent variable (𝜂1) at base of the arrow 
"causes" the observed endogenous variable 
(y1) at the head of the arrow. 
𝑥1 
𝜂1 
𝜂1 𝑦1 𝜀1 
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Curved two-headed arrow signifies 
unanalyzed association between two latent 
variables (𝜉1 and 𝜉2). 
 
 
3.2.2 Total, Direct, and Indirect Effects 
Path analysis distinguishes three types of effects: direct, indirect, and total effects. The direct effect 
is that influence of one variable on another that is unmediated by any other variables in a path 
model. The indirect effects of a variable are mediated by at least one intervening variable. The sum 
of the direct and indirect effects is the total effects (Bollen 1989). 
Total effects = Direct effect + Indirect effects 
The equations for the regression model with intervening variables are shown in Eq. (3.1) and (3.2).  
𝑦1 = 𝛾11𝑥1 + 𝜀1                                                                                                                             (3.1) 
𝑦2 = 𝛽21𝑦1 + 𝛾21𝑥1 + 𝜀2                                                                                                                       (3.2) 
Figure 3.1 shows the mediation model. 
 
Figure 3.1 Path Analysis Model with One Mediator 
 
As can be seen from the figure, there are two direct effects on the endogenous variable 𝑦2 from 
other observed (measured) variables, one from the exogenous variable 𝑥1 and another from the 
other endogenous variable, 𝑦1. The latter specification gives 𝑦1 a dual role as both a predictor and 
𝜉1 𝜉2 
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a criterion. This dual role is described in path analysis as an indirect effect. Indirect effects 
generally involve one or more intervening, or mediator variables, which are assumed to “transmit”  
some of the causal effects of prior variables onto subsequent variables. The product term 𝛾11𝛽21 
represents the indirect effect via the mediator while 𝛾21 is the direct effect after controlling for the 
mediator. The total effect between 𝑥1 and 𝑦2 is 𝛾11𝛽21 + 𝛾21.  Both 𝜀1 and 𝜀2 are disturbance terms 
which are independent and uncorrelated with 𝑥1. 
The critical difference between path analysis and SEM could be that the former analyzes 
relationships among observed (measured) variables, while the latter focuses on relationships 
among latent variables (constructs or factors). In order to carry out SEM, latent variables (factors) 
must be appropriately defined using a measurement model before they are incorporated into a SEM 
model. Latent variables (factors) are unobservable and must be indirectly estimated from observed 
variables (indicators) (Wang and Wang 2012). In the next sections, methods regarding 
hypothesizing latent variables/factors and testing them are discussed. 
 
3.3 Factor Analysis 
In practice, the initial steps of SEM development attempt to uncover structure in data that can then 
be used to formulate and specify statistical models. These situations usually arise when the study 
is exploratory, and there are no preliminary theories concerning the structure in the data. There are 
several methods to uncovering data structure. Factor analysis is a statistical approach for 
examining the underlying structure in multivariate data (Washington et al. 2003). Factor analysis 
is used to identify the number and nature of the underlying factors that are responsible for 
covariation in the data (Norm O’Rourke and Hatcher 2013). Factor models are also called 
measurement models because they focus on how one or more latent constructs are measured, or 
represented, by a set of observed variables (Bowen and Guo 2012). 
The factor analysis aims to decrease the number of p variables to a smaller group of parsimonious 
K<p variables. The aim is to describe the covariance among several variables in terms of a few 
unobservable factors (Washington et al. 2003). Similar to other statistical models, there should be 
a theoretical rationale for conducting a factor analysis (Pedhazur and Schmelkin 1991). It is not 
possible to feed all the variables into an factor analysis and hope to uncover real dimensions in the 
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data. First, as a model hypothesis, a theoretically motivated reason based on previous theories or 
knowledge should exist to suspect that some variables could be measuring a latent construct. With 
the factor analysis, it is possible to examine this theory about how well sets of observed variables 
in an existing dataset measure latent constructs (Washington et al. 2003). These factors can be 
latent variables in the SEM model.  
The factor analysis model is developed by expressing the Xi terms as linear functions, such that 
𝑋1 − 𝜇1 = 𝑙11𝐹1 + 𝑙12𝐹2 + ⋯+ 𝑙1𝑚𝐹𝑚 + 𝜀1 
𝑋2 − 𝜇2 = 𝑙21𝐹1 + 𝑙22𝐹2 + ⋯ + 𝑙2𝑚𝐹𝑚 + 𝜀2 
      ⋮                         ⋮                  ⋱               ⋮                                                                                                          
𝑋𝑝 − 𝜇𝑝 = 𝑙𝑝1𝐹1 + 𝑙𝑝2𝐹2 + ⋯+ 𝑙𝑝𝑚𝐹𝑚 + 𝜀𝑝                                                                           (3.3) 
Where the factor analysis model in matrix notation is given as (Washington et al. 2003). 
(𝑋 − 𝜇)𝑝×1 = 𝐿𝑝×𝑚 𝐹𝑚×1 + 𝜖𝑝×1                                                                                                (3.4) 
Where the 𝜇 are the means for X, the F are factors and the 𝑙 𝑖𝑗 are the factor loadings. The 𝜀𝑖 are 
associated solely with the Xi, and the p random errors and m factor loadings are latent 
(unobservable). With p equations and p+m unknowns, it is not possible to directly solve the 
unknowns without additional information. Restrictions are imposed to solve for the unknown 
factor loadings and errors. The type of restrictions defines the type of factor analysis model. Also, 
the type of factor rotation method determines the type of factor analysis model, oblique, or 
orthogonal.  
The orthogonal factor analysis model hypothesizes that the factors are orthogonal or uncorrelated. 
Varimax rotation maximizes the sum of the variances of the factor loadings and is a standard 
approach for conducting an orthogonal rotation. The hypothesis behind the oblique factor analysis 
model is that the factors are correlated with one another with no cause-and-effect relationship 
specified. This model relaxes the restriction of uncorrelated factor loadings, resulting in factors 
that are non-orthogonal and is normally done by Promax rotation (Norm O’Rourke and Hatcher 
2013, Washington et al. 2003). 
Interpretation of factor analysis is simple and straightforward. Variables that have high factor 
loadings are considered to be highly influential in describing the factor, whereas variables with 
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low factor loadings are considered as less influential in describing the factor. Factor loadings that 
are either close to 1 or close to 0 are desirable. A factor loading close to 1 indicates that Fj mainly 
influences a variable Xi. In contrast, a factor loading close to 0 indicates that a variable Xi is not 
influenced by Fj. A set of factor loadings that is as diverse as possible is desirable, and make the 
interpretation straightforward and simple. Investigation of the variables with high factor loadings  
on a particular factor is used to uncover commonality or structure among the variables. In the next 
step it is possible to determine the underlying constructs (dimension) that are common to variables 
that load highly on particular factors (Washington et al. 2003). 
 
3.4 Confirmatory Factor Analysis 
By using confirmatory factor analysis (CFA), the directional effects (relationship) between the 
proposed latent variables can be tested. Besides, CFA can be used to test the measurement model 
and see if the indicator variables effectively measure the underlying constructs of interest and that 
the measurement model demonstrates an acceptable fit to data (Norm O’Rourke and Hatcher 
2013). In contrast to factor analysis, confirmatory factor analysis (CFA) is used in situations where 
the analyst has some knowledge of the number and dimensionality of the variables that are being 
studied either based on empirical findings or theory. The factors are defined theoretically, and how 
specific indicators (measurement items) are loaded onto which factors is hypothesized before 
testing the model. In the application of CFA, researchers are interested mainly in investigating the 
extent to which a set of indicators (measurement items) in a particular instrument measures the 
factors (latent variables) they are designed to measure (Wang and Wang 2012). In short, CFA 
requires a detailed and identified initial model (Bollen 1989). 
Compared with factor analysis, the advantages of CFA include but are not limited to, the following: 
first, all factors in factor analysis are either uncorrelated (orthogonal) or correlated (oblique). In 
CFA, relationships among factors can be flexibly specified on a theoretical basis or based on 
empirical findings. Secondly, observed indicators/items in factor analysis are loaded onto all the 
factors; while observed indicators/items in CFA are only loaded onto factors that they are 
hypothesized to measure. However, an indicator may also be loaded onto one or more factors in a 
CFA based on a theoretical concern. As a result, a CFA model is not only theoretically more 
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meaningful, but also is more parsimonious because the factor loadings of indicators to the 
irrelevant factors are all fixed, a priori, at 0 in a CFA model, thus substantially reducing the number 
of parameters to estimate.  
Thirdly, measurement errors are not allowed to be correlated in factor analysis, yet this is not the 
case in CFA. However, appropriate specifications of error correlations in CFA can be used to test 
method effects. Fourthly, unlike the traditional factor analysis, CFA can be simultaneous ly 
conducted in multiple groups so that measurement invariance across groups can be tested. Finally, 
covariates can be readily included to predict the factors, thus expanding the CFA model to a SEM 
model (Tomas and Oliver 1999, Wang et al. 2001, Wang and Wang 2012). In CFA, the link 
between the observed indicators/items and the factors is represented by factor loadings that are the 
regression paths from the factors to the corresponding observed indicators. A slope coefficient of 
regressing an observed indicator on a factor is the factor loading of the indicator on that factor, 
and the associated residual term is the corresponding measurement error in the indicator (Wang 
and Wang 2012). 
In doing so, the measure of an observed indicator is separated into measurement error and the 
measure on the underlying factor. As a result of this, the estimated relationships among latent 
variables would be free of the effects of measurement errors when the relationships between the 
factor/latent variables is modelled. CFA is fundamental to SEM. One of the prevalent uses of SEM 
techniques is to study construct validity or to assess the factorial structure of scales in the 
measuring instrument under study using the CFA model (Wang and Wang 2012). The general 
model for confirmatory factor analysis is similar to the SEM model, which is presented in the next 
section. Figure 3.2 gives an example of a CFA model with two exogenous latent factors and six 
exogenous observed variables.  
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Figure 3.2 Example of CFA Model 
 
3.5 Structural Equation Modeling (SEM)  
As mentioned before, the main strength of SEM analysis is the possibility to verify the significance 
of hypothesized relationships between latent variables (unobserved) through measured variables 
(observed). SEM is able to efficiently identify the indirect, direct and total effects among variables 
by means of three components as can be seen in Figure 3.3: (a) a measurement model for the 
endogenous variables (Y measurement model), (b) a measurement model for the exogenous 
variable (X measurement model), and (c) a structural model (Lee et al. 2008). 
In the measurement model, linear (e.g., when observed variables are continuous) or nonlinear (e.g., 
when observed variables are categorical) equations describe the relations between the observed 
variables and their underlying latent variables (factors). In the structural equations part of the 
model, endogenous latent variables (𝜂) are regressed on the exogenous latent variables (𝜉) and/or 
some other endogenous latent variables. In addition, observed variables can also be included as 
either independent and/or dependent variables in a SEM model (Wang and Wang 2012). 
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The resulting SEM model represents the regression effects of exogenous (independent) variables 
on endogenous (dependent) variables, as well as the effects among the endogenous variables.  
Figure 3.3 shows an example of a full SEM with two measurement models (each one based on two 
measured variables and one latent) and one structural model (based on two latent constructs).  
Square, oval, and circle boxes represent measured variables, latent variables, and error terms 
associated with variables, respectively. Arrows depict functional relationships among them that 
need to be validated (Lee et al. 2008). 
 
 
Figure 3.3 Example of SEM Diagram 
 
In general, the basic SEM equation can be written as (Bollen 1989): 
𝜂 = 𝐵 ∙ 𝜂 +  ∙ 𝜉 +  𝜁                                                                                                                      (3.5)  
Where B is an m×m matrix and  is an m×n matrix that contains regression parameters (i.e., β’s 
and γ’s) for the endogenous and exogenous latent variables (i.e., magnitudes of expected changes 
after a unit increase in η and 𝜉, respectively). 𝜂 is an m×1 vector of endogenous latent variables, 𝜉 
is an n×1 vector of the exogenous latent variables, and 𝜁 = m × 1 is a vector of disturbances (error 
terms). 
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The measurement models can be represented with the following equations: 
𝑥 = Λ𝑥𝜉 + 𝛿                                                                                                                                  (3.6)        
𝑦 = Λy𝜂 + 𝜀                                                                                                                                   (3.7) 
Where x is a q×1 column vector of the observed exogenous variables, y is a p×1 column vector of 
the observed endogenous variables, δ is a q×1 column vector of the observed exogenous errors. ε 
is a p×1 column vector of the observed endogenous errors. 𝛬𝑥  is a q×n matrix of structural 
coefficient (λx) for the effects of the latent exogenous variables on the observed variables, and 𝛬𝑦 
is a p×m matrix of structural coefficient (λy) for the effects of the latent endogenous variables on 
the observed ones.  
The criterion selected for parameter estimation is known as the discrepancy function, where the 
difference between , the p×p population covariance matrix as estimated by the sample covariance 
matrix, and (), the p×p covariance matrix from the hypnotized model, are minimized. Maximum 
likelihood, asymptotically distribution-free, and weighted least square are standard estimation 
methods for many model-fitting programs. A more in depth explanation is provided in Appendix 
A. Conventional SEM employs simple linear regressions as a functional relationship among 
variables. When measured variables are non-continuous (e.g., nominal and ordinal scale variables), 
the measurement models are generalized linear models, allowing to model a much more extensive 
range of response (generalized SEM). 
 
3.6 SEM Results 
Usually, the results of a SEM analysis is reported in unstandardized coefficients by default.  For 
the unstandardized results, reference (measured) variables need to be selected for each latent 
dimension; their estimates are constrained to 1, and their effect on each measured variable is 
estimated (proportionally) against these reference variables. Unstandardized coefficients depend 
upon the units in which the variables are scaled. If two explanatory variables in an equation have 
the same units, then a comparison of their unstandardized coefficients provides an idea of their 
relative influence. However, explanatory variables often have different scales. Hence, it is difficult 
to compare the unstandardized coefficients among different pathways as units are various (e.g., 
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some of them are expressed as binary and other as ordinal variables) (Bollen 1989, Grace and 
Bollen 2005). 
To overcome this issue, analysts can adjust unstandardized coefficients to make them 
"dimensionless." That is, analysts modify the coefficients so that they are in similar units. The 
standardized coefficient shows the mean response in standard deviation units of the dependent 
variable for a one standard deviation change in an explanatory variable, holding constant the other 
variables in a model. Thus, researchers compare the shift in standard deviation units of the 
dependent variable that accompanies shifts of one standard deviation in the explanatory variables 
as a means to assess relative effects. Standardized estimates are usually employed for the 
comparison of parameter estimates of SEM models, which allows comparing different coefficients 
from different variables (Grace and Bollen 2005, Bollen 1989).  
 
3.7 Goodness-of-Fit Criteria 
Several criteria have been developed for evaluating the overall goodness-of-fit of SEM and 
measuring how well one model performs versus another model; most SEM scholars recommend 
evaluating the models by observing more than one of these indicators (Bentler and Wu 2005, Hoe 
2008). 
Chi-square (𝜒2) is the most common method for assessing goodness-of-fit. The objective is to get 
a non-significant model chi-square since this indicator measures the difference between the 
observed variance-covariance matrix and the one reproduced by the model. The level of statistical 
significance shows the probability that the differences between the two matrixes are due to 
sampling variation (Golob 2003). As a rule of thumb, an indication of good fit is that the chi-square 
should be less than two times its degrees of freedom (Ullman 2013). Chi-square is formulated as:  
𝜒2 = (𝑁 − 1)𝐹𝑀𝐿                                                                                                                        (3.8) 
where FML is the value of the statistical criterion (fit function) minimized in ML estimation and N 
is the sample size. However, there might be issues associated with the use of fitting-function chi-
square, which are mostly due to the influences of sample size and deviations from multi-normality. 
For large samples, it may be challenging to find a model that cannot be rejected, especially if the 
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observations are more significant than 200 (Golob 2003, Hoe 2008). Other goodness-of-fit 
measures commonly used to measure SEM fit include RMSEA, SRMR, AGFI, CFI, and TLI.  
The root mean square error of approximation (RMSEA) is a class of fit measures that is based on 
the population discrepancy. This measure relies on the notion of a population discrepancy function 
(as opposed to the sample discrepancy function) to estimate goodness-of-fit measures (Washington 
et al. 2003). The RMSEA value ranges from 0 to 1, and it is generally accepted that for a good 
model the value of RMSEA should be less than 0.08 (Browne and Cudeck 1992). RMSEA is 
formulated as: 
𝑅𝑀𝑆𝐸𝐴 =  √
𝜒2−𝑑𝑓
𝑑𝑓(𝑁−1)
                                                                                                                   (3.9) 
where N is the sample size and df is the degrees of freedom of the model. 
The standardized RMR (SRMR) is an absolute measure of fit and is described as the standardized 
difference between the predicted correlation and observed correlation. Since the SRMR is an 
absolute measure of fit, it can range from 0 to 1, and a value of 0 indicates perfect fit.  The SRMR 
has no penalty for the complexity of the model. Values less than .08 are generally considered as 
good fit (Hu and Bentler 1999). SRMR is formulated as: 
𝑆𝑅𝑀𝑅 =  √
2∑ ∑ [(𝑠𝑖𝑗−𝜎𝑖𝑗)/(𝑠𝑖𝑖𝑠𝑗𝑗)]
2𝑖
𝑗=1
𝑘
𝑖=1
𝑘(𝑘+1)
                                                                                    (3.10) 
Where k is the number of the observed variables; 𝑠𝑖𝑗 and 𝜎𝑖𝑗 are the sample and the model-
estimated covariances between the i-th and j-th variables; 𝑠𝑖𝑖 and 𝑠𝑗𝑗 are the observed standard 
deviations.  
The Comparative Fit Index (CFI) was developed by Bentler in 1990 as a non-centrality parameter-
based index to address the limitation of sample size effects. Comparative Fit Index (CFI) ranges 
from 0 to 1, with values closer to 1 indicating an acceptable fit (Hoe 2008). CFI is formulated as: 
𝐶𝐹𝐼 = 1 −
𝜒2−𝑑𝑓
𝜒𝐵
2−𝑑𝑓𝐵
                                                                                                                      (3.11) 
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the numerator and the denominator of the expression in the right side of Eq. (3.11) show the chi-
square non-centrality parameter for the researcher’s model and the baseline model, respectively 
(Kline 2005). 
The other fit indices are the goodness-of-fit index (GFI), adjusted GFI (AGFI), and the Tucker 
Lewis Index (TLI). Similar to CFI, values of GFI, AGFI, and TLI range from 0 to 1, where values 
closer to 1 indicate an acceptable fit (Schreiber et al. 2006). GFI is an absolute fit index that 
estimates the proportion of covariances in the sample data matrix explained by the model. The GFI 
is formulated as: 
𝐺𝐹𝐼 = 1 −
𝐶𝑟𝑒𝑠
𝐶𝑡𝑜𝑡
                                                                                                                           (3.12) 
where 𝐶𝑟𝑒𝑠 and 𝐶𝑡𝑜𝑡 are the residual and total variability in the sample covariance matrix, 
respectively (Kline 2005).  
The AGFI is the goodness-of-fit index adjusted for degrees of freedom (Joreskog and Sorbom 
1982), and its formulated as: 
𝐴𝐺𝐹𝐼 = 1 −
𝑘(𝑘+1)
2𝑑𝑓
(1 − 𝐺𝐹𝐼)                                                                                                   (3.13) 
where k is the number of observed variables and df is the degrees of freedom of the model. 
The Tucker-Lewis index (also called the non-normed fit index or NNFI), is another fit index which 
has a penalty for adding parameters. The TLI is computed as follows: 
𝑇𝐿𝐼 =
𝜒𝐵
2
𝑑𝑓𝐵
−
𝜒2
𝑑𝑓
(
𝜒𝐵
2
𝑑𝑓𝐵
)−1
                                                                                                                              (3.14) 
Where 𝜒𝐵
2 and 𝑑𝑓𝐵 are chi-square and degrees of freedom for the baseline model, respectively; and 
df is the degrees of freedom of the model (Bollen 1989). 
The performance of models with a substantially different number of parameters can be compared 
using criteria based on Bayesian theory. The Akaike Information Criterion compares ML 
estimation goodness-of-fit and the dimensionality (parsimony) of each model. These criteria can 
be used to compare two alternative models of similar dimensionality. The model that produces the 
smallest value of each criterion is considered best; higher values correspond to more considerable  
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lack of fit. In the AIC, a penalty is put on models with more significant numbers of parameters, 
similar to the adjusted R-squared measure in regression (Washington et al. 2003, Golob 2003). 
AIC is defined as:  
𝐴𝐼𝐶 = 2𝑘 − 2 𝑙𝑛(𝐿)                                                                                                                      (3.15) 
where k  is the number of parameters in the model and L is the maximum likelihood value for the 
estimated model. 
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CHAPTER 4  
RLR CRASH SEVERITY MODEL  
 
In this chapter, SEM was employed to investigate the severity of RLR-related crashes as 
introduced in the previous sections. First, a model hypothesis was established. After that, the data 
set used for the analysis was reviewed and converted to an acceptable format for SEM software. 
Finally, a SEM model was developed, and in the final step, a path analysis was performed and 
compared to the SEM analysis results. 
 
4.1 Model Hypothesis 
In SEM, it is essential to accurately select unobserved variables as their presence may affect the 
overall significance of the model. Because motor vehicle crashes are multi-causal phenomena, a 
broad set of factors in a crash severity model can be incorporated such as using variables from a 
transportation engineering and a crash dynamic viewpoint (Sobhani et al. 2011). Transportation 
measurements are usually available from police crash reports, but the same is not valid for those 
variables related to the dynamic of a crash event (e.g., kinetic energy transferred from one vehicle 
to another during a crash). In this part of the study for RLR-related crashes, three latent variables 
were proposed: the level of crash severity and two casual factors affecting crash severity, i.e., pre-
crash travel speed (TS) of the bullet vehicle, and the kinetic energy (KEs) transferred from the 
bullet vehicle to the subject vehicle(s) during the crash event.  
These latent variables were hypothesized according to the studies in the literature. The travel speed 
of the vehicle is one of the major influencing factors of crash severity, and it has been investigated 
in many studies. (Wang and Qin 2014). Moreover the transferred kinetic energy has been 
investigated previously in researches and found to be a significant factor in severe crashes. 
Vehicles acquire kinetic energy only when in motion, and kinetic energy increases in a second-
power relationship with increasing speed, but only linearly with increasing vehicle mass (Corben 
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et al. 2004, Sobhani et al. 2011). By using SEM, it is possible to test this hypothesis and find out 
which variables affect the crash severity through TS and KEs. 
Both pre-crash travel speed (TS) of the bullet vehicle and the kinetic energy (KEs) transferred from 
the bullet vehicle to the subject vehicle(s), contribute indirectly to property damage and injuries 
sustained by crash victims (crash injury severity). On the contrary, speed and kinetic energy 
contribute directly to crash severity, which represents the energy resulting from a crash and is 
distinct from crash injury severity.  
TS of the bullet vehicle is a factor that can significantly affect the severity of crashes, but it is 
usually not reported in crash records (Sobhani et al. 2011). Nevertheless, speed can be affected by 
different measured variables related to infrastructure, driver, traffic, and environmental 
characteristics. 
The kinetic energy transferred from the bullet vehicle to the subject vehicle(s) (KEs) can be 
estimated using the following equation (Sobhani et al. 2011): 
KEs=
1
2
×ms×∆Vs
2
                                                                                                                            (4.1) 
Where ms is the mass of the subject vehicle, and ΔVs is the speed change of the subject vehicle 
before the crash and after the crash, which is a function of crash characteristics. Similarly, to travel 
speed, KEs is not reported in crash records. However, other measured variables usually present in 
police crash reports can be indirectly related to it. Previous studies suggested how vehicle/crash 
type, and the number of vehicles involved in a crash, should be accounted for in modeling crash 
severity outcomes. These variables are, in fact, relevant to the kinetic energy aspects of a motor 
vehicle crash. 
Jiang et al. (2015) showed that there might be significant differences between 2- and 3-vehicle 
crash severities in terms of the contributing factors, the magnitude of impact, and the direction of 
effects. Moreover, according to Sobhani et al. (2011), the angle of the crash can substantially affect 
the transferred kinetic energy. These variables alongside other variables such as vehicle type, 
production year, and vehicle maneuver were employed as proxies for ms and ΔVs and afterward 
linked to kinetic energy (KEs) transferred from the bullet vehicle to the subject vehicle. 
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4.2 Data Collection 
The data for this part of the study was obtained from the Crash Analysis Reporting (CAR) system 
of the State of Florida (US). A sample of 2,000 crash records from 2011 to 2014 was initially used 
in the analysis. The data consisted of 500 crashes, randomly selected from each year, with 
“disregarded traffic signal” as their “first contributing cause.” Initially, all 54 variables obtained 
from the Florida Police crash report form were considered. The majority of these variables were 
derived from multiple choice questions, but a few variables were also obtained from short answers 
entered manually in the report form. Different coding errors were identified during the data review 
process, possibly due to different enforcement personnel filling out forms.  
Variables like crash time which require manual entry were cross-checked with variables from 
multiple choices like natural lighting conditions. Road surface conditions (dry/wet) were cross-
checked with weather conditions. Besides, some observations with unknown entries (coded as 999) 
were removed from the analysis. Finally, 1,601 crash records were considered in the analysis after 
removing single-vehicle, pedestrian-vehicle, and bicycle-vehicle crashes (only multiple-vehicle 
crashes were included to investigate the model hypothesis).  
All measured variables able to describe latent dimensions and support the model hypothesis were 
included in SEM analysis; these variables could be related to human, environmental, vehicle, and 
crash characteristics. Variables were also converted to binary and ordinal parameters. At first, 
some variables were eliminated due to collinearity issues. Afterward, a preliminary path analysis 
was performed to check which variables significantly affected the crash severity variables. 
Insignificant variables were removed with backward elimination. Finally, 17 parameters were 
retained in the final model. Table 4.1 shows the description of the variables used in this study. 
 
Table 4.1 Description, Frequency, and Percentage of Selected Variables for RLR-Related Crashes 
Variable  Description  Frequency Percentage 
Alcohol 
involvement 
Alcohol impairment of bullet 
vehicle driver 
  
1 No alcohol involved 1540 96.19 
2 Alcohol involved 61 3.81 
Vertical alignment  
   
1 Level 1541 96.25 
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2 Grade 60 3.75 
Gender Gender of the bullet vehicle 
driver 
  
1 Male 814 50.84 
2 Female 787 49.16 
 
Weekday/weekend 
traffic condition 
   
1 Weekdays 1117 69.77 
2 Weekend 484 30.23 
Lighting condition 
   
1 Light (Day/Illuminated) 1553 97 
2 Dark 48 3 
Skid resistance Skid test number (higher is 
better) 
  
0 0 660 41.22 
1 1 - 35  285 17.8 
2 35 - 40  314 19.61 
3 40 < 342 21.36 
Peak /off-peak 
hour 
   
1 Rest of the day 1192 74.45 
2 8 AM - 9.30 AM and 4 PM - 
7 PM  
409 25.55 
Road surface 
condition 
   
1 Dry 1431 89.38 
2 Wet, Icy, Slippery 170 10.62 
Age Age of the bullet vehicle 
driver 
  
1 <25 441 27.55 
2 25 - 35 323 20.17 
3 35 - 45 250 15.62 
4 45 - 55 223 13.93 
5 55< 364 22.74 
Number of 
vehicles involved 
   
2 2 1391 86.88 
3 3 180 11.24 
4 4 27 1.69 
5 5 3 0.19 
Subject vehicle 
type 
   
1 Automobile 1047 65.4 
2 Van, Light truck 543 33.92 
3 Medium, Heavy truck 11 0.69 
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Vehicle maneuver  Pre-crash controlled 
maneuver  of the bullet 
vehicle  
  
1 Straight movement 1440 89.94 
2 Turning, Backing, Lane 
change, U-turn, Passing 
161 10.06 
Point of impact  
   
1 Front of the vehicle 792 49.47 
2 Other parts  809 50.53 
Vehicle year 
   
1 <2000  343 21.42 
2  2000 – 2005 606 37.85 
3 2005 – 2010  459 28.67 
4 2010 < 193 12.05 
Injury severity 
   
1 None 561 35.04 
2 Possible 480 29.98 
3 Non-incapacitating 416 25.98 
4 Incapacitating 130 8.12 
5 Fatal 14 0.87 
Total vehicle 
damage 
   
1 <5000  439 27.42 
2  5000 - 10000 500 31.23 
3  10000 - 15000 343 21.42 
4 15000 - 23000 233 14.55 
5 23000< 86 5.37 
Number of 
injured people 
   
0 0 564 35.23 
1 1 491 30.67 
2 2 337 21.05 
3 3 111 6.93 
4 above 3 98 6.12 
 
4.3 Model Development 
The model was developed in SAS software version 3.71, University Edition (SAS Institute Inc 
2017), which allows implementing SEM with the CALIS procedure. The weight-least squares 
(WLS) method with a default weight matrix was used, which yields asymptotically normal 
estimates regardless of the probability distribution of the population. WLS was used in order to 
account for possible violation of the multivariate normality assumption (Bollen 1989). Moreover, 
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the WLS method can analyze both binary and ordinal variables (regardless of having continuous 
variables) which is suitable for the variables considered in this investigation. It is worth to mention 
that in this part of the thesis (RLR crash severity model), the regression analyses are performed 
using linear links, and in the next chapter the analyses are performed using probit links. 
Furthermore, SAS provides a summary of the goodness-of-fit measures. The root mean square 
error of approximation (RMSEA) is typically used to test the model’s goodness-of-fit. For 
RMSEA, a value of less than 0.08 indicates good fit (Lee, 1993). Other criteria used are the 
standardized root mean square residual (SRMR), which is less than 0.08 for a well-fitted model, 
and Bentler Comparative Fit Index (CFI) and Adjusted GFI (AGFI), where values lie between 0 
and 1 with values closer to 1 to indicate a better model fit (Schreiber et al. 2006, Hu and Bentler 
1999, Browne and Cudeck 1992). It is worth to mention that the Chi-square was not used in this 
study due to the influences of large sample size and deviations from multi-normality (Golob 2003). 
 
4.4 SEM Analysis 
A full SEM was developed (Figure 4.1) using unobserved variables introduced in Section 4.2 and 
observed variables collected in Table 4.1. Measured variables were represented with rectangles 
and latent variables with circles. “Speed” was set as a latent exogenous variable to represent TS of 
the bullet vehicle. “Kinetic energy” and “crash severity” were treated as latent endogenous 
variables that represent KEs transferred to the subject vehicle(s) and the crash severity index, 
respectively. As Figure 4.1 shows, TS can, directly and indirectly, influence crash severity through 
KEs transferred from the bullet vehicle to the subject vehicle during a collision. Hence, the model 
suggests that higher TS and KEs could directly influence the overall severity of a crash, which can 
be observed and measured as an increased probability of crash injury severity, vehicle damage and 
the number of injured people. 
TS was linked to measured variables representing infrastructure characteristics such as pavement 
skid resistance, vertical alignment, and road surface condition, which can reduce or increase 
speeds; driver’s characteristics such as gender, age and alcohol-impaired driving conditions which 
may directly affect the driver’s choice of speed; and other environmental and traffic characteristics 
such as lighting condition, peak/off-peak hour and weekday/weekend traffic conditions which are 
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well-known factors affecting speeds (HCM 2010). These variables were chosen according to other 
studies in the literature and have been proven to influence the crash outcome (Lee et al. 2008, Kim 
et al. 2011). 
Regarding kinetic energy, subject and bullet vehicles characteristics (e.g., vehicle type and 
production year) and crash characteristics (e.g., point of the impact, vehicle maneuver and the total 
number of vehicles involved) were employed as proxies for ms and ΔVs and afterward linked to 
KEs (see Equation 4.1). Variables such as vehicle age, point of the impact, vehicle maneuver, and 
the total number of vehicles involved can directly affect the transferred kinetic energy and 
indirectly influence the severity of the crash. These variables were chosen according to studies in 
the literature and have been proven to influence KEs (Sobhani et al. 2011). Moreover, measured 
variables that were linked to TS can indirectly affect both KEs and crash severity latent variables. 
Similarly, measured variables linked to KEs can indirectly influence the crash severity latent 
variable. 
 
Figure 4.1 Proposed SEM with Three Latent Variables for RLR-Related Crashes 
*speed= pre-crash TS of the bullet vehicle 
*kinetic energy = KEs transferred from the bullet vehicle to the subject vehicle(s) during the crash event 
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4.5 Estimate Results 
The results of SEM analysis (unstandardized and standardized estimates) are reported in Table 4.2. 
For the unstandardized results, reference (measured) variables need to be selected for each latent 
dimension; their estimates are constrained to 1, and their effect on each measured variable is 
estimated (proportionally) against these reference variables. It is worth to mention that the 
unstandardized estimates are expressed in original units of their explanatory and dependent 
variables. Hence, it is difficult to compare the unstandardized coefficients among different 
pathways as units are various (e.g., some of them are expressed as binary and other as ordinal 
variables). 
Standardized estimates are based on standard deviation units of the variables and are usually 
employed for comparison of parameter estimates of SEM models, which allows comparing 
different coefficients from different variables (Grace and Bollen 2005). SAS provides 
unstandardized and standardized outcomes for SEM models. Table 4.2 reports the standardized 
results as well. It is worth to note that the majority of variables apart from gender, road surface 
condition, and vehicle type, are significant.  
 
Table 4.2 SEM Estimates for RLR-Related Crashes 
Path 
Unstandardized Estimates Standardized Estimates 
Estimate 
Standard 
Error 
p-value Estimate 
Standard 
Error 
p-value 
Crash Severity <== 
Speed 1.114 0.556 0.045 0.258 0.090 0.004* 
Kinetic 
energy 
2.683 0.866 0.002 0.361 0.086 <.0001* 
Kinetic energy <== Speed 0.200 0.120 0.095 0.344 0.146 0.018* 
Skid resistance 
<== Speed 
1.000 - - 0.155 0.052 0.003* 
Alcohol involvement 0.173 0.082 0.035 0.209 0.064 0.001* 
Vertical alignment 0.114 0.066 0.083 0.119 0.050 0.017* 
Gender 0.181 0.151 0.233 0.066 0.050 0.185 
Weekday/weekend 
traffic conditions 
0.340 0.172 0.048 0.137 0.051 0.008* 
Lighting condition 0.115 0.060 0.055 0.161 0.056 0.004* 
Peak /off-peak hour -0.473 0.202 0.019 -0.201 0.050 <.0001* 
Road surface 
condition 
-0.114 0.094 0.227 -0.071 0.052 0.173 
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Age -0.704 0.465 0.130 -0.084 0.046 0.064** 
Number of vehicles 
involved 
<== 
Kinetic 
energy 
1.000 - - 0.342 0.061 <.0001* 
Subject Vehicle type -0.169 0.195 0.386 -0.037 0.043 0.387 
Point of impact -1.509 0.390 0.000 -0.321 0.052 <.0001* 
Vehicle maneuver -0.416 0.146 0.004 -0.156 0.045 0.001* 
Vehicle year -1.201 0.463 0.010 -0.137 0.044 0.002* 
Injury severity 
<== 
Crash 
Severity 
1 - - 0.812 0.021 <.0001* 
Total vehicle damage 0.640 0.039 <.0001 0.440 0.023 <.0001* 
Number of injured 
people 
1.201 0.065 <.0001 0.842 0.023 <.0001* 
*   Estimate significant at the 95% confidence level 
** Estimate significant at the 90% confidence level 
 
Finally, Table 4.3 shows that the developed SEM model for analyzing the severity of RLR-related 
crashes fitted the data well for all criteria. In particular, RMSEA lower than 0.08 is usually 
employed to test the overall goodness-of-fit and, in this case, the criterion was satisfied being 
RMSEA equal to 0.03.  
 
Table 4.3 SEM Goodness-of-Fit Statistics for RLR-Related Crashes 
Fit Summary Value  
Standardized RMR (SRMR) 0.07 
RMSEA  0.03 
Adjusted GFI (AGFI) 1.00 
Bentler Comparative Fit Index (CFI) 0.86 
 
Overall, the standardized results in Table 4.2 demonstrated that both pre-crash TS of the bullet 
vehicle and transferred KEs to the subject vehicle(s) positively influence the overall crash severity, 
being their estimates equal to 0.258 and 0.361, respectively. These loading factors (i.e., parameter 
estimates) among latent variables were found statistically significant, which strongly supported 
the model hypothesis. Moreover, the results showed that TS increase could positively affect 
transferred KEs to the subject vehicle (parameter estimate equal to 0.344), which would indirectly 
increase crash severity.  
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The indirect effect of pre-crash TS of the bullet vehicle on crash severity can be estimated by 
multiplying factor loadings of TS/KEs direct relationship and KEs/crash severity relationship, as: 
TS indirect effect = 0.344 × 0.361 = 0.124                                                                                (4.2) 
The total effect of TS on crash severity can be calculated by summing up direct and indirect effects 
of TS, as: 
TS total effect = 0.124 + 0.258 = 0.382                                                                                     (4.3) 
Therefore, while the direct effect of the transferred KEs to the subject vehicle (0.361) is higher 
than the pre-crash TS of the bullet vehicle (0.258), by calculating the total effects it can be 
concluded that the pre-crash TS of the bullet vehicle can have more influence on crash severity 
(0.382), which was confirmed by Equation 4.3. 
Regarding the variables that measure TS of the bullet vehicle, both peak-hour traffic conditions 
and older drivers showed a decrease in crash severity through reduced speeds being their factor 
estimates equal to -0.201 and -0.084, respectively. High pavement skid resistance, weekend traffic 
conditions, alcohol-impaired driving conditions, night conditions, downhill grade were found to 
increase TS, and subsequently cause an increase in crash severity. Alcohol-impaired driving 
conditions showed the most significant influence on severity being the estimate equal to 0.209; on 
the contrary, the age of the driver showed the least influence with an estimate of -0.084. Gender 
and road surface condition estimates were found not statistically significant in the SEM model.  
Regarding transferred KEs as a latent variable, the number of vehicles involved in RLR-related 
crashes showed a positive coefficient which is in agreement with Eq. (4.1) where ms grows with 
the number of vehicles involved in a crash. The remaining variables (point of impact, vehicle 
maneuver, and vehicle year) showed negative standardized coefficients. Among all these variables, 
the number of involved vehicles showed the most considerable influence being the estimate equal 
to 0.342; on the contrary, vehicle year showed the least influence with a value equal to -0.137. 
Subject vehicle type estimate was found not statistically significant.  
Finally, all variables representing crash severity, i.e., injury severity, vehicle damage, and the 
number of injured people showed positive relation with crash severity having values of 0.8125, 
0.440, and 0.842, respectively. This implies that a higher crash severity index produces an increase 
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in crash injury severity, property damage, and the number of injured people, as expected. Further 
discussion on the results is reported in Chapter 6. 
 
4.6 Comparison with Path Analysis 
To compare SEM results with traditional crash severity modeling, a path analysis was performed, 
where only observed variables in Table 4.1 were included. Path analysis is the application of SEM 
without latent variables. One of the advantages of path analysis is the inclusion of relationships 
among variables that serve as predictors in one single model to test the proposed theory (Cheung 
2015). For path analysis, it was assumed that the parameters related to crash severity (yi) (i.e., 
injury severity, number of injured people and total vehicle damage) were directly affected by 
measured variables related to infrastructure, driver, vehicle, traffic, environmental and crash 
characteristics (vector X) (Figure 4.2).  
 
 
Figure 4.2 Path Analysis Model for RLR-Related Crashes 
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Table 4.4 shows the results for path analysis and the comparison with SEM in terms of 
significance, and the sign of the coefficients. Magnitudes in path analysis are expressed in original 
units of variables, so they are not directly comparable with SEM standardized estimates (and 
among different 𝑦𝑖). The acceptable confidence level was set at 95%.  
 
Table 4.4 Comparison Between Path Analysis and SEM Results for RLR-Related Crashes 
(Unstandardized Coefficients) 
Vector X Path yi 
Estimate 
(vector ) 
Standard 
Error 
p-value 
Path 
sign 
SEM 
sign 
Alcohol 
involvement 
===> 
Injury severity 0.476 0.151 0.002 +* 
+* Total vehicle damage 0.195 0.144 0.177 + 
Number of injured 
people 
0.296 0.153 0.053 +** 
Vertical alignment ===> 
Injury severity 0.355 0.130 0.006 +* 
+* 
Total vehicle damage 0.277 0.147 0.060 +** 
Number of injured 
people 
0.484 0.151 0.001 +* 
Gender ===> 
Injury severity -0.023 0.049 0.645 - 
+ 
Total vehicle damage -0.040 0.057 0.481 - 
Number of injured 
people 
-0.022 0.056 0.690 - 
Weekday/weeken
d traffic condition 
===> 
Injury severity 0.144 0.056 0.010 +* 
+* Total vehicle damage 0.154 0.064 0.016 +* 
Number of injured 
people 
0.119 0.063 0.060 +** 
Lighting condition ===> 
Injury severity 0.103 0.165 0.532 + 
+* Total vehicle damage 0.208 0.186 0.263 + 
Number of injured 
people 
0.212 0.201 0.291 + 
Skid resistance ===> 
Injury severity 0.039 0.021 0.063 +** 
+* Total vehicle damage 0.029 0.024 0.223 + 
Number of injured 
people 
0.044 0.024 0.068 +** 
Peak /off-peak 
hour 
===> 
Injury severity -0.098 0.057 0.086 -** 
-* Total vehicle damage -0.220 0.066 0.001 -* 
Number of injured 
people 
-0.170 0.066 0.010 -* 
Road surface 
condition 
===> 
Injury severity -0.177 0.077 0.023 -* 
- Total vehicle damage -0.137 0.095 0.148 - 
Number of injured 
people 
-0.254 0.087 0.004 -* 
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Age ===> 
Injury severity 0.027 0.016 0.090 -** 
-* Total vehicle damage -0.023 0.019 0.242 - 
Number of injured 
people 
0.023 0.019 0.213 + 
Number of 
vehicles involved 
===> 
Injury severity 0.461 0.062 <.0001 +* 
+* Total vehicle damage 0.978 0.073 <.0001 +* 
Number of injured 
people 
0.716 0.080 <.0001 +* 
Subject Vehicle 
type 
===> 
Injury severity 0.053 0.050 0.295 + 
- Total vehicle damage 0.011 0.060 0.851 + 
Number of injured 
people 
0.084 0.058 0.149 + 
Vehicle maneuver ===> 
Injury severity -0.172 0.090 0.057 -** 
-* Total vehicle damage -0.196 0.105 0.062 -** 
Number of injured 
people 
-0.237 0.109 0.029 -* 
Point of impact ===> 
Injury severity -0.180 0.050 0.000 -* 
-* Total vehicle damage -0.273 0.058 <.0001 -* 
Number of injured 
people 
-0.150 0.057 0.009 -* 
Vehicle year ===> 
Injury severity -0.068 0.026 0.010 -* 
-* Total vehicle damage -0.031 0.030 0.302 - 
Number of injured 
people 
-0.073 0.030 0.016 -* 
*   Estimate significant at the 95% confidence level 
** Estimate significant at the 90% confidence level 
 
For comparison, it is possible to compare the significance, magnitude, and sign of the estimates.  
Table 4.5 shows the goodness-of-fit of the path analysis model. Even though the overall goodness-
of-fit was found to be acceptable, out of 42 path analysis estimates only 18 showed statistical 
significance at 95% confidence level. For the remaining 24 path estimates, 9 were significant at 
90% confidence level and 15 were found not to influence crash severity variables significant ly. 
This might be due to the fact that a simple path analysis can account for direct relationships only 
and is unable to properly take into account the indirect effect of some variables on crash severity 
through latent and unobserved variables. Regarding the sign of the significant coefficients, both 
models were found to be in good agreement for variables such as alcohol involvement, vertical 
alignment, weekday/weekend traffic condition, peak /off-peak hour, vehicle maneuver, point of 
impact, and vehicle year. Further discussion on the results is reported in Chapter 6. 
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Table 4.5 Goodness-of-Fit Statistics for RLR Path Analysis 
Fit Summary Value  
Standardized RMR (SRMR) 0.03 
RMSEA  0.24 
Adjusted GFI (AGFI) 0.99 
Bentler Comparative Fit Index (CFI) 0.84 
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CHAPTER 5  
WVC SEVERITY MODEL  
 
In this chapter, SEM was employed to investigate the severity of WVCs as introduced in the 
previous sections. First, a model hypothesis was established and the data set used for the analysis 
was reviewed and converted to an acceptable format for SEM software. Afterwards, a factor 
analysis and a confirmatory factor analysis (CFA) were performed to test the model hypothesis 
and the directional effects (relationship) between the proposed latent variables, respectively. 
Finally, SEM model results were analyzed and a path analysis using probit links was performed 
and compared to SEM model. 
 
5.1 Model Hypothesis 
In order to better investigate the model hypothesis, three separate stages were carried out for 
WVCs. First, factor analysis is conducted to classify observed variables into different groups. 
Factor analysis is used to identify the number and nature of the underlying factors that are 
responsible for covariation in the data. These factors can be latent variables in the SEM model 
(Norm O’Rourke et al. 2013). Similar to other statistical models, there should be a theoretical 
rationale for conducting factor analysis (Pedhazur et al. 1991) and the analyst should suspect that 
some variables could measure a latent construct. It is not possible to feed all the variables into a 
factor analysis and hope to uncover real dimensions in the data (Washington et al. 2003). 
According to the literature, the two major contributing factors in more severe WVCs are speeding 
and reduced visibility (Haikonen and Summala 2001, Rowden et al. 2008, Gkritza et al. 2010a, 
Sullivan 2011, Vanlaar et al. 2012). Thus, in this study, three latent dimensions are hypothesized, 
namely crash severity (CS), driver’s speeding attitude (SA) and driver’s visibility impairment (VI). 
These latent variables reflect on underlying factors that are responsible for covariation in the data 
and are tested using factor analysis. 
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Second, the directional effects (relationship) between the proposed latent variables will be tested 
with confirmatory factor analysis (CFA). Besides, CFA can be used to test the measurement model 
and see if the indicator variables effectively measure the underlying constructs of interest and that 
the measurement model demonstrates an acceptable fit to data. In the next step, a complete SEM 
model with directional relationships between latent constructs is developed, and the goodness-of-
fit of the model is tested. Lastly, a path analysis using probit links is performed to compare 
traditional severity models to the SEM results.  
 
5.2 Data Collection 
The study employed more than 40,000 WVCs from 2012 to 2018, available in the Traffic Accident 
Information System (TAIS) of the Saskatchewan Government Insurance (SGI). Each motor 
vehicle collision was recorded in TAIS with different information related to crash, environment, 
road, vehicle, and driver characteristics. Only single-vehicle crashes away from major urban 
centers in Saskatchewan and with “animal action” coded as “first major contributing factor” were 
considered in the analysis. It is worth to note that, apart from few exceptions, the animal type 
involved in the crash was not reported in TAIS dataset. However, the majority of WVCs in 
Saskatchewan were observed to be with ungulates (mainly deer and moose) (Saskatchewan 
Government Insurance (SGI) 2018). 
Different coding errors were identified during the data review process, possibly due to different 
enforcement personnel filling out forms. Variables like “crash injury severity” were cross-checked 
with “number of injured people,” “road surface conditions” (dry/wet) with “weather conditions ,”  
“accident time” with “lighting condition” and inconsistent data were removed. Also, observations 
with unknown entries (e.g., coded as 999) and missing data were removed from the analysis.  
Finally, 10,271 crash records were considered. All categorical and nominal variables were 
converted into binary and ordinal parameters (where appropriate). For example, lighting conditions 
were converted into binary format showing dark periods of the day (corrected for sessional 
changes) and the rest of the day. “weather conditions” coded as clear, rain, snow, fog and others 
were converted into clear=0 and inclement weather=1. Hour of the crash event (peak/off-peak) 
and day (weekday/weekend) was included in the analysis to account for varying traffic conditions. 
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For rural roads, 12 PM to 6 PM is usually an appropriate timeframe with hourly volume above 6% 
of daily traffic (peak). Moreover, it has been shown that traffic condition varies between weekdays 
and weekends (Zhong et al. 2005, Cardelino 1998). Table 5.1 illustrates the sixteen measured 
variables representing the characteristics of crash, road, environment, and driver used in the 
analysis. 
 
Table 5.1 Description, Frequency, and Percentage of Selected Variables for WVCs 
Variable  Description Frequency Percentage 
Road Type 
   
0 Undivided 8070 78.57 
1 Divided 2201 21.43 
Accident Site 
   
0 Intersection 647 6.3 
1 Non-intersection 9624 93.7 
Hourly Traffic 
Conditions 
Peak /off-peak hour traffic 
volumes 
  
0 Rest of the day 9124 88.83 
1 12 PM - 6 PM 1147 11.17 
Daily Traffic 
Conditions 
Weekend/Weekdays traffic 
volumes 
 
 
0 Weekend 2877 28.01 
1 Weekdays 7394 71.99 
Road Surface 
Conditions 
   
0 Dry 8255 80.37 
1 Wet, icy, muddy, slippery 2016 19.63 
Road Pavement 
Conditions 
   
0 Normal 10010 97.46 
1 Potholes, bumps, others 261 2.54 
Age Driver’s age 
  
1 <20 841 8.19 
2 20 - 30 2301 22.4 
3 30 - 55 4959 48.28 
4 55< 2170 21.13 
Vehicle Type 
   
0 Automobile/Motorcycle 3546 34.52 
1 Other 6725 65.48 
Horizontal 
Alignment 
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0 Straight 9911 96.49 
1 Horizontal curve 360 3.51 
Vertical Alignment 
   
0 Level 9819 95.6 
1 Steep incline/decline  452 4.4 
Lighting Condition 
   
0 Daylight 4739 46.14 
1 Night time 5532 53.86 
Weather Condition 
   
0 Clear 8885 86.51 
1 Rain, Snow, Fog 1386 13.49 
Vehicle Damage 
   
1 Light or no damage  4136 40.27 
2 Moderate damage  5767 56.15 
3 Demolished-Write off 368 3.58 
Accident Injury 
Severity 
   
1 No injury (Property damage only) 9412 91.64 
2 Injury 852 8.3 
3 Fatal 7 0.07 
Accident Cost 
   
1 <$10,000 8715 84.85 
2 $10,000 – 20,000 1319 12.84 
3 $20,000 – 30,000 168 1.64 
4 $30,000< 69 0.67 
Number of Injured 
People 
   
0 0 9412 91.64 
1 1 692 6.74 
2 2 141 1.37 
3 3 26 0.25 
 
5.3 Model Development 
The analysis was performed with MPlus 8.3 (Muthén and Muthén 2017). Variables are treated as 
binary or ordered categorical (ordinal) variables in the model, and probit links are used for the 
estimations. Model fitting was by robust weighted least squares estimator using a diagonal weight 
matrix (WLSMV) that is the default estimator for ordered categorical observed dependent 
variables. For CFA and SEM, MPlus provides a summary of the goodness-of-fit measures. The 
root mean square error of approximation (RMSEA) is usually employed to test model fitting. A 
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value less than 0.08 for RMSEA indicates good fit (Browne, M. W., and Cudeck 1993). Other 
criteria used in Mplus are the Bentler comparative fit index (CFI) and Tucker-Lewis index (TLI): 
values can lie between 0 and 1, and values closer to 1 indicate a better fit. It is worth to mention 
that the Chi-square was not used in this study due to the influences of large sample size and 
deviations from multi-normality (Golob 2003). 
 
5.4 Factor Analysis 
The factor analysis performed on 16 observed variables to classify observed variables into different 
latent constructs. Table 5.2 reports the varimax (orthogonal) factor analysis for observed variables. 
The primary outcome of the analysis is factor loadings. Their interpretation has to be based on a 
theoretical rationale (e.g., model hypothesis). Observed variables with loading close to 1 are 
thought to be highly influential in describing the factor, whereas loadings close to 0 are less 
influential. Therefore, factor loadings lower than 0.1 are usually not reported to facilitate 
interpretation.  
The results showed that “Factor 1” loaded high on suggested variables for crash severity (i.e., crash 
injury severity, accident cost, vehicle damage, and the number of injured people). Factor 4 
appeared to reflect a dimension in the data related to speeding attitude. Variables related to the 
road (e.g., whether the location was an intersection or not, whether the road was divided or not, 
pavement and surface conditions); variables related to the driver (e.g. driver’s age, vehicle type); 
environmental variables (e.g. hourly/daily traffic conditions) are related to this factor (Zhong et al.  
2005, Cardelino 1998). 
Horizontal/vertical alignment (which affected sight distances) showed the highest loadings on 
“Factors 3” which could represent a separate latent construct (driver’s visibility impairment) along 
with lighting condition. These geometric design features (horizontal/vertical alignment), are 
known to affect the horizontal sightline offset and stopping sight distance (AASHTO 2011), which 
can eventually affect the speeding propensity through reduced visibility. Weather condition 
showed its highest loading on “Factor 5”, but was included in the VI factor since it can be related 
to this dimension (Abdel-Aty et al. 2011).  
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Overall, the factor analysis supported the hypothesized latent variables. In the next step, the 
relationship between these latent variables is tested. 
 
Table 5.2 Factor Analysis Results for WVCs 
Variables Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 
Suggested Crash Severity Variables 
Accident Injury Severity 0.985      
Accident Cost 0.926      
Vehicle Damage 0.103 0.133 -0.205 -0.132   
Number of Injured People 0.113 2.021 0.162 0.224  0.15 
Suggested Speeding Attitude Variables 
Road Type 0.117 0.12 0.265 0.429 0.111  
Accident Site    0.664 -0.129 0.191 
Hourly Traffic Conditions   0.101   -0.171 
Daily Traffic Conditions       
Road Surface Conditions    -0.174 0.875  
Road Pavement Conditions   0.245 -0.252 0.36  
Vehicle Type    0.249  -0.779 
Age   -0.111 -0.153  -0.287 
Suggested Visibility Impairment Variables 
Horizontal Alignment   0.536    
Vertical Alignment   0.623    
Weather Condition    0.173 0.72  
Lighting Condition   -0.147 0.115  0.204 
 
5.5 Confirmatory Factor Analysis  
Afterward, the relationships (covariance parameters) among latent variables were tested using 
CFA (Figure 5.1).  
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Figure 5.1 Proposed CFA Model with Three Latent Variables for WVCs 
 
The correlations between crash severity and SA, VI and crash severity, VI, and SA were estimated 
and are shown in Table 5.3. Measured variables for each latent dimension were those suggested in 
Table 5.2.  
 
Table 5.3 Confirmatory Factor Analysis Results for WVCs 
Path 
Unstandardized Estimates Standardized Estimates 
Estimate 
Standard 
Error 
p-
value 
Estimate 
Standard 
Error 
p-
value 
Speeding Attitude 
<==> 
Crash 
Severity  
0.017 0.004 0 0.146 0.022 0* 
Visibility Impairment 
Crash 
Severity 
0.033 0.008 0 0.398 0.053 0* 
Visibility Impairment 
Speeding 
Attitude 
-0.035 0.008 0 -0.836 0.096 0* 
Accident Severity 
<== 
Crash 
Severity 
1 - - 0.48 0.032 0* 
Number of Injured 
People 
0.996 0.011 0 0.478 0.032 0* 
Accident Cost 0.517 0.043 0 0.248 0.022 0* 
Vehicle Damage 1.728 0.197 0 0.829 0.046 0* 
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Road Type 
<== 
Speeding 
Attitude 
1 - - 0.241 0.021 0* 
Accident Site 0.393 0.109 0 0.095 0.026 0* 
Hourly Traffic 
Conditions 
-0.374 0.096 0 -0.09 0.022 0* 
Daily Traffic 
Conditions 
-0.083 0.078 0.286 -0.02 0.019 0.284 
Road Pavement 
Condition 
-1.517 0.175 0 -0.366 0.033 0* 
Road Surface 
Condition 
-4.091 0.479 0 -0.988 0.048 0* 
Vehicle Type -0.454 0.082 0 -0.11 0.018 0* 
Age 0.037 0.05 0.458 0.01 0.014 0.458 
Horizontal Alignment  
<== 
Visibility 
Impairment 
1 - - 0.174 0.034 0* 
Vertical Alignment  1.115 0.255 0 0.194 0.033 0* 
Weather Condition 3.803 0.742 0 0.663 0.069 0* 
Lighting Condition 0.224 0.112 0.045 0.039 0.018 
0.031
* 
*   Estimate significant at the 95% confidence level 
** Estimate significant at the 90% confidence level 
 
The goodness-of-fit values for RMSEA, CFI, and TLI are reported in Table 5.4, which shows an 
acceptable fit. In particular, RMSEA lower than 0.08 is usually employed to test the overall 
goodness-of-fit and, in this case, the criterion was satisfied being RMSEA equal to 0.04.  
 
Table 5.4 CFA Goodness-of-Fit Statistics for WVCs 
Fit Summary Value  
RMSEA  0.04 
Bentler Comparative Fit Index (CFI) 0.85 
Tucker Lewis Index (TLI) 0.82 
 
The estimated correlations (significant at the 95% confidence level) between crash severity and 
SA, VI and crash severity, VI, and SA were 0.15, 0.4, and 0.84 respectively. CFA analysis also 
suggested the presence of a relationship between VI and SA, which was not taken into account at 
the modeling hypothesis stage. Now that the relationships (covariance parameters) among latent 
variables are tested, it is possible to move on to the SEM model. 
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5.6 SEM Analysis 
In the next step, a full SEM was developed (Figure 5.2) using latent variables (circles) and 
measured variables (rectangles) introduced in the previous section. It is worth to mention that 
observed variables in a measurement model are obviously correlated because they are functions of 
the same latent dimension.  
 
 
Figure 5.2 Proposed SEM Model with Three Latent Variables for WVCs 
 
As showed in Figure 5.2, Visibility Impairment (VI) was set as a latent exogenous variable; 
Speeding Attitude (SA) and Crash Severity were treated as latent endogenous variables. VI can 
reflect the influence of lighting condition, weather condition, horizontal, and vertical alignment on 
the level of visibility impairment. SA was linked to measured variables representing infrastructure 
characteristics such as road type, accident site, road pavement condition, and road surface 
condition that can reduce or increase speeding attitude. Driver’s characteristics such age and 
vehicle type which may directly affect the driver’s speeding attitude as well as other environmental 
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and traffic characteristics such as hourly and daily traffic conditions which are well-known factors 
affecting speeding propensity (HCM 2010). 
Both VI and SA can directly influence the overall crash severity, which may be observed and 
measured as an increased probability of accident injury severity, vehicle damage, accident cost, 
and the number of injured people. Also, it was assumed from CFA that VI could, directly, influence 
SA and, indirectly, affect crash severity. 
 
5.7 Estimate Results 
Variables were treated as binary or ordinal in the model and ordered probit links were used for 
direct relationships (generalized SEM). The results of SEM analysis (unstandardized and 
standardized estimates) are reported in Table 5.5. For the unstandardized results, reference 
(measured) variables need to be selected for each latent dimension; their estimates are constrained 
to 1, and the effect of other measured variable is estimated (proportionally) against these reference 
variables.  
It is worth to mention that the unstandardized estimates are expressed in original units of their 
variables. Therefore, it is difficult to compare the unstandardized coefficients among different 
pathways as units are various (e.g., some of them are expressed as binary and other as ordinal 
variables). Standardized estimates are based on standard deviation units of the variables and are 
usually used for comparison of parameter estimates of SEM models. This allows the comparison 
of different coefficients from different variables (Grace and Bollen 2005). 
  
Table 5.5 SEM Estimates for WVCs 
Path 
Unstandardized Estimates Standardized Estimates 
Estimate 
Standar
d Error 
p-value Estimate 
Standard 
Error 
p-value 
Crash Severity  <== 
Speeding 
Attitude 
1.885 0.89 0.034 0.936 0.439 0.033* 
Visibility 
Impairment 
4.167 2.279 0.068 1.046 0.453 0.021* 
Speeding 
Attitude 
<== 
Visibility 
Impairment 
-1.495 0.513 0.004 -0.756 0.092 <0.001* 
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Accident 
Injury Severity 
<== 
Crash 
Severity  
1 - - 0.487 0.033 <0.001* 
Number of 
Injured People 
0.998 0.011 <0.001 0.486 0.033 <0.001* 
Accident Cost 0.519 0.043 <0.001 0.253 0.022 <0.001* 
Vehicle 
Damage 
1.676 0.194 <0.001 0.816 0.046 <0.001* 
Road Type 
<== 
Speeding 
Attitude 
1 - - 0.242 0.022 <0.001* 
Accident Site 0.395 0.109 <0.001 0.095 0.026 <0.001* 
Hourly Traffic 
Conditions 
-0.37 0.095 <0.001 -0.09 0.022 <0.001* 
Daily Traffic 
Conditions 
-0.085 0.078 0.275 -0.02 0.019 0.273 
Road 
Pavement 
Conditions 
-1.506 0.174 <0.001 -0.364 0.033 <0.001* 
Road Surface 
Conditions 
-4.114 0.485 <0.001 -0.994 0.049 <0.001* 
Vehicle Type -0.455 0.082 <0.001 -0.11 0.018 <0.001* 
Age 0.035 0.05 0.482 0.01 0.014 0.482 
Horizontal 
Alignment 
<== 
Visibility 
Impairment 
1 - - 0.122 0.036 0.001* 
Vertical 
Alignment 
1.535 0.492 0.002 0.188 0.034 <0.001* 
Weather 
Condition 
6.04 1.88 0.001 0.738 0.082 <0.001* 
Lighting 
Condition 
0.318 0.183 0.082 0.039 0.019 0.04* 
*   Estimate significant at the 95% confidence level 
** Estimate significant at the 90% confidence level 
 
Table 5.6 shows that the developed Generalized SEM model for analyzing the severity of WVCs 
fitted the data well for all the goodness-of-fit criteria. In particular, RMSEA lower than 0.08 is 
usually employed to test the overall goodness-of-fit and, in this case, the criterion was satisfied 
being RMSEA equal to 0.04. 
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Table 5.6 SEM Goodness-of-Fit Statistics for WVCs 
Fit Summary Value  
RMSEA  0.04 
Bentler Comparative Fit Index (CFI) 0.85 
Tucker Lewis Index (TLI) 0.82 
 
Standardized results demonstrated that both SA and VI positively influenced the overall crash 
severity, with estimates equal to 0.936 and 1.046, respectively. These coefficients were found to 
be statistically significant at the 95% confidence level, which supported the model hypothesis. 
Moreover, the results showed that higher VI would negatively affect SA (parameter estimate equal 
to -0.756), which would indirectly decrease crash severity. These results are in agreement with 
Visintin et al. (2018) and Vanlaar et al. (2012) which demonstrated that pre-crash speed and 
visibility are major influencing factors of crash severity. 
The indirect effect of VI on crash severity can be estimated by multiplying factor loadings of 
VI/SA direct relationship and SA/crash severity relationship, as: 
VI indirect effect = -0.756 × 0.936 = -0.708                                                                                 (5.1) 
The total effect of VI on crash severity can be calculated by summing up direct and indirect effects 
of VI, as: 
VI total effect = -0.708 + 1.046 = 0.338                                                                                          (5.2) 
Therefore, while visibility impairment can cause more severe crashes, it can also decrease the 
severity through reduced speeding attitude. However, the adverse effect of visibility impairment 
was found to be greater than its benefits, which was confirmed by the positive total effect on crash 
severity Eq. (5.2). 
Regarding standardized regression coefficients of SA measurement model, divided roadways 
(road type variable) and non-intersection sites (accident site variable) predicted higher crash 
severity through increased speeding attitude than undivided roads and intersection sites, being their 
estimates equal to 0.242 and 0.095, respectively. On the contrary, a decrease of crash severity 
through less speeding attitude was recorded for peak (hourly) traffic volumes (-0.09), poor 
pavement conditions (-0.364), wet road surface (-0.994), and heavy vehicles (-0.11). For this latent 
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variable, road surface conditions showed the most considerable influence on speeding attitude 
being the estimate equal to -0.994; on the contrary, the peak hour traffic showed the least influence 
with an estimate of -0.09. Driver’s age and daily traffic condition estimates were not statistically 
significant in the SEM model. 
Regarding visibility impairment as a latent variable, all variables showed positive and significant 
regression parameters. Roadways curves, rolling terrain could cause more severe crashes having 
estimated equal to 0.122 and 0.188 respectively. In addition, inclement weather and dark periods 
of the day also showed to results in more severe crashes having estimates equal to 0.738 and 0.039 
respectively. Among all these variables, inclement weather showed the most considerable  
influence being the estimate equal to 0.738; on the contrary, lighting condition showed the least 
influence with a value equal to 0.039.  
Finally, all variables measuring crash severity, i.e., accident injury severity, vehicle damage, 
accident cost, and the number of injured people showed positive and significant relation with crash 
severity having values of 0.487, 0.816, 0.253, and 0.486 respectively. This implies that a higher 
WVC severity is resulted from an increase in crash injury severity, vehicle damage, accident cost, 
and the number of injured people, as expected. Further discussion on the results is reported in 
Chapter 6. 
 
5.8 Comparison with Traditional Crash Severity Modeling 
To compare SEM results with traditional crash severity modeling, a path analysis was performed 
using probit links, which would mimic an ordered probit crash severity model. As mentioned 
before, path analysis is the application of SEM without latent variables (ordinary regression 
analysis). Therefore, only observed variables in Table 5.1 were employed, and each parameter 
measuring crash severity (yi) (i.e., crash injury severity, number of injured people, accident cost, 
and vehicle damage) was directly affected by all measured variables related to infrastructure, 
driver, vehicle, traffic, and environmental factors (vector X) (Figure 5.3).  
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Figure 5.3 Path Analysis Model for WVCs 
 
The use of ordered probit models has been a common practice in traditional crash severity analysis 
(Abdel-Aty 2003, Kockelman and Kweon 2002) and, therefore, path relationships with ordered 
probit links were employed to build the model. As mentioned before, for vector X, the probability 
that the parameter measuring crash severity of an individual crash (𝑦𝑖) belongs to each category 
k=1, ..., K (e.g., K=4 for accident cost in this study) is: 
{
𝑃(𝑦𝑖 = 1) = 𝜙(−𝛽𝑋)                                          
𝑃(𝑦𝑖 = 𝑘) = 𝜙(𝛾𝑘−1 − 𝛽𝑋) − 𝜙(𝛾𝑘−2 − 𝛽𝑋)
𝑃(𝑦𝑖 = 𝐾) = 1 − 𝜙(𝛾𝑘−1 − 𝛽𝑋)                        
                                                                                (5.3) 
where 𝛽 is a vector of the estimable parameters for each 𝑦𝑖, γ={γ1,...,γk,…,γK−1} are the threshold 
values for all crash severity categories, and 𝜙 (·) stands for the cumulative probability function of 
the standard normal distribution.                                                                                       
Table 5.7 shows the results of path analysis and the comparison with SEM in terms of significance, 
and the sign of the coefficients. Magnitudes in path analysis are expressed in original units of 
variables, so they are not directly comparable with SEM standardized estimates (and among 
different 𝑦𝑖). 
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Table 5.7 Comparison Between Path Analysis and SEM Results for WVCs (Unstandardized Coefficients) 
Vector X Path yi 
Estimate 
(vector ) 
Standard 
Error 
p-value 
Path 
sign 
SEM 
sign 
Road Type ==> 
Accident Injury 
Severity 
0.072 0.043 0.098 +** 
+* 
Number of Injured 
People 
0.061 0.043 0.155 + 
Accident Cost -0.085 0.037 0.023 -* 
Vehicle Damage 0.278 0.028 <0.001 +* 
Accident 
Site 
==> 
Accident Injury 
Severity 
0.508 0.108 <0.001 +* 
+* 
Number of Injured 
People 
0.507 0.107 <0.001 +* 
Accident Cost -0.106 0.062 0.087 -** 
Vehicle Damage 0.873 0.052 <0.001 +* 
Hourly 
Traffic 
Conditions 
==> 
Accident Injury 
Severity 
-0.208 0.069 0.003 -* 
-* 
Number of Injured 
People 
-0.202 0.069 0.003 -* 
Accident Cost -0.027 0.053 0.608 - 
Vehicle Damage -0.068 0.039 0.08 -** 
Daily 
Traffic 
Conditions  
==> 
Accident Injury 
Severity 
-0.007 0.04 0.86 - 
- 
Number of Injured 
People 
-0.007 0.04 0.859 - 
Accident Cost 0.03 0.033 0.371 + 
Vehicle Damage -0.007 0.025 0.795 - 
Road 
Pavement 
Conditions 
==> 
Accident Injury 
Severity 
0.264 0.103 0.011 +* 
-* 
Number of Injured 
People 
0.229 0.107 0.031 +* 
Accident Cost 0.044 0.091 0.628 + 
Vehicle Damage 0.44 0.075 <0.001 +* 
Road 
Surface 
Conditions 
==> 
Accident Injury 
Severity 
-0.15 0.053 0.005 -* 
-* 
Number of Injured 
People 
-0.142 0.052 0.006 -* 
Accident Cost 0.076 0.04 0.059 +** 
Vehicle Damage -0.216 0.031 <0.001 -* 
Vehicle 
Type 
==> 
Accident Injury 
Severity 
-0.275 0.037 <0.001 -* 
-* 
Number of Injured 
People 
-0.25 0.037 <0.001 -* 
Accident Cost 0.24 0.033 <0.001 +* 
Vehicle Damage -0.233 0.024 <0.001 -* 
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Age ==> 
Accident Injury 
Severity 
0.047 0.022 0.033 +* 
+ 
Number of Injured 
People 
0.048 0.022 0.027 +* 
Accident Cost 0.012 0.018 0.522 + 
Vehicle Damage -0.05 0.013 <0.001 -* 
Horizontal 
Alignment 
==> 
Accident Injury 
Severity 
0.149 0.09 0.097 +** 
+* 
Number of Injured 
People 
0.147 0.088 0.092 +** 
Accident Cost -0.111 0.082 0.178 - 
Vehicle Damage 0.397 0.066 <0.001 +* 
Vertical 
Alignment 
==> 
Accident Injury 
Severity 
0.183 0.08 0.023 +* 
+* 
Number of Injured 
People 
0.208 0.076 0.006 +* 
Accident Cost -0.107 0.077 0.163 - 
Vehicle Damage 0.284 0.055 <0.001 +* 
Weather 
Condition 
==> 
Accident Injury 
Severity 
0.232 0.054 <0.001 +* 
+* 
Number of Injured 
People 
0.227 0.053 <0.001 +* 
Accident Cost -0.097 0.047 0.037 -* 
Vehicle Damage 0.422 0.036 <0.001 +* 
Lighting 
Condition 
==> 
Accident Injury 
Severity 
0.06 0.039 0.126 + 
+* 
Number of Injured 
People 
0.068 0.039 0.079 +** 
Accident Cost 0.104 0.033 0.001 +* 
Vehicle Damage 0.063 0.025 0.012 +* 
*   Estimate significant at the 95% confidence level 
** Estimate significant at the 90% confidence level 
 
It is noteworthy to mention that since the path model is just identified with zero degrees of freedom, 
the software does not provide the goodness of the fit for the path analysis. Thus, it is not possible 
to compare the fit of the models. However, it is possible to compare the significance, magnitude, 
and the signage of the estimates. The results showed that out of 48 path estimates, 30 were 
significant at 95% confidence level. For the remaining 18 path estimates, 7 were significant at 90% 
confidence level and 11 were found not to influence crash severity variables significantly. 
Accident cost as severity crash outcome, was not statistically significant for 6 out of 12 explanatory 
variables, while it was found to be significant in SEM. This might be due to the fact that a simple 
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path analysis can account for direct relationships only and is unable to properly account for the 
indirect effect of variables on crash severity through latent and unobserved variables. Regarding 
the sign of significant estimates, both models were found to be in good agreement for variables 
such as accident site, hourly traffic condition, road surface condition, horizontal and vertical 
alignment, and lighting condition. Further discussion on the results is presented in Chapter 6. 
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CHAPTER 6  
DISCUSSION  
 
In this chapter, a discussion on the results of SEM analysis and the findings in the literature for 
RLR-related crashes and WVCs will be carried out, respectively. Moreover, a comparison between 
path analysis and SEM analysis for both crash types will be conducted. Finally, a comparison 
between the two SEM analyses for RLR and WVC models will be presented, respectively. 
 
6.1 RLR-Related Crashes Results  
Three latent variables were hypothesized for RLR-related crashes: the level of crash severity and 
two casual factors affecting crash severity, i.e., pre-crash travel speed (TS) of the bullet vehicle, 
and the kinetic energy (KEs) transferred from the bullet vehicle to the subject vehicle(s) during the 
crash event. The results demonstrated that both pre-crash TS of the bullet vehicle and transferred 
KEs to the subject vehicle(s) positively influence the overall crash severity, being their estimates 
equal to 0.26 and 0.36, respectively. These results are in agreement with Wang et al. (Wang and 
Qin 2014) which demonstrated that pre-crash speed (as a latent variable) was a major influencing 
factor of crash severity. Regarding the transferred KEs to the subject vehicle(s), the results are in 
agreement with findings of Sobhani et al. (2011) and Corben et al. (2004) where it was shown that 
the transferred KEs is a significant factor for increased crash severity. 
The results showed that TS increase could positively affect transferred KEs to the subject vehicle 
(parameter estimate equal to 0.344), which would indirectly increase crash severity. These results 
are in agreement with the fundamental of physics where the kinetic energy of each vehicle is 
related to the mass and the speed of the vehicle (Corben et al. 2004, Halliday et al. 2004).  
Regarding the variables that measure TS of the bullet vehicle, both peak-hour traffic conditions 
and older drivers showed a decrease in crash severity through reduced speeds being their factor 
estimates equal to -0.201 and -0.084, respectively. Regarding driver’s age, results are consistent 
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with other studies (Kim et al. 2011, Wang and Qin 2014, Lee et al. 2018) where it was found that 
lower crash severity was associated to older drivers. As for peak/off-peak hour of traffic, the sign 
of the parameters is supported by traffic operations principles where lower travel speeds are 
associated with peak-hour traffic (HCM 2010). High pavement skid resistance, weekend traffic 
conditions, alcohol-impaired driving conditions, night conditions, downhill grade were found to 
increase TS, and subsequently cause an increase in crash severity.  
Regarding skid resistance, higher scores represent the better condition of the pavement surface, 
which may result in an increase of speeds by drivers. Additionally, the probability of higher speeds 
in the weekend traffic conditions can be explained by the fact that less traffic is usually recorded 
in the weekend than during weekdays which is supported by the studies in the literature (Zhong et 
al. 2005, Cardelino 1998). Concerning lighting condition, low luminance and limited visibility can 
affect driver’s perception and expectations; this can result in different actions and behavior 
between daytime and nighttime driving, especially in terms of speeds perceived, desired, and 
adopted (Planek et al. 2014). Besides, according to Retting et al. (1999), red-light runners at night 
time were more likely to be young drivers with poor driving records and alcohol impairment (58% 
of night-time crashes), all of which can result in the inability to reduce speed and higher crash 
severity. 
Alcohol-impaired driving conditions showed the most considerable influence on severity being the 
estimate equal to 0.209; on the contrary, the age of the driver showed the least influence with an 
estimate of -0.084. This latter result is in agreement with Retting et al. (1999), which found that 
the majority of red-light runners (two-thirds of the sample analyzed) were under the influence of 
alcohol, which led to an increase of crashes. Gender and road surface condition estimates were 
found to not be statistically significant in the SEM model.  
Regarding transferred KEs as a latent variable, the number of vehicles involved in RLR-related 
crashes showed a positive coefficient which is in agreement with Equation 4.1 where ms grows 
with the number of vehicles involved in a crash. These results are in agreement with fundamental 
of physics where the kinetic energy of each vehicle is related to the mass and the speed of the 
vehicle (Halliday et al. 2004), in this case, the number of vehicles involved in the crash can affect 
the mass and eventually increase the transferred KEs. The remaining variables (point of impact, 
vehicle maneuver and vehicle year) showed negative standardized coefficients.  
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With respect to the point of impact, the negative coefficient means that head-on impacts could 
transfer more kinetic energy to the subject vehicle(s) compared to impacts with other parts of the 
vehicle. Similarly, straight movements demonstrated more influence on transferred kinetic energy 
compared to other types of maneuvers. These two variables were included in the model as a proxy 
of ΔVs (Equation 4.1) since speed variation is a function of crash characteristics (Sobhani et al.  
2011). Sobhani et al. (2011) demonstrated that KEs varies with crash angle and the impacted part 
of the subject vehicle, where head-on crashes were found to cause the most severe consequences; 
this confirmed the results obtained in this study. Moreover, in research carried out by Evans (1994), 
it was shown that higher speed changes occurred during frontal impacts which cause higher injury 
severity. 
Vehicle year showed to negatively affect the transferred KEs, implying that the newer the vehicle , 
the less the crash severity. This finding is supported by the findings of studies done by National 
Highway Traffic Safety Administration (NHTSA 2004) and Huelke et al. (1968) where it was 
concluded that less energy would be transferred and absorbed by newer vehicles during frontal 
impacts.  
Among all these variables, the number of involved vehicles showed the most considerable  
influence being the estimate equal to 0.342; on the contrary, vehicle year showed the least 
influence with a value equal to -0.137. The estimated coefficient for the subject vehicle type was 
found to not be statistically significant.  
Finally, all variables representing crash severity, i.e., injury severity, vehicle damage, and the 
number of injured people showed positive relation with crash severity having values of 0.812, 
0.440, and 0.842, respectively. These findings are in agreement with the papers in the literature 
which had similar conclusions (Manner and Wünsch-Ziegler 2013, Lee et al. 2008, Kim et al.  
2011, Wang and Qin 2014). This implies that a higher crash severity index produces an increase 
of crash injury severity, property damage and the number of injured people, as expected. 
 
6.1.1 Comparison of SEM with Path Analysis Results (RLR Model) 
For path analysis, it was assumed that the parameters related to crash severity (i.e., injury severity, 
number of injured people, and total vehicle damage) were directly affected by measured variables 
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related to infrastructure, driver, vehicle, traffic, environmental, and crash characteristics. For SEM 
analysis, it was hypothesized that the observed parameters describe latent dimensions (TS or the 
transferred KEs) in the data and could indirectly affect the crash severity. Both of these analyses 
were performed using the weight-least squares (WLS) method with the default weight matrix, 
which yields asymptotically normal estimates regardless of the probability distribution of the 
population. WLS was used to account for possible violation of the multivariate normality 
assumption (Bollen 1989). Moreover, the WLS method can analyze binary and ordinal variables 
(regardless of having continuous variables) which is suitable for the variables considered in this 
investigation.  
To compare SEM analysis results with path analysis, it is possible to evaluate the goodness-of-fit, 
significance, and the signage of the estimates for both models. Regarding the goodness-of-fit for 
path analysis the values for four different criteria were as follows: SRMR = 0.03, RMSEA = 0.24, 
AGFI = 0.99, and CFI = 0.84. For the SEM analysis the estimated goodness-of-fit values were as 
follows: SRMR = 0.07, RMSEA = 0.03, AGFI = 1.00 and CFI = 0.86. For SEM analysis, all the 
criteria showed an acceptable fit. For path analysis, the majority of the criteria showed an 
acceptable fit except for the RMSEA value, which was not in the acceptable range. This result 
showed that the SEM analysis outperforms the path analysis by having a better fit for the data.  
The results for the path analysis showed that only 18 path estimates out of 42, were statistically 
significant at 95% confidence level. For the remaining 24 path estimates, 9 were significant at 90% 
confidence level, and 15 were found not to influence crash severity variables significant ly.  
Regarding SEM analysis, only 3 path estimates were insignificant, i.e., gender, road surface 
condition, and subject vehicle type. Gender and subject vehicle type were insignificant in both 
models, which showed that these variables do not affect the crash severity regardless of the analysis 
method. Regarding road surface condition, while SEM model showed that this variable is not 
significant, path analysis showed significant negative values for injury severity and number of 
injured people and an insignificant negative value for total vehicle damage.  
Both models were found to be in good agreement for variables such as vertical alignment, 
weekday/weekend traffic condition, peak /off-peak hour, vehicle maneuver, the number of 
involved vehicles and the point of impact, which had a significant effect on all the crash severity 
related dependent variables. Apart from these 6 variables, no other variable showed significant 
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coefficients for all three of the crash severity variables. However, regarding the signage of the 
significant coefficients, both models were found to be in good agreement for variables such as 
alcohol involvement, vertical alignment, weekday/weekend traffic condition, peak /off-peak hour, 
vehicle maneuver, point of impact, and vehicle year. Moreover, for the path analysis, variables 
such as lighting condition, skid resistance, and age, showed insignificant estimates for all the 
dependent variables. 
Overall, the SEM model was able to explain observed data better, having less insignificant 
variables. Besides, the causality in path analysis was less straightforward than SEM. For example, 
the sign of variables such as alcohol involvement, vertical alignment, weekday/weekend traffic 
condition, and the number of involved vehicles, indicated that these variables contributed directly 
to crash severity increase; on the contrary, the sign of variables such as peak /off-peak hour, road 
surface condition, vehicle maneuver, point of impact, and vehicle year indicated that these 
variables are decreasing the crash severity. However, these direct paths did not provide clear 
evidence that the occurrence of one variable caused the other. On the contrary, causal relationships 
in SEM seemed more straightforward as latent variables as mediating factors indicated that the 
observed variables could influence the crash severity through either pre-crash travel speed (TS) or 
the transferred kinetic energy (KEs). 
 
6.2 WVCs Results 
In this part of the study, three latent variables were hypothesized: the level of crash severity (CS), 
driver’s speeding attitude (SA) and driver’s visibility impairment (VI). The standardized results 
demonstrated that both SA and VI positively influenced the overall crash severity, with estimates 
equal to 0.936 and 1.046, respectively. These coefficients were found to be statistically significant 
at the 95% confidence level, which supported the model hypothesis. Moreover, the results showed 
that higher VI would negatively affect SA (parameter estimate equal to -0.756), which would 
indirectly decrease crash severity. These results are in agreement with Visintin et al. (2018) and 
Vanlaar et al. (2012) which demonstrated that pre-crash speed and visibility are a major 
influencing factor of crash severity. 
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Regarding standardized regression coefficients of SA measurement model, divided roadways 
(road type variable) and non-intersection sites (accident site variable) predicted higher crash 
severity through increased speeding attitude than undivided roads and intersection sites, being their 
estimates equal to 0.242 and 0.095, respectively. Regarding divided roads, results are consistent 
with other studies where it was found that the severity of crashes on divided roads are higher due 
to higher speeds (Rifaat et al. 2011). As for accident site, for intersection traffic controls could 
usually be seen well ahead of the intersections and drivers might be more cautious when 
approaching the intersection. Consequently, drivers might be able to respond quickly and reduce 
their vehicle speed significantly if needed, thereby resulting in lower crash severity (Rifaat et al.  
2011). 
On the contrary, a decrease of crash severity through less speeding attitude was recorded for peak 
(hourly) traffic volumes (-0.09), poor pavement conditions (-0.364), wet road surface (-0.994), and 
heavy vehicles (-0.11). Peak hour traffic (-0.09), roads with potholes (-0.364), roads with a wet 
surface (-0.994), and trucks (-0.11) showed a decrease the crash severity through having a less 
speeding propensity. Regarding hourly traffic conditions, the sign of the parameters is supported 
by traffic operations principles where free-flow conditions were associated with off-peak traffic 
hours when drivers can assume higher speed levels (HCM 2010). As for lower speeding attitude 
for roads with wet surface and potholes, the results are consistent with the research in the literature 
(Edwards 1999, Setyawan et al. 2015).  
For vehicle type, heavier vehicles showed a decrease in speeding attitude, which is in agreement 
with the findings of the study done by Wang et al. (2014). For this latent variable, road surface 
conditions showed the most considerable influence on speeding attitude being the estimate equal 
to -0.994; on the contrary, the of the peak hour traffic showed the least influence with an estimate 
of -0.9. Driver’s age and daily traffic condition estimates were found to not be statistically 
significant in the SEM model. 
Regarding visibility impairment as a latent variable, all variables namely horizontal and vertical 
alignment, inclement weather, and dark periods of the day showed positive and significant 
regression parameters; having estimates equal to 0.122, 0.188, 0.738, and 0.039 respectively. 
Concerning geometric features (horizontal and vertical alignment), the positive coefficient means 
that the roadways curves, rolling terrain could cause more severe crashes by having adverse effects 
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on the horizontal sightline offset and stopping sight distance (AASHTO 2011). Besides, inclement 
weather and dark periods of the day also showed to result in more severe crashes by impairing the 
visibility.  
Regarding the inclement weather, the results are in agreement with previous studies (Andrey and 
Yagar 1993, Abdel-Aty et al. 2011), where it was concluded that inclement weather could cause 
higher injury and fatality rates by impairing the visibility. Regarding the lighting condition, the 
results are in agreement with studies in the literature (Lachenmayr et al. 1998, Owens and Sivak 
1993), where it was established that nighttime driving results in impaired visibility, less reaction 
time, and more severe crashes. Among all these variables, inclement weather showed the most 
significant influence having estimate equal to 0.738; on the contrary, lighting condition showed 
the least influence with a value equal to 0.039.  
Finally, all variables measuring crash severity, i.e., accident injury severity, vehicle damage, 
accident cost, and the number of injured people showed positive and significant relation with crash 
severity having values of 0.487, 0.816, 0.253, and 0.486 respectively. These findings are in 
agreement with the papers in the literature which had similar conclusions (Kim et al. 2011, Manner 
and Wünsch-Ziegler 2013, Wang and Qin 2014). This implies that a higher WVC severity is 
produced with an increase in crash injury severity, vehicle damage, accident cost, and the number 
of injured people, as expected. 
 
6.2.1 Comparison of SEM with Path Analysis Results (WVC Model) 
For this part, a path analysis using ordered probit links were performed. The use of ordered probit 
models has been a common practice in traditional crash severity analysis (Abdel-Aty 2003, 
Kockelman and Kweon 2002). It was assumed that the parameters related to crash severity (i.e., 
accident injury severity, accident cost, number of injured people, and vehicle damage) are ordered 
categorical and are directly affected by measured variables related to infrastructure, driver, vehicle, 
traffic, environmental, and crash characteristics. 
For the SEM analysis, it was hypothesized that the observed parameters are describing latent 
dimensions (SA and VI) in the data and are indirectly affecting the crash severity. The crash 
severity latent variable was measured by accident injury severity, accident cost, number of injured 
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people, and vehicle damage which were assumed as ordered categorical. Both of these analyses 
were performed using a robust weighted least squares estimator using a diagonal weight matrix 
(WLSMV) which is the default estimator for ordered categorical observed dependent variables  
(Muthén and Muthén 2017). 
To compare the SEM analysis results with the path analysis, it is possible to evaluate the goodness-
of-fit, significance, and the signage of the estimates for both models. For the SEM analysis the 
estimated goodness-of-fit values were as follows: RMSEA = 0.04, CFI = 0.85 and TLI = 0.82. For 
the SEM analysis, all the criteria show an acceptable fit. However, the path model was just 
identified with zero degrees of freedom, and the software did not provide the goodness of the fit 
for the path analysis in this case. Thus, it was not possible to compare the fit of the models. 
The results of the path analysis showed 11 insignificant path estimates, while the SEM model only 
showed two insignificant variables. Daily traffic conditions were insignificant in both models, 
which showed that this variable does not affect the crash severity regardless of the analysis method. 
Regarding driver’s age, while the SEM model showed that driver’s age is not significant ly 
influential on the speeding propensity, the path analysis showed significant positive values for 
injury severity and the number of injured people and a significant negative value for vehicle 
damage. Accident cost was not significantly affected by the driver’s age. 
Concerning the sign of significant estimates, both models were found to be in good agreement for 
variables such as accident site, hourly traffic condition, road surface condition, horizontal and 
vertical alignment, and lighting condition. However, the path analysis showed conflicting signs 
for some variables. For example, path analysis estimate for roads with potholes showed to increase 
all the crash severity indicators. In the SEM model, however, this variable showed a decrease of 
crash severity for poor pavement conditions through lower speeding attitude. 
Divided roads in the path analysis showed a positive effect on vehicle damage and a negative effect 
on accident cost, while the effect on injury severity and the number of injured people was 
insignificant. This variable showed a positive effect on crash severity through higher speeding 
propensity in the SEM model. Heavier vehicles showed a decrease in all the severity indicators 
except for accident cost. In the SEM model, this variable decreased the crash severity through 
lower speeding propensity. Similarly, inclement weather had the same positive signage for both 
SEM and path analysis except for the accident cost, which showed a negative sign. 
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Overall, the SEM model is able to explain the data better, with less insignificant variables and 
more consistent signs among severity-related variables. Besides, the causality in path analysis was 
less straightforward than SEM. The direct paths did not provide clear evidence that the occurrence 
of one variable caused the other. On the contrary, causal relationships in SEM seemed more 
straightforward as latent variables as mediating factors indicated that the observed variables could 
influence the crash severity through either speeding attitude (SA) or visibility impairment (VI). 
 
6.3 Comparison of SEM Results between RLR and WVC Model 
To investigate and compare the two different SEM analyses between RLR-related crashes and 
WVCs, it is essential to highlight the differences between these two models. The modeling and 
analysis for the RLR-related crashes were performed in SAS software version 3.71, University 
Edition (SAS Institute Inc 2017), which allows implementing SEM analysis through the CALIS 
procedure. A dataset of 1,601 RLR-related crash records in Florida (US) from 2011 to 2014 was 
used in the analysis. Only multiple-vehicle crashes were included to investigate the model 
hypothesis. Variables were treated as binary and ordinal parameters in the model, and linear links 
were employed for the estimations. The weight-least squares (WLS) method with the default 
weight matrix was used, which yields asymptotically normal estimates regardless of the probability 
distribution of the population. Furthermore, SAS provides a summary of the goodness-of-fit 
measures; namely, the root mean square error of approximation (RMSEA), the standardized root 
mean square residual (SRMR), Bentler comparative fit index (CFI), and adjusted GFI (AGFI). 
Regarding WVCs, the modeling and analysis were performed with MPlus 8.3 (Muthén and Muthén 
2017). A dataset of 10,271 wildlife-vehicle crash records in Saskatchewan (Canada) from 2012 to 
2018 were used in the analysis. Only single-vehicle crashes away from major urban centers with 
“animal action” coded as “first major contributing factor” were considered in the analysis.  
Variables were treated as binary or ordered categorical (ordinal) variables in the model, and probit 
links were employed for the estimations. Model fitting was by robust weighted least squares 
estimator using a diagonal weight matrix (WLSMV) which is the default estimator for ordered 
categorical observed dependent variables. Furthermore, MPlus provides a summary of the 
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goodness-of-fit measures; namely, the root mean square error of approximation (RMSEA), Bentler 
comparative fit index (CFI), and Tucker-Lewis index (TLI). 
Considering the fundamental differences between the two models, it is possible to evaluate the 
significance, and sign of the estimates for both models. It is noteworthy that comparing the 
goodness-of-fit between the two models was not possible since the models were developed in 
different software using different types of links and estimators.  
For the RLR model, three latent variables were hypothesized (crash severity, pre-crash travel speed 
(TS), and transferred kinetic energy (KEs)). The results demonstrated that both TS and KEs 
positively influence the overall crash severity, having significant estimates equal to 0.258 and 
0.361, respectively. Moreover, the results showed that TS increase could positively influence 
transferred KEs (parameter estimate equal to 0.344), which would indirectly increase crash 
severity. By calculating the total effect of TS (0.382), it was shown that the pre-crash TS of the 
bullet vehicle could have more influence on crash severity than the transferred KEs. For the RLR 
model, the measured crash severity related variable that had the most influence on the overall crash 
severity latent variable was the number of the injured people (0.842). 
For the WVC model, three latent variables were hypothesized (crash severity, speeding attitude 
(SA), and visibility impairment (VI)). The results demonstrated that both SA and VI positively 
influence the overall crash severity, with significant estimates equal to 0.936 and 1.046, 
respectively. Moreover, the results showed that higher VI would negatively affect SA (parameter 
estimate equal to -0.756, which would indirectly decrease crash severity.  By calculating the total 
effect of VI (0.338), it was shown that the speeding attitude (SA) could have more influence on 
crash severity than the visibility impairment. For the WVC model, the measured crash severity 
related variable that had the most influence on the overall crash severity latent variable was the 
vehicle damage (0.816).  
Regarding the variables that are similar in both models, the hourly traffic conditions (peak/off-
peak hour) showed to affect the crash severity through reduced TS for the RLR-related crashes 
model; this variable showed to affect the crash severity through reduced SA for WVC model. It is 
worth to mention that the peak hour for RLR model was chosen according to the urban setting, 
whereas in the WVC model, this variable was defined according to the rural setting. Vertical 
alignment (rolling terrain) showed to positively affect the crash severity through increased TS and 
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increased VI for RLR and WVC model, respectively. Lighting condition was shown to influence 
the crash severity through VI for WVC model. For the RLR model lighting condition (night time 
driving) was showed to affect the crash severity through increased TS.  
Daily traffic condition (weekend/weekday) was not significant in the WVC model; however, in 
the RLR model, this variable was found to positively affect crash severity through higher TS in 
weekends. Road surface condition (dry/wet) was not found significant in affecting crash severity 
in the RLR model; this variable was found to negatively affect crash severity through reduced SA 
in the WVC model. Driver’s age was not found to significantly affect crash severity in the WVC 
model; this variable was affecting the crash severity through lower TS for the older drivers in the 
RLR model at 90% confidence level. Accident injury severity showed to positively affect the 
overall crash severity latent variable in both models at 95% confidence level. Similarly, vehicle 
damage showed to have a positive significant effect on the overall crash severity latent variable in 
both models. Vehicle damage was measured in monetary value in the RLR model, this variable 
was measured by qualitative assessment of the functional damage severity sustained by a vehicle. 
The rest of the variables were not comparable between the two models. Concerning the RLR 
model, only three path estimates were insignificant, namely gender, road surface condition, and 
subject vehicle type. For the WVC model, only two path estimates were insignificant namely daily 
traffic conditions and driver’s age. 
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CHAPTER 7  
CONCLUSIONS  
 
7.1 Summary of Findings 
Overall, both SEM specifications (RLR and WVC) showed an acceptable fit, while the 
hypothesized latent dimensions in both models seemed to fit the data well. Regarding the RLR 
model, standardized results demonstrated that TS and KEs positively influenced overall crash 
severity. Their respective were equal to 0.26 and 0.36, respectively. The loading factors (i.e., 
parameter estimates) among latent variables were found to be statistically significant, which again 
supported the model hypothesis.  
Moreover, the results showed that TS increase could positively affect KEs (parameter estimate 
equal to 0.344), which would in turn indirectly increase crash severity. Regarding variables 
measuring TS, alcohol-impaired driving conditions showed the greatest influence on severity with 
an estimate equal to 0.209; while on the contrary, driver age showed the least influence with an 
estimate of 0.084. Regarding the variables measuring KEs, the number of involved vehicles 
showed most considerable influence, with an estimate equal to 0.342; while vehicle model year 
showed the least influence with a value equal to 0.137. The number of injured people was found 
to be the most influential variable for crash severity, and total vehicle damage was the least 
influential, with estimates of 0.842 and 0.440, respectively. 
Regarding the WVC specification, standardized results demonstrated that both SA and VI 
positively influenced overall crash severity, with estimates equal to 0.936 and 1.046, respectively. 
These coefficients were found to be statistically significant at the 95% confidence level, supporting 
the model hypothesis. Moreover, the results showed that higher VI would negatively affect SA 
(parameter estimate of -0.756), which would indirectly decrease crash severity. Regarding the 
variables measuring SA, road surface condition showed the most influence on severity, with an 
estimate of -0.994; conversely, peak hour traffic showed the least influence with an estimate of        
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-0.09. Regarding the variables measuring VI, inclement weather showed the greatest influence 
with an estimate equal to 0.738. Lighting condition was found to have the least influence with an 
estimate of 0.039. Vehicle damage was found to be the most influential variable on crash severity, 
while accident cost was the least influential. These variables had estimates equal to 0.816 and 
0.253, respectively. 
In comparison to path analyses (i.e. a traditional severity model), both SEM analyses generated 
superior results with respect to goodness-of-fit, significance, and signs of the estimates. Also, the 
causal relationships estimated in SEM seemed more straightforward since the observed variables 
could influence crash severity through latent variables as mediating factors. Therefore, I conclude 
that SEM analysis outperformed traditionally used severity models.  
 
7.2 Research Implications 
As suggested in Savolainen et al. (2011), a thorough understanding of factors that affect the 
frequency and severity of crashes is critical for the development of effective countermeasures and 
strategies that may mitigate or exacerbate the likelihood or degree of injury sustained by crash-
involved road users. Since SEM provides weights for each contributing factor of crash severity, 
traffic engineers and traffic-related decision makers can readily employ the proposed methodology 
and generated results for policymaking purposes and to prioritize infrastructure strategies at crash-
prone locations. 
For instance, regarding RLR-related crashes this analysis indicated that alcohol consumption had 
the most substantial direct effect on the speed of RLR vehicles, a factor that also indirectly affected 
the severity of the crash. Even though in many countries regulations against impaired driving 
already exist, a study by Elvik et al. (2009) reported the limited effect of current legislation on this 
controversial issue, leading to an insignificant deterrence effect on young drivers and even in some 
cases an increase in fatal crashes. The findings of this research further support the importance of 
preventing such behavior, possibly by raising driver’s awareness of the continued risks associated 
with “drinking and driving” (possibly through educational publicity campaigns targeted at specific 
risk groups like novice/young drivers). 
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Another contributing factor affecting RLR crash severity was non-peak traffic conditions and 
associated higher travel speeds. This finding would suggest a need to increase traffic enforcement 
levels during particular times of the day. Other variables, such as involvement of more than two 
vehicles and frontal impacts in a RLR-related crashes, were found to contribute indirectly to crash 
severity through the increase of transferred kinetic energy. This latter finding would support the 
implementation of strategies and countermeasures to improve driver compliance at signalized 
intersections, especially with devices that can prevent violations and reduce conflict occurrence 
(e.g., red-light cameras) (Shaaban and Pande 2018).  
Regarding KEs, the findings of this research further support the importance of improving car-front 
design features by optimizing the style, geometry, and stiffness, as well as developing improved 
energy-absorbing features and devices (Corben et al. 2004). To this end, in-vehicle technologies, 
such as intelligent speed adaptation or crash warning/avoidance systems, skid-resistant pavements, 
improved sight distances, traffic-calming measures (e.g., roundabouts, medians, road narrowing), 
narrower roads and lower speed limits are among the more promising options to lower crash 
severities by lowering speeds and transferred kinetic energy . 
Regarding WVCs, the results of this study offer improved knowledge about the relationship 
between WVCs and other factors which contribute to the increase or reduction of severity. As 
suggested in Rowden et al. (2008), analyzing travel speeds in rural areas is crucial for mitigating 
the severity of WVCs. The results of this study showed that road surface condition and pavement 
conditions possessed the two highest direct effects on speeding attitude in rural areas, indirectly 
affecting the severity of the crash. While better surface and pavement conditions is desirable, one 
study done by Brubacher et al. (2018) found that the number of fatal crashes has doubled on rural 
highways in British Columbia (Canada), in a situation where the speed limit was raised to 120 
kilometers per hour in 2014. Considering this, results from this research further support the 
importance of preventing excess driving speeds while raising driver’s awareness of the risks 
involved with speeding. I conclude that technologies such as dynamic speed limit signs which 
adjust posted limits based on factors such as weather and traffic, or stricter law enforcement, and/or 
educational publicity campaigns would likely be useful to help mitigate the severity of WVCs by 
reducing impact velocity (Sullivan 2011). 
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Knowing the weight of variables that influence visibility can have implications for prioritizing 
specific countermeasures designed to extend the driver's forward view of the roadway. A study 
done by Brooks et al. (2011) showed that although drivers reduce speed to some degree in minimal 
visibility, this reduction is typically not enough to react to and avoid roadway hazards like 
pedestrians, stopped vehicles, or animals. Therefore, additional countermeasures such as reducing 
posted speed limits in places with low visibility, road lighting improvement, use of variable 
message signs, dynamic control of the forward beam pattern to extend the driver's view of the road, 
night vision systems, or other advanced detection systems that assist drivers in identifying the 
position of animals in the roadway would be helpful in such situations (Mahlke et al. 2007, Birch 
2001). Driving simulators are ideal environments to train new drivers using virtual low 
visibility/high-risk situations (such as fog or snow) without the risk of physical harm to them or 
others on the road (Mueller and Trick 2012, Sullivan 2011). 
Overall, the findings of this study can be employed by transportation practitioners to support safety 
improvement and policymaking purposes and also to prioritize strategies and countermeasures 
aimed at reducing crash severity outcomes at road sites. Moreover, these findings can motivate the 
use of programs to help train, promote, or encourage drivers to obey traffic rules as well as to 
educate them about conditions that can aggravate the severity of crashes. 
 
7.3 Limitations and Future Work 
In this research, two different types of crashes (RLR-related crashes and WVCs) were investigated, 
and the datasets used in this research were limited to the data from the Crash Analysis Reporting 
(CAR) system of the State of Florida (US), and the Traffic Accident Information System (TAIS) 
of the Saskatchewan Government Insurance (SGI) (Canada). Since each county, government, 
police, or insurance company has its own way of collecting crash records, other key or standardized 
variables could be gainfully included in the proposed SEM model. Also, I expect that somewhat 
different results would likely have been obtained if other regions were included in the analysis. 
Obtaining similar data from other jurisdictions would be beneficial to validate the basic results of 
this analysis. For example, WVCs in Saskatchewan mainly occur with ungulates like deer and 
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moose. It would be insightful to test the model hypotheses and validate the results for other regions 
of North America where different wildlife spices exist. 
Moreover, the SEM analysis for WVCs relied on data covering a 7-year period (2012 to 2018), 
whereas for RLR crashes, my dataset covered just over 4 years (2011 to 2014). Additional crash 
records and the analysis of more extended periods would further support the significance of this 
research and its findings. Another major issue is the under-reporting of crashes, as clearly not all 
significant crashes are reported and collected. Some jurisdictions only report crashes which are 
above a specific threshold amount of property damage, while others require the degree of vehicle 
damage to be above a certain level (Hauer 2006). And according to Vanlaar et al. (2012), WVCs 
generally are only reported when there is a claim or a police report, while WVC data on small 
animals are limited or non-existent. In some jurisdictions across Canada, there is speculation that 
under-reporting may be as high as 40 - 50% (Transport Canada 2019). 
Sampling is also an issue. Most crash databases are obtained from police reports, and it is well-
known that individuals part of no injury or minor injury crashes are less likely to report them to 
police or insurance companies. In 2009, the National Highway Traffic Safety Administration 
conducted a study that estimated that about 25 percent of minor injury crashes and half of the no-
injury crashes are unreported. This is in sharp contrast to fatal crashes for which the reporting rate 
is nearly 100 percent (National Highway Traffic Safety Administration 2009, Blincoe et al. 2002). 
Thus crash records are generally referred to as outcome-based samples. In this type of sample, the 
injury severities reflected by the police-reports is not the same as the actual sample of crashes due 
to underreporting of less severe injuries. Outcome-based samples may result in biased parameter 
estimates (Savolainen et al. 2011). 
Overall, this study focused mainly on transportation engineering aspects contributing to crash 
severity outcomes. As future work, other important human factors that could play an important 
role in severity outcomes (e.g., driving while on the phone, fatigue driving, or not wearing a 
seatbelt), should also be considered. Ultimately, the investigation of crash severities using SEM 
analysis on crash data from different regions will help to validate the results obtained in this thesis. 
Moreover, the severity of other types of crashes can be investigated with the same methodology , 
and it would be informative to compare such results. And further research on the magnitude of the 
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crash underreporting issue and its impact on statistical estimation of contributing factors is 
recommended. 
 
7.4 Closing Remarks 
Annually, motor vehicle crashes impose an enormous economic and emotional burden on society. 
Researchers have been investigating ways to gain a better understanding of the factors that affect 
the likelihood and severity of crashes as well as provide direction for policies and countermeasures 
aimed at reducing both the number and severity of crashes (Lord and Mannering 2010). Employing 
statistical modeling has always been the most popular way to identify and analyze the contributions 
of human, environmental, roadway, and vehicle factors on crash severity (Kim et al. 2011). 
However, many of the traditional statistical methodologies applied in the literature are subject to 
limitations and shortcomings.  
Modeling techniques in this area have mainly attempted to incorporate road and traffic factors into 
a statistical model and then identify relationships between independent and dependent variables  
(Lee et al. 2008). But there may be certain explanatory variables that can affect crash severity 
indirectly through one or more mediating variables (measured or latent). Investigating the 
relationship among explanatory variables can become a complex and challenging task. Moreover, 
while each method provides meaningful information, there are still some unexplained aspects of 
crashes, and some latent dimensions in the data cannot be explained through observed variables.  
In this thesis, the objective was to investigate factors that influence the severity of crashes using 
the technique known as SEM. Compared to more traditional statistical analysis, SEM provides the 
added advantage of representing, estimating and testing complex modeling structures, where 
dependent variables can also be identified as predictor variables of other dependent variables 
(allowing examination of indirect effects and mediation structures). With SEM, it is also possible 
to include in a model both measured and latent variables. 
By way of illustration, two different types of crashes were selected. There were RLR-related 
crashes as well as WVCs, both of which represent essential and frequent crash types in different 
environmental settings. RLR-related crashes are most likely to happen in an urban environment. 
WVCs, on the other hand are most likely to occur in a rural environment. To help identify the 
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influencing factors on crash severity, an SEM model for each type of crash was developed. Here, 
I hypothesized that two latent dimensions, namely TS and KEs strongly affect the severity of RLR-
related crashes. For WVCs, I hypothesized that crash severity is most influenced by two latent 
dimensions, namely SA and VI.  
Both SEM model specifications (RLR, and WVC) had an acceptable overall fit, while the 
hypothesized latent dimensions in both models fit the data as well. Moreover, SEM results 
demonstrated positive or negative marginal effects of these variables on crash severity. Regarding 
the RLR model, I found that both TS and KEs positively influence overall crash severity. In 
addition, a TS increase of the bullet vehicle can positively affect transferred KE to the subject 
vehicle(s), which indirectly affects crash severity.  
Moreover, it was demonstrated that measured variables such as road, driver and environmental 
factors could indirectly affect crash severity through speed, and that vehicle factors and crash 
characteristics can also affect transferred kinetic energy to the subject vehicle(s). Regarding the 
WVC model, the results showed that SA and VI positively influenced overall crash severity. Also, 
VI was found to negatively affect speeding attitude, and this would indirectly decrease crash 
severity. Regarding measured variables, it was demonstrated that road, driver, and environmental 
factors could indirectly affect crash severity through SA and VI. Road surface and weather 
conditions showed the most influence on SA and VI, respectively.  
In comparison with path analyses (i.e. a traditional severity model), both these SEM analyses 
generated superior results over goodness-of-fit, significance, and the signage of the estimates. 
Also, the causal relationships in SEM seemed more intuitive since the observed variables can 
influence the crash severity through latent variables as mediating factors. Therefore, it is possible 
to conclude that SEM analysis outperformed traditionally used severity models. In this regard, it 
can also help researchers better understand the mechanism of crashes using both measured and 
latent variables. 
It appeared from this research that a reduction of travel speeds both in urban/rural areas is crucial 
for mitigating the severity of crashes. Moreover, the development of strategies for improving 
visibility and for having less transferred kinetic energy during a crash event would also be 
beneficial. Since SEM provides weights for each contributing factor of the latent variables, the 
results of the study can be employed by transportation engineers and decision-makers for safety 
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improvement and policy-making purposes to prioritize strategies and countermeasures at crash-
prone locations. Moreover, I offer that these findings can be used to help train, promote, or 
encourage drivers to obey traffic rules as well as to educate them about the conditions that can 
aggravate the severity of being involved in crashes. 
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APPENDIX A – SEM MODEL FORMULATION 
An example of a structural equation model is shown in Figure A. 1. As mentioned before, the latent 
variables are presented with circles (or ellipse), and the observed variables are shown in 
rectangular or square boxes. The measurement of a latent variable is done through one or more 
observable variables (Wang and Wang 2012). 
 
 
Figure A. 1 General SEM. 
 
In this example three observed variables (x1 – x3) are used as indicators of the latent variable 𝜉1; 
three indicators (y1 – y3) are used for latent variable η1; three indicators (y4 – y6) are used for latent 
variable η2. The latent variables that are measured by variables within the model are called 
endogenous latent variables (η); the latent variables, whose causes lie outside the model, are 
exogenous latent variables (𝜉). Indicator variables that measure the exogenous latent variables are 
called exogenous indicators (x1 – x3) and indicator variables that measure the endogenous latent 
variables are endogenous indicators (y1 – y6). δ shows the measurement error term for the 
exogenous indicators and ε shows the measurement error term for the endogenous indicators. 
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The coefficients β and γ in the diagram are path coefficients. β indexes the path coefficient of the 
dependent endogenous variable, and γ indexes the causal variable (either endogenous or 
exogenous). If the causal variable is exogenous (𝜉), γ would be used for the path coefficient; if the 
causal variable is another endogenous variable (η), β would be used for the path coefficient. For 
example, β12 shows the effect of endogenous variable η1 on the endogenous variable η2. Since the 
predictions are not perfect, there are always residuals or errors. The 𝜁’s in the model, show 
structural equation residual terms (Wang and Wang 2012). 
As mentioned in section 3.5, a SEM model consists of three components: (a) a measurement model 
for the endogenous variables (Y measurement model), (b) a measurement model for the exogenous 
variable (X measurement model), and (c) a structural model (Lee et al. 2008). In the measurement 
model, linear (e.g., when observed variables are continuous) or nonlinear (e.g., when observed 
variables are categorical) equations describe the relations between the observed variables and their 
underlying latent variables (factors). In the structural equations part of the model, endogenous 
latent variables (𝜂) are regressed on the exogenous latent variables (𝜉) and/or some other 
endogenous latent variables. In addition, observed variables can also be included as either 
independent and/or dependent variables in a SEM model (Wang and Wang 2012). The general 
SEM can be expressed by three equations (Bollen 1989): 
𝜂 = 𝐵 ∙ 𝜂 +  ∙ 𝜉 +  𝜁                                                                                                                      (3.5)  
𝑥 = Λ𝑥𝜉 + 𝛿                                                                                                                                  (3.6)        
𝑦 = Λy𝜂 + 𝜀                                                                                                                                   (3.7) 
Where in Eq. (3.5), 𝜂 is an m×1 vector of endogenous latent variables, 𝜉 is an n×1 vector of the 
exogenous latent variables; B is an m×m matrix and  is an m×n matrix that contains regression 
parameters (i.e., β’s and γ’s) for the endogenous and exogenous latent variables (i.e., magnitudes 
of expected changes after a unit increase in η and ξ, respectively). 𝜁 = m × 1 is a vector of 
disturbances (error terms) that is assumed to have an expected value of zero [E(𝜁)=0]. 
The measurement models is represented with Eq. (3.6) and Eq. (3.7). where x is a q×1 column 
vector of the observed exogenous variables, y is a p×1 column vector of the observed endogenous 
variables, δ is a q×1 column vector of the observed exogenous errors. ε is a p×1 column vector of 
the observed endogenous errors. The expected value of ε and δ  is zero. 𝛬𝑥  is a q×n matrix of 
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structural coefficient (λx) for the effects of the latent exogenous variables on the observed variables , 
and 𝛬𝑦 is a p×m matrix of structural coefficient (λy) for the effects of the latent endogenous 
variables on the observed ones.  
A full SEM model is defined by the specification of eight parameter matrixes (𝛬𝑥 , 𝛬𝑦 , , 
B, 𝛷, 𝛹,𝛩𝜀 , and 𝛩𝛿). Φ (phi), Ψ (psi), Θε (theta-epsilon), and Θδ  (theta-delta) are the four 
variance/covariance  matrixes in SEM. Φ is the n×n variance/covariance matrix for the latent 
exogenous variables (𝜉). Ψ is the m×m variance/covariance matrix for the residual terms of the 
structural equations (𝜁). Θε and Θδ are the p×p and q×q variance/covariance matrixes for the 
measurement errors of the observed variables y and x, respectively. All of these matrixes are 
symmetric square matrixes, where the number of rows and columns in each of the matrixes are 
equal. The main diagonal elements of each matrix show the variances that should always be 
positive and the off-diagonal elements, show the covariances related to the pairs of variables in the 
matrix (Wang and Wang 2012).  
The hypothesized model showed in Figure A. 1 can be specified in matrix notation based on the 
three basic equations (3.5, 3.6, 3.7). Eq. (3.5) can be expressed as: 
[
𝜂1
𝜂2
] = [
0 0
𝛽12 0
] [
𝜂1
𝜂2
] + [
𝛾11
𝛾12
] [𝜉1] + [
𝜁1
𝜁2
]                                                                                       (A.1) 
From Eq. (A.1) it is possible to derive the following two structural equations:   
𝜂1 = 𝛾11𝜉1 + 𝜁1                                                                                                                             (A.2) 
𝜂2 = 𝛽12𝜂1 + 𝛾12𝜉1 + 𝜁2                                                                                                                                                                                                                
The measurement equation (3.7) can be expressed as:  
[
 
 
 
 
 
𝑦1
𝑦2
𝑦3
𝑦4
𝑦5
𝑦6]
 
 
 
 
 
=
[
 
 
 
 
 
 
𝜆𝑦11 0
𝜆𝑦12 0
𝜆𝑦13 0
0 𝜆𝑦24
0 𝜆𝑦25
0 𝜆𝑦26]
 
 
 
 
 
 
[
𝜂1
𝜂2
] +
[
 
 
 
 
 
𝜀1
𝜀2
𝜀3
𝜀4
𝜀5
𝜀6]
 
 
 
 
 
                                                                                                    (A.3) 
From Eq. (A.3) it is possible to derive the following six measurement structural equations:   
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𝑦1 = 𝜆𝑦11𝜂1 + 𝜀1                                                                                                                                     
𝑦2 = 𝜆𝑦12𝜂1 + 𝜀2                                                                                                                            
𝑦3 = 𝜆𝑦13𝜂1 + 𝜀3                                                                                                                            
𝑦4 = 𝜆𝑦24𝜂2 + 𝜀4                                                                                                                           (A.4) 
𝑦5 = 𝜆𝑦25𝜂2 + 𝜀5                                                                                                                            
𝑦6 = 𝜆𝑦26𝜂2 + 𝜀6                                                                                                                            
The measurement equation (3.6) can be expressed as:  
[
𝑥1
𝑥2
𝑥3
] = [
𝜆𝑥11
𝜆𝑥12
𝜆𝑥13
] [𝜉1] + [
𝛿1
𝛿2
𝛿3
]                                                                                                            (A.5) 
From Eq. (A.5) it is possible to derive the following three measurement structural equations: 
𝑥1 = 𝜆𝑥11𝜉1 + 𝛿1 
𝑥2 = 𝜆𝑥12𝜉1 + 𝛿2                                                                                                                         (A.6) 
𝑥3 = 𝜆𝑥13𝜉1 + 𝛿3 
It is assumed that E (𝜁) = 0, E (𝜀) = 0, and E(𝛿) = 0, Cov (𝜁, 𝜉) = 0, Cov (𝜀, 𝜂) = 0, and Cov (𝛿, 𝜉) 
= 0. In addition, multivariate normality is assumed for the observed and latent variables. 
The criterion selected for parameter estimation is known as the discrepancy function, where the 
difference between , the p×p population covariance matrix as estimated by the sample covariance 
matrix, and 𝜃), the p×p covariance matrix from the hypnotized model, are minimized.  
The aim of model estimation is to find a set of model parameters 𝜃 to produce (𝜃) so that [-
(𝜃)] can be minimized. The discrepancy between  and (𝜃) indicates if the model fits the data 
well (Wang and Wang 2012). 
Since both   and () are unknown, [S-(?̂?)] or (S-Σ̂) is minimized in SEM; where S is the sample 
variance/covariance matrix, ?̂? are the model parameter estimates; (?̂?) or Σ̂ is the model 
estimated/implied variance=covariance matrix. To minimize the difference between S and Σ̂ 
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during the estimation process, a particular fitting function should be utilized. Maximum likelihood, 
asymptotically distribution-free, and weighted least square are standard estimation methods for 
many model-fitting programs. Eq. (A.7) shows the maximum likelihood (ML) fitting function: 
𝐹𝑀𝐿(?̂?) = ln|Σ̂| + 𝑡𝑟(𝑆Σ̂
−1)− ln|𝑆| − (𝑝 + 𝑞)                                                                          (A.7) 
where S and Σ̂ are the sample and model estimated variance/covariance matrixes, respectively; and 
(p + q) is the number of observed variables involved in the model (yielding (p + q)(p + q + 1)/2 
unique variances and covariances). 
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APPENDIX B – SOFTWARE CODES 
For the first part of the thesis, SAS software version 3.71, University Edition (SAS Institute Inc 
2017) was used, which allows implementing SEM with the CALIS procedure. The weight-least 
squares (WLS) method was used in order to account for possible violation of the multivariate 
normality assumption. The code for this model is as follows: 
 
PROC IMPORT DATAFILE="/FOLDERS/MYFOLDERS/RLR_CRASH.XLSX"  
OUT=WORK.MYEXCEL 
DBMS=XLSX 
REPLACE; 
RUN; 
PROC CALIS DATA=WORK.MYEXCEL MAXITER=50000 PLOT=PATHDIAGRAM MODIFICATION 
METHOD=WLS; 
PATH 
TRAVEL_SPEED ---> SKID_RESISTANCE ALCOHOLE_INVOLVED VERTI-CAL_ALIGNMENT GENDR 
DAY_OF_WEEK LIGHTING_CONDITION PEAK_HOUR ROAD_SURFACE_CONDITION AGE = 1., 
KINETIC_ENERGY ---> NUMBER_OF_VEHICLES VEHICLE_TYPE POINT_OF_IMPACT 
VEHICLE_MANUVER VEHICLE_YEAR = 1., 
CRASH_SEVERITY ---> SEVERITY TOTAL_VEHICLE_DAMAGE NUMBER_OFI_INJURED = 1., 
TRAVEL_SPEED ---> KINETIC_ENERGY, 
TRAVEL_SPEED KINETIC_ENERGY ---> CRASH_SEVERITY; 
FITINDEX ON(ONLY) = [CHISQ DF PROBCHI RMSEA SRMSR BENTLERCFI AGFI AIC] NOINDEXTYPE;  
RUN; 
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For the second part of the thesis, MPlus 8.3 (Muthén and Muthén 2017) was used and probit links 
were used for the estimations. Model fitting was by robust weighted least squares estimator using 
a diagonal weight matrix (WLSMV) that is the default estimator for ordered categorical observed 
dependent variables. The code for this model is as follows: 
 
DATA: FILE IS C:\ANIMAL CRASHES\WVC_CRASH.CSV; 
VARIABLE: NAMES ARE 
SEVERITY NUMBEROFINJURED ACCIDENTCOST DAMAGE PEAKHOUR LIGHTINGCONDITION 
WEATHERCONDITION SURFACECONDITION PAVEMENTCONDITION ROADTYPE ACCIDENTSITE 
HORIZONTALALIGNMENT VERTICALALIGNMENT; 
USEVARIABLES ARE 
SEVERITY NUMBEROFINJURED ACCIDENTCOST DAMAGE PEAKHOUR LIGHTINGCONDITION 
WEATHERCONDITION SURFACECONDITION PAVEMENTCONDITION ROADTYPE ACCIDENTSITE 
HORIZONTALALIGNMENT VERTICALALIGNMENT AGE VEHICLETYPE DAYOFWEEK;  
CATEGORICAL ARE 
SEVERITY NUMBER_OF_INJURED ACCIDENT_COST DAMAGE PEAK_HOUR LIGHTING_CONDITION 
WEATHER_CONDITION SURFACE_CONDITION PAVEMENT_CONDITION ROAD_TYPE 
ACCIDENT_SITE HORIZONTAL_ALIGNMENT VERTICAL_ALIGNMENT AGE VEHICLE_TYPE 
DAY_OF_WEEK; 
MODEL: 
CRASH_SEVERITY BY SEVERITY NUMBEROFINJURED ACCIDENTCOST DAMAGE; 
SPEEDING_ATTITUDE BY ROAD_TYPE ACCIDENT_SITE PEAK_HOUR DAY_OF_WEEK 
SURFACE_CONDITION PAVEMENT_CONDITION AGE VEHICLE_TYPE; 
BY HORIZONTAL_ALIGNMENT VERTICAL-ALIGNMENT LIGHTINGCONDITION 
WEATHERCONDITION; 
CRASH_SEVERITY ON SPEEDING_ATTITUDE VISIBILITY_IMPAIRMENT; 
SPEEDING_ATTITUDE ON VISIBILITY_IMPAIRMENT; 
MODEL INDIRECT: 
CRASH_SEVERITY IND VISIBILITY_IMPAIRMENT; 
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CRASH_SEVERITY IND SPEEDING_ATTITUDE; 
OUTPUT: STANDARDIZED; 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
