For an adjustment of a similarity transformation, it is often appropriate to consider that both the source and the target coordinates of the transformation are affected by errors. For the least squares adjustment of this problem, a direct solution is possible in the cases of speci c weighing schemas of the coordinates. Such a problem is considered in the present contribution and a direct solution is generally derived for the m-dimensional space. The applied weighing schema allows (fully populated) pointwise weight matrices for the source and target coordinates, both weight matrices have to be proportional to each other. Additionally, the solutions of two borderline cases of this weighting schema are derived, which only consider errors in the source or target coordinates. The investigated solution of the rotation matrix of the adjustment is independent of the scaling between the weight matrices of the source and the target coordinates. The mentioned borderline cases, therefore, have the same solution of the rotation matrix. The direct solution method is successfully tested on an example of a 3D similarity transformation using a comparison with an iterative solution based on the Gauß-Helmert model.
Introduction
The transformation of coordinates in the form of a similarity transformation (Helmert transformation) in 2-and 3-dimensional space (2D/3D) is frequently applied in geodesy and other elds. This transformation is used in the combination of GPS coordinates with terrestrial observations (see e.g. [8, pp. 508-513] ), in the registration of laser scanner point clouds (see e.g. [20] ) and in the deformation analysis of geodetic networks (see e.g. [32] ). The parameters of the transformation function are often estimated using adjustment computation based on control points. In 3D, this task is also known as absolute orientation problem (e.g. [31] ) and (extended orthogonal) Procrustes problem (the orthogonal Procrustes problem corresponds to a least squares adjustment of an orthogonal transformation between two matrices [25] ).
Control points coordinates are derived from measured quantities, thus they contain errors. If these errors are approximately normally distributed, the least squares adjustment is the most appropriate, as it corresponds to the maximum likelihood estimation (see e.g. [12, p. 153] ) if observations' errors are normally distributed. This adjustment method is considered in this paper.
Often the errors of the transformation's target coordinates of are taken into account in the stochastic part of the adjustment model only; this was solved using methods related to the Procrustes problem, quaternion-based approaches and other, see e.g. [5, 10, 11, 26, 27, 29, 31] , [8, pp. 368-386] . On the other hand, it is possible that the model only considers errors in the transformation's source coordinates; this problem was dealt with in [3, 4] .
In many applications, however, the consideration of errors both in the source and target coordinates is a more realistic or even the only appropriate modeling. In the case of a similarity transformation, this leads to a nonlinear adjustment of condition equations with (observations and) unknowns (also denoted combined adjustment) and, when indicated, with additional constraints for unknowns. This adjustment problem can also be classi ed as a so-called total least squares (TLS) problem (its solution is often distinguished from that of the method of least squares; TLS, however, should be regarded as a special application of the method of least squares, cf. [19, p. 56] , [16] ).
An adjustment of a similarity transformation considering errors in the source and target coordinates and a general variance-covariance matrix of the coordinates can be numerically solved using iterative procedures such as the Newton-Raphson method (e.g. [6] ), the Gauß-Helmert model (GHM) (e.g. 2D: [16] ; 3D: [1] ) or the EIV model (e.g. 2D: [24] ). For speci c weighting schemas, direct (noniterative) solutions are possible. For the 2D similarity transformation with homogenous and uncorrelated errors, Malissiovas et al. [14] presented two approaches, one based on a common solution method for TLS, the other one based on an over-parametrization of the functional adjustment model. Goryn and Hein [9] provided a solution for the 3D rigid transformation with homogenous and uncorrelated errors based on a common approach to the Procrustes problem. Felus and Burtch [7] dealt with the 3D similarity transformation with pointwise weights and uncorrelated errors; the determination of the rotation matrix, however, was based on a scale factor xed to one. Chang [4] o ered a rigorous solution for the case of an additional scaling between the weights of the source and the target coordinates. The most general weighting schema so far was presented by Teunissen [29] for the 2D and 3D similarity transformations. It allows (fully populated) pointwise weight matrices for the source and the target coordinates, both matrices must be proportional to each other. In the 3D case, the adjustment problem was converted into an equivalent non-linear adjustment of observation equations (parametric adjustment); for the derivation of the rotation matrix, the scale factor was assumed to be xed.
Compared to a direct solution, an iterative solution is computationally more expensive with successful convergence dependent on the quality of the initial parameters. If a problem does not meet the prerequisites of the direct solution's weighting schema, the direct solution may be used for the determination of initial values for an iterative method. The present contribution focuses on the rigorous direct solution of the adjustment of a similarity transformation considering errors in the source and target coordinates for the weighting schema used in [29] and for the general m-dimensional case. This solution is based on a combined adjustment with additional constraints for unknowns and it also leads to the solutions of the cases that only errors in the source or target coordinates are taken into account. This paper is arranged as follows. In Section 2 the adjustment problem of the similarity transformation is formulated. In Section 3 its solution is derived. In Section 4 the resulting calculation method is tested on an example of a 3D similarity transformation. Finally, in Section 5 properties of the adjustment problem under investigation and of its solution are regarded.
Adjustment problem
For the adjustment of the parameters of a similarity transformation two point sets of n points in m-dimensional space are needed, one set for the source coordinates, the other for the target coordinates of the transformation. The functional adjustment model of the similarity transformation between the source and the target coordinates reads:
The elements of the source coordinate vectors 
where σ is the variance of the unit weight, Q is the cofactor matrix and P is the weight matrix. As in [28] , only the following special case is considered:
where Qp is an arbitrary n × n symmetric, positive de nite matrix (on the Kronecker product ⊗ see e.g. [18, pp. 59-60] ). For example, for the source coordinates of the rst two points in 2D the structure of Q is:
where qpx ij are the elements of Qpx. The elements of the cofactor matrices Qpx and Qpy apply pointwise, i.e. a cofactor applies to all coordinates of one point (i = j) or of two points (i ≠ j), respectively. There are no covariances between the coordinates of di erent directions and between the source and the target coordinates. Furthermore, Qpx and Qpy are proportional to each other or to an underlying matrix Qp, respectively. The stochastic model applied is not very realistic, for example because the point coordinates are often correlated to each other in practical applications. It does constitute the most general model for which a direct solution can be derived. An example satisfying the structure of (Qp ⊗ Im) is the Baarda-Alberda criterium matrix [29] , see e.g. [30] . This model has the properties that the error ellipses of points and relative error ellipses between points are circles and that coordinates of di erent directions are not correlated. The corresponding weight matrices become
The modeling of errors only in the source or the target coordinates corresponds to the borderline cases ky = and kx = , which yield Qpy = and Qpx = , respectively. In these cases, Qpx and Qpy are not proportional to each other.
For the solution of the adjustment problem, the following common matrix representation of Eq. (1) is introduced:
( n: n-dimensional vector of ones), where
In the following, the symbols s, Ξ, t, Ex and Ey designate the estimates of the corresponding unknown quantities. The condition equations Eq. (10) analogously apply to these estimates.
The objective function of a least squares adjustment of the present problem is Φ = tr(E x PpxEx) + tr(E y PpyEy)
(tr: trace). Φ has to be minimized subject to the condition equations Eq. (10) and the following constraints for Ξ:
which represent the properties of a rotation matrix (orthonormality with positive determinant).
Solution
If the constraints of a minimization problem can be solved for a part of the unknown quantities, its outcome can be substituted into the objective function, which leads to an equivalent minimization problem without the respective constraints and unknowns (cf. e.g. [23, pp. 76-77] 
(cf. e.g. [31] ) with the Lagrange multipliers in form of a symmetric m × m matrix Λ and a scalar λ . The condition for the solution of the minimization problem is that the partial derivatives of Φ L with respect to the unknown quantities are zero. The partial derivatives with respect to Λ and λ lead to the constraints Eq. (15) and Eq. (16) and are therefore not given explicitly. For the following matrix calculus, see e.g. [18] .
. Residuals
The condition equations Eq. (10) 
and Ey can be substituted into Φ Eq. (14) . This and using constraint Eq. (15) 
= tr(B PpB + s B PpExΞ + s E x PpEx) .
Thus, the partial derivative of Φ L with respect to the residual matrix Ex is
Setting equal to zero and rearranging lead to
Inserting Ex into Eq. (18) and using the constraint Eq. (15) yield
= ky + kx s − kxs ky + kx s B = ky h B .
In the borderline cases ky = and kx = , it follows from their insertions into Ex Eq. (24) and Ey Eq. (27) that
.
Translations
The insertion of Ex Eq. (24) and Ey Eq. (27) into Φ Eq. (14) and the use of the constraint Eq. (15) yield
= h tr(B PpB) .
Using
and hence B = F − nt it follows that
It applies
Setting the partial derivative equal to zero and rearranging yield
. Weighted centering cx Eq. (38) and cy Eq. (39) are weighted centers, cf. [28] .
Eq. (37) shows that for weighted centered points the adjusted translations are zero.
The centered coordinates matrices arē
Inserting X =X + nc x , Y =Ȳ + nc y and t Eq. (37) into B Eq. (19) yields
and Φ Eq. (31) becomes
Scale factor
Converting Φ Eq. (42) and using the constraint Eq. (15) lead to
From the substitutions
it follows that
Substituting h from Eq. (25), computing ∂Φ L /∂s and some simpli cations lead to
The two solutions s and s of this quadratic equation are
It can be shown that s is the correct solution because it yields a lesser value of the objective function Φ than s . For this purpose, Φ Eq. (47) is converted into the form of Eq. (57), which was similarly given in [4] :
and using Eq. (25) 
. (59) From f Eq. (51) follows
Solving f Eq. (51) for (kxc ) and inserting the result into the last equation yield 
The latter inequality is valid due to f / > . In the borderline cases ky = and kx = , their insertions into Eq. (49) lead to
. Rotation
As in [4] , the rotation matrix can be determined by the following considerations. In order to minimize the objective function Φ Eq. (57), Ξ has to be determined such that G Eq. (61) 
This maximization problem also appears in conjunction with the constraints Eq. (15) and Eq. (16) in the Procrustes problem. Thus, Ξ can be obtained according to [15, 31] as follows. A is decomposed by a singular value decomposition (SVD): 
Using D, the constraint Eq. (16) is considered, i.e. it prevents Ξ from being a re ection matrix. Conditions of the uniqueness of the solution and a discussion of special cases can be found in [15] . Obviously, Ξ is independent of the scaling factors kx and ky. For the borderline cases ky = and kx = , the use of ky = and s Eq. 
. Calculation method
The solution method for the adjustment of a similarity transformation derived in the previous sections can be summarized to the following procedural steps: 1. Centering: cx, cy,X,Ȳ by Eqs. (24), (27) In the borderline cases ky = and kx = , the formulas of steps 1, 2 and 4 are also valid. 
Example
The direct solution method derived in section 3 and summarized in section 3.6 was applied to an example of a 3D similarity transformation of four points, see Table 1 , using data from [7] . For comparison, the transformation parameters were determined additionally through an iterative solution based on the GHM (for a general description of this method see e.g. [2, 16, 21] ). The calculations were implemented in C (double accuracy), the SVD was based on the program code in [22, pp. 67-70] , [17] . From R = Ξ three rotation angles α , α and α of a Cardan rotation were determined. It holds that R = R (α )R (α )R (α ). R i (α i ) is the rotation matrix of a rotation around the i-th axis by the angle α i , wherein a negative direction of rotation was used (on the composition of R i see e.g. [29, p. 149] ).
For the iterative solution per GHM, the condition equations Eq. (1) were expressed by the unknown parameters s, t, α , α and α and linearized; the formulas applied were based on a general cofactor matrix Q Eq. (3), which was build from Qpx and Qpy.
Three cases with di erent stochastic models were taken into account: 1. Qp = diag( , . , . , .
) (as in [7] ); kx = , ky = . = . . 2.
i.e. diagonal elements as in case 1; kx = , ky = . . 3. As case 2 with the exception of the third diagonal element of Qpx, which was changed from 0.16 to 0.1.
The cases 1 and 2 were solved using both mentioned solution methods. In case 3, it holds that Qpx Qp and Qpx Qpy so that the direct solution is nonapplicable and the iterative solution per GHM was used only. Table 2 shows the computed transformation parameters. The speci ed results of the two solution methods are identical. Hence, the solutions of both methods coincide to a high degree, and their numerical accuracy can be regarded as high in the present example.
The additional non-diagonal elements of Qp in case 2 change the solution of any parameter compared to case 1. This also applies to the alteration of one diagonal element of Qpx in case 3 compared to case 2.
The transformation parameters of the cases 2 and 3, based on fully populated matrices Qp, are in better agreement than with those of case 1, which is based on a diagonal Qp (with the only exception of α ); case 2 would, therefore, be a better approximation of case 3 than case 1.
Discussion and conclusion
For the least squares adjustment of an m-dimensional similarity transformation considering errors in the source and target coordinates a direct solution was derived for the case of the point-wise and proportional source and target weight matrices described by Eqs. (3)-(5). Based on this, two borderline cases of this problem were solved, taking into account errors in the source or target coordinates only.
The solution was determined through the necessary condition for the minimum of the objective function that its partial derivatives with respect to the unknowns must be zero. A consideration of the su cient condition that the Hessian matrix of the objective function must be positive de nite was not required for the following reasons. The objective function Eq. (14) has a minimum because it can be represented by a sum of quadratic forms with positive definite weight matrices and thus is ≥ . The determination of the rotation matrix was converted into a minimization problem with a known solution. For the scale factor, the solution led to a quadratic equation; it was shown that one of its two solutions yields a smaller value of the objective function so that it belongs to a minimum. This also applies to the unique solutions of the translations.
The validity of the derived solution method was demonstrated on a 3D similarity transformation example, comparing with an iterative solution (GHM). This illustrated that, in general, the solutions of the transformation parameters are dependent on the weight matrices of the source and target coordinates.
The adjustment problem under investigation has the property that the solution of the rotation matrix is independent of the scaling between the weight matrices of the source and the target coordinates. This also applies to the two borderline cases of this scaling which consider errors in the source or target coordinates only so that their rotation matrices correspond to that of the modeling of errors in the source and target coordinates (i.e. on condition of an equivalent weight matrix Pp). The latter was already pointed out for other weighting schemas, see [3, 4] .
The weighting schema applied is not realistic (see Section 2) and therefore not suitable for the direct solution of usual transformation problems. However, it may be applicable for the determination of initial values of the transformation parameters for approved iterative methods for the solution to problems with more complex and realistic weighting schemas (as indicated by the example in Section 4). Similarly, using the adjustment problem under consideration theoretical values for the transformation parameters could be determined for numerical tests of iterative solution methods.
