c We review the modeling approaches for estimating T cell turnover. c We aim at an audience of both modelers and biologists. c We illustrate how modeling assumptions affect biological interpretations. c We present a large number of different models in one common notation. c We cover acute immune responses, labeling, TREC and telomere erosion. a r t i c l e i n f o succinimidyl ester (CFSE), their division history has been studied by monitoring telomere shortening and the dilution of T cell receptor excision circles (TRECs) or the dye CFSE, and clonal expansion has been documented by recording changes in the population densities of antigen specific cells. Proper interpretation of such data in terms of the underlying rates of T cell production, division, and death has proven to be notoriously difficult and involves mathematical modeling. We review the various models that have been developed for each of these techniques, discuss which models seem most appropriate for what type of data, reveal open problems that require better models, and pinpoint how the assumptions underlying a mathematical model may influence the interpretation of data. Elaborating various successful cases where modeling has delivered new insights in T cell population dynamics, this review provides quantitative estimates of several processes involved in the maintenance of naive and memory, CD4 þ and CD8 þ T cell pools in mice and men.
Introduction
Despite great advances in immunological research during the last decades, relatively little is known about the quantitative characteristics of lymphocyte population kinetics. There are widely divergent estimates of the production rates, division rates, and life-spans of mouse and human lymphocyte populations (Borghans and De Boer, 2007) . As a consequence, fundamental issues like the maintenance of memory, the maintenance of a diverse naive lymphocyte repertoire, and the nature of homeostatic mechanisms remain largely unresolved, and may be different in different species. Thus, while mice are the most frequently studied experimental animal in immunology they may not provide information directly applying to humans (Den Braber et al., 2012) . Many current questions in immunology are of a quantitative nature. For example, it is important to reveal how human diseases such as HIV infection and rheumatoid arthritis, and therapeutic interventions such as chemotherapy or hematopoietic stem cell transplantation affect lymphocyte kinetics, but as long as there is controversy about the lymphocyte kinetics in healthy individuals such questions remain difficult to address.
Recently, several experimental techniques have been developed that have enabled the generation of quantitative data on lymphocyte dynamics. Some are based on the quantification of natural properties of lymphocytes that change with their kinetics, such as lymphocyte telomere lengths and T cell receptor excision circles (TRECs) . Others have made use of different lymphocyte labeling techniques, using agents such as the fluorescent dye carboxy-fluorescein diacetate succinimidyl ester (CFSE), the base analog 5-bromo-2 0 -deoxyuridine (BrdU), deuterated glucose ( 2 H 2 -glucose), or heavy water ( 2 H 2 O). Although these techniques are used widely, the interpretation of kinetic data obtained using these labeling methods has turned out to be notoriously difficult (Mohri et al., 1998 (Mohri et al., , 2001 Hellerstein et al., 1999; Gett and Hodgkin, 2000; Revy et al., 2001; Asquith and Bangham, 2003; Asquith et al., 2002; Ribeiro et al., 2002a,b; Deenick et al., 2003; De Boer et al., 2003b,c; Ganusov et al., 2005; De Boer and Perelson, 2005; De Boer, 2006 ). Here we review how mathematical models have given insights into the possibilities and limitations of the different experimental techniques, and have thereby helped the quantitative interpretation of immunological data. Immunology papers using mathematical modeling to better interpret experimental data typically describe the details of the model in an appendix or a methods section. This is natural because the mathematical details tend to be poorly appreciated by the general readership of these journals, but it is also unfortunate because in several studies these technical details on the mathematics do matter as much as the details of the experimental setup. For example, if the same BrdU data is fitted with different mathematical models, estimated turnover rates that result may differ (De Boer et al., 2003b,c; Borghans and De Boer, 2007) . Similarly, labeling the same T cell populations with the seemingly so similar methods of using deuterated glucose or deuterated water, yields labeling curves that are so radically different (Borghans and De Boer, 2007 ) that different mathematical models are required for proper interpretation of the methods. For these reasons we provide a technical review that contains mathematical details so as to fairly present the advantages and disadvantages of the various models that researchers currently use to interpret experimental data on T lymphocyte turnover.
In addition to the mathematics details we need to provide a necessary background in immunobiology of T lymphocytes. T cell populations are comprised of millions to billions of clones that carry a unique T cell receptor (TCR) defining the binding affinity of that clone to complexes of short peptides bound to molecules of the major histocompatibility complex (MHC). Clones are said to be specific for a particular combination of a peptide bound to an MHC (pMHC) when the binding affinity of this pMHC ligand to the TCR characterizing the clone is sufficient to activate the T cells of that clone. A pMHC complex is typically called an epitope (or an antigen), and if the peptide is derived from a protein within the body it is called a self-epitope, otherwise it is a foreign epitope. T cells typically only respond to foreign epitopes because the clones specific for self-pMHC complexes are inactivated during their development in the thymus. T lymphocytes are subdivided into two major populations, CD4 þ helper T cells and CD8 þ cytotoxic T cells, having different functions and activation requirements. CD8 þ T cells are activated upon recognition of peptides bound to class I MHC molecules that are present on almost every cell in the body. Cytotoxic T cells will kill infected cells and tumor cells that present foreign peptides on their MHC molecules, and because they are restricted to MHC class I they can kill infected cells of almost any cell type. CD4 þ T cells bind peptides bound to class II MHC molecules that are present on antigen presenting cells like dendritic cells and macrophages. Helper CD4 þ T cells produce cytokines that orchestrate the cellular CD8 þ T cell responses, and the humoral responses of B cells that produce antibody.
Each T cell clone is further subdivided into naive, activated, effector, and memory cells. Naive T cells are defined as cells that have never been activated by foreign pMHC. They are generated in the thymus where they mature from progenitor cells arriving there from the bone marrow. After a few weeks they leave the thymus to become peripheral naive T cells that circulate through the spleen and lymph nodes via the blood and the lymph. Within these lymphoid tissues, naive T cells have a small chance to become activated (i.e., primed) by foreign epitopes. Such an event will trigger a specific immune response as the primed naive T cells slowly enter a phase of rapid cell division, called clonal expansion. After a few days of proliferation the initial small clone of naive T cells will have expanded into a large clone of effector cells that leave the lymphoid tissue to migrate to inflamed tissues to clear the antigen. After about a week, the immune response strongly contracts, mostly by apoptotic cell death, leaving behind a subpopulation of memory T cells that persist for a long time. Both naive and memory T cell pools are maintained by a process called ''renewal'', which amounts to infrequent and probably stochastic cell divisions (Hataye et al., 2006; Choo et al., 2010) . To have stable naive and memory pool sizes the renewal process has to depend on the population density, which may mechanistically come about by non-specific competition for cytokines, e.g., IL-7 and IL-15, and specific competition for ligands like selfpMHC. The maintenance and normal turnover rate of the pools of naive and memory T cells is one of the main subjects of this review. Since MHC molecules typically bind several peptides from the various proteins of a pathogen, infections trigger a number of different naive T cell clones to undergo clonal expansion and contraction. The largest clone during an immune response is said to be immunodominant.
General models for the immune response
The mathematical models used for describing the population kinetics of T lymphocytes are typically written as ordinary differential equations (ODEs) defining the rate at which the populations change over time, in units of say cells per day. The most common class of models to describe an immune response resembles ecological predator-prey models where the immune effectors are the predators clearing a prey-like pathogen that is stimulating the effectors to grow (De Boer and Perelson, 1995; Nowak and Bangham, 1996; Antia et al., 2003) . A general predator-prey type model for the immune response to an exponentially growing pathogen, e.g., B (for bacteria), can be written as
dN dt
where 0 rF ðBÞ r1 is a saturation function of the concentration of the pathogen, and h defines the pathogen concentration at which the function is half-maximal; i.e., when B¼ h F ðBÞ ¼ 1=2. The variables N, A, and M are the naive, activated, and memory T cells of one clone of T cells responding to this antigen. We assume that naive T cells become activated by the pathogen at rate a N F ðBÞ, the activated cells then proliferate at rate pF ðBÞ, and enter the memory pool at rate ð1ÀF ðBÞÞm (De Boer et al., 2001) . Memory T cells are assumed to self-renew at rate r M and become activated at rate a M F ðBÞ. Naive, activated and memory cells die at rates, d N , d A , and d M , respectively. Note, the activation, a, and proliferation, p, rates were made proportional to F ðBÞ whereas the deactivation rate, m, of activated cells into memory cells was made proportional to ð1ÀF ðBÞÞ (De Boer et al., 2001 ). For such a clone of cells the source of naive cells from the thymus, s, will be small, and should in fact be treated as a stochastic variable. In Fig. 1 where we show numerical solutions of this model, we therefore set the source to zero, and start the immune response with a clone of one hundred naive T cells. The pathogen is killed by the activated cells, which we here assume are immune effector cells, according to a mass-action term kBA, where k is a killing rate (Ganusov et al., 2011) . The r and d parameters in this model are renewal rates, and death rates, respectively. This model forms a basis that we will simplify to study a specific acute immune response, and to study the average turnover rates of naive and memory T cells with labeling techniques. In a more realistic version of this model, the parameters which are here treated as constants, could be replaced by functions of the age of the infected individual and the cell population densities. For instance, thymic output s declines with age, the renewal rates, r, are expected to decline with cell population density, and the cell death rates, d, are expected to increase with population density, due to competition for resources like space and cytokines (Freitas and Rocha, 2000) . Additionally, the mechanisms by which memory T cells are formed during or after an immune response remain poorly understood, and we here simply write that a fraction of the short-lived activated T cells revert to long-lived memory cells when the antigen concentration is low.
Depending on the antigen concentration, activated cells proliferate at a rate pF ðBÞ. De Boer and Perelson (1995) derive various functional forms for the proliferation rate from a generalized Michaelis-Menten analysis of the process of T cells binding antigen presenting cells, and propose various saturation functions like Eq. (5) allowing for a maximum proliferation rate when antigen concentrations are high. Alternatively, one can assume mass-action kinetics by replacing Eq. (5) with F ðBÞ ¼ B and obtain Lotka-Volterra like predator-prey models for the immune response (Nowak and Bangham, 1996; Nowak and May, 2000) . An example of the behavior of this model using the saturation function of Eq. (5), and parameter estimates for a human immune response, is shown in Fig. 1 . There are too little data on acute immune responses in humans to know whether or not this behavior is realistic for a vigorous infection in humans, but we do know that Fig. 1 realistically describes the vigorous immune response of mice infected with the lymphocytic choriomeningitis virus (LCMV) (see Fig. 2 ). Note that in Fig. 1 the activation function, F ðtÞ, gradually approaches one, and rather abruptly switches off when the antigen is cleared after about one week. During the initial phase F ðtÞ is small, allowing the formation of some memory cells, which may be somewhat unrealistic, although there are some reports of early generation of some memory cells during immune response to epitopes of low avidity (Zehn et al., 2009) . However, in the model most memory cells are formed after the clonal expansion phase (Fig. 1) .
Because pathogens like Listeria monocytogenes (LM) and LCMV replicate rapidly and evoke vigorous immune responses, cells are hardly limited by antigen availability, implying that most naive T cells are triggered rapidly, and swiftly adopt the maximal proliferation rate (Kaech and Ahmed, 2001; Badovinac et al., 2002; Homann et al., 2001) . In some work the activation function, F ðtÞ, has therefore been simplified by arguing that there is a time point, t 0 , at which all naive T cells start to proliferate at the maximal rate (De Boer et al., 2001) . Similarly, in these vigorous infections all immune responses seem to shut down at approximately the same time, t, which is called the peak of the response, after which contraction starts (Fig. 1) . Such a program of cell expansion followed by a contraction phase can conveniently be (7) to the data of Homann et al. (2001) using the precursor frequencies estimated by Kotturi et al. (2008) , and given in the table above as the A(0) values. The data is comprised of the CD8 þ T cell responses to four epitopes from LCMV (GP33, NP396, GP118 and NP205), for which we have both time course data and estimates for the initial number of precursor cells. The light solid lines depict the total number of activated cells, A, per spleen, the dashed lines show the corresponding number of memory cells, M, and the heavy solid lines give the total, T¼ A þM, number of cells that was fitted to the data (symbols) using non-linear leastsquare regression (Marquardt, 1963) . Each inset shows the same data over a time span of 921 days. Ranges in the table indicate 95% confidence intervals determined by bootstrapping the residuals one thousand times. 
where A is the number of activated cells, and M is the number of memory cells of a population of T cells that are specific for the epitope of interest, and we use T¼Aþ M to define the total size of the immune response. For a primary immune response, one sets Mð0Þ ¼ 0 and Að0Þ ¼ Aðt 0 Þ as the initial number of cells. Then AðtÞ ¼ TðtÞ is the total number of cells at the peak of the response, since in this strict on/off model memory cells only start to form after the peak (De Boer et al., 2001 . The number of epitope specific precursor cells, A(0), varies and is 10-1000 cells per mouse depending on the epitope (Blattman et al., 2002; Hataye et al., 2006; Badovinac et al., 2007; Moon et al., 2007; Kotturi et al., 2008) . To illustrate that this model describes the data well, we have combined the time course data of four CD8 þ T cell immune responses to LCMV (Homann et al., 2001 ) with their estimated initial precursor densities (Kotturi et al., 2008) , and fitted Eqs. (6) and (7) to the data (see Fig. 2 ). The experimental data typically provide the total number of T cells that are specific for one particular epitope from this mouse virus, which in Eq. (7) corresponds to A(t) when t rt and AðtÞþMðtÞ after the peak. Note that this piecewise linear model has a behavior resembling that of the larger ODE model (Eqs. (2)(4)) that also includes naive T cells (compare Fig. 1 with Fig. 2 ).
Another approach for modeling the clonal expansion phase of an immune response is to explicitly write a cascade of equations that follow every division that the cells have completed (Jones and Perelson, 2005) . Activation of naive or memory T cells recruits the cells into the first stage of the proliferation cascade, P 0 , where the index denotes the number of completed divisions. For the closure of clonal expansion one assumes that after a certain number of divisions the cells differentiate into effector cells, E, that will leave the lymphoid tissue to clear antigen, and become memory cells
where F ðÁÞ can be either a function of time, or the concentration of antigen, and n max is the number of divisions cells complete during clonal expansion. Eq. (2) for the naive T cells can stay the same, but the first term in the memory cell equation, Eq. (4), has to become ð1ÀF ðÁÞÞmE. Because the birth-death ODE model of Eq. (9) is linear it implicitly assumes an exponential distribution of cell cycle times. This allows cells to rapidly proceed through the whole division cascade (De Boer and Perelson, 2005) , and effector cells will appear immediately after the P 0 compartment is populated by activation. This model therefore does not allow for a strict time window of clonal expansion, and to allow for this one needs models with strict time delays representing the minimal time to complete cell division (De Boer and Perelson, 2005) . The rules determining the proliferation of cells during clonal expansion are not completely understood. During the vigorous immune responses to LM and LCMV lymphocytes continue to proliferate when the pathogen is removed, and all response seem to stop at approximately the same time, even if antigen persists. It has therefore been suggested that predator-prey models, where clonal expansion depends on the antigen concentration (i.e., the prey feeding the predator), are inadequate, and that one should resort to on/off models like that of Eqs. (6) and (7), allowing for a ''programmed'' immune response where the ''off-time'' is not dependent on the concentration of antigen . There are various ways to implement such a program. Even the simple saturation function, F ðBÞ, used in Eqs. (2)-(4) made the immune response relatively independent of the concentration of antigen ( Fig. 1) , due to the assumed rapid growth of the pathogen which causes F ðBÞ to rapidly change from 0 to 1. With the on/off model, Eqs. (6) and (7), one can easily define a programmed response, allowing cells to proliferate within a certain time window that is determined by an externally defined signal . The nature of the signal is not known but could be inflammation, cytokines or chemokines Kohlmeier et al., 2011) . Alternatively, with the cascade model of Eq. (9) one could define a program with an intra-cellular signal (or internal signal; Antia et al., 2003) allowing each cell to perform a pre-defined number of divisions. In strong immune responses where most naive T cells are triggered at approximately same time, these different programs result in very similar behavior .
To correctly model a program where individual cells proliferate for a certain amount of time following activation one can write an age-structured population model (Diekmann et al., 2001) , or formulate the model as a system of delay differential equations (DDEs) (Diekmann et al., 2001; Ganusov et al., 2007) . To illustrate the latter approach we again split the activated cells of Eq. (3) into proliferating activated cells, P, and effector cells, E, that have completed their clonal expansion. One then writes dP dt ¼ F ðtÞ½a N N þ a M MþpPÀd P P 
According to this the model primed naive T cells, N, are involved in clonal expansion for a period of t N days during which time they divide at rate p and die at a rate d P . At the end of this proliferative phase they move into the effector population. The e ðpÀd P t Þ terms are the net dimensionless clonal expansion factors describing the expected clone size per primed cell given the division rate p and the death rate d P . The HðtÀtÞ terms are Heaviside functions preventing the usage of negative time points, i.e., HðtÞ ¼ 0 whenever t o0 and HðtÞ ¼ 1 otherwise. Memory cells, M, maintain themselves by division (i.e., self-renewal), at rate r M , die at rate d M , and may become primed by antigen at rate, a M , to perform another round of clonal expansion for t M days. Formulating clonal expansion in delay differential equations is mathematically convenient, but need not be the best formulation for studying the model numerically. The exponential growth term, pP, in Eq. (11) has to be compensated exactly with the large delayed expansion terms, and we have observed numerically instabilities solving this model, even using the excellent retard algorithm described in Hairer (1993) .
We have studied the behavior of this model after omitting the pathogen growth and killing of Eq. (1), and after replacing F ðBÞ by a simple on/off function F ðtÞ ¼ 1 if 0o t o5, and F ðtÞ ¼ 0 otherwise). Thanks to the time window of clonal expansion and the subsequent contraction phase, the model does a good job describing acute immune responses to pathogens (compare Fig. 3 that is parameterized for humans with Fig. 2 showing four dominant CD8 þ T cell responses in B6 mice to LCMV). The naive T cells are strongly depleted by the activation until day five, and start to proliferate rapidly for one week. Contraction starts around day seven because most naive cells have completed their seven days of clonal expansion (t N ¼ 7), and although antigen is absent (F ðtÞ ¼ 0) from day five onwards, the formation of memory cells only starts at day seven after the completion of clonal expansion. Note that each naive T cell has e p7 ¼ 1097 expected progeny, i.e., expands about a 1000-fold. Following the peak, the contraction of the effector cells is relatively slow and appears to be dominated by the relatively slow recruitment of the naive T cells because their respective logarithmic down-slopes run parallel until day 12, which corresponds to the end of naive T cell activation plus one week of clonal expansion. Indeed, increasing the activation of naive T cells (a N ) 10-fold gives a much sharper peak and a steeper contraction rate that now reflects the rapid death of effector cells (d E ¼ 1 day À 1 ) (see Fig. 3b ). Finally, we allow for reactivation of memory cells by considering a chronic infection during which antigen persists by defining F ðtÞ ¼ 1 if 0o t o5, and F ðtÞ ¼ 0:01 otherwise (see Fig. 3c ). The dynamics of immune responses to persistent pathogens are important, but poorly understood. According to this model a chronic immune response can be maintained by reactivating memory cells and having repeated rounds of clonal expansion (Fig. 3c) , and/or by increased renewal rates of memory cells specific for persistent foreign antigens (not shown).
Finally, division cascade models like Eq. (9) have been used many times for modeling immune responses and renewing cells in a homogeneous population (De Boer and Noest, 1998; Wolthers et al., 1999; Revy et al., 2001; Ganusov et al., 2005; De Boer and Perelson, 2005; Asquith et al., 2006; Parretta et al., 2008; Ganusov and De Boer, in press ). Because self-renewal is in theory not bounded by a maximum number of divisions, unless cells run into the Hayflick limit (Linskens et al., 1995; Pilyugin et al., 1997) , one can write an infinite cascade of random birth-death equations . In Panel (c) memory cells are reactivated because F ðtÞ ¼ 0:01 from day five onwards. By repeated rounds of reactivation of memory T cells and proliferation a chronic immune response is maintained. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) that in keep track of the number of divisions cells have completed. Subdividing the cells into subpopulations, P n , that have completed n divisions one would write
where n is the number of divisions cells have completed. If P(t) is the total number of proliferating cells at time t then dP=dt ¼ P dP n =dt ¼ ðpÀdÞP. For the initial condition P 0 ð0Þ ¼ Tð0Þ and P n ð0Þ ¼ 0 for n ¼ 1, . . . ,1, where T(0) is the initial number of undivided cells, the general solution is P n ðtÞ ¼ PðtÞ Â ð2ptÞ
where PðtÞ ¼ P P n ðtÞ ¼ Tð0Þe ðpÀdÞt is the total number of divided cells, and the second term of the right hand side of Eq. (14) gives the distribution of the cells over the division numbers. This is a Poisson distribution
with a mean, m, and variance, s 2 , both increasing linearly in time with a slope 2p (De Boer and Noest, 1998; Ganusov et al., 2005; De Boer and Perelson, 2005) .
Another approach is to normalize Eq. (13) by the number of divisions the cells have completed (Wells et al., 1997; Hasbold et al., 1999; Nordon et al., 1999; Gett and Hodgkin, 2000) , by
By letting the normalized total, r ¼ 
Both models are very general and have been used extensively to study telomere erosion (De Boer and Noest, 1998; Wolthers et al., 1999) , CFSE (Revy et al., 2001; Ganusov et al., 2005; De Boer and Perelson, 2005; Asquith et al., 2006) , and BrdU dilution (Parretta et al., 2008; Ganusov and De Boer, in press ) (see the next sections).
Quantifying immune responses by fitting these models to data
Vigorous infections with rapidly replicating pathogenic bacteria, like LM, or viruses, like the well-studied mouse virus LCMV, trigger strong innate and adaptive immune responses. Since clonal expansion typically continues after the pathogen has been cleared (Lau et al., 1994) , it has been suggested that after proper antigenic stimulation the acute immune response of T cells is programmed, and no longer determined by the current concentration of antigen (Kaech and Ahmed, 2001; Van Stipdonk et al., 2001; Homann et al., 2001; Antia et al., 2003 Antia et al., , 2005 . Badovinac et al. (2002) treated LM infected mice with antibiotics and showed that clonal expansion continued, although the peak response was somewhat lower than in untreated control animals.
They also showed that the contraction after the peak takes place even if the antigen persists (Badovinac et al., 2002) .
As illustrated in Figs. 2 and 3, a programmed response can be modeled with a piecewise linear model as described by Eqs. (6) and (7), or the more elaborate DDE model of Eqs. (11) and (12). Eqs. (6) and (7) have been used extensively to fit data from the cellular immune responses in mice to LCMV. At the time this model was fitted to the data from various CD8 þ immune responses to LCMV (De Boer et al., 2001 there were no measurements from early time points because one could not detect the small individual clones before cells were expanded by proliferation. De Boer et al. (2001) used this model to fit data from CD8 þ T immune responses to two LCMV epitopes (NP118 and GP283) in BALB/c mice assuming that both responses started with Aðt 0 Þ ¼ 60 cells per spleen (Blattman et al., 2002) . When data on several more immune responses in C57BL/6 mice became available (Homann et al., 2001) , it was no longer reasonable to assume that these all started with similar precursor frequencies (De Boer et al., 2003a) . Since one cannot estimate both the time of onset, t 0 , and the initial condition Aðt 0 Þ, in the absence of data from such early time points, the model of Eqs. (6) and (7) was simplified by setting t 0 ¼ 0, and by interpreting the initial condition A(0) as a generalized recruitment parameter, i.e., as the initial number of cells that would be needed to proliferate to the level Aðt 0 Þ at time t 0 (De Boer et al., 2003a; Althaus et al., 2007) . The larger A(0), the larger the presumed precursor frequency and/or the earlier and the better the precursor cells were triggered by antigen. Formally we assumed that Aðt 0 Þ ¼ Að0Þe pt 0 , and estimated A(0) from the data by ignoring the initial time delay and letting clonal expansion start at time zero (De Boer et al., 2003a) . Since the first data point was at day four (which is known to be later than t 0 ) this does not affect the estimates of the other parameters (p, d A , d M , and m).
Using non-linear least-square regression (Marquardt, 1963) , Eqs. (6) and (7) with t 0 ¼ 0 was fitted to the data from the CD8 þ T cell responses to six epitopes from LCMV (GP33, NP396, GP118, GP276, NP205 and GP92), where the major question was to identify the kinetic differences between these immune responses (De Boer et al., 2003a) . Fitting all data simultaneously, allowing only the proliferation rate, p, and the recruitment parameter, A(0), to vary, the model described the data well, i.e., with similar quality to the fits as those shown in Fig. 2 , where t 0 was allowed to vary. For the four dominant epitopes we estimated a maximum proliferation rate of p ¼1.9 day À 1 (i.e., a doubling time of 8 h), an apoptosis rate of d A ¼0.4 day À 1 , and deactivation rates of m¼0.02 day À 1 . The two sub-dominant epitopes, i.e., NP205 and GP92, required somewhat slower proliferation rates, i.e., p¼1.5 day À 1 and p ¼1.1 day À 1 , respectively. Thus, the model described the four largest immune responses very well while assuming they had identical kinetic parameters, and differed only in their recruitment parameter A(0) (De Boer et al., 2003a) . Understanding the mechanisms underlying the immunodominance ranking of the various immune responses is an important general question in immunology.
As shown in Fig. 2 , memory cells did not decline over the 2.5 years of the experiment, i.e., d M C0, which is probably due to a steady state being established between their renewal and death ) (see below in the section on CFSE labeling). In Eq. (7) self-renewal of memory cells is ignored, so d M ¼0 represents this steady state. The six responses all peak around t ¼ 8 days, but differ in magnitude at that time. The largest response is called immunodominant and was comprised of more than 10 7 cells per spleen. Using an estimated initial condition of approximately a 100 cells (Blattman et al., 2002; Kotturi et al., 2008) , this corresponds to a 10 5 -fold expansion, or approximately 16-17 cell divisions (i.e., 2 16 o 10 5 o2 17 ) assuming no death during the clonal expansion phase. As expected, these results remain very similar when we now add the more recently estimated precursor frequencies (Kotturi et al., 2008) to a subset of the epitopes (see Fig. 2 ). The original analysis suggested that the immunodominance ranking of the largest responses was mainly determined by their initial recruitment, and that the antigenic stimulation of the clones comprising the smallest responses may have been suboptimal (De Boer et al., 2003a) . The significant role that the initial precursor frequency plays in determining the immunodominance ranking was confirmed by Kotturi et al. (2008) , who found a strong positive correlation between the naive precursor frequency and the response hierarchy after LCMV infection (see also Fig. 2 ). Other factors found to influence the immunodominance ranking were the affinity with which a peptide binds MHC (Kotturi et al., 2008) , and the functional avidity of the T cells for the pMHC complex (Raue and Slifka, 2009) . The latter plays a complicated role as the functional avidity increases over time (Slifka and Whitton, 2001; Raue and Slifka, 2009) .
The model of Eqs. (6) and (7) was extended with a biphasic apoptosis phase to fit the data on CD4 þ T cell responses in these mice. We found that CD4 þ T cell responses have a somewhat slower maximum proliferation rate, i.e., p ¼1.5 day À 1 (i.e., a doubling time of 11 h), they peak approximately one day later (t C9 days), and have a slower and biphasic contraction phase (De Boer et al., 2003a) . Because CD4 þ T cells proliferate more slowly the magnitude of their immune responses tends to be lower than that of CD8 þ cells. Interestingly, the population size of the memory CD4 þ T cells was not stable as the density of these cells in the spleen declined with a half-life of 500 days (De Boer et al., 2003a) . In these experiments it was not determined whether CD4
þ memory cells could have left the spleen and accumulated in the bone marrow (Tokoyoda et al., 2009a (Tokoyoda et al., ,b, 2010 .
Several variants of mouse LCMV exist, and these evoke quite distinct infections. The data discussed above were all derived from infections with LCMV Armstrong which causes a vigorous acute infection that is cleared within a week. Another variant, called ''clone 13'', causes at least as vigorous an acute infection, but establishes a chronic infection with high virus loads in several organs. Genetically these two viral variants are very similar, differing in only a few amino acids (Matloubian et al., 1990 (Matloubian et al., , 1993 . Hence they evoke the same set of CD8 þ T cell immune responses during phase of the acute infection. Clone 13 is probably more virulent because it also infects interdigitating dendritic cells, which reduces antigen presentation when these cells are cleared by CD8 þ effector cells (Borrow et al., 1995) . To investigate the kinetic differences between the CD8 þ immune response during acute and chronic infection, Eq. (7) was fit to data from LCMV Armstrong and clone 13 infections from various laboratories (Althaus et al., 2007) . The main differences between the specific immune responses were that (1) the peak of the response occurred about one day earlier, and (2) the apoptosis rates during the contraction phase were faster in responses to clone 13 compared to those to LCMV Armstrong (Althaus et al., 2007) . One possible interpretation is that the immune system shuts off earlier and more prominently when it is unsuccessful, and the infection becomes chronic. Around day seven when the clone 13 response has its peak, the viral load is much higher than that of LCMV Armstrong.
Comparing data from different laboratories, Althaus et al. (2007) found that there are large differences in the observed magnitudes of the immune responses to the same antigens across laboratories, which are probably related to the procedures used for estimating total cell numbers. Generally, it is much more difficult to count total cell numbers in, for instance, a spleen, than to estimate relative frequencies of different populations (which is readily achieved by flow cytometry). Allowing for a ''fudge'' factor to scale the differences in total population sizes reported by the different laboratories, Althaus et al. (2007) found that kinetic parameters like the proliferation and death rates, and the time of the peak, were much more similar than total cell numbers. Miller et al. (2005) performed thymectomy (i.e., surgical removal of the thymus) before mice were infected to study the importance of continuous recruitment of recently produced naive T cells into an ongoing immune response to LCMV. Fitting Eq. (7) to that data it was found that the effect of thymectomy can simply be explained by the lower numbers of precursor cells, A(0), that one expects to be present in thymectomized mice (Althaus et al., 2007) .
Since lymphocyte populations grow exponentially during immune responses and their densities vary over several orders of magnitude it seems reasonable to log-transform the data before they are fitted with Eq. (7); otherwise the highest data points dominate the summed squared residuals. Statistically speaking, the choice between using the raw data or first performing a logtransformation formally depends on the nature of the errors in the data. Measurement noise in these cell counts is most likely to be a relative error, arguing that log-transformation is the appropriate model. Milutinović and De Boer (2007) confirmed that logtransformation provides the best explanation of the data, but even then the model is only consistent with the data if there is substantial measurement error. Although, large measurement noise is normal in this type of experimental data, they proceeded to explore the noise that one is expected to see when Eq. (7) is treated as a stochastic process. This variation arising from the stochasticity of the interactions between individual cells is defined as ''process noise''. Milutinović and De Boer (2007) wrote master equations for the expected cell numbers during the expansion and contraction phases, performed stochastic Gillespie (1977) simulations, and found that 50% of the total variance could be attributed to process noise. Although this argues that process noise cannot a priori be neglected, the estimated contribution of 50% of the total variance is an upper bound because the authors started their stochastic process with A(0) cells at time zero, and should have started with Aðt on Þ cells at the time t on when clonal expansion starts. The latter was not possible, however, because there was no data allowing one to estimate t on and Aðt on Þ. Using system size expansion (Van Kampen, 1992) , the corresponding Langevin equations were derived (arguing that this should be reasonable approximation given the fairly large cell numbers; Milutinović and De Boer, 2007) . Assuming a Gaussian distribution for the measurement noise, the Langevin equations were used for maximum-likelihood parameter estimation (now avoiding the t on problem by starting with the first data point at day four). This resulted in fairly similar parameter estimates as found with the deterministic model (De Boer et al., 2003a) , reduced the standard deviation of the relative error in a single measurement to 30%, and made process noise the dominant source of variation in the data (Milutinović and De Boer, 2007) . The large effect of variations in the initial number of precursors was later confirmed by Kotturi et al. (2008) , who found large variations in the initial precursor frequencies of individual mice so that clones that typically dominate the immune response can be very minor in some mice.
The exact mechanism by which memory cells are generated during and after an immune reaction has been debated widely in immunology (Gerlach et al., 2011) . The model given by Eq. (7) describes only one possible mechanism. However, Antia et al. (2005) , Kohler (2007) and Ganusov (2007) have developed and evaluated a set of mathematical models on the basis of how well they explain various data sets on T cell memory. For instance, the LCMV data discussed above were also modeled assuming that both memory and effector cells can be formed beginning at the time the cells are triggered into clonal expansion, and that both cell types expand at the same rate p (Kohler, 2007) . Two variants of this alternative model were considered, one in which memory cells become effector cells, and another where effectors cells become memory cells (like in Eq. (7)). These models have the same number of parameters as Eq. (7), i.e., p, d A , d M , and m, and an initial cell number P(0) or M(0), and all fit the data equally well (Kohler, 2007) . Most of the parameter estimates derived from fitting these various models to data were very similar, suggesting that these are fairly robust biological estimates (De Boer, 2012; Miao et al., 2012) , and the main difference was in the transition rate, m, between memory and effector cells, which has a different interpretation in each of these models (Kohler, 2007) .
Although the concept of a programmed response seems reasonable for T cell responses during vigorous infections, proliferation does depend on the antigen concentration in conditions when antigen is limiting . Kaech and Ahmed (2001) infected mice with various doses of LM and reported that the antigen dose largely determines the fraction of CD8 þ T cell precursors that were recruited into proliferation. Once recruited, the number of divisions that were completed by the cells hardly depended on the initial dose of LM, which suggested a strict program. Subsequent mathematical modeling of that data demonstrated that the program was not strict, and that the rate at which cells were proliferating was correlated with the fraction of cells recruited, i.e., with the antigen dose . Recent experiments measuring the recruitment of individual CD8 þ T cell precursors into immune responses to various doses of LM conversely suggest that the recruitment is nearly complete at all doses, and that the magnitude of the response is largely determined by the degree of clonal expansion (Van Heijst et al., 2009) , which -for unknown reasons -contradicts the data of Kaech and Ahmed (2001) .
It has been argued that the acute immune response of CD4 þ T cells is not as ''programmed'' as that of CD8 þ T cells, as it depends much more strongly on the antigen concentration (Williams and Bevan, 2004; Yarke et al., 2008; Quiel et al., 2011) , but also see Corbin and Harty (2004) for the opposite result. Further, recent data tracking the size of a TCR transgenic CD4 þ T cell clone during an acute immune response to pigeon cytochrome c by deep sequencing, suggested that the maximal expansion of that clone depends strongly on the initial number of precursor cells Bocharov et al., 2011) . Varying the initial precursor density from 3 to 3 Â 10 4 cells per mouse the population density after one week of proliferation and subsequent contraction was approximately 2500 ffiffiffiffiffi P 0 p cells, where P 0 is number of naive precursors . This difference in clonal expansion came about at a late stage in the response, and was not due to differences in recruitment, because before day three the fold expansion seemed independent of the precursor density. Using a 6 h pulse of BrdU labeling (see below) it was shown that between day three and five in the response about 60% of the cells had divided (i.e., picked up BrdU) when the response started with 300 cells, whereas only 20% (day 4.5) to 40% (day 3.5) of the cells had divided when starting with 30,000 cells Bocharov et al., 2011) . During this immune response of one week the fraction of dividing cells declined for both precursor densities over time, starting to decline at least around day four for the high density, and around day five for the low density. Indeed the peak of the response occurred earlier when the initial precursor density was higher, and the estimate peak size of the response was well described by Pðt max Þ C4000 ffiffiffiffiffi P 0 p . This data was fitted to a mathematical model where cells, after priming by antigen, differentiate from slowly dividing cells, to rapidly proliferating cells, to non-dividing cells, to non-divided mature cells ). In the model, the mature cells in the developmental cascade down-regulate the differentiation of slowly dividing cells into rapidly proliferating cells. This allows for a similar initial expansion that is independent of the initial precursor frequency, because the regulatory mature cells only appear later, and for earlier and increased down-regulation of the expansion at large population sizes .
De Boer and Perelson (submitted for publication) have reanalyzed the same data to study whether a mechanism where T cells acquire cognate pMHC complexes from the surface of antigen presenting cells (APCs), thereby increasing the loss rate of pMHC, can also be responsible for the tight regulation of T cell expansion over four orders of magnitude of precursor densities. During cognate interactions with APCs, CD4 þ T cells tend to acquire a variety of cell surface molecules, including the antigen specific pMHC complexes binding the T cell receptors in the immunological synapse (Huang et al., 1999; Kedl et al., 2002; Wetzel et al., 2005; Wetzel and Parker, 2006; Sprent, 2005; Hwang and Ki, 2011) . This leads to a form of antigen specific competition between T cells binding the same pMHC on the same APCs (Willis et al., 2006; Kedl et al., 2002) , which would be perfectly consistent with the observations of Quiel et al. (2011) because T cells of another specificity hardly affected the fold expansion. Their observation that increasing the antigen concentration, or the density of APCs, increased the fold expansion at all precursor densities in a similar manner , indeed suggest that pMHCs on APCs become a limiting resource at all precursor densities tested. Developing a simple mathematical model implementing this ''T cell grazing'' mechanism, we showed that this explains the data equally well (De Boer and Perelson, submitted for publication). As a consequence, Quiel et al. (2011) data no longer unequivocally support the previous explanation , and the increased loss of pMHC complexes on APCs at high T cell densities is an equally valid interpretation of this striking data.
DNA labeling techniques
To study the population dynamics of T cells immunologists have used various labeling techniques. During cell division cells duplicate their DNA. Using non-radioactively labeled molecules that are incorporated into de novo synthesized DNA, one can estimate the rate of cell division in any particular population. There are two widely used DNA labeling techniques that use a label that can be provided in the drinking water. One is bromodeoxyuridine (BrdU), which is an analog of thymidine (i.e., one of the four bases making up DNA). BrdU can be detected in a cell with antibodies. The other is deuterium, which can be provided as heavy water or deuterated glucose. Deuterium labeling uses mass-spectrometry to detect the deuterium atoms that have replaced some of the hydrogen atoms in newly synthesized DNA.
Since individual clones in the T cell repertoire are small, BrdU and deuterium labeling is typically measured at the level the whole population of interest, e.g., by just sorting for CD4 þ or CD8 þ T cells. Thus, rather than modeling one clone of cells responding to an antigen, we have to develop models averaging over the whole repertoire. One problem is that not all clones in the repertoire need to have the same turnover rate. Similarly the population of interest may be comprised of subpopulations like naive, proliferating, effector and memory cells having different rates of turnover. Thus, T cell populations are kinetically heterogeneous, with a slow time scale for turnover of resting naive T cells and memory T cells, and a rapid time scale for clonal expansion and contraction (see Fig. 3 ). This we define as ''kinetic'' heterogeneity: each population that is being labeled will be composed of subpopulations with different rates of turnover . Additionally, there is heterogeneity in history, i.e., what has recently happened to the cell (Macallan et al., 2003a) , which we call ''temporal'' heterogeneity. A good example is a cell that has recently divided, and hence picked up label, may temporally have a different lifespan than the average quiescent cell . This may be true after each rare and stochastic division Nolz et al., 2012) , and is definitely true for cells that were recently involved in clonal expansion (Grossman et al., 1999) because these become short-lived during the contraction phase (see Fig. 3 ).
To estimate daily turnover rates immunologists have sorted naive from memory T cells to measure the fraction of labeled cells (BrdU) or DNA strands (deuterium) in each population. For naive T cells the problem of heterogeneity seems relatively minor because after sorting none of the proliferating and activated cells, A, P and E, should be present in the naive subset. In real data this not the case because the CD45RA marker that is used to define human naive T cells is only lost after several divisions of a primed naive T cell , and thus one detects CD45RA þ T cells in the proliferating subpopulations (A or P). In mice, where the CD44 marker is used to differentiate between CD44 low naive and CD44 high memory T cells, it was also shown that naive CD8 þ T cells stimulated during an influenza infection become CD44 high only after several divisions (Yates et al., 2008) . One can see from the general model for one clone of naive T cells, Eq. (2), that the simplest average model for the total number of naive T cells has only has three parameters corresponding to a source term, a renewal term, and a loss term combining death and priming dT dt
Assuming that the total population size, T, does not change during labeling, i.e., dT=dt ¼ 0, one eliminates one parameter from the model, i.e., s ¼ ðdÀpÞT. Further, in labeling studies one measures the fraction of cells that are labeled, and the total population size does not matter. Thus, without loss of generality, one can scale the total population size to one, and obtain a simple two parameter model that can be fitted to labeling data (see below). Let us also use this model to clearly define what we mean by the average turnover rate and expected cell life span. According to Eq. (18) new cells are produced via the source and by cell division, and die at rate d. The average turnover rate of the population is defined by the average death rate of the cells, d, and the expected life span of the cells is the inverse of their death rate, 1/d. Because we consider populations at steady state the per capita production rate is equal to the turnover rate, i.e., the turnover rate is the cell replacement rate at steady state. The total production rate in Eq. (18) is sþpT and at steady state sþpT ¼ dT.
T cell subsets that are sorted for memory markers also include activated subpopulations, and hence one should allow for both kinetic and temporal heterogeneity when analyzing labeling data from this ''memory'' subset. There is kinetic heterogeneity because memory T cells are maintained by a slow process of renewal , and the activated proliferating and effector cells tend to be short-lived. Clonal expansion of recently activated cells brings in temporal heterogeneity because the expansion phase ends with contraction (Grossman et al., 1999) . For a normal healthy individual one could argue that only a very small fraction of the total immune repertoire is recruited into clonal expansion at any time. If this is the case, then most of the label accrual in memory T cells would be due to renewal, i.e., be due to the r MM term of Eq. (4). In that case, i.e., when pA 5 r M M for most of the clones, the source of activated cells, mA, in Eq. (4) (Mohri et al., 1998 (Mohri et al., , 2001 Bonhoeffer et al., 2000; De Boer et al., 2003b,c) , but have made different assumptions about the fraction of labeled cells in the source (see below).
If, as might occur during chronic infection, most of the label accrual in the sorted memory T cells were to occur during the proliferation of clonally expanding cells, and the division involved in renewal was small, i.e., if pAb r M M, one could write dA dt
where s is a small source due to naive T cells that are recruited into clonal expansion on a daily basis, and where the primes denote average parameters describing all clones, and implicitly incorporate the F ðtÞ and ð1ÀF ðtÞÞ terms that were used to describe responses of single clones. Except for the source, this model is identical to the two-compartment model proposed by Ribeiro et al. (2002b) , who had the small source in their compartment of ''resting'' cells that here corresponds to Eq. (20). Alternatively, one could keep track of the number of divisions proliferating cells have completed during the immune response (Grossman et al., 1999) , and write a set of equations like Eq. (9), and/or allow for time delays as in Eqs. (11) Macallan et al., 2003a Macallan et al., ,b, 2004 Wallace et al., 2004) , five days (Kovacs et al., 2005) to one week (Mohri et al., 2001 ; Westera et al., submitted for publication), or several months (Hellerstein et al., 2003; Vrisekoop et al., 2008; Ladell et al., 2008; Westera et al., submitted for publication), and subsequently following the loss of label during a washout phase. This method has been particularly valuable in HIV research since this type of labeling is safe to use in humans. After deuterium labeling one sorts the T cell population of interest, isolates the DNA from the cells, and uses mass-spectrometry to determine the enrichment of deuterium in the DNA (Macallan et al., 1998; Busch et al., 2007 Busch et al., , 2008 Voogt et al., 2007) . During the labeling period some fraction of the hydrogen atoms in the body will we replaced by deuterium, and dividing cells will incorporate both deuterium and hydrogen in the DNA molecules that are being synthesized. Since not all hydrogen is replaced by deuterium, the enrichment of deuterium in the DNA will never become 100%. To account for the fraction of deuterium in the body one either multiplies with a known fixed factor (Macallan et al., 1998 (Macallan et al., , 2003a (Macallan et al., ,b, 2004 Mohri et al., 2001; Wallace et al., 2004) , or one scales to the fraction of labeling achieved in a rapidly turning over population (Neese et al., 2002; Hellerstein et al., 2003; Vrisekoop et al., 2008) , and/or with the fraction of deuterium in the urine . Ultimately, the data correspond to a fraction of labeled DNA, 0 r Lo 1, which increases during the labeling phase, and which decreases once deuterium has been withdrawn (see Fig. 4 ). Because deuterium labeling does not affect the dynamics of the cells one typically assumes steady state of the population. Further, because the deuterium enrichment in the DNA is a fraction, the total population size does not matter. Thus, when fitting the ''source'' model dT=dt ¼ sþðpÀdÞT of Eq. (18) to data, one assumes dT=dt ¼ 0, and scales the steady state population size, such that T ¼ 1. As a consequence, one parameter is eliminated because s ¼ dÀp. Because the measurements are done on DNA strands, and not on cells, one writes models in terms the fraction of labeled DNA strands, L, and unlabeled DNA strands U, with (UþL¼ 1). Recall that DNA replication is semi-conservative, i.e., as DNA replicates it is only copied so the original strand remains and a new strand with label incorporated is generated, i.e., U-U þ L and L-2L, where here U and L refer to individual DNA strands. Further, during the labeling phase unlabeled strands can only be lost by cell death, and assuming that new DNA strands arriving from the source are all labeled, unlabeled strands disappear according to dU=dt ¼ ÀdU. During the washout or ''de-labeling'' phase labeled strands should no longer be produced, and can only be lost by cell death, i.e., dL=dt ¼ ÀdL. Since Uþ L¼1 this model with the initial condition U(0) ¼1 and L(0) ¼0, delivers an exponential increase in L with slope d during labeling, and an exponential decrease with the same exponent d during de-labeling
where t end is the time labeling ends, defining the length of the labeling phase. The labeling part of this model is a generalization of the classical precursor-product relationship used to estimate turnover rates, d, from measurements made at a single time point (Macallan et al., 1998) . Let us use this model to clearly define the up-and downslopes of labeling curves. Deuterium labeling data is typically depicted using a linear scale for the fraction of labeled cells L(t) (see Fig. 4 ). The initial up-slope of such a graph, LðtÞ 0 ¼ de Àdt , approaches the turnover rate d for tk0, and the absolute value of the initial down-slope, ÀLðtÞ 0 ¼ dLðt end Þe ÀdðtÀt end Þ , approaches dLðt end Þ for tkt end , which is smaller than d because Lðt end Þ o1, and depends on the length of the labeling phase. Thus, on a linear scale the initial down-slope, dLðt end Þ, is always smaller than the initial up-slope, d, and only approaches the up-slope when Lðt end Þ-1. Since, the equation for the de-labeling phase is basically of the form LðtÞ ¼ Lð0Þe
Àdt (which can be obtained by shifting time such that t ¼0 corresponds to the start of the de-labeling phase), one can also define an ''logarithmic down-slope'', which is the observed down-slope when L(t) is plotted on a logarithmic scale. This logarithmic down-slope reflects the rate at which L(t) declines, which here is the turnover rate d, and does not depend on the length of the labeling phase. Note that there is no ''logarithmic up-slope'' because the initial slope at L(0) ¼0 is not defined on a logarithmic axis. For a given length of the labeling phase, this model has only one free parameter, d, and in several experiments this was insufficient to properly fit the data. Different authors have added different parameters to this ''one compartment'' model, and we will see below that the initial downslope will always be smaller than the initial up-slope.
Studying turnover rates of total CD4 þ and CD8 þ T cells in humans, i.e., naive plus memory T cells, Mohri et al. (2001) allowed for a source of unlabeled cells during the labeling phase, i.e., they wrote dU=dt ¼ s U ÀdU to obtain
with an initial up-slope of dÀs U , which is slower than the turnover rate d, an asymptote in the labeling phase corresponding to Lð1Þ ¼ ð1Às U =dÞ, implying that ultimately not all cells will become labeled, and an initial absolute down-slope dLðt end Þ. In a subset of their data the source of unlabeled cells had to be relatively large to properly fit the data (Mohri et al., 2001) , and as a result they found that the estimated rate of cell division, p, was smaller than the death rate d. Note that the interpretation of this source of unlabeled cells is different from the s in Eq. (18) (Mohri et al., 2001) . The data were fitted with Eq. (26) for n¼ 2 subpopulations, giving average turnover rates d ¼ 0:006 day À1 and d ¼ 0:0044 day À1 , for CD4 þ and CD8 þ T cells, respectively. We have shifted time by one day to allow for a short delay before labeled cells appear in the blood (Mohri et al., 2001 labeled (albeit with a delay for the naive T cells to account for the emigration from the thymus). After a sufficiently long labeling period the vast majority of thymic emigrants, s, and clonally expanded cells mA, should be labeled. One possible interpretation of s U is an inflow from a large compartment of resting cells (Ribeiro et al., 2002a) , or of cells that are turning over slowly (Bonhoeffer et al., 2000) (see below). Asquith et al. (2002) have criticized the ''source model'' because the estimated contribution of the source to the maintenance of the cells was much larger than the contribution of cell division. They suggested that heterogeneity is a superior explanation for the fact that death rates were estimated to be faster than division rates, because the death rate of cells that have recently picked up label is expected to be larger than the average death rate. One reason is the temporal heterogeneity illustrated above with the general model of Eqs. (3)- (4) and (11)- (12) and below with Eq. (29). Another reason is kinetic heterogeneity of the population of T cells: subpopulations turning over more rapidly than average will tend to be labeled more extensively, and as a consequence the labeled fraction of the whole population is enriched for cells with a more rapid turnover. When label is withdrawn the death rate of labeled cells is therefore higher than average. Asquith et al. (2002) only wrote an equation for the fraction of labeled strands during the labeling period, i.e., dL=dt ¼ pðU þ LÞÀdL ¼ pÀdL, where p is the average proliferation rate, and d is the death rate of cells carrying labeled strands. For the de-labeling phase they assumed dL=dt ¼ ÀdL, resulting in the following model:
with an initial up-slope of p, where d Zp so that the asymptote p=d r1, an initial absolute down-slope dLðt end Þ, and a logarithmic down-slope d, which is larger than p. Since there is no source, the average proliferation rate, p, in this model defines the average turnover rate of the population , and should be equal to the average death rate if the population is at steady state. The death rate of labeled cells, d (which was originally called d n ), is expected to be larger than the average turnover rate p because the labeled subpopulation will be enriched in cells with a more rapid turnover. Thus, in this model d does not represent the average death rate of T cells. Only after long labeling periods, i.e., when a large enough fraction of the populations is labeled, Asquith et al. (2002) expect that the death rate of labeled cells approaches the average turnover, i.e., d-p. Summarizing, the reason that ultimately not all cells become labeled in Eq. (23) is an artifact of the assumption that for any labeling period the model assumes a fixed death rate, d, although this death rate should actually be declining and ultimately approach the average turnover p. Hence, this model seems most appropriate for experiments with short labeling periods, like one day deuterated glucose experiments (Macallan et al., 2003a (Macallan et al., ,b, 2004 Wallace et al., 2004) .
For experiments with such long labeling periods that a considerable fraction of the DNA in the cells is labeled (e.g., Mohri et al., 2001; Vrisekoop et al., 2008) , it seems more appropriate to allow the death rate d of labeled cells to decline over time. Similarly, this model cannot be used to concurrently describe experiments with different labeling periods, because each labeling period may require its own death rate to account for its unique de-labeling curve, whereas all labeling curves should fall on the same smooth continuous line (Westera et al., submitted for publication). Another criticism is that if a population is truly heterogeneous the labeling and de-labeling curves in the data should not be single exponentials, and instead should reflect the ignored change in the turnover rates of unlabeled and labeled cells over time.
Fortuitously, these three models Eqs. (21)- (23) are mathematically identical to the more general model
having an asymptote, a, in the labeling phase, and a single exponent, d, for both the labeling and de-labeling phase. A direct way of arriving at this general model is to argue that the population of interest is heterogeneous and consists of a population of size a that is turning over at rate d, and a long-lived population of size 1Àa that has a negligible turnover over on the time scale of the experiment (De Boer et al., 2003b,c) . The initial up-slope of this model is ad, which reflects the average turnover rate of the population, and the initial absolute down-slope is dLðt end Þ, which also approaches the average turnover rate ad when
Lðt end Þ-a. Thus, in Eqs. (21)- (24) the initial absolute down-slope is always smaller than the initial up-slope. Nevertheless, these models reasonably describe the data obtained with deuterium labeling (Mohri et al., 2001; Macallan et al., 2003a Macallan et al., ,b, 2004 Wallace et al., 2004) , and although there is discussion in the literature on what model is most appropriate (Grossman et al., 1999; Asquith et al., 2002; Borghans and De Boer, 2007) , and hence how these parameters should be interpreted, they fortuitously all deliver the same or similar estimates for the average turnover rate when fitted to the same set of data . Explicit kinetic heterogeneity. While discussing the heterogeneity of T cell subsets sorted for memory markers we derived Eqs. (19) and (20) from the general model, and argued that this was similar to the two-compartment model proposed by Ribeiro et al. (2002b) . Variants of this model have been used by various authors (Ribeiro et al., 2002a,b; Bonhoeffer et al., 2000; De Boer et al., 2003b) to analyze labeling experiments performed on total T cell populations, i.e., naive plus memory T cells, which involves heterogeneity because naive T cells tend to turnover much more slowly than the average cell expressing memory markers.
Fitting this model to labeling data obtained from the total CD4 þ or CD8 þ T cell pools would be ''overfitting'' because the model has too many parameters, that are all contributing to the complicated exponentials in its solutions (Ribeiro et al., 2002b) . The model was therefore simplified by assuming that on the time scale of the experiment the slowest compartment involved hardly any death, division, or clonal expansion (Ribeiro et al., 2002a) . Thus, writing a model composed of a fraction of long-lived resting cells, R, and a fraction of activated cells, A, that becomes labeled during proliferation one obtains
From the steady state condition one can see that aR¼rA and p¼d, simplifying the model to three parameters. Using AþR¼1, the steady state of dR=dt gives that a/(aþr) is the fraction of activated cells. Because activation of resting cells does not involve clonal expansion in this model, the proliferation term, pA, is the only process corresponding to uptake of deuterium. This model fits deuterated glucose data from uninfected volunteers and HIV infected patients well (Ribeiro et al., 2002a) , and delivers similar average turnover rates as Eq. (22) gave for this data (Mohri et al., 2001; Ribeiro et al., 2002a; Borghans and De Boer, 2007) . Because the data involved total T cells, i.e., naive plus memory cells, the resting cells, R, most likely correspond to naive T cells plus resting memory cells. Activation of naive T cells is expected to involve clonal expansion, see Eq. (11), but this could be rare enough to be ignored in this one week labeling experiment. Activation of resting memory T cells could be interpreted as a renewal process not involving clonal expansion. A more trivial way of deriving Eq. (25) from the general model is to assign a slow time scale to the resting cells, and let R be a constant, which simplifies dA=dt in Eq. (25) (18) is valid for healthy volunteers, and that allowing for time delays and temporal heterogeneity (see Eqs. (11) and (12)) would be more realistic for the chronically infected patients.
The generalized precursor product-relationship of Eq. (21) (and similarly Eq. (24)) can be further generalized to explicitly model kinetic heterogeneity by assigning different turnover rates for subpopulations i¼1,y,n, i.e.,
where a i is the fraction of cells with turnover rate d i 
where
Since, L i ðt end Þ ra i we again obtain that the initial down-slope cannot exceed the initial up-slope. The major advantage of this ''multi-compartment'' model is that for n 4 1 the shape of the labeling and de-labeling curves can be described with several exponentials, and no longer needs to be monophasic. Another new property is that the loss rate of L(t), i.e., the logarithmic down-slope, depends on the length of the labeling phase because the contribution of each eigenvalue, d i , depends on the degree of labeling in that population, a i ð1Àe Àd i t end Þ . Thus, this model provides a more mechanistic interpretation for what Eq. (23) aimed to describe, namely that the estimated rate, d
n , at which L(t) decreases during the de-labeling phase depends on the length of the labeling phase. For n¼2 this however comes at the cost of one additional parameter. Hence, a straightforward procedure of estimating an average turnover rate from deuterium labeling data would be to fit Eq. (26) to the data for i ¼ 1,2, . . . ,n compartments, until one finds that increasing the number of compartments no longer increases the quality of the fit, or the estimate of the average turnover rate. The estimates of the individual compartment sizes, a i , and turnover rates, d i , will probably be noisy and have large confidence levels, but the mean turnover rate, d, tends to be more robust (De Boer et al., 2003b ,c, 2012 Westera et al., submitted for publication) .
To illustrate this procedure we fitted the CD4 þ and CD8 þ T cell data from a healthy volunteer who was labeled with deuterated glucose for one week (Mohri et al., 2001) , with the model of Eq. (26) for n¼1 and n¼2 compartments. The quality of the n¼1 fits was poor (not shown), whereas those with n¼2 compartments explain the data reasonably well (Fig. 4) (29), was used to fit the same data (Ribeiro et al., 2002a; Borghans and De Boer, 2007; After proposing Eq. (26), Ganusov et al. (2010) proceeded by arguing that if one allows n-1, e.g., by considering all clones in the repertoire, then the sums in Eq. (26) can be replaced by integrals, and one can employ specific distributions to define the relative sizes, a i , of the various subpopulations. For instance, assuming that the turnover rates, d i , are distributed according to a gamma distribution, the model given by Eq. (26) can be solved, yielding
where d is the average rate of cell turnover in the population, and k is the shape parameter of the gamma distribution. For k¼1, the gamma distribution becomes an exponential distribution, and the fraction of labeled DNA is simply
This is an interesting model in which the average turnover rate, d, determines the non-exponential labeling curve, and in which d and t end together define the de-labeling curve. Being based on Eq. (26) there is no asymptote and ultimately all cells would become labeled. In agreement with the findings of Asquith et al. (2002) , this model predicts that the logarithmic down-slope depends on the length of the labeling period, t end . The initial rate, d n , at which the fraction of labeled DNA decreases can be found by taking the derivative of ln½LðtÞ at t-t end , which can then be approximated by d n % dð1 þ½1 þ dt end À1 Þ, such that after short labeling experiments, i.e., dt end 5 1, the initial logarithmic down-slope, d
n % 2d, will be 2-fold faster than that after long labeling experiments where d n % d. Generally, the maximum difference between d n and d need not be 2-fold, and is determined by the variance of the distribution . Being based on Eq. (26) this model is very general, but unfortunately we do not know the distribution of turnover rates in lymphocyte populations.
Explicit temporal heterogeneity. Another form of heterogeneity that can possibly complicate the interpretation of labeling data is the simple fact that within any homogeneous population a recently divided cell may have a faster death rate than a quiescent cell (Grossman et al., 1999) . Cells that have just completed a phase of clonal expansion during an immune response are indeed known to die rapidly by a process called activation induced cell death, which allows for the contraction of the response (see Eqs. (11) and (12)). Cells involved in clonal expansion during the labeling phase are therefore expected to contribute with an atypically high death rate to the down-slope of the de-labeling phase (Grossman et al., 1999) . Although Eq. (23) proposed by Asquith et al. (2002) was developed as a model for a kinetically heterogeneous population, it can also be interpreted as a model for temporal heterogeneity because it allows labeled cells to die faster than the average cell. It is not known whether the two daughter cells that result from a rare stochastic division of a cell from an otherwise quiescent population, e.g., a single renewal division of a naive or memory T cell , also have a transient fast death rate. Even if this is the case, it remains unclear whether or not the fast time scale of such recently divided cells would affect the up-and down-slopes in a population that is homogeneous with respect to the division rates, and only heterogeneous because the daughter cells resulting from a single division have a transient faster death rate. It has recently been shown that as CD8 þ memory T cells proliferate they generate a sub-population of ''death-intermediate memory cells'' that exhibit apoptotic markers (Nolz et al., 2012) . Thus, presumably some CD8 þ memory T cells acquire a more rapid death rate following homeostatic division. It is not known whether this subset results from asymmetric division, or whether daughter cells randomly acquire this ''death-intermediate'' phenotype (Nolz et al., 2012) .
De Boer et al. (2012) developed a mechanistic model for temporal heterogeneity that was inspired by the stochastic division of CD8 þ memory T cells described by Choo et al. (2010) . Surprisingly, this model is a simplification of the more general two compartment model for kinetic heterogeneity proposed by Ribeiro et al. (2002a,b) , and given in Eqs. (19) and (20). Thus, allowing for a transiently increased death rate of recently divided cells in a otherwise kinetically homogeneous population, we write
For c ¼2, every resting cell, R, that is triggered to divide at a homogeneous rate a, produces two daughter cells that have an increased death rate, d A 4 d R , until they revert (r) to the resting state . Since this is a simplification of the similar two-compartment model of Ribeiro et al. (2002b) , one can use their general solutions for the number of deuterium labeled DNA strands to see that the up-and down-slopes of Eq. (29) involve two exponentials . Thus temporal heterogeneity can account for biphasic accrual and loss of deuterium. Note that interpreting the ''Asquith model'' of Eq. (23) as a phenomenological model for temporal heterogeneity would not allow for biphasic up-or down-slopes because that model is based upon a single exponential. The values of the two exponentials in the labeling and delabeling curves predicted by Eq. (29) are determined by several parameters of the model (Ribeiro et al., 2002b) , and have no bearing on the turnover rates, d R and d A , of the two subpopulations of Eq. (29) . Choosing c¼2, i.e., considering single divisions with an exponentially distributed interdivision time, 1/a, Eq. (29) has four parameters. Using AþR¼1, the steady dA=dt ¼ 0 gives that the fraction of divided cells f ¼ ca=ðca þr þ d A Þ, and the steady state of dR=dt ¼ 0 can be used to eliminate another parameter, e.g., r ¼ d A ða þ d R Þ=ð½cÀ1aÀd R Þ, leaving three free parameters (a, d R and d A ), which is the proper number to describe labeling data with two exponentials (Ribeiro et al., 2002a) . The average turnover rate of the model is defined as d ¼ fd A þð1Àf Þd R . For c¼2, and the requirement d R oa, the reversion rate, r, will always be larger than the death of the daughter cells, d A , and most of the labeled shortlived daughter cells will revert to the quiescent stage and become long-lived. Thus, for c¼2 the effect of having d A 4 d R will be relatively minor, and one expects labeling and de-labeling curves that look relatively monophasic (Fig. 5a) .
Setting c 42, Eq. (29) can also be used to study the effect of temporal heterogeneity due to clonal expansion (Grossman et al., 1999) . From the same steady state expressions one can now see that d A can become much larger than r, arguing that most recently divided cells die before they revert to quiescence. This increases the impact of the rapid time scale on the labeling curves and hence allows for truly biphasic labeling and de-labeling curves ) (see Fig. 5b ). Thus, clonal expansion is required to expect markedly biphasic curves from temporal heterogeneity only, and if one were to study the slowly renewing LCMV specific memory T cells of Choo et al. (2010) with deuterium labeling, one expects fairly monophasic labeling and de-labeling curves.
Disturbingly, the solution of the total labeled fraction of labeled cells of Eq. (29) is very similar to the sum of the two exponentials described by Eq. (26) for n ¼2 . Data generated with the explicit temporal heterogeneity of Eq. (29) can therefore be extremely well described with the general kinetic heterogeneity model of Eq. (26). The parameters estimated by fitting Eq. (26) with n¼2, i.e., a 1 , d 1 and d 2 , to biphasic labeling curves generated with temporal heterogeneity will reflect complicated combinations of all parameters of Eq. (29) (Ribeiro et al., 2002b) , and will not reflect the relative size and the turnover rate of any two kinetically different subpopulations. As a consequence, the only parameter that can reliably be estimated from biphasic (2012) . The model is parameterized for the slowly renewing LCMV specific memory CD8 þ T cells described by Choo et al. (2010) . During the labeling phase one writes for the unlabeled fraction of DNA isolated from resting and activated cells, respectively, dU R =dt ¼ rU A Àðd R þ aÞU R and dU A =dt ¼ aU R Àðd A þ rÞU A , whereas during the de-labeling phase one writes the same equation for the labeled fraction dL Ribeiro et al., 2002b) , with the total fraction labeled defined as . The up and down-slopes are technically biphasic (Ribeiro et al., 2002b) , but this is hardly visible when c¼ 2 (a).
labeling data is the average turnover rate . Although the average turnover rate in the two panels in Fig. 5 is the same, label accrual is approximately twice as fast when c¼2 because most labeled daughter cells survive. Fitting the in silico data in Fig. 5a with the kinetic heterogeneity model of Eq. (26) tends to underestimate the true average turnover rate . Indeed, for d A 4d R the model of Eq. (29) corresponds to the situation where cell death is linked to cell division , which is expected to change the estimated division times (see below in Eq. (48)), and apparently also the rate of label accrual.
Biological interpretations of deuterium data
The current estimates for the average turnover rates of T cells as determined by deuterium labeling vary widely, and depend strongly on whether deuterated glucose or water has been used (Borghans and De Boer, 2007) . One possible explanation for this is that labeling periods with deuterated glucose are typically much shorter, i.e., one day to one week, than those using deuterated water. During a short labeling period one largely labels cells turning over rapidly, and by the kinetic heterogeneity models of Eq. (26), one expects faster loss rates, d n , after shorter labeling periods Ganusov et al., 2010) . The observed up-slope is determined by the average turnover rate, and should not depend on the length of the labeling period Ganusov et al., 2010) . Nevertheless, using the up-slopes as estimates for the average T cell turnover rates, a recent review (Borghans and De Boer, 2007 ) reveals that turnover rates based on glucose can be more than 10-fold faster than those based upon heavy water (see also Tables 1 and 2) .
It is not known why these seemingly similar labeling techniques deliver different results. One problem with very short labeling periods of, say one day, and the subsequent measurements in the blood, is that there is a delay of a few days between the end of labeling and the peak fraction of labeled DNA observed in the blood (Macallan et al., 2003a,b) . In humans labeled with deuterated glucose for one week, the deuterium enrichment measured in the blood becomes detectable after about one day of labeling (Mohri et al., 2001) . In labeling experiments involving one day of deuterated glucose labeling, the first published data point at day three corresponded to the observed peak enrichment, as the fraction of labeled DNA declined monotonically thereafter (Macallan et al., 2003a,b) . Unpublished measurements at day one and two suggest that the enrichment in the blood is gradually increasing towards this peak value at day three (Macallan, personal communication) , but these early data points have not been included in the modeling because the mechanisms underlying the delayed peak are not completely understood. One possible explanation is that cells typically divide in lymphoid tissues, and stay there until they have completed their cascade of divisions. Unfortunately, it is not well understood how rapidly recently divided cells migrate to the blood. Kovacs et al. (2001) measured BrdU þ T cells in blood and lymphoid tissue in HIV-1 infected patients at several time points after an in vivo pulse of half an hour of BrdU labeling. For their first time point at 6 h after the pulse, they found a 2 to 3-fold higher fraction of labeled T cells in lymphoid tissue. At the second time point at 24 h they found similar fractions of BrdU þ T cells in blood and lymphoid tissue (Kovacs et al., 2001) , suggesting that recently divided cells egress to the blood within one day, consistent with the findings of Mohri et al. (2001) .
In the studies involving one day of deuterated-glucose labeling it was assumed that the true peak occurs at the end of day one, and the exponential de-labeling curve that was fitted from the monotonic decline phase was extrapolated backward to estimate the peak value, L(1), at day one (Macallan et al., 2003a (Macallan et al., ,b, 2004 Wallace et al., 2004) . Thus, the estimated peak at day one was higher than the observed peak at day three. Using the estimated L(1), the average turnover rate was estimated from Eq. (23), which would be correct if there is no more label accrual after day one, and labeled cells have to survive for two days before they appear in the blood. If recently divided labeled cells were to divide several times before they exit to the blood, and/or still have an intracellular source of deuterium, this simple extrapolation procedure could overestimate the average turnover rate (Drylewicz et al. work in progress). Proper modeling of such short-term labeling studies may therefore require mathematical models allowing for the migration of cells from the compartment where they divide to the blood where their enrichment is measured. The differences between glucose and water labeling also call for new experiments directly comparing these techniques in one system, and for simultaneously measuring the enrichment in blood and lymphoid tissue. Currently there are three long-term labeling studies in healthy human volunteers, which have data in the labeling phase. There is a one week study using deuterated glucose (Mohri et al., 2001) , and there are two nine week heavy water studies (Hellerstein et al., 2003; Vrisekoop et al., 2008) . The turnover rate is again highest in the shortest study using glucose (Borghans and De Boer, 2007) . The one week deuterated glucose study found expected life spans, 1/d, of 250 (range: 200-333) and 400 (range: 250-500) days for CD4 þ T cells and CD8 þ T cells, respectively (using Eq. (22) to fit the data). In this experiment the T cells were not separated into naive and memory subpopulations. Surprisingly, after nine weeks of heavy water labeling, Vrisekoop et al. (2008) Tables 1 and 2 ). Westera et al. (submitted for publication) report that these estimates for the average life span of memory T cells reduce considerably when the same data is fitted with a two-compartment version of Eq. (26), and estimate median expected life spans of 164 (range: 71-500) and 157 (range: 113-231) days for CD4 þ and CD8 þ memory T cells, respectively. Because this two-compartment model fitted the data significantly better than the extension of Eq. (23) did in Vrisekoop et al. (2008) , they conclude that one-compartment models tend to overestimate expected life spans of kinetically heterogeneous populations. The other study using nine weeks of heavy water labeling (Hellerstein et al., 2003) , also reported enrichments corresponding to longer expected life spans of 500-600 days for total CD4 þ and CD8 þ T cells, and around 300 and 340 days, for memory CD4 þ and CD8 þ T cells (using the onecompartment precursor product model to fit the data; see Tables 1 and 2 ). Reading the percentages of labeled naive T cells after 9weeks of labeling from the figure in Hellerstein et al. (2003) suggests that CD4 þ and CD8 þ naive T cells have expected life spans of 868 and 1018 days respectively (see Tables 1 and 2 ). One consistent finding in all of these studies is that CD4 þ T cells turn over somewhat more rapidly than CD8 þ T cells (Mohri et al., 2001; Ribeiro et al., 2002a; Hellerstein et al., 2003; Vrisekoop et al., 2008) , and this seems true for both naive and memory T cells . The deuterium studies separating naive from memory T cells consistently find that memory T cells have a much faster turnover rate than naive T cells (Hellerstein et al., 2003; Vrisekoop et al., 2008; Westera et al., Hellerstein et al. (2003) 9 week point 2011) and implies that the long-lived immunological memory is carried by relatively short-lived cells that maintain a relatively stable population size by self-renewal (Nolz et al., 2012) . In young human adults typically half of the T cells have a naive phenotype. Given the slow turnover of naive T cells , it is not surprising that Hellerstein et al. (2003) found that the turnover rate of memory T cells is almost 2-fold faster than that of total T cells. From the supplemental information in Vrisekoop et al. (2008) , we recalculated the average turnover rate in the total CD4 þ T cell compartment, i.e.,d ¼ f N p N þð1Àf N Þp M , where f N is the fraction of naive T cells in the CD4 þ T cell pool, and p N and p M are the estimated average proliferation rates of naive and memory CD4 þ T cells for every subject in Table 1 of Vrisekoop et al. (2008) . This can only be done for CD4 þ T cells because in the CD8 þ compartment the fractions of naive and memory T cells do not sum up to one, as a relatively large population of CD45RA þ CD27 À effector cells was excluded. To compare these average turnover rates with the four 1/p average lifespan estimates from Table 1 in Mohri et al. (2001) , who measured average turnover rates in healthy adults using deuterated glucose, we take the inverses of thed values and depict them as a function of the CD4 or CD8 T cell count of the subject (Fig. 6 ). The inversed of the CD4 þ T cells from Vrisekoop et al. (2008) had a mean of 484 days (see Table 1 ). Thus, the estimates from nine weeks of heavy water labeling are approximately 2-fold longer than those from one week of deuterated glucose labeling. This 2-fold difference cannot be attributed to uncertainty in the estimated timing of the peak, nor to the choice of the model, because the models used to fit these data sets are mathematically identical to Eq. (24). Note that the inverse average turnover rate,d, is not the same as the average life span if one averages over subpopulations. The true average life span would be defined as f N =p N þð1Àf N Þ=p M , which is much longer than 1=d because the long expected life span of the naive T cells, 1=p N , dominates.
Since the two labeling techniques seem so similar it remains puzzling why they deliver different outcomes. One possibility is that it is due to the length of the labeling period, and that during the first few days of labeling the fastest subpopulations become completely labeled. If this were the case the labeling curve should be biphasic with an early rapid phase, picked up in short-term labeling studies, and a late slow phase, largely picked up in longterm labeling studies (Asquith, personal communication) . Such kinetic heterogeneity partly explains the discrepancy between the one-week (Mohri et al., 2001 ) and the nine-week data, because the differences between the estimated turnover rates of CD4 þ and CD8 þ T cells become smaller if both sets of data are re-fitted with a two-compartment version of Eq. (26) (Westera et al., submitted for publication), see Tables 1 and 2. Another possibility is a difference in the normalization factor. In both approaches one corrects for the measured extracellular enrichment in plasma ( 2 H 2 -glucose) or urine ( 2 H 2 O) of the precursor molecule in body fluid, and one needs another intracellular dilution factor for glucose (Macallan et al., 1998) , or intracellular amplification factor for water (Neese et al., 2002) , to correct for the maximum possible enrichment. For deuterated glucose labeling this dilution factor is a fixed fraction of 0.65 validated by a number of measurements (Macallan et al., 1998) . In heavy water studies the enrichment of the DNA becomes larger than that in the body water because deuterium can be incorporated in several positions of the sugar moiety in which the enrichment is detected (Neese et al., 2002) . The amplification factor varies between 3 and 5 and is measured per individual from the maximum enrichment estimated in another population with a rapid turnover, such as granulocytes (Hellerstein et al., 2003; Vrisekoop et al., 2008; Pillay et al., 2010) or thymocytes . This difference in the correction factor, i.e., fixed dilution versus estimated enrichment, may explain part of the difference between the heavy water and the deuterated glucose studies.
Comparing average life spans we have largely used the information in the data from the labeling phases fitted with Eqs. Vrisekoop et al. (2008) . Each symbol represents a healthy human volunteer and is plotted at the CD4 or CD8 T cell count (per ml blood) of that subject. The horizontal lines depict the average expected life spans, i.e., 250 and 484 days for CD4 þ T cells, and 400 days for CD8 þ cells. The vertical lines depict the 95% confidence intervals; since Vrisekoop et al. (2008) data was recalculated from the naive and memory T cell enrichment, we have no confidence intervals for those data points. Note that the CD4 þ T cells of one volunteer in Vrisekoop et al. (2008) data have an expected life span that is about 2-fold larger than the mean, which is largely due to an approximately 2-fold lower deuterium enrichment in this subject's CD4 þ memory T cell compartment (and not to a poor fitting of the data). Judging the CD4 data on either the mean, or the median to exclude the outlier, the difference between the two techniques is about 2-fold. Westera et al. (submitted for publication) perform a similar comparison of these two data sets by re-fitting the data with a two-compartment version of Eq. (26), and find that the difference remains but becomes somewhat smaller. Panel (b): Mohri et al. (2001) also measured the fraction of dividing cells by staining with the Ki67 antibody, and we plot for each individual the estimated average turnover rates, i.e., the p values in their Table 1 , as a function of the Ki67 measurements in CD4 þ and CD8 þ T cells. The line in Panel (b) results from fitting the linear regression line y ¼ax to the data, and suggest that the daily turnover is approximately one fifth of the fraction of Ki67 þ cells.
rate of label accrual reflects the average replacement rate of the cells because the fraction of unlabeled DNA is lost with the average death rate of the cells. In most of the models the delabeling phase should provide most information about the death rate of labeled cells, i.e., recently produced cells. Surprisingly, Vrisekoop et al. (2008) found very flat de-labeling curves for human naive T cells, suggesting that recently produced naive T cells live at least as long as the average naive T cell (using an extension of Eq. (23) to fit the data). This observation is in good agreement with the similar flat de-labeling curves of naive T cells labeled with BrdU in monkeys (Mohri et al., 1998; De Boer et al., 2003c ) (see below). Vrisekoop et al. (2008) applied Eq. (23) to fit their data. For fitting label accrual in naive T cells this deserves some further discussion because (1) that model was originally derived for proliferating cells, and (2) the model requires that the asymptote p=d r1 . Above we derived the model writing dL=dt ¼ pðU þ LÞÀdL ¼ pÀdL, giving LðtÞ ¼ ðp=dÞð1Àe
Àdt Þ for the up-labeling phase (see Eq. (23)). Since most of the de novo production of naive T cells probably occurs in the thymus, one could instead write dL=dt ¼ sÀdL for the labeled fraction in the uplabeling phase. Switching s with p this remains mathematically the same equation, however. This illustrates that when Eq. (23) is used for naive T cells, the p parameter obtains the interpretation of a total production rate rather than a per capita proliferation rate . However, the other constraint, i.e., p r d required because the asymptote in the fraction of labeled cells is maximally one, was violated by the slow estimated death rates of labeled naive T cells in Vrisekoop et al. (2008) . The same problem occurred in a study of B cell turnover in leukemia patients (Van Gent et al., 2008) , where in all volunteers it was found that p od, while in some of the patients p was estimated to be larger than d. Although technically incorrect, this will not have affected their estimates on the average life spans because the labeling curves were straight, i.e., remained far from the asymptote, and because the initial up-slope of ðp=dÞð1Àe
Àdt Þ remains p even if d-0. However, the interpretation of Vrisekoop et al. (2008) that recently produced naive T cells are preferentially incorporated in the repertoire is an artifact of their incorrect p 4d estimate.
Fitting the deuterium data with Eq. (23), one should always test whether p and d are required to be different. We recently found that these labeling data from human naive T cells are well described by the single compartment version of Eq. (21), arguing that human naive T cells form a homogeneous population of longlived cells (Vrisekoop et al., submitted for publication) . However, the data from the memory T cells in that study required at least two compartments to obtain a good fit to the labeling data, suggesting that memory T cells form a heterogeneous population (Westera et al., submitted for publication). This could be due to the temporal heterogeneity that we discussed above when modeling the renewal dynamics of CD8 þ LCMV specific memory T cells . Additionally, memory T cell populations are known to be kinetically heterogeneous as central-memory and effectormemory T cells that were labeled with 2 H 2 -glucose and with 2 H 2 O (Ladell et al., 2008) have different delabeling curves. Peripheral memory T cell populations might even include quiescent memory T cells residing in the bone marrow (Tokoyoda et al., 2009a (Tokoyoda et al., ,b, 2010 , and/or the intestine (Masopust et al., 2010) that are transient in the blood (although there is probably very little migration between these two compartments and the blood in the absence of an infection). Current consensus holds that naive T cells that have recently emigrated from the thymus have a short expected life span (Berzins et al., 1998 (Berzins et al., , 1999 Houston et al., 2011; Fink and Hendricks, 2011) , and hence that the naive T cell population should be kinetically heterogeneous. Transplanting an additional thymus to mice and tracking the fate of the recent thymic emigrants (RTEs) originating from that thymus it was reported that RTE are short-lived, i.e., have a life-span of 3 weeks (Berzins et al., 1998 (Berzins et al., , 1999 . One potential problem is that the recipients of the embryonic thymic transplants were at an age of 5-6 weeks when the naive T cell pool is at its maximal density (Den Braber et al., 2012; Hale et al., 2006) . If the death rate of naive T cell were to increase with T cell density (Den Braber et al., 2012) , one would expect such a high death rate for all naive T cells at that age. Recently, other experiments co-transferring RTE and resident naive T cells into recipient mice confirmed that in normal mice RTE do have a shorter expected life-span than the average resident naive T cell (Houston et al., 2011; Fink and Hendricks, 2011) . The ratio of RTE to resident naive T cells halved in about four weeks. If both transferred populations are declining exponentially, this halving in four weeks suggests a difference in the death rate of 0.17 week À 1 . If resident naive T cells in mice live about 10 weeks (Parretta et al., 2008) , this would suggest that RTE have a death rate of 0.27 week À 1 , and hence an expected life span of 3-4 weeks, which is close to the original estimates of Berzins et al. (1998 Berzins et al. ( , 1999 . Deuterium labeling experiments of human naive T cell populations fail to pick up such a kinetic heterogeneity in the population, which is probably due to the fact that in adult humans the fraction of RTE is so small that we fail to detect their contribution to the labeling curves (Den Braber et al., 2012) . One week labeling experiments of naive T cells in mice do provide evidence for kinetic heterogeneity (Westera et al., submitted for publication), and this disappears in longer labeling studies (Den Braber et al., 2012) Table 3 ).
In individuals labeled with deuterated glucose Mohri et al. (2001) also measured the fraction of dividing cells by staining with the monoclonal antibody Ki67. Although Ki67 is only expressed by cells that are undergoing cell division (Soares et al., 2010) , Ki67 measurements only provide an estimate of the fraction of cells in division but not the rate of division. Taking the estimated average turnover rates and the Ki67 measurements from the Mohri et al. (2001) study, and fitting the linear relation, y¼ax, between the turnover rate, y, and the fraction of Ki67
þ and CD8 þ T cells, suggests that the daily turnover rate is approximately one fifth of the fraction of Ki67 þ T cells (Fig. 6b) . For B cells, Van Gent et al. (2008) depict a similar linear relationship, albeit for a small set of low Ki67 expression levels, and there the slope suggests that the daily turnover rate is about one tenth of the fraction of Ki67 þ B cells. It would be interesting to test the generality of this relationship in other deuterium labeling experiments, and for various cell types, because this would allow one to estimate average turnover rates from single snapshots of Ki67 expression. In the legend of Table 3 we discuss that a similar relationship between the daily turnover rate and the fraction of Ki67 þ cells is obtained with BrdU labeling. Deuterium de-labeling curves. Despite the potential problem that labeled cells are expected to be enriched in cells with a more rapid turnover, several papers have characterized T lymphocyte turnover by concentrating on the data in the de-labeling phase. Kovacs et al. (2005) labeled volunteers and HIV-1 infected patients for five days with 2 H 2 -glucose, and observing that the de-labeling curves were not single exponentials, fitted their data with a semi-empirical model with a log-normal distribution of death rates. Because in this study IL-2 treatment disrupted the steady state in T cell numbers, the model was fitted to the percentage of labeled DNA. However, whenever a population is not at steady state during the de-labeling phase, the decline of the enrichment is also a function of the proliferation rate, since cell division in the absence of deuterium dilutes the percentage of labeled DNA strands. Considering the de-labeling phase of a single population, and defining N as the total number of DNA strands in that population, and N L o N as the number of labeled strands in that population, one would write
When the total number of cells is declining from a peak value induced by the IL-2 treatment, and there is a relatively low production of new cells, i.e., when p 5d, the enrichment f ¼ N L =N is hardly declining because N and N L are declining at similar rates, even though all cells may have a high death rate d.
Mathematically one can write the differential equation for the enrichment as
were the prime denotes differentiation. Thus, the enrichment is expected to decline at a rate representing the rate of proliferation, p, and should not reflect the death rate d. O from the body, the enrichment at week ten was taken as the initial value, and the loss of enrichment in subpopulations of central-memory and effector-memory CD8 þ T cells was fitted by a simple exponential decay over two subsequent time points. Sorting the CD8 þ T cells based on their CD45RA, CCR7, and CD28 expression, Ladell et al. (2008) reported half-lives varying between 50 and 100 days for effector-memory and central-memory CD8 þ T cells in healthy volunteers, and a half-life of more than 25 years for a small subpopulation of CD45RA þ CCR7 À CD28 À T EMRA cells (see Table 2 ), which is a population of CD45RA þ effector-memory CD8 þ T cells, the majority of which express the senescence marker CD57. This long live span was estimated by pooling the loss of enrichment of several volunteers, but could nevertheless be an overestimate because the maximum enrichment of 0.5%-1% in this subpopulation was only several-fold lower than the 2%-3% enrichment observed in the other subpopulations. Ladell et al. (2008) 
þ naive T cells, but could not estimate a half-life because the enrichment continued to increase during the eight week de-labeling phase of healthy volunteers. Although labeled naive T cells are expected to be produced by the thymus for several weeks after the withdrawal of the 2 H 2 O, eight weeks is a surprisingly long period.
Measuring over a de-labeling period of 16 weeks, Vrisekoop et al. (2008) found very slow death rates for human CD8 þ naive T cells corresponding a half-life of more than 7 years (i.e., an expected life span of 2778 days or 10.5 years; see Table 2 ).
BrdU labeling
BrdU is a nucleoside analogue that is incorporated instead of thymidine into the DNA of cells that divide. BrdU has been used for decades in mice Sprent, 1994, 1998) , and more recently in monkeys (Mohri et al., 1998) . Because of potential problems with toxicity it has been used infrequently in humans (Lempicki et al., 2000; Kovacs et al., 2001 Kovacs et al., , 2005 Di Mascio et al., 2006; Srinivasula et al., 2011) , and only over short periods. The mathematical model for BrdU labeling differs from that for deuterium labeling because one measures the BrdU intensity of individual cells, rather than the enrichment in DNA extracted from a population of cells. In the presence of BrdU, any unlabeled cell that divides will give rise to two labeled daughter cells, and a labeled cell that divides increases the number of BrdU þ cells by one, i.e., U-2L and L-2L. During the first part of the de-labeling phase a BrdU þ positive cell that divides will give rise to two BrdU þ cells, each expressing half of the parent's BrdU intensity (Mohri et al., 1998) . Employing the same general models as used above for deuterium labeling, one would write for the labeling phase that dU=dt ¼ Àðp þdÞU, i.e., unlabeled cells disappear by proliferation and death (assuming any source that is present gives rise to labeled cells). During the de-labeling phase one would write dL=dt ¼ ðpÀdÞL because labeled cells divide into labeled daughter cells (and assuming that the source yields unlabeled cells after the label is removed). Solving these equations one finds
where ar1 was introduced to define a possible asymptote in the labeling phase (De Boer et al., 2003c) . Estimating average life spans from BrdU data is more difficult than from deuterium data because the initial up-slope of Eq. (32), aðpþdÞ, contains not only the death rate but also the proliferation rate. If one is labeling naive T cells, that are probably largely produced in the thymus and have very little peripheral proliferation, the unlabeled fraction would disappear according to dU=dt ¼ ÀdU. While labeling memory T cells, that are probably largely maintained by renewal, the unlabeled fraction would disappear according to dU=dt ¼ Àðp þ dÞU. Thus, even if naive and memory T cells were to have the same life span, 1/d, label accrual would be faster in memory T cells. Hitherto, this difference has typically been neglected, and faster up-labeling in memory T cells was taken as evidence for their shorter life spans. BrdU data resemble deuterium data in the sense that the fraction of labeled cells increases during the labeling phase and tends to decrease during the de-labeling phase. The fraction of BrdU þ cells typically declines during the de-labeling phase, and according to Eq. (32), the initial down-slope, Lðt end ÞðpÀdÞ, and the loss rate of labeled cells (i.e., the logarithmic down-slope), p À d, can only be negative when there is a source to compensate for the fact that the average death rate exceeds the average proliferation rate (Mohri et al., 1998 ). Below we argue that BrdU dilution is also expected to contribute to the down-slope.
Labeling various cell types, including naive and memory CD4 þ and CD8 þ T cells in monkeys for three weeks with BrdU, Mohri et al. (1998) found significant down-slopes for most cell types, and suggested that there should be a significant source of cells from other compartments to allow for p 5d. These data have been modeled using variants of Eq. (32). Like with the deuterium labeling above, there are two possible explanations for having an asymptote. First there could be a source of unlabeled cells during the labeling phase (Mohri et al., 1998) , or there could be a slowly turning over subpopulation with hardly any label accrual during the experiment (De Boer et al., 2003b,c). Fitting Eq. (32) to the data revealed that most data sets could best be described with two parameters, i.e., a and d, because p C 0 allows for the largest possible down-slope (De Boer et al., 2003b,c) . Fortunately, it has been suggested that the average turnover rate, ad, estimated from Eq. (32) is fairly independent of the particular model chosen to fit the data (De Boer et al., 2003b,c) . Again, one could argue that the up-slope contains most of the information to estimate the average turnover rate, and that the down-slopes tell us more about the death rate of recently produced cells (including potential toxicity problems), heterogeneity, and the dilution of BrdU by subsequent cell divisions during the de-labeling phase (see below). Grossman et al. (1999) and Debacq et al. (2002) explicitly invoked heterogeneity to argue that labeled cells are lost more rapidly than unlabeled cells as an alternative explanation for a source of unlabeled cells during the de-labeling phase. Debacq et al. (2002) described the fraction of labeled cells after a pulse of BrdU as
where b(t) denotes the probability that a dividing cell becomes BrdU þ , p is the average proliferation rate, and d is the death rate of labeled, i.e., recently divided cells. Because BrdU decays exponentially after it is administered, b(t) was chosen as bðtÞ ¼ b 0 e Àkt , with k constant. Like Eq. (23) this model is phenomenological: the division rate p of labeled and unlabeled cells is identical, but the death rate of labeled cells is larger than that of unlabeled cells. The corresponding equation for the unlabeled cells was not written, and should initially be dU=dt ¼ p½1À2bðtÞUÀpU, where the death rate has to be equal to the proliferation rate, p, to allow for steady state. Since, the death rate should ultimately approach the average turnover rate, this model seems most appropriate for short-term labeling experiments.
For self-renewing populations without a source, i.e., dM i =dt ¼ ðp i Àd i ÞM i , we discussed above that the kinetic heterogeneity model of Eq. (26) readily accounts for biphasic de-labeling curves in deuterium labeling. The equivalent kinetic heterogeneity model however fails to explain the non-zero down-slopes in BrdU labeling because one should have an equation like Eq. (32) for every subpopulation i, and for each of them one would have an
if there is no source (Ganusov and De Boer, in press ). The population as a whole should therefore also have a zero downslope, which is not what was observed for most cell types (Mohri et al., 1998) . Thus, it seems that kinetic heterogeneity cannot explain the loss of BrdU þ cells in the de-labeling phase. Temporal heterogeneity, i.e., recently produced cells die faster than average, would obviously work (Grossman et al., 1999) but remains a controversial explanation in some circumstances. For example, in SIV infected monkeys half of the memory T cells become BrdU þ after three weeks of BrdU labeling (Mohri et al., 1998) , showing that half of the population has recently divided implying that the average death rate and that of recently divided cells cannot be too different.
BrdU dilution. After BrdU administration has ended BrdU þ cells will become BrdU À after several rounds of division due to label dilution (Bonhoeffer et al., 2000; Parretta et al., 2008; Ganusov and De Boer, 2012; Kiel et al., 2007; Wilson et al., 2008; Glauche et al., 2009) . If most of the division occurs in clonal expansion bursts as defined by Eqs. (11) and (12), a single BrdU þ cell could have a large number progeny that are BrdU À cells (Grossman et al., 1999; Rouzine and Coffin, 1999) . The mechanisms underlying the loss of BrdU could therefore again differ between normal healthy subjects, and infected subjects mounting an immune response, which complicates the comparison of cell turnover rates between healthy and chronically infected subjects. Another complication is that BrdU may not label cells with 100% efficacy. Bonhoeffer et al. (2000) thus extended a variant of Eq. (32) to allow for labeling efficacy, 0 r Er1, and label dilution, 0 ru r1 by writing dU=dt ¼ Àð½2EÀ1p þ dÞU for the loss of unlabeled cells during the labeling phase, and dL=dt ¼ ð½1À2upÀdÞL during the de-labeling phase. Here, E is the probability that a dividing cell becomes labeled in the presence of BrdU, and u is the probability that a BrdU þ cell divides into two BrdU À daughter cells in the absence of BrdU. Since Eq. (32) with a source of unlabeled cells sufficed to describe the BrdU data that they were examining, Bonhoeffer et al. (2000) did not pursue the effects of efficacy and dilution any further. Combining CFSE with BrdU data, Parretta et al. (2008) estimated that E ¼ 0:8 during their mouse BrdU labeling regime. If the same labeling efficacy were to apply to the monkeys studied by Mohri et al. (1998) , the estimated asymptotes a would be 20% lower, which would require a 20% increase in the estimated turnover rate to match the data. Parretta et al. (2008) used a truncated form of Eq. (13) to keep track of the total number of cells in division classes 0, 1, and 2, by writing dP 2 =dt ¼ 2pP 1 þðpÀdÞP 2 , and fitted this model to BrdU labeling and de-labeling data of naive and memory CD8 þ T cells in thymectomized mice. Similar models have been used for tracking BrdU labeling in populations of hematopoietic stem cells (Kiel et al., 2007; Wilson et al., 2008; Glauche et al., 2009 ). Since total memory T cell numbers remained constant over the course of the experiment, the memory data were fitted with the parameter constraint p¼d. Naive T cell numbers were slowly declining in these thymectomized mice, which was fitted by an exponential loss to constrain the value pÀ d (Parretta et al., 2008) . The labeling phase was described very well by this model, and provided estimates of p C 0:002 day À1 and d¼0.015 day À 1 for the naive CD8 þ T cells in mice, and p¼d¼ 0.01 day À 1 , for their memory CD8 þ T cells (see Table 3 ). To estimate the number of divisions that are required for a BrdU þ T cell to become BrdU À , these parameter estimates were fixed when fitting the de-labeling phase, which had relatively slow down-slopes (with the naive T cells having the slowest down-slope). The initial condition of the model, P 0 ð0Þ, for the de-labeling phase was either the total number of BrdU þ naive T cells, or BrdU þ memory T cells. Interestingly, while fixing the p and d parameters Parretta et al. (2008) were able to fit the naive and memory delabeling data by assuming that BrdU þ CD8 T cells become BrdU À upon the second division. Fewer or more divisions gave too slow and too rapid down-slopes, respectively. The slow down-slope of the BrdU þ naive T cells was therefore naturally explained by their slow division rate p. Thus, in these data BrdU dilution was a sufficient explanation for the down-slope during the de-labeling phase, even under the p¼d constraint.
Becoming BrdU À during the second division is not the same as having a constant dilution probability 0 ou o1 as in the model of Bonhoeffer et al. (2000) , because none of the cells would be BrdU À after the first division, suggesting u ¼ 0, and all of them would be BrdU À after the second division, suggesting u ¼ 1. Additionally, note that the naive and memory CD8 þ T cells divide slowly in these normal unimmunized mice, which implies that the BrdU þ cells in these experiments may have completed just one division in the presence of BrdU, and will have just half of their DNA labeled (i ¼ 1=2). Parretta et al. (2008) analysis therefore suggests that cells with a quarter of their DNA labeled, i ¼ 1=4, are still BrdU þ , whereas those with i ¼ 1=8 are BrdU À . A similar argument holds for the monkeys that were labeled with BrdU for three weeks (Mohri et al., 1998) . In uninfected monkeys memory T cells are not expected to complete more than one division in three weeks, arguing that BrdU þ memory cells would have half of the DNA labeled, whereas BrdU þ naive T cells coming out of the thymus are expected to have completed several divisions over a period of three weeks, and would hence be brighter (i-1). Thus, it seemed very natural to also invoke BrdU dilution to explain the BrdU data from both uninfected and infected monkeys.
Studying self-renewing populations lacking a source, Ganusov and De Boer (2012) used the simple cascade model of Eq. (13) to keep track of the number of divisions cells have completed during and after BrdU administration. Because none of the cells have divided in the presence of BrdU at the onset of BrdU administration, the initial condition is the total T cell number, i.e., P 0 ð0Þ ¼ Tð0Þ, and the general solution is given by Eq. (14). Since DNA is replicated during cell division, cells having completed one division, P 1 , have half of their DNA strands labeled. After two divisions 3/4 of the DNA strands are labeled, and so on. Ganusov and De Boer (2012) defined i n ¼ 1À2
Àn as the fraction of labeled DNA strands after n divisions, and assuming that the measured fluorescence intensity increases with the fraction of DNA strands labeled, one can use Eq. (14) to define the number of labeled cells in the labeling phase as
Hði n Ài y ÞP n ðtÞ where P n ðtÞ ¼ ð2ptÞ
is the total number of cells at time t, 0:125 o i y o0:25 is the threshold BrdU intensity above which a cell is measured as BrdU þ , and HðÞ is a Heaviside function. For the de-labeling phase Eq. (14) is generalized into P n,m ðtÞ for the number of cells having completed n divisions during labeling and m divisions during de-labeling,
where the middle term gives the Poisson distribution at the end of the labeling phase (see Eq. (34)), and the latter term is the Poisson distribution after labeling (t 4 t end ), respectively. Noting that each cell on average loses half of its labeled DNA strands per division, one knows the fluorescence intensity, i n,m ¼ ð1À2
and by summing over all n and m, one obtains for the de-labeling phase
Hði n,m Ài y ÞP n,m ðtÞ:
Ganusov and De Boer (2012) combined this mechanistic BrdU dilution model with the kinetic heterogeneity of Eq. (26), by again considering k different subpopulations i at steady state, each with a turnover rate p i ¼d i , and wrote that
where a i is the fraction of cells with turnover rate p i ¼d i , and f n ðt,pÞ is the Poisson distribution defined by Eq. (15). Due to the kinetic heterogeneity the labeled cells will be enriched in cells with a fast turnover rate, and the de-labeling curve need not be a single exponential and can account for data that appear to have an at least biphasic de-labeling curve. We have fitted Eq. (37) to the BrdU data of Mohri et al. (1998) and illustrate a biphasic example from a monkey infected with SIV in Fig. 7 .
The fact that a model that is based upon a realistic combination BrdU dilution and kinetic heterogeneity provides a good description of Mohri et al. (1998) data, demonstrates that an unlabeled source is not required to explain the down-slope in BrdU data. Importantly, this would suggest that fitting BrdU data from populations that are largely maintained by a source requires a different model, i.e., a source death model with an up-slope reflecting the average turnover rate, than fitting data from selfrenewing populations, which would require a model like Eq. (37), with an up-slope that is twice the average turnover rate.
Mean fluorescence intensity. The best approach to study BrdU dilution would be to model the changes in the BrdU intensity profiles, or in the mean fluorescence intensity (MFI), because that contains more information than just the fraction of BrdU þ cells (Bonhoeffer et al., 2000; Ganusov and De Boer, in press ). Bonhoeffer et al. (2000) proposed a simple model for the total, I, and the mean, I, fluorescence intensity of BrdU, in a population of labeled cells. The total BrdU intensity is not changed by cell division, which yields two cells with approximately half the intensity each. Thus, the total fluorescence intensity can only decrease by cell death, i.e., dI=dt ¼ ÀdI. If total cell numbers obey dT=dt ¼ ðpÀdÞT, the average BrdU intensity,Î ¼ I=T obeys dÎ=dt ¼ ÀpÎ (Bonhoeffer et al., 2000) . Speirs et al. (2005) developed a very similar model (for the dilution of another label called CFSE, see below), allowing for unequal distribution of the label between the two daughter cells. In the limit of a large number of labeled molecules per cell, where the fluorescence intensity is approximately equally divided between the two daughter cells, their model simplifies into dÎ=dt ¼ À2 log½2pÎ, which is also proportional to the division rate, and just has a different scaling of the intensity.
As the fluorescence intensity is typically represented on a log scale, there is ambiguity on the meaning of the term MFI as one could take the arithmetic mean, the geometric mean, or the median. Ganusov and De Boer (in press) (Ganusov and De Boer, in press ).
Combining CFSE with BrdU labeling experiments Takizawa et al. (2011) showed that the BrdU intensities of the cells saturate with the number of divisions they have completed (their Fig. 1b) , which seems in reasonable agreement with the definition i n ¼ 1À2
Àn . Even for cells that have apparently completed precisely one division in the presence of BrdU there is a wide distribution of BrdU intensities, overlapping with the BrdU intensities of cells that failed to divide in the presence of BrdU (Takizawa et al., 2011) . This calls for a novel class of models extending Eqs. (34) and (36) with a probability, E, of picking up BrdU upon division, or for models defining the change in the distributions of BrdU intensities with cell division.
Biological interpretations of BrdU data
In their now classic studies Von Boehmer and Hafen (1993) and Tough and Sprent (1994) labeled normal and thymectomized mice with BrdU in the drinking water and established that memory T cells turn over more rapidly than naive T cells. Additionally, they showed that the turnover of naive T cells in mice with a normal functional thymus is much faster than that in thymectomized mice, which confirms that in mice the thymus plays a substantial role in the production of naive T cells (Den Braber et al., 2012) . As discussed above, Parretta et al. (2008) recently estimated life spans of naive and memory CD8 þ T cells in mice by fitting non-equilibrium models keeping track of the number of divisions cell have completed. To avoid the complications of having to deal with a source of naive T cells mice were thymectomized, after which naive T cell numbers were slowly declining. The expected life span of memory CD8 þ T cell was about 90 (range: 64-133) days, and that of naive CD8 þ T cells was 68 (range: 65-71) days (Parretta et al., 2008) , which being shorter than that of memory cells was unexpected, but is similar to the 80 
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(range: 67-92) day life span estimated by Den Braber et al. (2012) using deuterium labeling (see Table 3 ). Interestingly, Parretta et al. (2008) also studied division rates and suggested that the expected interdivision time of memory cells is the same 90 days, i.e., p ¼d for CD8 þ memory T cells, whereas the interdivision time of naive T cells is 1.4 years, which implies that most naive T cells in mice never divide over their 68 day life span (Den Braber et al., 2012) .
Rhesus monkeys were labeled with BrdU in their drinking water for three weeks, and label accrual was measured in naive and memory, CD4 þ and CD4 À T cells, B cells and NK cells (Mohri et al., 1998) . These data were fit with Eq. (32), either keeping all parameters free, or fixing some parameters. For every data set which parameters were required to vary to fit the data was tested statistically (De Boer et al., 2003c ). Because the model had to fit both the labeling and the de-labeling phase the required number of parameters depended strongly on the difference between the up and down-slopes. For instance, the B cell data from normal healthy monkeys could typically be fit without proliferation, p¼0, because the exponentials describing the labeling and de-labelling curves tended to be similar in B cells (i.e., p þ d C dÀp), whereas the NK cell data could be fit with p free and the asymptote fixed at a ¼ 1 because the exponential describing the labeling curve (i.e., p þd) were steeper than the exponential describing the delabeling curve (i.e., d À p) in NK cells (De Boer et al., 2003c) . Biologically, this would suggest that the maintenance of NK cells involves peripheral proliferation whereas B cells are largely produced in the bone marrow (De Boer et al., 2003c) . Both cell types were estimated to have an average life span of approximately 50 days in normal healthy rhesus macaques. Surprisingly, most memory T cell data could be described by Eq. (32) Table 3 ). Sooty mangabeys have been labeled with BrdU in their drinking water for two weeks, and these data were also fit with Eq. (32). In this species the expected life span of CD4 þ T cells was approximately 83 (range 67-111) days and that of CD8 þ T cells was 125 (range: 200-1000) days (Kaur et al., 2008) , resembling the difference in humans and not in macaques (see Table 3 ). Interestingly there was no significant difference in the average turnover rates between naturally SIV infected and uninfected sooty mangabeys, despite significantly lower total B and T cell counts in the infected animals (Kaur et al., 2008) .
A problem with these previous interpretations is that they were fitted with models lacking the combination of BrdU dilution and heterogeneity. The biphasic de-labeling curves of some of the data sets could previously not be accounted for because they were using variants of Eq. (32) (Mohri et al., 1998; De Boer et al., 2003c) , but can now be explained with the kinetic heterogeneity of Eq. (37), as illustrated for the memory CD4 þ and CD4 À T cells from one SIV infected monkey in Fig. 7 . Ganusov and De Boer (in press) refitted all memory T cell data from Mohri et al. (1998) with the new model of Eq. (37) and showed that it tends to describe that data with equal or superior quality as Eq. (32) did. On average a somewhat better quality fit was to obtained with y i ¼ 0:25 (i.e., BrdU À after two divisions), but y i ¼ 0:0125 (i.e., BrdU À after three divisions) also allowed for good fits. Allowing for kinetic heterogeneity may affect the estimated average turnover rates, as Ganusov and De Boer (2012) found a somewhat increased turnover when y i ¼ 0:25 (see Table 3 Although BrdU dilution in combination with kinetic heterogeneity can explain the loss in the fraction of BrdU þ cells during the de-labeling phase without requiring a source of unlabeled cells (Fig. 7) , it remains controversial whether there is any evidence for BrdU dilution in this particular data (Mohri et al., 1998; Rouzine and Coffin, 1999; Perelson et al., 1999) . Since the BrdU MFI is typically defined for labeled cells, Ganusov and De Boer (2012) defined the mean BrdU content (MBC) using Eq. (40), and predicted that the MBC of the monkeys shown in Fig. 7 was hardly declining during the de-labeling phase, whereas their fraction of BrdU þ cells is declining markedly, which reconciles the controversy. Note that BrdU labeling studies in mice have provided direct evidence for BrdU dilution during the de-labeling phase (Tough and Sprent, 1994; Parretta et al., 2008) .
Surprisingly, BrdU intensity profiles lack the peaks (fingers) that the model of Eq. (34) predicts to be present (and which actually are present in CFSE data). At the peak of labeling cells should have either none, 1/2, 3/4, 7/8,y of their DNA strands labeled with BrdU, and if the staining of BrdU labeled DNA with the specific monoclonal antibody were exact, one could precisely determine the number of divisions the cells have completed. BrdU staining is too noisy for this (Takizawa et al., 2011) , and one typically sets a threshold to define the fraction of BrdU þ cells. In the end deuterium labeling may remain superior, however, because some studies have reported that BrdU is toxic for various cell types, and may trigger an injury response leading to activation and division (Wilson et al., 2008; Takizawa et al., 2011) , which would perturb the normal population dynamics. Kovacs et al. (2001) and Srinivasula et al. (2011) studied cellular turnover rates in HIV-infected patients after a 30 min in vivo pulse of BrdU, using a semi-empirical model for describing the dynamics of BrdU þ cells in the peripheral blood. Like in most other studies involving HIV-infected patients they find higher peak values for labeled CD4 þ T cells than for CD8 þ T cells, and higher peak values for memory than for naive T cells. Having a few samples of BrdU labeling in lymph nodes they observed that initially the fraction of labeled cells is higher in the lymphoid tissue than that in the blood, but that this difference vanished in about a day. Despite the short pulse of BrdU labeling, BrdU þ cells continued to accumulate in the blood for several days, and after the peak the wash-out seemed at least biphasic. The height and the timing of the peak was fitted from the data, and the delabeling curve was modeled independently as the sum of two decaying exponentials (Kovacs et al., 2001 ). Disturbingly, each exponential was interpreted to reflect the death rate within one subpopulation, whereas we have seen above that with BrdU labeling the de-labeling curve is determined by the difference between the proliferation and death rate (Eq. (32)), in combination with the effect of dilution (Eq. (37)). This could explain why the authors found a correlation between the peak values and the viral load, and not between the estimated decay rate and the viral load (Kovacs et al., 2001; Srinivasula et al., 2011) , as in more mechanistic models the peak value at the end of a short labeling phase should be proportional to the average turnover rate of the population (Mohri et al., 1998; Debacq et al., 2002; De Boer et al., 2003b; Ganusov and De Boer, 2012) . Another surprising finding was the biphasic decline of BrdU þ naive T cells, with an early phase of short-lived cells having an average life span of approximately five days (Srinivasula et al., 2011) . Even if these cells were RTE this is unexpectedly short-lived, and it seems likely that BrdU dilution, preferential homing to lymphoid tissue, or death of HIV infected naive T cells, was playing a role.
Finally, biphasic BrdU data can also be explained with temporal heterogeneity, because BrdU data can successfully be described with models like Eq. (29) (De Boer et al., 2003b 
during labeling, and
where 
during the labeling and de-labeling phases, respectively. The s(t) term can be interpreted as the daily fractional replacement by the source. In the absence of a source, e.g., for self-renewing memory T cells, the initial up-slope therefore corresponds to 2p, and in the absence of proliferation the initial up-slope represents the daily fractional replacement by the source. If BrdU dilution were to play no role, the rate at which labeled cells are lost, s(t), would reflect the daily fractional replacement by the unlabeled source. If the total cell number T(t) is changing during the experiment, one would have to know, or estimate, T(t) to be able to estimate the two parameters of Eq. (42). Reconsidering Eq. (42) for the case where the total cell number is not changing over the experiment, one can substitute T ¼ s=ðdÀpÞ to ''rediscover'' that dL=dt ¼ ðp þ dÞð1ÀLÞ during the labeling phase, and that dL=dt ¼ ðpÀdÞL during the de-labeling phase. In the absence of a source the initial up-slope would be pþd¼2p¼2d, i.e., twice the average turnover rate, and in the absence of proliferation the initial up-slope would be pþd¼d, i.e., the average turnover rate (Ganusov and De Boer, 2012) . This reconfirms that, if naive and memory T cells were to have the same turnover rate d, one expects a 2-fold higher initial up-slope for selfrenewing memory T cells than for the non-dividing naive T cells. Similarly, Hellerstein (1999) pointed out that BrdU labeling curves depend on the distribution of cell division over the population, i.e., curves will be different when a few cells are expanding as a clone, or when the same number of cell divisions is distributed diffusively.
Comparing n cell divisions under clonal expansion, i.e., U-2L followed by ðnÀ1Þ Â ðL-2LÞ gives 2 þðnÀ1Þ ¼ n þ 1 novel labeled cells, with n divisions under diffuse cell division, i.e., n Â ðU-2LÞ gives 2n new labeled cells, leading to a maximal difference of a factor two between the expected up-slopes for large n.
Under deuterium labeling Eq. (18) can be taken to represent the total number of DNA strands in the population, and because unlabeled DNA-strands are now conserved, i.e., during labeling U-U þ L and L-2L, the corresponding equations for the total numbers become
where T U þ T L ¼ T are the number of un-labeled and labeled DNA strands in the population (Mohri et al., 2001 
during labeling and de-labeling, respectively (Ganusov and De Boer, 2012) . Here s(t) is the same daily fractional replacement by the source, and in situations where the total cell number is not at a steady state one would have to know the total cell numbers, T(t), to be able to fit the two parameters of Eq. (44). When total cell numbers are changing the models for the fraction of labeled cells, Eq. (42), and of labeled DNA-strands, Eq. (44), differ by the p terms in the labeling and de-labeling phases, but they contain the same number of parameters, i.e., p and s, because d disappears when total cell numbers T(t) are known. Importantly, assuming steady state the expressions for the fraction of labeled DNA-strands, Eq. (44), become the simple dL=dt ¼ dð1ÀLÞ and dL=dt ¼ ÀdL that were also derived above when we generalized the precursor-product relationship in Eq. (21). This expression only contains d. Under steady state conditions, it apparently does not matter whether cells are produced by a source or cell divisions, as the up-slope and the loss rate of the deuterium enrichment can correctly be interpreted as the average turnover rate, d, of the population. Thus, even if we ignore the problems with BrdU dilution (Ganusov and De Boer, 2012) , and with the distribution of the cell division events over the population (Hellerstein, 1999) , 2 H 2 O labeling experiments under steady state conditions are still easier to interpret than the corresponding BrdU labeling curves. Interestingly, combining BrdU and deuterium labeling would allow one to estimate the contributions of cell division and the source. Since the increase in the fraction of BrdU þ cells occurs at the initial slope of 2p þs=T , while the deuterium enrichment during labeling will increase at an initial slope p þ s=T , the difference between the slopes provides the division rate p (Ganusov and De Boer, 2012) . Once p is known the fractional source rate can be computed from either slope.
CFSE
Carboxyfluorescein succinimidyl ester (CFSE) is an intracellular fluorescent dye that dilutes 2-fold when a cell divides (Lyons, 2000) . Cells are typically labeled with CFSE in vitro, and labeled cells can be followed thereafter in vitro or in vivo. Harvesting the cells and sorting them by the CFSE intensity generates profiles with maximally 7 or 8 peaks, each reflecting the number of divisions the cells have undergone (see Fig. 8 ). The limit of 7 or 8 divisions is caused by the dilution of the dye: after 8 divisions the CFSE intensity is 2 8 fold lower than the original intensity. CFSE labeling is currently the most informative technique for characterizing the kinetics of cells in the immune system. A number of reviews address the experimental procedures (Quah et al., 2007; Hawkins et al., 2007a; Parish et al., 2009 ) and protocols for the interpretation of CFSE data (Hawkins et al., 2007a) . The interpretation of CFSE data is far from trivial however, which has resulted in many different mathematical approaches to this problem. Here we attempt to give a balanced overview of these. Wells et al. (1997) pioneered the field of analyzing CFSE data, counting the number of cells in each peak of the CFSE profile, and normalizing these by the 2-fold population expansion that is associated with each division. This normalization gives the distribution of the number of ''precursor cells'' having completed n divisions, which has the immediate advantage of allowing one to see the distribution of the cells from the original starting population over the various division numbers not confounded by their clonal expansion. CFSE data have indeed been misinterpreted by arguing that the large number of cells in the highest division number means that most cells have proceeded through this many divisions over the time of the experiment (Van Stipdonk et al., 2001; Kaech and Ahmed, 2001 ). The first kinetic models that were fitted to CFSE data used the same normalization to obtain ''precursor cohort distributions'' at various time points in order to estimate the death and division rates implied by the CFSE data (Hasbold et al., 1999; Nordon et al., 1999; Gett and Hodgkin, 2000) .
Normalized CFSE profiles can be described by the normalized cascade model of Eq. (16), and thanks to its simple solution one can estimate the death rate, d, from the exponential slope by which the total normalized cell number decreases (Nordon et al., 1999; Ganusov et al., 2005; De Boer and Perelson, 2005) , and estimate the division rate, p, from the linear slope by which the mean (and the variance) of the distribution increases over time (Nordon et Àdt on a logarithmic scale, and the mean and variance of the distribution of Eq. (17) on a linear scale, which should give straight lines with slopes that should all be consistent with each other (Hasbold et al., 1999; Nordon et al., 1999; Gett and Hodgkin, 2000; Ganusov et al., 2005; De Boer and Perelson, 2005; De Boer et al., 2006; Ko et al., 2007; Hawkins et al., 2007a) . Lines that are not straight may indicate changes in the culture conditions, or changes of cell behavior with the number of divisions they have completed. Choo et al. (2010) have fitted the random birth-death model of Eq. (13) to CFSE data obtained with slowly renewing populations of CD8 þ memory T cells, and Takizawa et al. (2011) have fitted it to CFSE data obtained from hematopoietic stem cells. In both cases the division rate was slow, and this ODE model seemed sufficient to describe the data. Importantly, Choo et al. (2010) confirmed that the observed CFSE profiles are in good agreement with the Poisson distribution of Eq. (14), that the undivided cells decay exponentially, and that the mean and variance increase linearly in time, in good agreement with Eq. (15).
There is an interesting difference between the mean of the Poisson distribution of Eq. (17), and the mean of the normalized data when the non-divided cells, P 0 ðtÞ ¼ r 0 ðtÞ, are excluded (as was originally proposed by Gett and Hodgkin, 2000) . First, extend the model with a parameter f for the fraction of precursor cells that will ultimately divide. For the cells that will ultimately divide one can still use the solution of Eq. (16) 
Thus, the mean division number increases linearly in time but with slope fp, which would argue that one cannot simply estimate the division time from the slope. However, if one also computes a mean excluding the non-divided cells by defininĝ Gett and Hodgkin, 2000) , one obtainŝ
which equals one when t-0, and which approaches a slope pt after an initial transient corresponding to a few cell cycles (De Boer and Perelson, 2005) . Comparing the slopes of both means for the same data set, one therefore obtains information about the fraction of precursor cells that are recruited into division, f.
If cells are dividing rapidly, a major problem arises because the random birth-death ODE model assumes an exponential distribution of cell cycle times, for which the probability of division is highest at t ¼0, i.e., as soon as a cell has completed a prior division. This allows cells to proceed too fast through the division cascade (De Boer and Perelson, 2005) . The faster the proliferation rates the larger the deviation between the behavior of Eq. (13) and that of models allowing for an explicit time delay corresponding to the minimal length of the cell cycle De Boer and Perelson, 2005) . Thus proper fitting of CFSE data from rapidly expanding populations requires models with a delay corresponding to the minimal length of the cell cycle, which casts doubt on the some of the cell cycle times estimated by fitting ODE models to CFSE data (Veiga-Fernandes et al., 2000; Revy et al., 2001; Bocharov et al., 2011) . Despite these serious problems with this simple ODE approach when cells divide rapidly, the various estimates based on Eqs. (16) and (46) can always be used as a check on the quality of the CFSE data, e.g., to check whether conditions are changing over time, and provide excellent starting points for fitting more realistic models of cell division.
Another problem is that models which explicitly consider the cell cycle and allow for different death rates during the different phases of the cell cycle can give quite different estimates of the cell cycle time than models assuming a constant death rate Ganusov et al., 2005) . This can be illustrated by comparing the conventional model having a constant death rate throughout the cell cycle with a model where death occurs upon division . The first case is the conventional random birth-death model of Eq. (13) with solution PðtÞ ¼ Tð0Þe ðpÀdÞt , whereas the latter is
where f defines the fraction of cells dying upon cell division . For the initial condition P 0 ð0Þ ¼ Tð0Þ and P n ð0Þ ¼ 0 for n ¼ 1, . . . ,1, the mathematical solution is
where the first term gives the total population size, and the second and third together gives the Poisson distribution over the division numbers . Importantly, in both models the distribution over the division classes is Poisson, but with different means mðtÞ ¼ 2pt and mðtÞ ¼ 2pð1Àf Þt, respectively. Moreover, both populations grow exponentially with a natural rates of increase of p À d and pð1À2f Þ, respectively. Thus, if division rates are estimated from the increase in the mean division number (Gett and Hodgkin, 2000; De Boer and Perelson, 2005; Ko et al., 2007) , the outcome may depend on the distribution of death rates over the age of the cell . For the case of a stable population, f¼0.5, one would have a 2-fold difference in the estimated division time between the two models. This difference becomes larger if populations contract, f 4 0:5, and vanishes when populations expand . Despite these problems, a final important lesson that can be learned from these simple ODE models is that one obtains a Poisson precursor cohort distribution from a model having a (shifted) exponential distribution of the times to first division. Thus, one cannot infer the distribution of times to first division from the precursor cohort distribution. For example for an apparently normal or log-normal precursor cohort plot (Gett and Hodgkin, 2000; Deenick et al., 2003) , one should not conclude that the time to first division is normally or log-normally distributed, because for sufficiently large t the Poisson distribution will resemble a normal distribution. Instead, the distribution of times to first division should be measured separately (Deenick et al., 2003; Hasbold et al., 2004) , and be explicitly implemented in the model Hawkins et al., 2007b; Ganusov et al., 2007; Lee and Perelson, 2008) .
More realistic models
More realistic models for the cell cycle have been proposed and have been used to interpret CFSE data. Let us write a general model and show how various simpler models in the literature can be derived from this. Since a major problem with the ODE model of Eq. (13) is its exponential distribution of division times, allowing too many cells to have unrealistically short division times (De Boer and Perelson, 2005) , one can formulate an agestructured population model (Diekmann et al., 2001; Bernard et al., 2003; Pilyugin et al., 2003; De Boer et al., 2006) in which the rates of cell division and death can be any function, p n (a) and d n (a) of a cell's age a since the previous division, and division number n, @P n ðt,aÞ @t þ @P n ðt,aÞ @a ¼ À½p n ðaÞþd n ðaÞP n ðt,aÞ with P n ðtÞ ¼
where P n ðt,aÞ is defined as the density of cells of age a, having completed n divisions at time t, and with boundary conditions P 1 ðt,0Þ ¼ RðtÞ, P n ðt,0Þ ¼ 2
where R(t) is a recruitment function describing the time to complete the first division. The proliferation rate, p n (a), and the death rate, d n (a), can typically be computed (Zilman et al., 2010) from the underlying probability density functions for a cell to divide or die at age a,p n ðaÞ andd n ðaÞ, by p n ðaÞ ¼p n ðaÞ 1À R a 0pn ða 0 Þ da 0 and d n ðaÞ ¼d n ðaÞ 1À R a 0d n ða 0 Þ da 0 :
Depending on the form of each probability distribution, and the number of different distributions for the different division numbers, this model can have few or many parameters. Although written in a completely different notation this model with its age and division number dependent division and death functions, Eqs. (49)- (51), is also known as the cyton model (Hawkins et al., 2007b; Subramanian et al., 2008) . The cyton model is written as a set of nested integrals, and is based on a large number of experiments showing that death and division tend to be independently controlled in cells, that cellular survival times are not exponentially distributed, and that recruitment into the first division tends to obey a normal or log-normal distribution (Gett and Hodgkin, 2000; Deenick et al., 2003; Dowling et al., 2005; Hawkins et al., 2007b; Subramanian et al., 2008 ). An important part of the work with the cyton model is to prove experimentally that its explicit assumptions on the independent death and division terms are biologically correct. Similar assumptions are made implicitly when writing an age-structured model like Eq. (49) .
Formulating the cyton model in the same notation as above, one would takep n ðaÞ andd n ðaÞ as the probability for a cell having completed n divisions, to divide or die at age a, respectively (where the age is reset to zero at each division). In the cyton modelp n ðaÞ andd n ðaÞ are typically log-normal distributions (Hawkins et al., 2007b) . Defining the number of cells dividing and dying at any point in time, one can write the model in the form of a set of nested integrals
where T(0) is the initial cell number, and f n is the fraction of cells that will ultimately divide at each division number n. Here the ð1À Rd n ðaÞ daÞ and the ð1À Rp n ðaÞ daÞ terms provide the probability that a cell has reached aged a without having died or divided, respectively. Thus, although the changes of dividing and dying are independent, these events still censor each other because cells cannot divide after they have died, and since they reset their age, cell division changes the probability to die. From these expressions one can calculate the number of cells in each division class as an integral over all cells that have entered due to their previous division minus the cells that have left by division or death P 0 ðtÞ ¼ Tð0ÞÀ
One can fit Eqs. (52)- (57) to CFSE data using a publicly available general cyton solver (GCytS) that was coded in Matlab (Hawkins et al., 2007b) . To reduce the number of parameters one typically considers unique distributions, p 0 ðaÞ and d 0 ðaÞ, for the first division number, and assumes that cells in subsequent divisions sample their division and death events from the same distributions, i.e., p n ðaÞ ¼pðaÞ andd n ðaÞ ¼dðaÞ, for n ¼ 1, . . . ,n max . The progression fraction, f n , can be used to allow for a fraction, 1Àf 0 , of precursor cells that fails to divide (see above, where we called this fraction 1Àf), and/or to define the expected ''division destiny'' of cells, which allows cells to stop dividing, f n -0, after a particular number of divisions (Hawkins et al., 2007b) . If the latter is ignored, i.e., f n ¼ 1 for n ¼ 1, . . . ,n max , the model has nine parameters parameters define the mean and standard deviation of the four lognormal distributions. One can add on more parameters by giving the non-recruited cells, ð1Àf 0 ÞTð0Þ, a different death rate, and/or by allowing for a division destiny, f n o 1, for n ¼ 1, . . . ,n max . Typically, CFSE data is not rich enough to estimate even the basic nine parameters reliably, as one needs data on the number of dead cells per division number, which is experimentally much more difficult to obtain (Hawkins et al., 2007b; Hyrien et al., 2010b ). This cyton model has been fitted to CFSE data using log-normal distributions for the division and death rates, and even though not all death rate parameters could be estimated, it was claimed to fit the data better than other models, including the Smith-Martin model (Hawkins et al., 2007b ). An interesting property of the model is that slight variations in the means of the four distributions have a marked impact on the behavior of the model, such that small quantitative differences can have a qualitative effect (Hasbold et al., 2004; Hawkins et al., 2007b) . Leon et al. (2004) developed a general framework similar to the structure of the cyton model by writing nested integrals over division dependent probability distributions,p n ðtÞ, defining the likelihood of undergoing the nth division at time t after completing a previous division. They analyzed two data sets of Gett and Hodgkin (2000) who studied CD4
þ T cell division after polyclonal stimulation in vitro. Since one of the data sets had no information on total cell numbers, cell death was ignored in the modeling, or was assumed to obey a conventional exponential distribution (Leon et al., 2004) . Allowing for a difference in mean and variance between the distributions for the first and all subsequent divisions, they showed that a model with two gamma distributions allowed for better fits than the model of Hasbold et al. (1999) , where the time to first division was determined by a normal distribution and the subsequent cell divisions were of a fixed length (Leon et al., 2004) . Biologically, the results remained in reasonable agreement because the standard deviation of the gamma distribution for the first division was much larger than that of the later divisions, implying that most of the variation between the cells was due to time in took to complete the first division. In retrospect it is not too surprising that a model with two gamma distributions allowed for superior fits because we now know that the cyton model with log normal distributions for division and death provides good fits to CFSE data from lymphocytes after polyclonal stimulation in vitro (Hawkins et al., 2007b) , and that the gamma distribution can approach the shape of a log normal distribution, making fine distinction difficult. Indeed Zilman et al. (2010) proved mathematically that the nested integral models like the cyton model (Hawkins et al., 2007b) and that of Leon et al. (2004) are special cases of Eq. (49), which in turn is similar to the model originally proposed by Bernard et al. (2003) . Interestingly, the best fits of Leon et al. (2004) were obtained when the shape of the gamma distribution was fairly similar to that of an exponential distribution, although their distributions still defined a minimal time to complete the division. Finally, note that later experiments measuring the time to the first cell division directly by thymidine incorporation demonstrate that this is best described by a (log) normal distribution (Deenick et al., 2003; Hommel and Hodgkin, 2007; Hawkins et al., 2007a,b) .
There is an interesting difference between integrating over probability distributions for division and death and solving PDEs with division and death rates, in cases where the local environment of the cells is changing over time. One example is the in vitro culture of T cells under various concentrations of the growth factor IL-2, which has been modeled by an increase of the death rate of cells as a consequence of the decreasing concentrations of IL-2 due to consumption of IL-2 by the dividing cells . Having a model with proliferation and death rates, p n (a) and d n (a), one can multiply these rates with a dimensionless function representing the environmental conditions, like the relative concentration of IL-2 . Working with nested integrals over probability distributions,p n ðaÞ and d n ðaÞ (see Eq. (51)), one has the choice of changing the mean and variance of the distribution as a function of the environmental conditions, and/or multiplying the integrals with a fraction like the progressor fraction discussed above.
Smith-Martin model
The model for the cell cycle developed by Smith and Martin (1973) has proven useful for analyzing the population dynamics of dividing cells as it prevents too rapid progression through the cell cycle by introducing the equivalent of a time delay, i.e., a fixed length for the S, G2 and M phases of the cell cycle (see Fig. 9a and b) . 
where A n (t) and B n (t) are the number of cells in the A-state and the B-phase, respectively, having undergone n divisions at time t . This Smith-Martin model has four parameters, with the length of the cell cycle defined as p À1 þ D, and two different death rates. The death rates, d A and d B , cause similar parameter identification problems as discussed above using Eq. (48), and the Smith-Martin model will only give unique fits to CFSE data if one simplifies the model to three parameters, e.g., by assuming that Pilyugin et al., 2003; Ganusov et al., 2005) . Note that the similar problems with the uniqueness of fits exist in the cyton model (Hawkins et al., 2007b) , and that one needs more information, like the number of dead cells per division, to resolve these parameter identification problems. Ganusov et al. (2005) analyzed the properties of the uniform Smith-Martin model of Eq. (58). Since cells in the B-phase do not influence the dynamics of those in the A-state, one can sum over n to obtain the total growth, dAðtÞ=dt, or the 2 À n -normalized total growth, dÂðtÞ=dt, i.e.,
showing that after an initial transient, the total number of proliferating cells in the A-state increases exponentially at a rate r ¼ 2pe ÀðdB þ rÞD Àðp þ d A Þ, and the normalized total of cells in the A-state declines exponentially at a rate
ÀðdBÀdÞD . Assuming exponential growth, AðtÞpe rt , the mean of the division number of the cells in the A-state and its variance increase linearly with respect to time, i.e., þ T cells, and demonstrated that this data maximally allow one to estimate three of the four parameters of this particular SmithMartin model. Pilyugin et al. (2003) proposed to solve these parameter identification problems with a rescaling method that estimates two invariant parameters, i.e., the fraction of cells that die in one generation, and the mean generation time of surviving cells. This was a clever proposal because these parameters are independent of the functional form of the proliferation and death rates. Unfortunately, these measures are not necessarily the biological quantities that we are interested in. The method works by rescaling Eq. (58) such that each parent cell produces 2a daughter cells (instead of two). With this rescaling the exponential growth rate of the SmithMartin model becomes rðaÞ ¼ 2ape Pilyugin et al., 2003; Ganusov et al., 2005) . One can easily solve for a from this expression when r(a)¼0, i.e., for zero growth. Defining a n as the scaling factor that removes the expansion from the data one obtains
where r 0 ða n Þ is the slope of r(a) at a ¼ a n . One can solve for the probability that a cell divides before dying in the A-state, p/(pþd A ), and does not die during the B-phase, e ÀdBD , from
Thus, 1Àð2a n Þ À1 gives the fraction of cells that die per generation. Similarly, the mean generation time of surviving cells can be obtained from
One still needs to determine a n from the data. To do this one rescales the data for various values of a by multiplying the number of cells in each division class with a n . The exponential growth rate r(a) of the total rescaled cell number PðtÞ ¼ P P n ðtÞa n is estimated by fitting to the exponential growth equation Pð0Þe rðaÞt . Plotting the estimated r(a) as a function of a one searches numerically for the scaling factor that removes the expansion from the data. The estimated a n can then be used to evaluate Eqs. (63) and (64) . Here we illustrated the rescaling method for the Smith-Martin model , but that these two invariant parameters can be estimated for any cell age dependent form of the proliferation and death rates . Luzyanina et al. (2007a) compare fits obtained with a classical Smith-Martin model, with fits obtained with a heterogeneous random birth-data model, i.e., Eq. (13) extended with division and death rates, p n and d n , that depend on the division number, n, and find that the random birth-death model fits their data better. This is not a fair comparison, however, because the heterogeneous model has many more parameters, that could compensate for the absence of the time delay, D, of the Smith-Martin model. We have seen above that modeling experiments where quiescent cells are activated to proliferate in a programmed cascade, one needs different parameters to describe the first division. Quiescent cells are in the G0 state of the cell cycle, and need more time to enter the G1 state of the cell cycle, and their first B phase could take longer than subsequent B phases. The SmithMartin model can be extended with a longer first division by implementing a recruitment function R(t), see Eq. (49), defining the distribution of times to complete the first division Ganusov et al., 2007; Lee and Perelson, 2008) .
to solve the parameter identification problem, but allowing for different division and death rates for each division number, a heterogeneous Smith-Martin model can be written as
where p n and d n are the division and death rates at the nth division, respectively Lee and Perelson, 2008) . Fitting either a time-shifted log-normal or a gamma distribution Lee and Perelson, 2008) for R(t) to experiments explicitly measuring the time to first division, this heterogeneous Smith-Martin model was successfully fitted to CFSE data from T cells stimulated in vitro with various concentrations of the cytokine IL-2 (Deenick et al., 2003) . The magnitude of clonal expansion increased with the IL-2 concentration (Deenick et al., 2003) . At the lowest IL-2 concentrations an initial phase of expansion was followed by a phase of contraction . Explaining the data therefore required a heterogeneous model, where proliferation rates decrease, or death rates increase, over time or at higher division numbers Lee and Perelson, 2008) . One possibility is to increase the death rate linearly with the division number, e.g., . Alternatively, the length of the B-phase could increase with the division number, and/or the fraction of cells proceeding to the next division class could decrease at higher division numbers (Lee and Perelson, 2008) . See below for a discussion on how these models describe the data. Leon et al. (2004) fit another approximation of the SmithMartin model to the CFSE data of Hasbold et al. (1999) , by allowing cells at the end of the B-phase to skip the A-stage with a certain probability, and immediately enter the next B-phase. For rapidly expanding cells with short A-stages this may be a reasonable approximation. There was no death in the B-phase of their model, however, which side stepped the problem of estimating both d A and d B from CFSE data Ganusov et al., 2005) . Since all of these models tend to have more parameters than can reliably be estimated from CFSE data, it remains unclear whether it is a good choice to introduce a new parameter for the likelihood of skipping the next A-stage. To allow cells to proceed quickly through a series of B-phases, one can also allow for a very high rate of exit from the A-state. Also, if the A-stage corresponds to G1 it cannot be skipped in reality.
Deterministic model. In circumstances where quiescent cells are triggered to proliferate rapidly for several divisions, most of the variation between the cells is due to differences in the recruitment into the first division (Koch and Schaechter, 1962; Gett and Hodgkin, 2000; Deenick et al., 2003; De Boer et al., 2006; Ganusov et al., 2007; Hawkins et al., 2007b) . Rapidly dividing cells seem to proceed quite deterministically through several rounds of division. To describe this one can eliminate the exponential A phase of the Smith-Martin model by assuming a proliferation rate p n ðaÞ-1, where a is the age of the cell. For a homogeneous model one arrives at the model proposed by Deenick et al. (2003) that can be written as a single ODE for the first division class, and a set of algebraic scaling equations for subsequent divisions dP 1 ðtÞ dt ¼ RðtÞÀHðtÀDÞRðtÀDÞe ÀdD ÀdP 1 ðtÞ, P 1 ð0Þ ¼ 0, P n ðtÞ ¼ ½2e ÀdD nÀ1 P 1 ðtÀ½nÀ1DÞHðtÀ½nÀ1DÞ, (66) was inconsistent with the data because the second cohort, P 2 ðtÞ, was larger than the first and the third cohort. Apparently, the parameters of Eq. (66) need to change over time, or change with the division number. Choosing for a linearly increasing death rate, d n ¼ d þ aðnÀ1Þ, where d is the death rate of the first cohort, and a is the slope with which the death rate changes with the division number, and writing the model as a system of ODEs, the model becomes
for n ¼ 2, . . . ,1. This model can be shown to be identical to Eq.
(66) when one restricts d n ¼ d by setting a ¼ 0 . The model fits the same IL-2 data with good quality (see e.g. Fig. 9 ), and one can show statistically by an F-test that allowing a40 markedly improves the quality of the fits . Because Eq. (67) has only a limited number of parameters, it seems an excellent choice for describing the dynamics of cells involved in rapid deterministic clonal expansion. Fluorescence intensity. CFSE experiments are typically performed by labeling cells in vitro and following their division history in vitro or in vivo after injecting the cells back into animals. This in vitro labeling with CFSE allows for uniform labeling of the cells, such that one can readily distinguish the 2-fold dilutions associated with each division. CFSE can also be injected in vivo which has the advantage that the labeled cells remain in their natural environment, but the disadvantage that the labeling tends to be heterogeneous, and consequently that the CFSE profiles typically lack the typical fingers corresponding to each two-fold dilution (which was not the case in Choo et al., 2010 data) . To estimate division and death rates from CFSE data that do not allow one to classify the division number of each cell, the data has been described by changes in the mean fluorescence intensity (MFI) of CFSE labeled cells and unlabeled cells Florins et al., 2006; Debacq et al., 2006) . Asquith et al. (2006) wrote a random birth-death model like Eq. (13), and estimated the number of divisions that were required for a CFSE þ cells to become CFSE À from the ratio of the MFI of all CFSE þ cells over all CFSE À cells. Finding a 2 5 -fold ratio, they truncated Eq.
(13) at the fifth division,
for n ¼ 1, . . . ,4, and included a possible source, s, of CFSE À cells, P 5 . Since in vivo CFSE administration may label only a fraction, 0 rf r 1, of the cells, one can define the initial condition of the model as P 0 ð0Þ ¼ f and P 5 ð0Þ ¼ 1Àf to directly scale the system into fractions of labeled and unlabeled cells. One obtains the fraction, P, of labeled cells from the solution of Eq. (68), i.e.,
CFSE is not lost by cell division, and only diluted into the two daughter cells. Thus, the total amount of CFSE label, L, in the population is
where the factor 32 comes from the initial 32-fold ratio in the MFI of labeled cells over unlabeled cells. Note that we have not used the equation for the unlabeled fraction, dP 5 =dt, with the source. Defining the MFI of the labeled cells as L/P one arrives at
for the ratio of the MFI of the CFSE þ population to the CFSE À population . Thus, this model predicts two observables, the fraction of CFSE þ cells (Eq. (69)) and the ratio of the MFIs of CFSE þ to CFSE À cells. These two observables were successfully fit to B cell data from sheep, where sheep were injected with CFSE, and blood was collected at regular time intervals thereafter Debacq et al., 2006; Florins et al., 2006) , providing median estimates of d ¼0.09 day À 1 and p ¼0.03 day À 1 of B cells in normal unimmunized sheep. Given the criticism of using the random birth-death model for fitting CFSE data due to the assumed exponential distributions of cell cycle times and life spans Ganusov et al., 2005; De Boer and Perelson, 2005) , the MFI method was also tested on artificial data generated with the Smith-Martin model . Probably, because normal unstimulated B cells proliferate rather slowly, the MFI method correctly predicted the proliferation and death rates in the artificial data . Finally, note that B cells are largely produced in the bone marrow, and that a random birth-death model need not be the most realistic choice. Instead one could use Eq. (2) with a large source and little or no renewal, r N C 0, to write a new MFI model for unstimulated B cells. Luzyanina et al. (2007b) defined a model directly describing the kinetics of the CFSE intensity profile using a label-structured population model similar to the age and volume-structured population models developed by Bell and Anderson (1967) . Their models is comprised of a CFSE-structured PDE allowing for cell death, for the 2-fold dilution per division, and for CFSE loss by normal catabolism. This has the immediate advantage of not having to classify CFSE profiles into individual peaks, which is particularly helpful when the data is not nicely fingered. Assuming that each CFSE peak represents a cohort of cells that entered their first division at approximately the same time, Luzyanina et al. (2007b) (Bell and Anderson, 1967; Luzyanina et al., 2007b) . Taking a cell's CFSE intensity as an approximate measure for the number of divisions the cell has completed, proliferation and death rates depended on a cell's CFSE intensity, x, i.e., proliferation and death rates were approximately dependent on the division number like the p n and d n parameters used above. This dependence was described by piecewise cubic interpolation functions, each requiring a number of parameters. The advection term, v(x), was either described by an exponential loss term, or by assuming a constant loss of CFSE intensity. Fitting this PDE model directly to CFSE intensity profiles required smoothing of the data, and required non-trivial numerical integration methods for solving the PDEs (Luzyanina et al., 2007b) . Two data sets obtained from in vitro proliferation of T cells following polyclonal activation were fit with this model. The loss rate of CFSE, v(x), surprisingly was not exponential. The death rate hardly depended on the CFSE intensity, whereas the division rate was found to be a bell-shaped function of the CFSE intensity x, with relatively slow maximum division rates of 0.55 day À 1 and 0.8 day À 1 at the third or fourth division. Finally, the dilution factor, g, was less than two in both data sets (Luzyanina et al., 2007b) . Fitting the PDE of Eq. (72) directly to the CFSE profile circumvents the sometimes difficult problem of assigning all measured CFSE intensities in the fluorescence profile to a particular division number. The major drawback of the model is that the CFSE fluorescence of a cell is not a direct measure of the number of divisions a cell has completed, and that one may need complex dependencies to describe division and death rates that depend on the division number. The general label-structured population approach of Luzyanina et al. (2007b) has been extended by several authors (Banks et al., 2011a (Banks et al., ,b, 2012 Schittler et al., 2011; Hasenauer et al., 2012; . Banks et al. (2011a) address the paradoxical parameter estimate, go2, which suggested that CSFE was being created at cell division. After extending the original model with cellular autofluorescence, and with a biphasic natural loss of CFSE by replacing the exponential loss of the fluorescence by a Gompertz decay process, they can describe the same CFSE data reasonably well with the expected g ¼ 2 (Banks et al., 2011a) .
Biphasic loss of fluorescence in non-dividing CFSE labeled cells had been observed before (Lyons et al., 2001 ), but then the first phase had a time scale of about a week, whereas in Banks et al. (2011a) the much more rapid first phase takes less than a day. Their interpretation of the biphasic loss also differs, as Lyons et al. (2001) argue that the slow phase is due to the CFSE that is bound to long-lived proteins, and Banks et al. (2011a) explain their much more rapid first phase by the time it takes for CFSE to become stably incorporated in the cell. Because the time scales are so different, both could be true, suggesting a triphasic loss of CFSE in the absence of cell division. Importantly, in both papers Lyons et al. (2001) and Banks et al. (2011a) the last phase is so slow that labeled cells will remain well above the autofluorescence level for long periods of time. Schittler et al. (2011) and Hasenauer et al. (2012) extend Luzyanina et al. (2007b) 
for n ¼ 1, . . . ,n max , and where x is the amount (or concentration) of CFSE in each cell, which decreases at a rate v(x). The number of cells contained in the nth subpopulation is defined as P n ðtÞ ¼ R 1 0 P n ðt,xÞ dx, and the number of cells having an amount x of CFSE is given by Pðt,xÞ ¼ P nmax n ¼ 0 P n ðt,xÞ. After adding on the autofluorescence the latter can be fitted directly to measured CFSE profiles, whereas the total cell number in the data is predicted by PðtÞ ¼ P P n ðtÞ (Hasenauer et al., 2012) . Because the cellular dynamics are now decoupled from the CFSE fluorescence, this system of PDEs can be simplified into a simple set of ODEs for the cell numbers,
for n ¼ 1, . . . ,n max , and simple linear PDEs for the loss of the normalized fluorescence. Solving the PDEs, Hasenauer et al. (2012) derive a model that markedly speeds up the fitting of the model to CFSE profiles. Having a combined division and fluorescence structured model, it is much more natural to incorporate division and death rates that depend on the number of divisions the cells have completed (Schittler et al., 2011; Hasenauer et al., 2012) . take this model further, by choosing an appropriate v(x) enabling them to restrict g ¼ 2 (Banks et al., 2011a) , and rewriting Eq. (73) into the age-structured approach of the cyton model Eqs. (52)- (57), where division and death rates depend on the time since the last division
for n ¼ 1, . . . ,n max . This is a cyton model that can directed be fitted to CFSE profiles, i.e., without having to assign each fluorescence measurement to a particular division number. Starting with the basic cyton model of Eqs. (52)- (57) with nine parameters, they add on various assumptions and find that their most complex cyton model having 13 parameters describes this one particular set of data best . We have seen above that the assumption of exponentially distributed inter-division times that is made implicitly by ODEs performs poorly at describing the proliferation of rapidly dividing cells. The fluorescence and/or division structured PDEs derived from Eq. (72) make the same assumption and should suffer from similar problems. Since the CFSE data were obtained after polyclonal stimulation of the cells, which typically triggers rapid proliferation, it could be that the bell-shaped dependence of the division rate on the division number that was found in these studies (Luzyanina et al., 2007b; Banks et al., 2011a,b; Hasenauer et al., 2012) is an artifact that is compensating for the too fast progress through the division cascade in these PDEs. As yet it also remains unclear whether the bell-shaped dependence of the division rate on the division number can be replaced by a bellshaped recruitment function, R(t), and a linearly increasing death rate, which was sufficient to describe other CFSE data Lee and Perelson, 2008) . Finally, although the PDEs derived from Eq. (72) provide a powerful approach to model the MFI or poorly fingered CFSE data, one should remain careful and check whether the data contains sufficient information to reliably estimate all the parameters of such a model. Fitting complex models to simple data calls for estimating confidence intervals, and comparing different dependencies of recruitment, division and death on age and/or division number (Miao et al., 2012) .
Branching process models. One advantage of using branching process theory is that it allows one to calculate not only the mean number of cells in different division classes, but also the probability of a given number of cells in a given division class. Comparison of the theoretical predictions with the observed statistical variance can help to tease apart different mechanisms behind the variability in population behavior. Zilman et al. (2010) review a number of the models that have been used to interpret CFSE data, and conclude that the cyton model (Hawkins et al., 2007b) , the age structured model of Eq. (49), and continuous branching process models, can all yield formally identical systems of equations. They provide simple analytical solutions for a model in which the distribution of interdivision times follows a gamma distribution, and consider examples where the division rates within lineages are correlated. Because a gamma distribution can adopt the shape of an exponential distribution, and can look very similar to a lognormal distribution, this seems an excellent general model for fitting CFSE data. Disturbingly, they also show that the estimates of some critical kinetic parameters, such as the average interdivision time, depend on the assumed distribution of interdivision times (Zilman et al., 2010) . Determining the shape of the distributions describing how death and division depend on a cell's age since the last division is therefore of crucial importance for properly understanding of cell kinetics. This has recently been achieved by following B cells and their daughters in vitro over extended periods of time while they are dividing and dying by video microscopy ). These imaging experiments suggest further complications in the modeling of CFSE data because division and death times are strongly correlated within the lineages descending from a single cell (Hawkins et al., 2007b; Markham et al., 2010; Wellard et al., 2010; . Dependencies between the life spans of parent and daughter cells are expected to affect the interpretation of CFSE data (Hyrien et al., 2010b) . Hyrien et al. (2005 Hyrien et al. ( , 2010a , Hyrien and Zand (2008) , and Chen et al. (2011) devised a series of age-dependent branching process to model CFSE data, allowing for arbitrary probability distributions for the age at which cells die, divide, revert to rest, or differentiate. Cell death was left out from their earlier models (Hyrien and Zand, 2008) , but was accounted for in their later models (Hyrien et al., 2010a,b; Chen et al., 2011) . Their models allow for lineages of cells to account for the possible correlations between daughter cells and their parent cells (Hawkins et al., 2007b; Markham et al., 2010; Wellard et al., 2010; , and importantly they show that most of these dependencies are not expected to change the interpretation of the CFSE data (Hyrien et al., 2010a) . Hyrien et al. (2010b) argue that the agestructured population model of Eq. (49) and the cyton model of Eq. (57) are based upon a ''competing risk approach'', where the expected life-span of cell is completely determined by the distributions of the time to division and time to death, and that this need not reflect the actual biology properly. One example would be a cell that inherits the decision to die from a previous generation, and another example is a cell that needs additional time after the decision to divide or die has become irreversible, to actually complete the cell division or the process of apoptosis (Hyrien et al., 2010b) . They therefore extend the model with a probability to divide, p n , at generation n, and let cells die with a probability 1Àp n . Cells that divide have a distribution of times to division,p n ðaÞ, and cells that die sample their life-span from a distribution of times to death,d n ðaÞ. Thus, the life-span of a live cell at generation n is determined byp n ðaÞ if the cell divides and byd n ðaÞ if the cell dies, whereas in the cyton model the expected life-span is determined by the combination ofp n ðaÞ andd n ðaÞ, and does not depend on the actual event type.
When the model is fitted to CFSE data obtained by polyclonal stimulation of human CD8 þ T cells, it is further extended with a probability that a cell neither dies, nor divides, but returns to rest and become long-lived (Hyrien et al., 2010b) . The CFSE profiles, i.e., the fraction of live and dead cells expressing each particular CFSE fluorescence intensity were fitted directly to the corresponding probability density functions of the model (Hyrien and Zand, 2008; Hyrien et al., 2010b) . The data consisted of ten time points taken between 40 h and 112 h, but there was no separate data estimating the distribution of the time to complete the first division. The proliferation of undivided cells was modeled as a gamma distribution,p 0 ðaÞ, and had to be estimated from the CFSE profiles. Allowing for different parameters for the undivided cells (n¼0) and activated cells (n 40), and no further dependencies on the division number, the model fitted the CFSE data of live and dead cells well (Hyrien et al., 2010b) . The mean time to division of activated cells was 12.9 h and the mean time to death was 1.5 h. Thus, cells that are going to die, do so rapidly. Simplifying the model by not allowing cells to revert to rest markedly decreased the quality of the fit (Hyrien et al., 2010b) . Another simplification of the model was made by adopting the competing risk approach of the cyton model, and this decreased the quality of the fit even further. Hyrien et al. (2010b) argue that this poor fit suggests that the competing risk approach cannot properly describe the biology because decisions of cell fate are made earlier than the realization of the actual event. Indeed, it could be difficult in the cyton model to combine a short time to cell death, probably required to explain the CFSE profile of the dead cells, with a long time to division estimated from the whole CFSE profile, and remain consistent with the observed increase in the cell numbers. Alternatively, one could argue that it was not tested whether a cyton model wherep n ðaÞ,d n ðaÞ, and/or the progression fraction, f n , depend on the division number for n 4 1, would be able to explain this data. This remains undecided as we do not know whether all the parameters of models of such complexity are estimable from CFSE data (Hyrien et al., 2010b) . Importantly, in vitro imaging studies of individual B cells provide strong statistical evidence that cell fates like division and death, can be described by the competing risk approach assumed by the cyton model . Miao et al. (2012) also allow cell fates to be determined before the actual events and extended the age-dependent branching process of (Hyrien and Zand, 2008) to allow for cell death. They developed an agent based model to generate artificial CFSE data to compare how the ODE of Eq. (14), the simple Smith-Martin model of Eq. (58), the cyton model in (Hawkins et al., 2007b) , and two variants of their novel branching process models perform in describing that data. To allow for fair comparisons they also allowed for exponential distributions in some of the simulations of the agent based model. In general the two models based on branching processes performed best (Miao et al., 2012) . It is perfectly understandable that general models based upon agedependent branching process outcompete the simple ODE and Smith-Martin models; we expect that the additional states in the new models bring about additional parameters that allow for the superior fits. Yates et al. (2007) fit the CFSE dilution of dividing cells by describing the cellular kinetics with a discrete time branching process lasting N generations until the cells have diluted their CFSE fluorescence to background levels. At every time step, or generation, of the model cells have a particular probability to divide, p, a probability to die, d, and hence a probability, 1ÀpÀd to survive without division. Similar to what is assumed explicitly in the cyton model (Hawkins et al., 2007b) and implicitly in Eqs. (13)- (49), cells retain no memory of the events in previous divisions, other than their division number (Yates et al., 2007) . All parameters of this model are identifiable because there are only three parameters, i.e., the length of the generation, and p and d. Moreover, the time delay that is implied with cell division is naturally accounted for by the generation time of the branching process, i.e., for any finite time step the population will expand slower than one that is based on the continuous time random birth-death model of Eq. (13). Finally, a branching process allows one to estimate the process noise (Milutinović and De Boer, 2007) originating from the stochastic processes of division and death, and to compare that to the measurement noise in the CFSE data (Yates et al., 2007) . Fitting the model to T cell proliferation data it was found that the best fits were obtained with different probabilities of division and death in the first division, in divisions 1-3, and in the subsequent divisions. Having a fixed generation time and a fixed probability for the first division implies that the time to complete the first division obeys a binomial distribution. Since the times to first division typically follow a time-shifted normal or log-normal (or gamma) distributions (Gett and Hodgkin, 2000; Deenick et al., 2003; Hawkins et al., 2007b) , and because this binomial distribution would approach a normal distribution only when both the probability to divide and the generation time are small, it is not completely clear whether this model can deliver a realistic distribution for the time to first division.
Many different models share the problem that current CFSE data is not rich enough to estimate all parameters reliably. Moreover in most of the CFSE data sets total cell numbers have not been measured, and one only knows the frequency distribution over the division classes. Cell death rates can only be estimated when total cell numbers are known. Although directly fitting CFSE profiles would seem very helpful, it is not obvious that the CFSE-structured PDE of Eq. (72) (Luzyanina et al., 2007b) is the best approach. Rates of cell division and death would depend on a cell's CFSE intensity when division and death rates depend on the division number (like in Eq. (67)), but division and death rates may also depend on the time since the last division, i.e., a cells age, see Eq. (49) and De Boer et al. (2006) , Hawkins et al. (2007b), and Zilman et al. (2010) , which is a period during which a cell's CFSE intensity should hardly decline. Thus, one could develop more realistic models by structuring the population by age and division number, and on top of that keep track of the CFSE loss over time and dilution by division. For instance, one could allow for an exponential loss of the mean CFSE fluorescence intensity of undivided cells over time, allow for a mean and variance of the CFSE intensity of undivided cells, and calculate mean and variance of divided cells by propagating the increase in the variance with every division. After estimating the loss rate, mean and variance from the data, such a model would allow one to calculate the corresponding CFSE profile from the precursor distribution, and hence would allow one to fit Eq. (49), the cyton model (Hawkins et al., 2007b) , or any other continuous branching process (Miao et al., 2012; Hyrien et al., 2010b; Zilman et al., 2010) directly to CFSE data.
Some examples of biological interpretation of CFSE data
The slow renewal of CD8 þ memory T cells specific for particular epitopes from LCMV was recently characterized by labeling memory P14 CD8 þ T cells in vitro with CFSE and transferring these cells into naive recipients . Recipient mice were then serially bled at various time points posttransfer and both the number and the CFSE profiles of the transferred memory cells were longitudinally assessed in individual mice. Transferred memory CD8 T cells were stably maintained in the recipient for the entire duration of the experiment. The percentage of undivided cells decreased exponentially with time, suggesting that this was a homogeneous population of memory cells, and that the recruitment into division was stochastic. Since the CFSE dilution was slow, the data was described with the cascade model of Eq. (13). As expected from Eq. (15), the mean number of divisions and the variance in the number of divisions both increased linearly with time. Fitting the CFSE distribution in the number of cells over time, in each mouse, to the Poisson distribution of Eqs. (14) and (15), the estimated rate of division was in agreement with that estimated from the rate of increase in the mean number of divisions . These observations implied that the homeostatic turnover of memory CD8 T cells occurred stochastically, and that the probability that a memory cell divided did not depend on its previous division history. This stochastic turnover resulted in an average rate of division of p ¼0.02 day À 1 , or an intermitotic time (1/p) of approximately 50 days (see Table 3 ).
The homeostatic proliferation that naive T cells undergo following adoptive transfer into an environment with low T cell numbers was studied by Yates et al. (2008) . They labeled F5 TCR transgenic naive CD8 þ T cells, which are specific for an influenza peptide, with CFSE and transferred these cells into Rag1 knockout mice that have no endogenous T cells. At different time points lymph nodes were recovered from the recipient mice to record the CFSE profiles. In the presence of cognate antigen, i.e., the influenza virus, CFSE dilution was rapid due to the vigorous clonal expansion of the F5 T cells. In its absence, the F5 cells started to grow exponentially after a few days. The mean division number (as defined by Eq. (15)) increased linearly with time, with some evidence for a slowing-down after about two weeks. Fitting the Smith-Martin model to the data obtained in the absence of cognate antigen, Yates et al. (2008) estimate an average time between divisions of 1=p þ DC5 days (with DC7 h). Comparing the deterministic model of Eq. (66) with the Smith-Martin model, having an exponential recruitment into division, on this data they concluded that homeostatic proliferation involves stochastic recruitment into division. To account for the reduction in the expansion rate after two weeks, the Smith-Martin model was extended with an exponentially decreasing proliferation rate. The extended model fitted the data significantly better and estimated interdivision times starting at 3.4 days and declining to 11.3 days after two weeks (Yates et al., 2008) , which remains much slower than what is observed during immune responses to cognate antigen.
To investigate the role of IL-2 in T lymphocyte proliferation, CFSE-labeled naive CD4 þ T cells were stimulated in vitro with anti-CD3 antibodies at different concentrations of exogenous IL-2 (Deenick et al., 2003) . This data was originally interpreted with Eq. (66), i.e., by assuming a lognormal distribution, R(t), of division times for the first division, and deterministic expansion with a fixed interdivision time for the divided cells (Deenick et al., 2003) . This analysis suggested that IL-2 mainly affects the fraction of cells recruited into the response, the interdivision time, and the probability of cell death during the division for divided cells. Since visual inspection of the CFSE data suggested that there should also be some stochasticity during the later divisions, the same data was later analyzed with extended Smith-Martin models Lee and Perelson, 2008) . Assuming either a delayed gamma distribution or a lognormal distribution for the recruitment function, R(t), the new analyses confirmed that IL-2 affects the fraction of cells recruited (the recruitment data were slightly better explained by the delayed gamma distribution Lee and Perelson, 2008) . Ganusov et al. (2007) fitted Eq. (65) to the data and found that having an increased rate of death at the higher division numbers significantly improved the quality of the fit, which led to their interpretation that the main effect of IL-2 is a reduction of the cellular death rate after a few divisions. This is in good agreement with independent in vitro data (Vella et al., 1998) . Lee and Perelson (2008) instead made the assumption that the length of the B phase increases with the division class, i.e., D n ¼ D 0 þnD, and found that this heterogeneity also improved the quality of the fit to the data, leading to their result that a main effect of IL-2 is a change in the interdivision time. Unfortunately, it was never tested which of these two explanations is most realistic, and/or if both are valid. Collectively, this illustrates how the choice of the mathematical model may determine the results one obtains, and that it is important to understand the modeling and study various possibilities.
The proliferation of B cells was studied in a similar fashion by stimulating naive B cells in vitro for different periods of time with various concentrations of different stimuli . T cell-dependent stimulation was mimicked using an anti-CD40 mAb and IL-4, whereas the Toll-like receptor (TLR) agonists LPS and CpG were used as T cell-independent stimuli. The CFSE data was analyzed by computing the change in the mean division number (defined by Eq. (46)), and the total cell numbers over time. The analysis suggested that for all stimuli the fraction of cells recruited and the rate of population growth increased with the concentration of the stimulus. Similarly, the duration of the stimulus correlated with better expansion and a larger fraction recruited. Thus, both the concentration and the duration of the stimulus appear to play a key role in the overall proliferative outcome. The type of stimulus determined at which time point proliferation would stop, which caused the populations to decline, suggesting a unique intrinsic limit to B cell proliferation for any given stimulus, even when stimulation conditions were improved by diluting the population . Additionally, proliferating B cells were sorted according to the number of divisions they had completed, and were transferred into separate cultures. Tracking the subsequent divisions revealed that cells having completed more divisions proliferate less, suggesting that a division-linked limit is the key regulator of the extent of B cell proliferation . Similar B cell data from the same laboratory were analyzed by fitting an analytical cyton formulation of the extended SmithMartin model of Eq. (65) to the data . In these experiments naive B cells were stimulated with LPS in the presence or the absence of IL-4. The recruitment into the first division was measured with thymidine labeling, and was fitted with a recruitment function, R(t), assuming a delayed gamma distribution of the division times. Although here a lognormal recruitment function explained the data slightly better, the very similar gamma distribution allowed for analytical solutions . When IL-4 was present, a greater proportion of cells were recruited into division, but with a longer average time to complete the first division. Similar to the protective effect of IL-2 on proliferating T cells , it was observed that IL-4 has more of an effect on the death rate of B cells than on the rate of proliferation. The most profound effect of IL-4 was to decrease death rates for smaller division classes . As an alternative for the inhomogeneous death rates in Eq. (65), the possibility of the above-mentioned increase in the length of the B phase depending on the division class was tested on this data. This analysis showed that for proliferating B cells, Eq. (65) with the increase of death rate provides a better fit than the model with an increase of cell cycle length .
The fitting of the CFSE data from human CD8 þ T cells after polyclonal stimulation by the extended age-dependent branching process model suggested that cell division takes approximately 12.9 hours and cell death about 1.5 hours in human CD8 þ T cells (Hyrien et al., 2010b) . The activated cells die with a probability 0.13 per generation, they divide with a probability 0.66, and they revert to rest with a probability 0.21 per generation. The fact that about 20% of the cycling cells reverts to a quiescent state at each generation could account for the generation of separate lineages of memory cells and effector cells during clonal expansion (Hyrien et al., 2010b; Zand et al., 2004; Ganusov et al., 2007) . The fact that cells die so rapidly suggests that the decision to die is made in preceding generations, which we would predict that sister cells are expected to die at similar times (Hyrien et al., 2010b) . This prediction is borne out by the experiments where individual B cells were followed in vitro by imaging .
TRECs and telomeres
In addition to labeling populations to characterize their population dynamics one can study particular markers that reflect the division history of cells. Two such markers have been studied in the past: (1) telomeres, which are the non-coding ends of chromosomes that shorten every cell division, and (2) T cell receptor excision circles (TRECs), which are small circles of DNA that are formed when T cells rearrange the gene segments coding for their antigen receptors in the thymus. Since TRECs are not duplicated when cells divide, the fraction of TREC þ cells in a population provides information about the frequency of cell division. Similar information is provided by the average telomere length of a population because cell division shortens the telomeric ends of chromosomes. Note that the expected number of TRECs per cell, here called the TREC content of a population, declines geometrically with cell division, since the TREC content halves with every division, whereas the telomere lengths decline linearly with division, because every division removes 50-100 nucleotides (Harley et al., 1990; Vaziri et al., 1994) . Remarkably, in the literature the use of telomeres was typically restricted to measuring cell division (Weng et al., 1995; Rufer et al., 1999) , while TREC data were originally used to measure thymic output (Douek et al., 1998) , even though both should be influenced by de novo production and peripheral division.
TRECs
TRECs have been used to quantify the output of newly produced naive T cells from the thymus. This is an important parameter to estimate because the size of the thymus declines with age (Steinmann et al., 1985) , and the reduced production of novel naive T cells with unique new antigen receptors is thought to play an important role in aging (Naylor et al., 2005) . It was therefore a major step forward when thymic output could be quantified by the introduction of the TREC assay (Kong et al., 1998; Douek et al., 1998) . Since TRECs are not copied during peripheral proliferation, each TREC remains a true marker of thymic origin, and the number of TREC þ cells in a population reflects the number of cells that were originally produced by the thymus at any point in time and that are still present in the periphery. Conversely, the number of TREC À naive T cells reflects the number of cells in the population that have been produced by peripheral proliferation. The average TREC content of a naive T-cell population can therefore be used to estimate the fraction of cells that were originally produced by the thymus. When the average number of TRECs per CD4 þ or CD8 þ T cell was measured in healthy individuals of different ages, an exponential loss of the TREC content was observed (Douek et al., 1998) , reminiscent of the supposedly exponential decay of thymus output with age (Steinmann et al., 1985) . The TREC content of T lymphocytes has therefore been widely used to measure thymus output. For example, the fact that the TREC content of CD4 þ and CD8 þ T cells tend to be reduced in HIV þ patients, has been taken as evidence for HIVinduced loss of thymus output (Douek et al., 1998) .
TRECs are usually measured as the fraction of the amount of DNA analyzed, and are therefore typically expressed as TREC content, i.e., the average TREC number per cell. Reviewing TREC data one needs to be careful about the population that is being sampled, and the best data measure TREC content within naive T cell populations (Harris et al., 2005) and/or even within subsets of naive T cells (Kimmig et al., 2002; Kilpatrick et al., 2008) . Measurements that have lumped the naive and memory T cell subsets may be biased by shifts in the naive and memory ratios, as memory T cells tend to contain few TRECs (Lewin et al., 2002) . Another difficulty in the interpretation of TREC data is that TRECs are long-lived, and are thus not a direct marker of current thymus output. Indeed, in patients who had been fully thymectomized, TRECs could still be identified in CD4 þ and CD8 þ T cells up to 39 years after thymectomy (Douek et al., 1998) . Intuitive interpretation of TREC data may therefore easily lead to false conclusions (Hazenberg et al., 2000c (Hazenberg et al., , 2003 Lewin et al., 2002; De Boer, 2006) , and mathematical modeling is required for proper interpretation.
There are several ways to formulate models for the TREC dynamics in naive T cell populations. One approach is to write equations for both the TREC þ and TREC À naive T cells (Lewin et al., 2002) , and another is to extend cascade models like Eq. (13) realizing that the TREC content of each population halves with every cell division ( Van den Dool and De Boer, 2006) . The latter has the advantage that it can also be used for tracking the average telomere length of the population (see below). Hazenberg et al. (2000c) proposed a very simple TREC model, simplifying Eq. (2) for naive T cells by lumping death and activation into a single loss rate d, and adding one equation for the total number of TRECs in that population, i.e., dN dt
where sðaÞ is an age-dependent thymic production rate, p is the renewal rate, and d is the loss rate of naive T cells. Note here age refers to the age of an individual, not the age of a cell. The corresponding dynamics of the total number of TRECs, T, was described as:
where c is the average TREC content of a cell appearing from the thymus (i.e., a recent thymic emigrant). Since TREC can only be produced in the thymus, the total number of TREC is not affected by peripheral proliferation, i.e., Eq. (77) lacks a proliferation term.
Thymocytes that have formed their TREC(s) by rearranging their T cell receptor on average complete a few divisions before emigrating from the thymus (Douek et al., 1998) , and the expected value of the TREC content of a recent thymic emigrant is approximately 1=8 r c r 1=4 (Ye and Kirschner, 2002; Bains et al., 2009a) . Because a T cell can rearrange its T cell receptor genes on both chromosomes, a thymocyte may contain two TRECs. However, because of subsequent divisions in the thymus very few recent thymic emigrants will contain more than one TREC. Naive T cells will typically have either zero or one TREC and Eq. (77) should approximately reflect the number of TREC þ naive T cells in the system. From these two equations one can derive that the TREC content (C¼T/N) changes according to:
One can immediately see that the total number, T, of TRECs in the system provides a much better estimate for thymic production than the TREC content, C, because the latter is confounded by peripheral proliferation (Lewin et al., 2002; De Boer, 2006; Ribeiro and De Boer, 2008) . For estimating thymus output it would therefore be good practice to analyze total TREC numbers in addition to TREC content (Lewin et al., 2002; De Boer, 2006) . Assuming that the TREC content is in quasi steady state, i.e., assuming dC=dt ¼ 0, the TREC content is equally affected by thymic production, sðaÞ, and peripheral proliferation, p,
This equation has various interesting implications. First, the TREC content can only decline with age if naive T cells proliferate, i.e., if p 4 0. The experimental data demonstrating that the TREC content of human naive T cells declines one to two orders of magnitude over one's lifespan (Harris et al., 2005) , whereas the TREC content of thymocytes, and probably that of RTEs (c), remains constant (Jamieson et al., 1999) , ''proves'' that human naive T cells divide without switching to the memory phenotype (provided that TRECs are stable) (Hazenberg et al., 2000c; Dutilh and De Boer, 2003) . Second, if the system were in quasi steady state, and if there were no density dependent regulation in the naive cell compartment, that is, if the number of naive T cells was simply proportional to the thymic output, i.e., if NðtÞpsðaÞ, the average TREC content would approach a constant value (provided TRECs are stable). Thus, the fact that the TREC content declines provides evidence for homeostasis within the naive T cell compartment (Hazenberg et al., 2000c; Dutilh and De Boer, 2003) . Third, Eq. (79) shows that the scaled TREC content,Ĉ C=c, of the naive T cell population reflects the fraction of cells that were originally produced in the thymus (because the sðaÞþpN term in the denominator reflects the total production) (Den Braber et al., 2012) , which makes sense because TRECs remain a marker for cells that were originally produced in the thymus. Human TREC contents measured in thymocytes, cord blood cells, and naive T cells taken from volunteers of various different ages, suggest that CD4 þ CD8 À thymocytes and CD4 þ cord blood cells have an indistinguishable TREC content of c % 0:2=cell (Den Braber et al., 2012) , and that 30 year old adults have a TREC content of C % 0:04Þ=naive CD4 þ T cell (Harris et al., 2005; Den Braber et al., 2012) . This would argue that in a 30 year old healthy human adult the scaled TREC contentĈ % 0:2, i.e., that about 20% of their circulating naive CD4 þ T cells have originally been produced in the thymus (Den Braber et al., 2012) . Finally, note that the reported decline in TREC content with age is reasonably well described by C ¼ 0:2e À0:055a , where a is age in years, which agrees surprisingly well with the yearly 5% loss of productive thymus tissue estimated by Steinmann et al. (1985) .
These results can also be used to understand the mechanisms by which the population densities of CD4 þ and CD8 þ naive T cells in HIV þ patients are reduced (Roederer et al., 1995) , and their TRECs are diluted (Harris et al., 2005) . The most likely explanation for the reduction in naive T numbers is increased priming by immune activation (Hazenberg et al., 2000b) , taking cells from the naive into the memory compartment, which in the model for naive T cells corresponds to increasing d. Lowering the number of naive T cells, N, by increasing d would however increase the TREC content (see Eq. (79), Hazenberg et al., 2000c; Dutilh and De Boer, 2003) . Low TREC content calls for increased proliferation (see Eq. (79) 
This shows that 1ÀĈ directly estimates ''the likelihood of cell division over the expected life span of a cell'', a, and that to explain decreased naive T cell counts given a particular thymic output the death rate has to increase more than the TREC content decreases.
Estimates of the death rate are available from studies using deuterium labeling of CD4 þ naive T cells in healthy volunteers and HIV þ patients (Vrisekoop et al., submitted for publication), which suggested average loss rates of d ¼0.0005 day À 1 and d ¼0.00152 day À 1 , respectively (i.e., life spans of 5.6 and 1.8 years, respectively; just exceeding a 3-fold difference). Naive T cell counts are depleted during HIV-1 infection, and after one or two years of HIV-1 infection one readily observes a 5-fold TREC dilution and a 2-fold reduction of the number of naive CD4 þ T cells in the blood. Given thatĈ and d are known, Eq. (80) can be used to estimate the impact of HIV-1 on thymic output. For instance, for a normal individual with 500 naive CD4 þ T cells per ml blood, a death rate of d¼0.0005 day , a 2-fold reduction of its naive T cell numbers (N¼250 cells), and a 5-fold lower scaled TREC content (Ĉ ¼ 0:04), would therefore have a thymic production of s ¼ 250Â 0:04Â 0:00152 ¼ 0:0152 cells ml À1 blood day À1 , which is approximately 30% of the normal thymic output. Summarizing, to explain the TREC dilution in HIV þ patients one has to invoke increased division rates of the naive T cells (Hazenberg et al., 2000c) , which compensates for their increased loss rate d. To explain severe naive T cell depletion in combination with significant TREC dilution, one has to invoke decreased thymic production, and the more TREC dilution (i.e., the more the division), the lower the estimated thymic production that is required to explain marked naive T cell depletion. Note, that this reasoning is based upon steady state behavior, and that the dynamics of naive T cells are very slow. A numerical simulation over 20 years of Eqs. (76) and (77) reveals that the 5-fold TREC dilution occurs much faster than the 2-fold depletion of the naive T cells (Fig. 10) , which argues that the quasi steady state of Eq. (78) is a better approximation than that of Eq. (76).
It has been observed that both HIV þ patients under successful treatment (Harris et al., 2005) , and human stem-cell transplantation patients (Douek et al., 2000) , have TREC contents that are higher than normal. This has been interpreted as evidence for increased thymic production (''thymus rebound'') (Douek et al., 2000) . Employing similar mathematical models, Ribeiro and De Boer (2008) show these higher than normal TREC contents may in fact reflect the normal influx of recent thymus emigrants into a virtually empty peripheral T cell pool. Indeed, according to Eqs. (76) and (77) the TREC content will approach its maximum, C-c, when the peripheral pool largely consists of recent thymic emigrants, even if thymic output is normal.
Cascade models like Eq. (13) have been used to model the TREC dynamics of the serial compartments of thymocytes, recent thymic emigrants, and naive T cells (Van den Dool and De Boer, 2006) . One choice is to model the dynamics of TREC þ and TREC À cells in each compartment, i.e.,
for n ¼ 1,2, . . . ,l, where the source sðtÞ is the inflow from the preceding compartment, and where the plus and minus superscripts denote TREC þ and TREC À cells, respectively. Upon the lth division cells are assumed to mature into the next compartment, e.g., transform from a thymocyte into an RTE, where they then appear as a source sðtÞ weighted by their TREC content c. Here c obtains the interpretation of the fraction of TREC þ cells in the source (i.e., we assume that cells cannot harbor more than one TREC). Note that the division of a TREC þ cell preserves the TREC þ cell and leads to one new TREC À cell. Alternatively, one can model the total number of TRECs in the cascade, T, with one equation, i.e.,
where N ¼ P n ¼ l n ¼ 0 N þ n , and the last term is the cell division of the last stage N l of the cascade in this compartment weighted by its expected TREC content 2
Àl , and define the TREC content as C¼T/N (Van den Dool and De Boer, 2006) . Bains et al. (2009a) and Bains et al. (2009b) generalize Eqs. (76) and (77) by letting all parameters depend on time, i.e., on the age of the individual, to investigate the contribution of peripheral renewal, pðtÞNðtÞ, to the maintenance of naive CD4 þ T cells during childhood. Their analysis is based on TREC measurements in T cells in young adults from Douek et al. (2001) , who recalculate their TREC data into TREC content of naive T cells by assuming that memory cells contain no TRECs, and by dividing the measured TREC content in individuals of different ages by the measured fractions of naive T cells. Because the recalculated data suggest that the TREC content does not decline up to an age of 20 years, Bains et al. (2009a) argue from Eq. (79) (their Eq. (4)) that the relative contribution of thymic production and peripheral renewal should not change with age. Thus, because thymic production is decreasing with age, the total production by peripheral renewal should decline similarly when youngsters mature. Total naive CD4
þ T cell numbers in the body, N(t), tend to increase during the first 20 years of life, and were computed by multiplying the measurements in the blood with the dependencies of blood volume with body weight (Linderkamp et al., 1977) , and of body mass with age, and by assuming that 2% of the naive T cells resides in the blood (Bains et al., 2009a) .
In Bains et al. (2009a) thymic production, sðtÞ, was assumed to be proportional to the volume of productive thymic tissue, which has been measured, and declines with age (Steinmann et al., 1985) . Using an estimate for the TREC content of a recent thymic emigrant similar to that defined above, i.e., c ¼0.25, and having estimates for the thymic output, sðtÞ, and the total number of naive T cells, N(t), they estimate the division rate p(t) from Eq. (79). The interdivision time, 1/p(t), in children between 1 than 5 years was about 125 days, which increased to 1=pðtÞ ¼ 500 days at the age of twenty. Similarly, substituting TðtÞ ¼ CNðtÞ into Eq. (77) they computed the death rate from dðtÞ ¼ 1 NðtÞ
and find expected life spans of naive T cells of 1/d ¼70 days between the ages of 1-5 years, increasing to approximately 400 days at the age of 20 years (Bains et al., 2009a) . These life spans would become longer if lower estimates of c were used. This expected life span of about one year for naive CD4 þ T cells in young adults is in good agreement with the short term deuterated glucose labeling study of Macallan et al. (2004) , but is over 5-fold shorter than the life spans estimated in the long term deuterated water study of Vrisekoop et al. (2008) . Finally, finding that C=c C0:08=0:25C 0:32 the authors calculate from Eq. (79) that up to an age of 20 years only 32% of the total naive T cell production is due to the thymus (Bains et al., 2009a) .
In their second study, Bains et al. (2009b) used published measurements on the fraction of Ki67 þ naive T cells in individuals of 0-30 years, which decreased with age and approximately obeyed 0:02e À0:1a , where a is age in years, to estimate how the fraction of dividing naive T cells decreases with age. To translate Ki67 expression into a division rate it was assumed that a dividing naive T cell is Ki67 þ for about half a day (note that Fig. 6b would suggest that five days is a more appropriate estimate). Combining the estimated proliferation rate, the stable TREC content, with the observed naive T cell densities per ml of blood, the thymic output was computed from Eq. (79) (their Eq. (10)). Using this approach, they estimated that at birth the average human thymus exports 6.9 Â 10 8 CD4 þ T cells day À 1 , which approximately doubles during the first year of life to 1.4 Â 10 9 CD4 þ T cells day À 1 . After this peak thymic export declines in a biphasic manner with a decline of 12% per year between one to eight years, and 4% per year later on Bains et al. (2009b) . These rates are reasonably consistent with those predicted by the classical histological study of Steinmann et al. (1985) , except for the decline of 12% per year in one to eight years old, which is somewhat too fast. The two studies are not entirely consistent on the relative contributions of thymic production and peripheral renewal because the estimated thymic output in Bains et al. (2009b) is several-fold higher than that in Bains et al. (2009a) . The particular translation of Ki67 expression into a division rate in Bains et al. (2009b) could be responsible for this discrepancy because increasing the estimate for the duration of Ki67 expression changes the estimate of thymic output. In both studies the relative contribution of the thymus in the maintenance of naive CD4 þ T cells remains smaller than that of peripheral renewal, even in these relatively young individuals (Borghans and Tesselaar, 2009) , which is in good agreement with the even smaller contribution of the thymus estimated later in life (Den Braber et al., 2012) .
Telomeres
Chromosomes have unique structures at their ends consisting of non-coding tandem DNA repeats that are called telomeres. Due to the incapability of DNA polymerases to copy the very ends of chromosomes, telomeres shorten with each cell division (Harley et al., 1990; Blackburn, 1991) . Since each cell division leads to the loss of 50-100 terminal nucleotides from each chromosome, the average telomere lengths of all chromosomes in a cell provides a record of a cell's proliferation history. Telomere shortening also has functional consequences, as it limits the replication capacity of cells when the telomeres become too short (Hayflick, 1988 (Hayflick, , 1989 Allsopp et al., 1992) . The implications of this ''Hayflick limit'' on the senescence of immune responses has been addressed by mathematical modelling (Pilyugin et al., 1997) . Activated T cells may express the enzyme telomerase that elongates the telomeric ends of the chromosomes (Weng et al., 1997a,b; Hodes et al., 2002) .
One can develop a model for the average telomere length of a naive T population by adding a source to Eq. (13), i.e., dN 0 dt
where n is the division number. Summing these equations yields Eq. (76) for the total naive T cell population. When L 0 is the average telomere length of recent thymic emigrant N 0 , and L D is the telomere loss per division, one can obtain for the average telomere length 
where the 0 denotes differentiation with respect to time. Thus, in the absence of a source the average telomere length declines with twice the division rate (De Boer and Noest, 1998) , times the telomere loss per division (the factor two is due the fact that cell division gives two daughter cells with shortened telomeres). This has the quasi-steady state
at the steady state of Eq. (76). Interesting, these equations confirm that the average telomere length declines linearly with the proliferation rate, as opposed to the TREC content which declines geometrically with p.
In an earlier paper of a cascade model without a source, the mean division number m N ¼ P n N n =N of Eq. (84), was differentiated to derive that for sðtÞ ¼ 0 the change of the mean obeys dm N =dt ¼ À2p N (De Boer and Noest, 1998) . Because the change in the mean division number should be proportional to the rate of telomere erosion, this was also interpreted to argue that the rate of telomere loss reflects twice the proliferation rate. Note that we showed above that such a cascade model generates a 
arguing that the rate of telomere erosion in memory T cells is less than proportional to 2p M because it is bounded by the influx of naive T cells having a lower average division number. Subtracting dm N =dt ¼ À2p N from Eq. (89) gives an ODE for the difference between the mean naive and memory division indices
which will ultimately approach the steady state
From this equation one can see that the average telomere lengths of naive and memory T cells should approach a fixed distance, and thus ultimately decline at the same rate 2p N (De Boer and Noest, 1998), despite the fact that memory T cell divide more frequently than naive T cells, i.e., p M 4p N . This is perfectly consistent with experimental results showing than the average telomere lengths of naive and memory T cells decline at the same rate with age (Weng et al., 1995) , and unfortunately argues that the rate at which telomeres erode says more about the division rate of the precursor population than about that of the population itself. The same holds for naive T cells, because they are formed from progenitor populations in the bone marrow, that are also eroding their telomeres (Rufer et al., 1999) . Thus, Eq. (86) allowing for a source of cells with telomere length L 0 , that could be declining over time, seems a good general model. From its steady state Eq. (87) one can indeed see that the average telomere length would follow L 0 with a fixed distance. This is probably the explanation of why the telomeres of granulocytes, naive and memory T cells all erode at a rate that is set by the telomere erosion of their common precursor, the hematopoietic stem cell (Rufer et al., 1999) . the fraction of Ki67 þ T cells, depend on the viral load and the density of CD4 þ T cells (Sachsenberg et al., 1998; Cohen Stuart et al., 2000) . Long-term deuterium labeling in volunteers and HIV-1 infected patients suggests that the turnover rate of memory CD4 þ and CD8 þ T cells is approximately 3-fold increased in patients with CD4 þ T cell counts between 180 and 450 cells per ml blood (Vrisekoop et al., submitted for publication) . The variation in the turnover rate of naive T cells was higher, with a similar 3-fold increase in the naive CD4 þ T cell compartment, and a 12-fold increase for CD8 þ naive T cells (Vrisekoop et al., submitted for publication) . Note that such data are typically interpreted with mathematical models assuming steady state, which seems reasonable because the time scale of CD4 þ T cell depletion is much slower than the estimated turnover rates. Indeed during labeling experiments in chronically infected patients there is no evidence for a decline of the CD4 þ T cell population. This is not surprising because if the CD4 þ T cell count falls from 1000=ml to 200=ml, the definition of AIDS, over 10 years, the average decline is 6:7 cells=ml per month, which is extremely difficult to detect over a short labeling period.
Similar several-fold increases in T cell turnover seem consistent with most of the studies cited above, and collectively these observations form the basis of the ''immune activation'' hypothesis arguing that this perturbation of the normal T lymphocyte kinetics is mechanistically responsible for the slow depletion of CD4 þ T cells (Bentwich et al., 1998; Hazenberg et al., 2000b; Grossman et al., 2002; Douek et al., 2003) . The other basis of this hypothesis is the lack CD4 þ T cell depletion in chronically infected natural hosts of SIV, like sooty mangabeys and African green monkeys, which do have high viral loads, but no signs of immune activation (Chakrabarti et al., 2000; Broussard et al., 2001; Silvestri et al., 2003 Silvestri et al., , 2005 Pandrea et al., 2008; Kaur et al., 2008) . Patients with very low viral loads and very slow disease progression, i.e., the long term non-progressors or elite controllers, do have evidence for some immune activation (Hunt et al., 2008; Andrade et al., 2008; Bello et al., 2009; O'Connell et al., 2009 ). In HIV-1 infected patients the turnover rates of CD4 þ and CD8 þ T cells tend correlate positively with the viral load in the plasma, positively with LPS levels in the plasma, and negatively with the CD4 þ T cell numbers in peripheral blood (Sachsenberg et al., 1998; Cohen Stuart et al., 2000; Hunt et al., 2008) . The increased T cell turnover in patients with low CD4 þ T cell counts is not, or hardly, due to homeostatic response however, because T cell activation markers decline dramatically after the initiation of anti-retroviral therapy long before the recovery of the CD4 þ T cell pool (Hazenberg et al., 2000a) . Moreover, immune activation is not restricted to CD4 þ T cells, as various other populations like NK cells, CD8 þ T cells, and B cells are also turning over severalfold more rapidly in SIV infected monkeys (De Boer et al., 2003c) . Despite the indisputable evidence that HIV infected patients suffer from this several-fold increased turnover in various cell types of the immune system, we currently lack a full mechanistic understanding of how this generalized immune activation causes depletion, and particularly the depletion of CD4 þ T cells only.
