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5Abstract
High frequency homogenisation is applied to develop asymptotics for waves propagating
along interfaces or structured surfaces. The asymptotic method is a two-scale approach
fashioned to encapsulate the microstructural information in an effective homogenised macro-
scale model. These macroscale continuum representations are constructed to give solutions
near standing wave frequencies and are valid even at high frequencies. The asymptotic the-
ory is adapted to model dynamic phenomena in functionally graded waveguides and in
periodic media, revealing their similarities. Demonstrating the potential of high frequency
homogenisation, the theory is extended for treating localisation phenomena in discrete peri-
odic media containing localised defects, and for identifying Rayleigh-Bloch waves. In each
of the studies presented here the asymptotics are complemented by analytical or numerical
solutions, or both.
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Chapter 1
Introduction
The underlying context associated with the thesis is outlined here by presenting basic
concepts and some historical background on potential applications of high frequency ho-
mogenisation (HFH).
1.1 Wave propagation
Wave propagation impacts on our everyday life in obvious as well as in less obvious ways
and forms. A comprehensive understanding of waves has proven to be fundamental for
improving the quality of our lives by revolutionising many sectors related to information
transmission, telecommunications, entertainment, travelling, medical diagnosis and treat-
ment amongst others.
Waves can be divided on the basis of their ability or inability to transmit energy through
vacuum in two main categories; mechanical and electromagnetic waves, respectively. Clas-
sical examples of mechanical waves are elastic waves such as acoustic waves propagating
through the air or water waves propagating across the surface of a pond. The most widely
known electromagnetic wave is probably light. Such types of waves are treated mathe-
matically in this thesis, assuming linear constitutive behaviour. Some standard textbooks
providing substantial background information along with the respective formalism of linear
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elastic waves are [1, 42, 64, 72, 81], and the corresponding information for electromagnetic
waves is contained in [36, 37, 50, 79]. For completeness some of this material is covered
below.
1.1.1 Linear wave equation in acoustics and electromagnetism
In elasticity, the one-dimensional linear wave equation for an array of equidistant identical
masses attached to each other by massless strings is easily derived, in the long wave limit,
from Hooke’s law in combination with Newton’s second law of motion, which is gener-
alised to three-dimensional space [17]. The same wave equation is recovered by consider-
ing Maxwell’s equations in free space where the net electric current and the total electric
charge are both zero [79].
Linear wave propagation in an isotropic medium without damping is described by the
following hyperbolic partial differential equation
1
c2
∂2u
∂t2
= ∇2u, (1.1)
where u represents the scalar wavefunction giving the spatial displacement of a wave at a
specific time, t is time,∇2 is the spatial Laplacian and c =￿B/ρ is the propagation speed
of a wave. In acoustics, B is the bulk modulus and ρ the density of the material, while for
electromagnetic waves these quantities correspond to inverse permeability and permittivity,
respectively. Equation (1.1) is subject to initial and boundary conditions depending on
the problem. By assuming harmonic time dependence exp(−iωt) and constant material
properties, equation (1.1) reduces to the homogeneous Helmholtz equation in u
∇2u+ ω
2
c2
u = 0 (1.2)
with ω being the angular frequency. Equation (1.2) holds also for time harmonic shear hori-
zontal waves, such as those reflected by the boundaries of an elastic waveguide (see chapter
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2) [1, 81]. The two-scale asymptotic method used throughout this thesis is applied to wave
problems governed by equation (1.2). The discrete analogue of equation (1.2) is consid-
ered in chapters 4 and 5. The simplest model for a one-dimensional lattice, constructed by
identical masses of sizeM connected by a massless string with an elastic constant of unity,
is
un+1 + un−1 − 2un = Md
2un
dt2
, (1.3)
where ui measures the displacement from equilibrium of the ith mass. Assuming all dis-
placements have the same frequency of dependence, exp(−iωt), the equation of motion
becomes
un+1 + un−1 − 2un = −ω2Mun. (1.4)
1.1.2 Dispersion relation
Dispersion is a wave phenomenon that emerges from the phase velocity of a wave being
dependent on its frequency. It is categorised in different ways; two main categories are ma-
terial dispersion and waveguide dispersion. Material dispersion is caused by the interaction
of waves with a medium having specific properties, for instance a refractive index varying
with different frequencies. Waveguide dispersion occurs from the geometrical boundary
conditions of the medium, i.e. the size or the geometry of a waveguide, related to the
wavelength. Illustrative examples of dispersion found in nature are the rainbow created by
the separation of different frequency components of light propagating through raindrops,
and ocean surface waves produced by the free surface of the ocean acting as a dispersive
medium for water waves. Crystal lattices and, in general, periodic structures also exhibit
dispersion. An industrial application related to dispersion is that of optical fibres being
the waveguides used in telecommunications. In this case dispersion has a degrading effect
causing distortion and loss of information from a signal; therefore, eliminating dispersion
is desirable.
The dispersion relation associates the angular frequency ω with wavenumber κ and
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describes the behavioural variation of waves propagating through a dispersive medium.
Waves are classified as non-dispersive, if they are characterised by a linear dispersion rela-
tion such as the following
ω = cκ, (1.5)
where c is the constant phase velocity of the wave, meaning that the phase velocity is
independent of the wavelength and equals the group velocity. When considering Maxwell’s
equations of electromagnetism in vacuum, c is identified to be the speed of light.
If the phase velocity depends on the frequency of oscillations, this leads to dispersive
waves characterised by a nonlinear functional equation
ω = f(κ). (1.6)
Waves of different frequencies, or different wavelengths, composing a group of waves, are
separated when propagating through a dispersive medium, with each one travelling at a
different phase velocity, and thus having a different shape.
1.2 Waveguides
Waveguides are structures used to guide and enhance propagating waves along a confined
domain, and hence transport energy. Elastic plates, rods, cylindrical shells and layered
elastic solids are all examples of elastic waveguides. Applications of waveguides exist in
electromagnetism such as dielectric waveguides. An alternative two-dimensional example
of a waveguide structure, in the context of photonic crystals, is that created by a linear
defect when a column of rods is removed from a perfect square lattice in air [49]. This
works as a channel forcing light to propagate along it.
In the case of an infinite uniform elastic plate or layer, waves are reflected construc-
tively from one boundary (plane surface) to the other, undergoing mode conversion at each
reflection and progressing along the length of the waveguide. The motion of time-harmonic
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waves along such an isotropic homogeneous structure is governed by the scalar equation
(1.2), reduced from the linear theory of antiplane elasticity, and Dirichlet or Neumann
conditions are imposed on the boundaries. In this situation, the systems of incident and
reflected waves form a standing wave across the cross section with propagation directed by
the infinite dimension of the waveguide. As mentioned earlier, waveguides are responsible
for causing dispersive waves. This is due to geometrical features which introduce char-
acteristic lengths into a problem leading to the dependence of frequency on wavelength
[1, 35, 62, 70, 81, 83].
Waveguides have been used extensively in the study of localised or trapped wave phe-
nomena as shown in section 1.4.1. The case of a functionally graded acoustic waveguide is
employed for the purposes of chapter 2.
1.3 Periodic structures
Periodic structures are wave-bearing structures that have been of fundamental interest ever
since the inception of wave motion and have been instrumental in the development of wave
mechanics [17]. Perfect periodic media are structures that can be reconstructed by periodic
translation of a single cell. In solid-state physics, wavefunctions describing electron oscil-
lations in a periodic structure, such as a crystal, are known as Bloch waves [16, 60, 101].
Generally, wave solutions in periodic media exhibit Bloch-wave-like behaviour by combin-
ing a plane wave with a periodic function capturing the periodicity of the medium.
Figure 1.1: A one-dimensional crystal lattice is illustrated.
A one-dimensional example is that of a crystal lattice as depicted in Fig. 1.1. The circles
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labeled numerically represent equidistant identical particles. A cell of length L is formed
by one particle and the longitudinal distance to its nearest right hand-side particle. Wave
propagation through this setting is characterised by two length scales, the wavelength and
the length of the periodically repeating cell [42, 66]. Each wavelength is associated with
a shift linking the wavefield in one cell with the next cell. The wavefield at a point, x,
within a cell can differ from the point x + L in the adjacent cell by a multiplicative phase
factor, exp(iκL) with κ being the (Bloch) wavenumber. Phase changes (shifts) of waves
travelling from one cell to another cell are attributed to the structural feature of transla-
tional symmetry. Therefore, for infinite media it is only necessary to solve a problem for a
single cell of perfect periodic structure by imposing appropriate (Floquet-Bloch) boundary
conditions. The periodicity of such structures supports dispersion, and, thus, each one has
its own unique dispersion relation, nonlinearly linking angular frequency, or the associated
wavelength, to κ. Depending on the nature of κ, it is possible to have pass bands and
stop bands as a consequence of Bragg scattering. Hence, periodic media can be viewed as
band-pass filters which is elaborated in the following sections.
Another example of a periodic structure is that of a Bravais lattice considered in the
next section that is useful for determining the Brillouin zone.
1.3.1 Brillouin zone
The importance of the Brillouin zone stems from the Bloch wave description of waves in
a periodic medium, in which it is found that the solutions can be completely characterised
by their behaviour in a single Brillouin zone.
For the purposes of this thesis, a square Bravais lattice is considered in real space and
used to introduce the fundamental notions of the work conducted in the following chapters.
This infinite two-dimensional square lattice has discrete translational symmetry forcing
any wavefunction of plane waves to be invariant under any discrete translation. The whole
lattice is simply generated by a set of discrete translation operations described by R =
n1r1+n2r2, where ni are any integers for i = 1, 2. The primitive lattice vectors (r1, r1) =
Chapter 1. Introduction 23
a(xˆ, yˆ) are of length a pointing from one lattice point to an adjacent one. By performing
the Fourier transform on a spatial periodic wavefunction, the latter is ‘transferred’ from real
space to the associated reciprocal space. For this to be plausible, and allow the construction
of the associated reciprocal space, the primitive lattice vector κ = (κ1,κ2) of the reciprocal
space must satisfy exp(iκ ·R) = 1. The entire reciprocal lattice can be reproduced by
a single unit cell with a unique wavevector κ; this cell is known as the (first) Brillouin
zone. For a real square lattice, the Brillouin zone is the square area in the reciprocal lattice
enclosed by Bragg planes perpendicularly bisecting each line connecting a single point
(origin) to a neighbouring point (see Fig. 1.2(a)). Assuming the distance between any two
adjacent lattice points in the real space is a = 2, |κi| ∈ [0, π/a] creating a Brillouin zone
of width π. The Brillouin zone can be symmetrically reduced to the irreducible Brillouin
zone forming a triangle which is then sufficient for replicating the complete Brillouin zone
via reflections. As shown in Fig. 1.2(b), the edges of the triangular irreducible Brillouin
zone are set to be the origin (0, 0), (π/2, π/2) and (π/2, 0), where most important features
of a dispersion diagram appear. By imposing quasi-periodic Floquet-Bloch conditions, the
single cell is shifted obtaining the wavefunction u for any cell of the lattice,
u(x+R) = exp(iκ ·R)u(x). (1.7)
This is accomplished by having the wavefunction u undergo a phase-shift through exp(iκ ·R)
as it moves from one cell to the adjacent one. In-phase (periodic) and out-of-phase (anti-
periodic) standing wave solutions emerge, as distinguished by the value of κ ·R being
respectively equal to 2mπ and (2m + 1)π for m ∈ Z. The associated standing wave
frequencies delineate the existence of propagating and non-propagating wave frequencies
regions in the dispersion diagram.
It is worth noting that the same formulation holds for one-dimensional lattices where
the vectors reduce to a single component.
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Figure 1.2: (a) Demonstration of the construction of the reciprocal Brillouin zone for a
real square lattice. The red lines represent the Bragg planes. The first Brillouin zone
is highlighted in yellow containing the blue circle being the origin. (b) The irreducible
Brillouin zone of the first Brillouin zone in wavenumber space κ1,κ2 is formed by the
triangle ACD, where A is (0, 0), C is (π/2, π/2) and D is (π/2, 0).
1.3.2 Dispersion diagram in periodic media
The behaviour of a dispersion relation is depicted in a dispersion diagram, also known as
a band structure, revealing frequency regions where wave phenomena occur. When the
wavenumber κ is real, the dispersive curves represent propagating wave solutions (propa-
gating modes). The absence of dispersive curves in a band indicates the existence of a stop
band, or band gap, and κ is complex, causing evanescent waves which decay as they prop-
agate. An example of a dispersion diagram, for a perfect infinite square lattice, constructed
from alternating rows of masses, is shown in Fig. 1.4, which appears again in chapter 5 and
a similar arrangement is treated in [24]. The elementary periodic cell considered contains
four masses in a square configuration with the two lower masses being smaller than the
upper ones (see Fig. ??), and assuming periodicity of [0, π/2]. The geometric symmetry
of the cell is complemented by the irreducible Brillouin zone in Fig. 1.2(b), hence it is
sufficient to plot dispersion curves around the triangle ACD.
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Figure 1.3: Elementary periodic cell of a perfect infinite square lattice composed by alter-
nating strips of masses of size 1 (red circles) and 2 (blue circles) joined by perfect elastic
strings.
Fig. 1.4 displays various features related to wave phenomena, studied initially by Lord
Rayleigh for crystal plates [71]. Firstly, in-phase and out-of-phase standing waves are iden-
tified at the edges of the Brillouin zone. The boundaries of the first stop band are given by
a lower and an upper standing wave frequency, as shown in Fig. 1.4, while the second stop
band is of infinite extent with only a lower frequency limit. In general, the critical frequency
values dividing the frequency spectrum into propagating and non-propagating regimes are
called cut-off frequencies, discovered by Lord Kelvin [69]. These cut-off values are mainly
used to differentiate between two important types of trapped mode namely embedded and
non-embedded, which are addressed in a later section. In chapters 3 and 4, stop bands
are frequency intervals where perfect reflection occurs. Also in those chapters the special
case of repeated solutions is explored along with linear low frequency behaviour near the
origin, which is demonstrated here. Another effect projected in this dispersion diagram by
the locally flat curves is that of zero group velocity. Coalescences of dispersion curves as
well as regions with negative group velocities are observed.
1.4 Localised and trapped modes
The study of trapped modes, or edge waves, is significant in various areas of engineering
and physics, such as water waves [32], acoustics, electromagnetic waves [97], structured
surfaces [46], elastic plates [34] and photonic lattices [102]. Trapped modes describe lo-
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Figure 1.4: Dispersion diagram of a perfect infinite square lattice composed by alternating
strips of masses of size 1 and 2; its elementary periodic cell is presented in Fig. 1.3. The
dispersion curves are plotted around the triangle ACD of associated irreducible Brillouin
zone shown in Fig. 1.2(b). The solid black lines are the dispersion curves. Stop bands are
represented by the red areas.
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Figure 1.5: An illustrative example of an edge wave having finite energy and decaying
rapidly to zero as one moves further away from the localised oscillation.
calised oscillations having finite energy at a particular frequency and decaying rapidly to
zero as the free surface extends to become infinite [31, 97], as shown in Fig. 1.5. This
phenomenon appears in continuous settings such as a bent waveguide or a waveguide that
thickens or thins [40, 41, 99]. In the context of periodic structures, like lattices with defects,
the equivalent of trapped modes is known as localised modes or states [73, 101].
Trapped modes are associated with cut-off frequencies, which are the end-points of the
spectrum formed by a set of characteristic frequencies of a system. They can be classified
as embedded or non-embedded, depending on whether their frequency is either above or
below the first cut-off respectively. The first and simplest example of an edge wave problem
was solved by Stokes, whose solution was based on linear water wave theory and described
a wave travelling along an infinitely-long sloping beach with an exponentially decaying
amplitude out to sea [63]. The existence of edge waves was confirmed and verified experi-
mentally by Ursell, who showed that the Stokes solution was just one of a finite number of
edge waves, the number depending on the variation of the beach slope [31, 115, 116].
1.4.1 Rayleigh-Bloch surface waves
Rayleigh-Bloch surface waves are a special case of trapped modes which represent dis-
turbances travelling along an infinite periodic structure [68]. They are characterised by a
localised wave having a dominant wavenumber β along an infinite periodic linear array
1.4 Localised and trapped modes 28
of identical vertical structures throughout the depth [97]. This propagation constant β is
associated with the change in phase of the wave as it shifts along one period of the surface
[33]. Rayleigh-Bloch surface waves are described by the solution of the two-dimensional
Helmholtz equation, which arises after factoring out the depth dependence, with appro-
priate boundary conditions that capture the periodicity of the problem. Such waves, for
discrete structures, are investigated in chapter 5.
The interest in studying trapped modes and their spatial cases in discrete settings was
naturally ignited by the vast amount of literature on trapped modes for continuous prob-
lems. Scientists after Stokes studied and proved the existence of trapped modes in waveg-
uides with different geometries. Evans and Linton described a constructive method for
trapped modes in specific acoustic problems for which the two-dimensional Helmholtz
equation is satisfied [31]. One of the problems they considered was that of fluid motion in a
long narrow wave tank with a free surface in which a vertical cylinder or strip of rectangular
cross-section was placed symmetrically in the centre of the channel extending throughout
the water depth [31]. The Helmholtz equation with Neumann boundary conditions and no
depth dependence was solved by using the Wiener-Hopf technique. The numerical scheme
developed for the determination of trapped modes showed that these modes appear to exist
at frequencies below the first cut-off frequency. Due to the symmetry in the geometry of
the problem, the modes are antisymmetric about a line through the centreline of the wave
tank. Evans carried on to consider a special case of this problem where the rectangle re-
duces to a strip of finite length midway and parallel to the parallel bounding lines of the
channel extending to infinity [29]. The formulation of the problem again involved the two-
dimensional Helmholtz equation having to satisfy Neumann conditions on the strip and
the bounding lines and a Dirichlet condition on the midline outside the strip [29]. Using
an alternative approach to the one used in [31], Evans tackled the problem by applying a
method that combines the Wiener-Hopf technique and the residue-calculus method, as de-
scribed by Mittra and Lee [84]. The existence of trapped acoustic modes below the cut-off
wavenumber for discrete values of the wavenumber was again proven for this setting. Once
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again the solution has the property of being either symmetric or antisymmetric about a line
perpendicular to the strip through its midpoint. The mathematical method used in [29] ex-
tends to a range of waveguide problems with other symmetrically submerged structures,
such as a cylinder of circular cross-section.
Evans and Linton proceeded by proving the existence of edge waves travelling along a
periodic coastline [32]. In this case the structure surface consists of a straight and vertical
cliff from which protrudes an infinite number of identical thin barriers, each one extending
throughout the water depth [32]. By general consensus, edge waves exist in numerous
situations where a shallow region is joined to a deeper region offshore, however if the
water depth is constant the existence of edge waves is ambiguous. Thus, the ‘comb’ grating
problem is specifically interesting as constant water depth is assumed everywhere and the
periodicity that characterises the problem leads to a special kind of edge waves: Rayleigh-
Bloch surface waves. Separating out the depth dependence, the problem is represented by
the two-dimensional Helmholtz equation and by imposing the edge wave condition and
the Neumann boundary conditions on all rigid boundaries. By using the same matching
eigenfunctions method as in [31], the solution derived was in the form of the usual Fourier
expansion capturing the periodicity of the grating modulated by a factor exp(iβy) where y
is measured along the grating. Proving that the existence of edge waves is granted provided
that the thin barriers are sufficiently long. Otherwise, the mode amplitudes decrease rapidly
as the the mode number increases. It is worth mentioning that when β = π, the problem of
a thin plate on the centreline of a channel as considered in [29, 31] is obtained. Numerical
evidence supporting the findings by Evans and Linton [32] was provided by Evans and
Fernyhough [30], who employed the Galerkin approximation method which was highly
efficient. The problem in [32] was a limiting case of the more general problem solved
in [30], which had rectangular barriers instead of thin barriers. This more general case
describes the construction of Rayleigh-Bloch surface waves along rectangular diffraction
grating in acoustics. Further, Evans and Fernyhough suggest that such edge wave solutions
are likely to occur for periodic arrays of different geometry.
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DeSanto had earlier also considered problems involving ‘comb’-like surfaces [26, 27].
The problems concerned scattering from a periodic corrugated structure. The structured
surface was formed by an infinite number of periodically spaced, infinitesimally thin par-
allel plates having a finite depth. When an incident plane wave is scattered from such
a surface, the scattered field is given by calculating the solution to the two-dimensional
Helmholtz equation with Dirichlet or Neumann boundary conditions. The wavefunction ψ
is calculated separately for the region above the ‘teeth’ (plates) of the ‘comb’ to the region
between the plates, which are matched by continuity conditions. For the region above the
plates, the wavefunction is found by summing the incident and scattered field, while for
the rest of the region the wavefunction is defined as the superposition of standing waves.
This is the region where trapped modes are expected to appear, though this is not the aim
in [26, 27]. Another example of scattering from a periodic surface is having a sinusoidal
surface.
Given all this prior continuous work it would be novel and instructive to investigate the
discrete analogue and its homogenisation.
1.5 Homogenisation
The purpose of this section is motivating the usage of the high frequency homogenisation
(HFH) and introducing this asymptotic method which is employed primarily herein.
1.5.1 Classical homogenisation and limitations
Composite materials, such as bone, concrete, frames, metamaterials, are ubiquitous in na-
ture, science and industry, and thus have drawn scientists’ attention for a long time. These
materials have mainly periodic or nearly periodic structures. A repeating cell of a certain
periodicity and geometry, containing for example holes or inclusions, is enough to con-
struct a periodic medium characterised by both a microscale and a macroscale. In such
structures it is possible for impurities or defects to occur creating inhomogeneities in the
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Figure 1.6: Illustration of a long-wave and a short-wave compared to a chain of masses
(blue circles) along which they would propagate.
microstructure.
Considerable interest in modelling wave propagation phenomena, through perfect and
imperfect periodic media, initiated and led to the development and application of various
mathematical and numerical techniques for treating wave problems. Such problems are
usually described and formulated by partial differential equations often containing coeffi-
cients of rapidly oscillatory nature that can be solved numerically implementing, say, the
finite element method. However, the behaviour of the coefficients can be responsible for
time-consuming simulations since a very small mesh needs to be generated and considered
for at least several nodes of the difference scheme in order to approximate a solution. The
well-known mathematical method for dealing with these models and overcoming the nu-
merical issues is homogenisation, which was developed to find the effective macroscopic
homogenised equivalent of inhomogeneous materials. Classical homogenisation theory is
roughly based on the idea of averaging rapidly oscillatory material properties to obtain
a homogeneous replacement medium with effective material parameters. In this case the
resulting model is solved only on the macroscale with the microstructural characteristics
remaining hidden in the coefficients.
The asymptotic methods of conventional homogenisation deal with long-waves, in the
quasi-static low frequency limit [3, 12, 20, 48, 80, 82], and thus have been strongly fo-
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cused on recovering the classical limiting behaviours in effective media [10, 104]. The
slow variation of a field on both the microscale and on the macroscale is conditional upon
the wavelength being significantly larger than the periodic cell, and therefore is responsible
for constraining the applicability of the associated expansion to low-frequency situations
[5, 94] (see Fig. 1.6). While it is possible to extend the frequency range of such mod-
els by considering higher order correction terms, the equivalent homogenised models fail
to reproduce high frequency dynamic behaviours characteristic of microstructured materi-
als, such as strong dispersion, the presence of band gaps or negative refraction [24]. The
methodology presented in the next section is designed to exploit features occurring at high
frequencies where the wavelength and microstructure dimension are of similar orders, and
aims to model the modulation of the strongly oscillating field by capturing the essential
physics.
1.5.2 High frequency homogenisation
The asymptotic method, which is used extensively in this thesis for tackling continuous
and discrete problems related to perfect and imperfect structured periodic media, is high
frequency homogenisation (HFH). This asymptotic procedure is based upon a two-scale ap-
proach that captures the microstuctural information of a periodic inhomogeneous medium
used in wave propagation problems and finds asymptotic homogenised continuum equa-
tions valid on the macroscale [23]. The fact that classical homogenisation theory is re-
stricted to describing only the fundamental Bloch mode at low frequencies triggered the
need for a more robust and versatile homogenisation method. HFH was motivated and
developed to identify the Bloch spectra at the edges of the irreducible Brillouin zone corre-
sponding to standing waves considered to be in the high frequency regime [24]. From this
point of view, classical homogenisation can be considered as a specially reduced case of
HFH. The mathematical technique presented here takes advantage of the scale separation
by ‘transferring’ the occurrence of standing waves in the microscale to the macroscale.
Considering a one-dimensional periodic structure, such as the piecewise string depicted
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in Fig. 1.7, we adopt a multiple spatial scale approach by defining an elementary cell being
of length 2l. The short-scale l relating the microstructure properties has to be significantly
smaller than the macroscale L that represents the length of the entire string, since the ratio
of the two has to provide a small parameter ￿ = l/L ￿ 1 that appears in the perturbation
expansions leading to the homogenised model. From the definition of ￿ it is evident that
there is no condition upon the wavelength having to be larger compared to l in order to per-
form the asymptotic analysis, contradicting classical homogenisation theory that assumes
the cells are much smaller than the wavelength; conventionally, ￿ = l/λ ￿ 1 with λ rep-
resenting the wavelength. Then, by rescaling the single and initial spatial variable x, we
derive X = x/L and ξ = x/l as the new independent variables.
| |
2l
L
Figure 1.7: A one-dimensional periodic string is illustrated.
The methodology is developed considering standing waves in the vicinity of an ele-
mentary cell (microstructure) of the macrostructure with the period varying analogous to
the problem. The boundary conditions imposed on the cell, to be taken in ξ, can be ei-
ther periodic (in-phase) or anti-periodic (out-of-phase) depending on the cell properties
and corresponding to the edge of the Brillouin zone that we would like to perturb. In
this way, perturbation about the standing wave solutions at particular high frequencies is
achieved. By introducing asymptotic expansions of the wavefunction and the frequency
in the Helmholtz equation, or its discrete analogy, continuum equations on the macroscale
that have the microstructural behaviour in-built are generated and solved in a hierarchy
starting from the lowest order of ￿. Hence, we obtain an effective homogenised equation on
the macroscale replacing the periodic structure. Here, it is worth mentioning that classical
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homogenisation, in contrast to HFH, cannot incorporate any local microscale variation due
to the limitation of the leading order solution being constant along ξ, as it is only concerned
with low frequencies. This limitation becomes clear by considering the limit of the solution
as ￿ → 0, which shows that the leading order term converges to a solution independent of
the macroscale variable [3, 12, 82].
A major advantage of the asymptotic theory is that it provides more insight into the
physics of the problem being solved. In chapter 2, the asymptotic model associated with
perturbed waveguides and periodic media is proven, by utilising HFH, to be the same, even
though at first glance that does not seem to be the case. The profound connection between
the two is illustrated by the comparative study of a periodic string and a functionally graded
acoustic waveguide. In general, as shown in chapter 2, it is possible to both determine the
sign, and estimate the value, of the group velocity of Bloch modes near the edges of the
Brillouin zone by using the asymptotic results. Hence, important information about the
energy travelling along a wave can be extracted and, in some cases, can be associated with
wave phenomena, such as trapped modes.
Further, HFH is an adaptable and powerful tool for dealing with periodic media in con-
tinuous problems, associated with features of acoustic (phononic) and optical (photonic)
metamaterials [7], as well as discrete problems in solid-sate physics, exhibiting band gap
phenomena [17, 60]. HFH is demonstrated and outlined in more detail for solving scatter-
ing problems in chapters 3 and 4, and treating localisation phenomena involving defects in
chapter 5.
1.6 Structure of the thesis
After this introductory chapter which gives an overview of the background information
related to the material presented herein, the thesis is organised as follows:
Chapter 2 aims at exploring the connections that exist, not only at low frequencies
but also in the high frequency regime, between the mathematical models of dynamic phe-
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nomena in functionally graded waveguides and those in periodic media. These are shown
by considering the paradigms of a functionally graded acoustic waveguide and a periodic
piecewise string. Demonstrating that even though the physics associated with waveguides
and periodic media are fairly different, they can be mathematically represented in the same
way. Initially, both problems are formulated in section 2.2. Asymptotics are performed
for the classical low frequency limit in section 2.3 and a linear asymptote emerges to-
gether with an effective string equation for both examples. In section 2.4, despite the minor
differences of the two problems at higher frequencies, they both exhibit a rapidly oscilla-
tory behaviour on the microscale (short-scale), modulated by the solution of an effective
macroscale (long-scale) equation. The high frequency limit can be linked to various wave
propagation phenomena, including trapped modes. The explicit asymptotic results obtained
are presented and complimented with exact dispersion relations. In section 2.5, the asymp-
totic techniques are also applied to deformed layered waveguides. Conclusions are drawn
together in section 2.6.
In chapter 3 the approach of dynamic HFH is followed to precisely mimic the behaviour
of scattering fields along a periodic layered material attached to a homogeneous material.
The novel element here is dealing with the coupling at the interface in order to set the cor-
rect phase and amplitude at the joint by imposing the appropriate boundary conditions. In
section 3.2, the one-dimensional canonical scattering problem of a semi-infinite periodic
string is solved explicitly by employing the transfer matrix method and verified by a so-
lution constructed from the displacements at the endpoints of the cell. Dynamic HFH is
utilised in section 3.3 to produce an effective model in the macroscale with the microstruc-
tural properties of the structure being inbuilt. Comparing the asymptotics of the reflection
coefficients and full fields with the exact solution indicates the excellent and accurate per-
formance of dynamic HFH. Furthermore, the method supports the investigation of repeated
solutions appearing to have, in some cases, similar characteristics to the low frequency
asymptotics. Variations of the problem are presented; in section 3.4 a finite slab of the pe-
riodic material being inserted in a homegeneous medium is considered, and in section 3.5
1.6 Structure of the thesis 36
the same periodic semi-infinite medium as in section 3.2 is treated, but with waves coming
in at a non-normal angle of incidence. These variations lead up to concluding remarks in
section 3.6.
Chapter 4 intends to serve as a conjunction between the continuous problems studied
in the previous chapters and the next chapter where the asymptotic theory is extended and
applied to defective discrete lattice structures. HFH is extended to treating discrete vari-
ations and analogues of continuous cases. Through simple examples of one-dimensional
discrete periodic structures, the potential and efficiency of HFH is exemplified. In section
4.2 two joined semi-infinite arrays with wave incidence are dealt analytically using the
standard transfer matrix method and the Wiener-Hopf technique, and asymptotically devel-
oping approximations near standing wave frequencies. The different solution techniques
are compared and contrasted, commenting on their respective advantages and disadvan-
tages. Similar to the theory for continuous problems in chapter 3, discrete HFH is also
capable of incorporating boundary conditions of scattering behaviour in order to achieve
accurate interfacial matching. Considering the same structure without wave incidence, a
force located in the middle is introduced in section 4.3. Analytical and asymptotic solu-
tions are generated and presented through depictions of the displacement field. Concluding
comments are drawn in the last section.
Chapter 5 is devoted to applying HFH to discrete two-dimensional lattices with defects
and investigating localisation phenomena. In particular, Rayleigh-Bloch states propagating
along a line defect, and localised defect states, are identified both asymptotically and nu-
merically. The main problem concerns a structure constructed by rows of identical masses
joined by massless strings with a single row of identical masses of different size, which
can be regarded as a perfect line defect. The case of a bulk lattice containing a line defect
which is itself defective by having a single mass different than the rest in this line is also
looked at. In section 5.2 using exact techniques based upon discrete Fourier transforms
and the asymptotic technique based around standing wave frequencies, it is shown that
the resulting HFH models can replicate localisation effects, such as line defects, leading
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to Rayleigh-Bloch waves. This is due to the fact that microstructural details are embed-
ded within the effective macroscale representation. Then, in section 5.3, the same surface
wave is considered, but using two-scales orientated perpendicular to the line defect; the
two approaches are then compared. In section 5.4 some illustrative examples from numer-
ical simulations demonstrate how these waves occur, and how the theory can be used to
interpret the results. Conclusions are reached in section 5.5.
Finally, in chapter 6 concluding remarks are drawn together along with some possible
future work.
Each chapter of the main body of the thesis is essentially self-contained, several are
based around articles.
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Chapter 2
Long-wave asymptotic theories: The
connection between functionally graded
waveguides and periodic media
This chapter explores the deep connections that exist between the mathematical represen-
tations of dynamic phenomena in functionally graded waveguides and those in periodic
media. These connections are at their most obvious for low frequency and long-wave
asymptotics where well established theories hold. However, there is also a complementary
limit of high frequency long-wave asymptotics corresponding to various features that arise
near cut-off frequencies in waveguides, including trapped modes. Simultaneously, periodic
media exhibit standing wave frequencies, and the long-wave asymptotics near these fre-
quencies characterise localised defect modes along with other high frequency phenomena.
The physics associated with waveguides and periodic media are, at first sight, apparently
quite different, however the final equations that distill the essential physics are virtually
identical. The connection is illustrated by the comparative study of a periodic string and a
functionally graded acoustic waveguide.
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2.1 Introduction
For long waves within a waveguide, at low frequency, intuition suggests that (for waveg-
uides governed by the Helmholtz equation with Neumann boundary conditions) the waveg-
uide behaves effectively as a string; when viewed from afar the guide is long and thin.
Similarly, a string composed of periodic elements where the length scales associated with
the periodicity are much less than the wavelength of the excitation also intuitively behaves
as an effective string. In both cases the word “effective” is rather vague, but as we shall
see this can be made precise through an asymptotic approach involving two-scales; the
thickness of the guide or periodicity scale, as the microscale h, and the length-scale of the
guide or overall string, as the macroscale L, assuming that h/L ￿ 1. As we shall see an
application of multiple scales leads rapidly to an effective equation for these two problems
that can be simultaneously treated.
Perhaps less obviously one can also consider high frequency wave propagation which
almost immediately equates to short wavelength, as one typically thinks of waves within
a bulk medium, and asymptotic techniques for waveguides based upon the WKBJ ansatz
are popular and versatile [18, 39, 54, 110]. However, the imposition of boundaries such
as those of a waveguide can alter this intuitive viewpoint and long-wave solutions are also
possible. Taking a straight, constant thickness, isotropic waveguide a natural approach is
to seek modal solutions and create dispersion curves. As is well-known (e.g. see [43])
there are an infinite set of discrete modes each with a cut-off frequency. For each mode
the cut-off frequency delineates evanescent, exponentially decaying, solutions from the
propagating modes. If one is exactly at the cut-off frequency (possibly at high frequency)
then this is called thickness resonance and the wave simply bounces back and forth across
the waveguide and neither propagates to the left or right. The wavelength of this mode
along the guide is actually infinite and close to cut-off; the wavelength is therefore large.
This observation motivates a general asymptotic methodology, summarized in the books
[13, 54, 65] in the context of thin elastic structures of arbitrary shape. In particular for the
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case of flat or axisymmetric waveguides with either weakly bent, bulging or thinning walls,
[40, 41, 56] ordinary differential equations (ODEs) for trapped modes (solutions with finite
energy that decay exponentially at infinity) emerge. A key point is that in the constitutively
or geometrically deformed region one can shift the local cut-off frequency such that waves
propagate locally, but are cut-off away from this region, thereby trapping modes. The
simple ODE representation is then very powerful compared to the large scale numerical
eigenvalue calculations of the Helmholtz equation, along with the boundary conditions,
that lack insight.
A complementary, and apparently disconnected, area in wave propagation is that of
waves passing through periodic media; this is important in solid-state physics [60], photon-
ics [49] and the emergent areas of metamaterials [20]. For infinite perfectly periodic media,
consisting of elementary cells that repeat, one can focus attention on a single elementary
cell; quasi-periodic Floquet-Bloch boundary conditions describe the phase-shift as a wave
moves through the material and dispersion relations are then deduced that relate the Bloch
wavenumber, the phase-shift, to frequency. The eigensolutions that emerge are the Bloch
modes, and when these eigensolutions are perfectly in-phase or out-of-phase across the
cell then standing waves exist and the frequencies are then called standing wave frequen-
cies (these frequencies can be high). There exist bands of frequencies, called band-gaps,
in which propagating Bloch modes do not exist and in which the modes are evanescent. If
the perfectly periodic lattice is perturbed then localised defect states can occur, these expo-
nentially decay with distance, and the behaviour is eerily reminiscent of the trapped modes
in a waveguide. Indeed at these high standing wave frequencies one can have “thickness
resonance” within each elementary cell and the real wavenumber (not the Bloch wavenum-
ber) is infinite as the wave itself is not propagating left or right. Asymptotic techniques
based around high frequency long-wave asymptotics have recently been developed [23] and
ODEs in 1D periodic media (or partial differential equations (PDEs) in 2D) again emerge;
this approach also works for microstructured discrete [24] or frame-like media [90]. The
basic idea for periodic media is to replace the complicated microstructured medium with
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Figure 2.1: (a) Functionally graded waveguide and (b) Periodic string
an equivalent, effective, continuum on a macroscale, that is, one wishes to homogenise the
medium even when the wavelength and microstructure may be of similar scales.
We will illustrate the connection between the waveguide problem and periodic media
by considering, in parallel, two model problems: A functionally graded acoustic waveg-
uide and a periodic piecewise string. These are algebraically completely tractable and are
explicitly solved in section 2.2. The asymptotics of the low frequency model follow in
section 2.3 and the linear asymptote emerges together with an effective string equation for
both examples. The less intuitive case of high frequencies is dealt with in section 2.4, there
are only minor differences between the two examples but both feature a rapidly oscillating
solution on one scale modulated by a long-scale function that satisfies an effective equation
posed entirely upon the long-scale. Explicit asymptotic results are found and compared
with exact dispersion relations. The asymptotic techniques are also applied to deformed
layered waveguides (section 2.5). Finally, we gather together some concluding remarks in
section 2.6.
2.2 Formulation
2.2.1 Functionally graded waveguide
Let us consider a straight waveguide, of constant width, in |y| ≤ h and |x| <∞ with Neu-
mann boundary conditions upon the waveguide walls and continuity conditions at y = 0 for
all x, see Fig. 2.1(a). If the waveguide is elastic and excited by out-of-plane oscillations,
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then the governing equation is that of acoustics with constant parameters
￿
∇2 + ω
2
cˆ2(y/h)
￿
u(x, y) = 0. (2.1)
where u is the wavefunction and ω is the frequency. Notably we have allowed the wavespeed,
cˆ, to vary across the waveguide and we take a reference wavespeed to be c0 = cˆ(0) so
cˆ(y/h) = c0c(y/h); the boundary condition is that ∂u/∂y = 0 on y = ±h. The Neu-
mann condition imposed on the waveguide walls allows reflection, and ensures a stationary
solution at y = ±h.
We adopt the rescaling ξ = y/h and X = ￿x/h and the resultant non-dimensional
governing equation is
uξξ +
Ω2
c2(ξ)
u+ ￿2uXX = 0 (2.2)
with u = u(X, ξ) and non-dimensional frequency Ω = ωh/c0. The parameter ￿ is taken
to be small, and can be identified with the ratio of the waveguide half-thickness h, to the
longitudinal length-scale L as h ￿ L, i.e. ￿ = h/L ￿ 1. The Neumann boundary
condition on the waveguide walls simply becomes uξ(X,±1) = 0.
2.2.2 Piecewise string
Let us consider a string with wavespeed cˆ(x/h), periodic with period 2h, and reference
wavespeed c0 = cˆ(0) (cˆ(x/h) = c0c(x/h)) with governing equation
uxx +
ω2
cˆ2(x/h)
u = 0 (2.3)
where u is the wavefunction. Now imagine that we have a long string of width α composed
of many of these periodic cells of width 2h with α ￿ h, see Fig. 2.1(b). For clarity,
we consider the simplest geometry for both problems where the wave speed is piecewise
constant. It is, of course, possible to have different material variation leading to a more
complicated functional form for the wave speed, in which case the treatment of the problem
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will be along the same lines: an example is presented by Craster et al. [23], who considered
a string with periodic variation in density that had a trigonometric expression for the wave
speed and in [22] where this is extended to two-dimensions.
We now adopt a multiple scales approach and assume that there is a short-scale ξ = x/h
and a long-scale X = ￿x/h and hereafter ξ, X are treated as independent coordinates.
Physically, this assumes a strong separation of scales with a short, fine, microstructure
characterised by the single periodic elementary cell of typical length 2h and a longer macro-
scale of typical length L with ￿ = h/L￿ 1 as in section 2.1.
For standing waves periodic across the structure, the non-dimensional equation in the
new (ξ, X) coordinates is then
uξξ +
Ω2
c2(ξ)
u+ ￿2uXX + 2￿uξX = 0 (2.4)
with u = u(X, ξ) and non-dimensional frequency Ω = ωh/c0. Equation (2.4) is then
identical to (2.2) except for the term of 2￿uξX .
The boundary conditions are that the solutions are in-phase (periodic) across the ele-
mentary cell, so u(X, 1) = u(X,−1) and uξ(X, 1) = uξ(X,−1). Notably this can be
extended to deal with standing waves that are out-of-phase across the periodic cell in a
straightforward manner [23]; for these we have u(X, 1) = −u(X,−1) and uξ(X, 1) =
−uξ(X,−1).
Except for the boundary conditions, and the O(￿) term in (2.4), the governing equa-
tions in sections 2.1 and 2.2 are identical and in this case they can be dealt with together.
However, the choice of boundary conditions can change the behaviour of the solution sig-
nificantly, as well as the contribution of the extra term in (2.4), and thus we have to be
cautious.
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2.2.3 Dispersion curves
To fix ideas we consider a piecewise graded waveguide with c(ξ) = 1/r for r a positive
constant and 0 ≤ ξ < 1, and c(ξ) = 1 for −1 ≤ ξ < 0; the appropriate continuity
conditions are imposed at ξ = 0. For simplicity the bulk modulus of both media is taken
to be identical. Assuming propagating modes such that u(x, y) = exp(ikx/h)uˆ(y) one
rapidly arrives at a dispersion relation
(Ω2r2 − k2) 12 sin[(Ω2r2 − k2) 12 ] cos[(Ω2 − k2) 12 ] +
(Ω2 − k2) 12 sin[(Ω2 − k2) 12 ] cos[(Ω2r2 − k2) 12 ] = 0, (2.5)
and the corresponding dispersion curves are shown in Fig. 2.2(a).
This is the analogous case to the piecewise periodic string treated in [23] for which
the assumption is that Floquet-Bloch conditions, u(1) = exp(i2κ￿)uˆ(−1) and uξ(1) =
exp(i2κ￿)uˆξ(−1) with 2￿ being the relative width of the elementary cell, hold and the
Kronig-Penney dispersion relation
2r[cosΩ cos rΩ− cos 2￿κ]− (1 + r2) sinΩ sin rΩ = 0 (2.6)
follows relating the Bloch wavenumber, κ, to the frequency Ω. It is clear that the wave
numbers in (2.5) and (2.6) are linked as k = ￿κ. Dispersion curves are shown in Fig.
2.2(b).
2.3 The classical low frequency limit
We start by looking at the low frequency limit for the waveguide problem. At low frequen-
cies, Ω2 = ￿2Ω22 + ..., we have long waves, and the conventional low frequency viewpoint,
and adopt the ansatz for u that
u(X, ξ) = u0(X, ξ) + ￿u1(X, ξ) + ￿
2u2(X, ξ) + . . . (2.7)
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Figure 2.2: The dispersion curves for the bilayer waveguide and the piecewise string with
r = 1/2: Numerics are the solid lines with the asymptotics (see section 2.4) as dashed
lines, the linear classical asymptotics (see section 2.3) are the crosses.
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Inserting this ansatz into (2.2) a hierachy of equations ensues:
u0ξξ = 0, u1ξξ = 0, (2.8)
u2ξξ = −
￿
u0XX +
Ω22
c2(ξ)
u0
￿
(2.9)
that are solved order-by-order together with the Neumann boundary conditions
uiξ(X,±1) = 0, i = 0, 1, 2, ... .
The leading order equation implies that u0(X, ξ) = u0(X). This has the important
corollary that the leading order field does not vary at all on the ξ scale, i.e it is constant
across the waveguide - or constant in each periodic cell in the periodic setting. Herein
lies the inherent limitation of the traditional theories which cannot incorporate any local
microscale, or cross guide, variation. Continuing up the orders, and invoking solvability,
one eventually arrives at
u0XX +
￿
1
c2
￿
Ω22u0 = 0 (2.10)
where ￿
1
c2
￿
=
1
2
￿ 1
−1
1
c2(ξ)
dξ, (2.11)
or in original variables
h2u0xx +
￿
1
c2
￿
Ω2u0 = 0. (2.12)
Assuming u0(x) ∼ exp(ikx/h), the lowest mode has a linear asymptote. In particular,
for a piecewise graded waveguide it is
Ω ∼ k
￿
2
r2 + 1
. (2.13)
As one might anticipate, the governing equation is simply that of an effective one-
dimensional string with an averaged inverse wavespeed squared. This asymptotic result is
shown in Fig. 2.2(a,b) for both the waveguide and string.
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2.4 High frequency limit
A more interesting limit is the high frequency, but long-wave, one. In this case Ω2 =
Ω20 + ￿Ω
2
1 + ￿
2Ω22 + ... . Again there are strong similarities in the asymptotic models.
2.4.1 Functionally graded waveguide
As for the classical limit, we start from the anzatz (2.7). The hierarchy of equations now
reads, for the waveguide, as
u0ξξ +
Ω20
c2(ξ)
u0 = 0, (2.14)
u1ξξ +
Ω20
c2(ξ)
u1 = − Ω
2
1
c2(ξ)
u0, (2.15)
u2ξξ +
Ω20
c2(ξ)
u2 = − Ω
2
1
c2(ξ)
u1 − Ω
2
2
c2(ξ)
u0 − u0XX . (2.16)
Here the Neumann boundary conditions at each order are the same as above. An immediate
consequence of the leading order equation is that now
u0(X, ξ) = f0(X)U0(ξ;Ω0) (2.17)
so, unlike the classical limit, there is now structure on the short-scale. The separability
of (2.17) is implied by (2.14) being independent of X . The first order equation is trivial
with Ω1 = 0 and u1 can be set as an arbitrary multiple of U0 and without loss of generality
ignored. Notably, for the periodic string the first order problem is non-trivial, due to the
2￿uξX term in (2.4), and an auxiliary equation, [23], needs to be introduced.
At second order, we get from the solvability condition
f0XX
￿ 1
−1
U20dξ + Ω
2
2f0
￿ 1
−1
U20
c2
dξ = 0 (2.18)
so that there is now an ODE for f0(X) entirely posed on the long-scale, X , and the short-
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scale features only through integrated quantities. In original variables
h2Tf0xx +
￿
Ω2 − Ω20
￿
f0 = 0, (2.19)
where
T =
1￿
−1
U20dξ
1￿
−1
U20 c
−2dξ
(2.20)
and U0 is a periodic function of ξ satisfying the appropriate boundary conditions; the func-
tion is given explicitly later by (2.29). Performing the integrals, the asymptotic theory leads
to the following asymptotic dispersion relation for a piecewise waveguide with constant
properties, as shown in Fig. 2.1(a),
Ω ∼ Ω0 + k
2
2Ω0r
rδ(1) + δ(r)
δ(1) + rδ(r)
, (2.21)
where
δ(s) =
2Ω0s+ sin (2Ω0s)
cos2 (2Ω0s)
,
which is now quadratic and is compared to the full numerics in Fig. 2.2. Regarding the
numerical simulations, the boundary value problem defined by equation (2.1 ) with Neu-
mann boundary conditions is solved numerically implementing spectral differentiation. In
particular, the problem is discretised and solved as an eigenvalue problem using Chebyshev
differentiation matrices along with the imposition of the boundary conditions [114].
Chapter 2. Long-wave asymptotic theories: The connection between functionally
graded waveguides and periodic media 49
2.4.2 Piecewise string
We obtain the following hierarchy of equations to be solved order-by-order
u0ξξ +
Ω20
c2(ξ)
u0 = 0, (2.22)
u1ξξ +
Ω20
c2(ξ)
u1 = − Ω
2
1
c2(ξ)
u0 − 2u0ξX (2.23)
u2ξξ +
Ω20
c2(ξ)
u2 = − Ω
2
1
c2(ξ)
u1 − Ω
2
2
c2(ξ)
u0 − u0XX − 2u1ξX (2.24)
along with the boundary conditions ui(X, 1) = ±ui(X,−1) and uiξ(X, 1) = ±uiξ(X,−1),
i = 0, 1, 2, ... with the plus and minus sign being for the periodic and anti-periodic condi-
tions, respectively.
The solution to the leading order equation is the same as in the waveguide problem,
see (2.17). In the first-order equation we observe the appearance of an extra term on the
right hand side compared to the analogous equation in the waveguide case, which results
in a solution different from that at first order. A solvability condition leads to Ω1 = 0, as
before, and now
u1 = f0X [AW1(ξ;Ω0)− ξU0(ξ;Ω0)] + f1(X)U0(ξ;Ω0) (2.25)
whereW1(ξ;Ω0) is determined to be a non-periodic solution of the leading order equation,
shown later by 2.30, and
A =
2U0(1;Ω0)
W1(1;Ω0)∓W1(−1;Ω0) . (2.26)
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At next order, the solvability condition gives again the equation (2.19), where now
T =
2A
1￿
−1
U0W1ξdξ − 2U20 (1;Ω0)
1￿
−1
U20 c
−2(ξ)dξ
. (2.27)
A degeneracy of this problem will occur whenever Ω0 is not a simple eigenvalue, i.e.
double eigenvalue, since in this case the leading order solution (2.22) will consist of two lin-
early independent periodic solutions: u0(X, ξ) = f
(1)
0 (X)U
(1)
0 (ξ;Ω0)+f
(2)
0 (X)U
(2)
0 (ξ;Ω0).
The number of linearly independent eigensolutions associated with the eigenvalue is iden-
tified as the geometric multiplicity of that eigenvalue. Here the algebraic multiplicity of
Ω0, which is two as shown in Fig. 2.2(b) for Ω = 6.2832 and Ω = 12.5664, is equal to its
geometric multiplicity. By the solvability condition for the first-order term, we now obtain
two coupled ODEs for f (1,2)0 from which the linear eigenvalue correction Ω21 is derived,
[23],
2f (i)0X
￿ 1
−1
U (j)0 U
(i)
0ξ dξ + Ω
2
1
￿ 1
−1
(f (j)0 U
(j)2
0 + f
(i)
0 U
(i)
0 U
(j)
0 )
dξ
c2(ξ)
= 0 (2.28)
for i, j = 1, 2 and j ￿= i.
The effect of double eigenvalues was initially studied for thin elastic structures; see e.g.
[54, 89].
The asymptotics developed are valid for Ω0 = Ωθ near the edges of the Brillouin zone,
where the Bloch wave number κ = 0 (θ = 0) and κ = π/(2￿) (θ = π), and excluding the
low frequency fundamental mode passing throughΩ0 = 0which was described by classical
homogenisation in section 2.3. We look back to the asymptotic procedure specifying it for
a piecewise string, and in order to satisfy all the conditions we define U0(ξ;Ωθ) to be
U0(ξ;Ωθ) =
 sin(rΩθξ) + p cos(rΩθξ) for 0 ≤ ξ < 1r sin(Ωθξ) + p cos(Ωθξ) for −1 ≤ ξ < 0 (2.29)
for p = (r sinΩθ ± sin rΩθ)/(cosΩθ ∓ cos rΩθ). The linearly independent solution, which
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does not satisfy periodicity-anti-periodicity conditions at ξ = ±1, is
W1(ξ;Ωθ) =
 sin(rΩθξ) for 0 ≤ ξ < 1r sin(Ωθξ) for −1 ≤ ξ < 0 (2.30)
This function can be any solution of the leading order equation with fixed Ωθ. By substi-
tuting these into (2.27), we deduce the T = T0 and T = Tπ associated with periodic and
anti-periodic solutions,
Tθ = ±4Ωθ sinΩθ sin rΩθ
(r sinΩθ ∓ sin rΩθ)(cosΩθ ∓ cos rΩθ) (2.31)
Considering the ODE for f0(x), (2.19), we set f0 ∼ exp(i￿κx/h) for the periodic case
and deduce that
Ω ∼ Ω0 + (￿κ)2 T0
2Ω0
. (2.32)
Similarly, in the anti-periodic case, we substitute f0(x) ∼ exp (i(￿κ− π/2)x/h)
Ω ∼ Ωπ + (￿κ− π/2)2 Tπ
2Ωπ
. (2.33)
Numerical results based on the last two formulae are presented in Fig. 2.2.
We now turn our attention to the group velocity, dΩ/dκ, at the cut-off frequencies in
order to extract more information about the physics in those vicinities. The group velocity
is defined for the periodic case as
dΩ
dκ
∼ ￿2κT0
Ω0
, (2.34)
and for the anti-periodic case as
dΩ
dκ
∼ ￿(￿κ− π/2)Tπ
Ωπ
. (2.35)
By looking at Table 2.1(a), we observe that the group velocity at the periodic end has the
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same sign as T0 suggesting that the energy flow and the wave propagation are in the same
direction (‘regular’ mode). At the other end as shown in Table 2.1(b), the group velocity
and the Tπ have alternating signs at the same frequency leading to the conclusion that the
mode is ‘backward’, hence the wave appears to be travelling in the opposite direction to
the energy. The sign of the group velocity along with other conditions are associated to the
existence of trapped modes in elastic waveguides [41, 56]. The coefficients T0, Tπ therefore
contain important information relevant to the energy flux via their relation to dΩ/dκ.
(a) Periodic case
Ω T0 dΩ/dκ
0 + +
3.8213 − −
4.6010 + +
7.9653 − −
8.7451 + +
16.3876 − −
(b) Anti-periodic case
Ω Tπ dΩ/dκ
1.6821 − +
2.4619 + −
10.1045 − +
10.8842 + −
14.2485 − +
15.0283 + −
Table 2.1: Asymptotic results for the piecewise string shows the standing wave frequency,
sign of T and dΩ/dκ for non-repeated roots.
2.5 High frequency localisation
As a further illustration, we briefly consider wave localisation for a waveguide that thickens
or thins. For the sake of definiteness we assume the following variation of its thickness
H(￿x/h) = h[1 + 0.5α￿2g(￿x/h)], where h and α are given constants, and the function g
may be taken, for example, as a Gaussian.
First, we introduce the variables ξ = y/ (H(￿x/h)) and X = ￿x/h. Then we get
￿
∇2 + Ω
2
c2(ξ)
￿
u(X, ξ) = 0, (2.36)
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with
∇2 = h
2
H2
∂ξξ + ￿
2
￿
ξ2
￿
HX
H
￿2
∂ξξ − 2ξHX
H
∂ξX + ∂XX + ξ
￿
2
￿
HX
H
￿2
− HXX
H
￿
∂ξ
￿
.
(2.37)
As in section 2.1, we adapt the ansatz (2.7) over the high frequency domain, resulting
in (2.14, 2.15) and also
u2ξξ +
Ω20
c2(ξ)
u2 = αgu0ξξ −
Ω21
c2(ξ)
u1 − Ω
2
2
c2(ξ)
u0 − u0XX (2.38)
subject to Neumann boundary conditions at ξ = ±1 at each order.
Finally, we have
f0XX
￿ 1
−1
U20dξ +
￿
Ω22 + αgΩ
2
0
￿
f0
￿ 1
−1
U20
c2(ξ)
dξ = 0, (2.39)
oriented to analysis of trapped modes similar to the defect states in a periodic chain [24], see
also [40, 41, 56]. Numerical results of thickness variation of waveguides are presented in
[99, 100], suggesting that the sign of the group velocity plays a crucial role in the existence
of trapped modes, as well as curvature variation.
2.6 Concluding remarks
This comparative study illustrates a subtle analogue between the long-wave asymptotic
procedures underlying approximate formulations for functionally graded wave guides and
periodic media. This analogue is not restricted to the simplest setup assumed in the paper.
The classical theories for thin plates, shells and rods seem to be a counterpart of the conven-
tional low frequency homogenisation theory. Similarly, the more advanced high frequency
long-wave structure theories [13, 54, 65] have virtually the same philosophy as the recent
high frequency homogenisation procedure [23].
We also remark that the low frequency limit is only possible for Neumann type bound-
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ary conditions. Other boundary conditions, including Dirichlet ones, do not support this
limit enabling only high frequency behaviour (e.g. see [53, 55, 86] ). In the clamped case,
a zero frequency band gap exists, thus not permitting global motion. The high frequency
limit is also more universal in the case of periodic media (see the example in [23] for a
periodic string resting on a stiff Winkler base).
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Chapter 3
Reflection from a semi-infinite stack of
layers using homogenisation
A canonical scattering problem is that of a plane wave incident upon a periodic layered
medium. Our aim here is to replace the periodic medium by a homogenised counterpart
and then to investigate whether this captures the reflection and transmission behaviour ac-
curately at potentially high frequencies.
We develop a model based upon high frequency homogenisation and compare the re-
flection coefficients and full fields with the exact solution. For some material properties it is
shown that the asymptotic behaviour of the dispersion curves are locally linear near critical
frequencies and that low frequency behaviour is replicated at these critical, high, frequen-
cies. The homogenisation approach, for the standing wave frequencies near the edges of the
Brillouin zone, accurately replaces the periodic medium and the precise manner in which
this is achieved then opens the way to future numerical implementation of this technique to
scattering problems.
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3.1 Introduction
The exciting and topical field of metamaterials offers to revolutionise optics and acoustics
through negative refraction, invisibility, cloaking, shielding and otherwise moulding the
propagation of light and sound. A key canonical problem is the reflection of waves by
a periodic laminate and, for instance, a component of some models of invisibility cloaks
[103, 113] is the intimate knowledge of the low frequency homogenised effective properties
of a semi-infinite layered medium which is then joined with transformation optics/acoustics
[25] to create a cloak. Analysis of acoustic cloaks based on the homogenisation of periodi-
cally layered materials reveals the conditions that these materials should satisfy to achieve
minimum or zero penetration in the cloaked region. In the case of an acoustic cloak, dynam-
ical mass anisotropy is required, which can only be obtained by using artificial materials
such as acoustic metamaterials or metafluids. As demonstrated by Cummer and Schurig
[25], the existence of transformation-type solutions for the two-dimensional acoustic equa-
tions with anisotropic mass suggests that the realisation of acoustic cloaking is feasible.
Our aim here is to use the recent high frequency homogenisation theory [23] to explore
effective medium methodologies for this reflection and transmission problem beyond the
low frequency limit.
Homogenisation theory is a route to finding effective media and, for low frequencies
or for high contrast, Smith, [109], uses it to recover the effective equation for the layered
medium found by [105]. However at higher frequencies, with moderate contrast, there is
a lack of an effective dynamic homogenisation theory. The classical well-trodden route
to replace a microstructured medium with an effective continuum representation is ho-
mogenisation theory and this is detailed in, for instance, [10, 12, 93, 104] and essentially
relies upon the wavelength being much larger than the microstructure. Unfortunately, many
applications are away from this limit and this motivated the development of high frequency
homogenisation (HFH) in [23]. HFH breaks free of the low frequency long-wave limitation
and, for bulk media, creates effective long-scale equations that encapsulate the microstruc-
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tural behaviour, which can be upon the same scale as the wavelength, through integrated
quantities. The methodology relies upon there being some basic underlying periodic struc-
ture so that Bloch waves and standing wave frequencies encapsulate the multiple scattering
between elements of the microstructure on the short scale, and this is then modulated by
a long-scale function that satisfies an anisotropic frequency dependent partial differential
equation. The HFH theory of [23] is not alone: There is considerable interest in creating
effective continuum models of microstructured media, in various related fields, that also
attempt to break free from the conventional low frequency homogenisation limitations: for
instance, Bloch homogenisation [4, 15, 19, 44]. There is also an associated literature on de-
veloping homogenised elastic media, with frequency dependent effective parameters, also
applied to periodic media [87, 91]. Indeed these methodologies have been applied to the
same canonical problem as covered by the present chapter, in [106, 112], with main focus
on the response for the lower dispersion curves.
The HFH approach has been successfully applied to acoustics/electromagnetics [7, 22],
elastic plates that support bending waves [6], frames [90] and to discrete media [24]. The
advantage of having an effective equation for a microstructured bulk medium or surface
is that one needs to no longer model the detail of each individual scatterer, as they are
subsumed into a parameter on the long-scale, and attention can then be given to the over-
all physics of the structure and one can identify, or design for, novel physics. Having
successfully generated effective equations, and verified their accuracy versus infinite pe-
riodic media, it is natural to move to modelling finite domains. Although there has been
some success in this direction, a key point that is glossed over in these articles, is how
to apply boundary conditions on the long-scale equations that correctly match a block of
homogenised material to an exterior domain. The model reflection/transmission problem
considered here uncovers exactly how this should be done and this is an important detail
for numerical implementations of HFH.
Reflection and transmission by a semi-infinite layered medium is a classical problem
in wave mechanics and an elegant solution via transfer matrices is possible which was
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Transmitted Bloch
Incoming
Reflected
Figure 3.1: The geometry under consideration: an incoming plane wave incident upon a
semi-infinite slab of periodic medium that is to be represented by a homogenised contin-
uum.
explored in acoustics by [105] and by others, notably in electromagnetics in [118]: an up
to date exposition of transfer matrices, and their applications, is in [77]. For the simple
semi-infinite layered medium it turns out, as we shall see later, that an explicit solution
for the reflection and transmission properties can be found: nonetheless the transfer matrix
formalism remains useful.
We illustrate the efficiency of the dynamic, high frequency, homogenisation theory of
[23] for reflection/transmission problems in the simplest setting: a semi-infinite periodic
string, where the periodic cell is a bilayer that only varies piecewise in the density and each
portion is of equal length, adjoining a semi-infinite perfect string. This is the canonical
problem for waves incident (at an angle) on a stack, with varying stiffnesses or widths
within the cell, and these extra details can be worked out, but the algebra obscures the main
ideas. Therefore we primarily choose to explore the theory via a one-dimensional example.
The plan of this paper is as follows. Initially, in section 3.2 an exact solution to the one-
dimensional reflection/transmission problem of a semi-infinite periodic string is derived
by employing a transfer matrix method and verified by a solution constructed from the
displacements at the endpoints of the cell. In section 3.3 dynamic HFH is utilised to pro-
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duce an effective equation in the macroscale encapsulating the microstructural properties
of the medium. The high degree of accuracy of the asymptotics is shown by comparison
to the exact solution obtained in the previous section. Dynamic HFH is implemented also
to investigate the degenerate case of repeated solutions, which in particular cases exhibits
similar characteristics to the low frequency asymptotics. In section 3.4 we apply the theory
to a finite slab and compare exact solutions with asymptotics. Analytical and asymptotic
solutions are obtained again in section 3.5 for the same periodic semi-infinite structure as
in section 3.2, but with waves coming in at a non-normal angle of incidence, unlike in
previous sections. Some concluding remarks are furnished in section 3.6.
3.2 Formulation
Our aim is to extract the exact solution for the semi-infinite stack of layers; an essential
ingredient is the dispersion relation for an infinite periodic array (see Fig. 3.1). We briefly
recap the properties of a laminate stack with density variation (equivalent to a piecewise
string), [20], with
uxx +
ω2
cˆ2(x/l)
u = 0 for x > −1, (3.1)
where cˆ(x/l) = c0c(x/l) is the wave speed and ω is the frequency. We define ξ = x/l,
with l = 1 in this case, and an elementary cell as −1 ≤ ξ < 1, that periodically repeats. In
−1 ≤ ξ < 0 we have uξξ + Ω2u = 0 and in 0 ≤ ξ < 1 we have uξξ + r2Ω2u = 0, where
Ω = ωl/c0 is the non-dimensional frequency and r is a positive constant, r ∈ R+. For an
infinite array this elementary cell is all that is required together with quasi-periodic Floquet-
Bloch conditions on ξ = ±1, i.e. u(−1) = exp(i2￿κ)u(1) and uξ(−1) = exp(i2￿κ)uξ(1)
with 2￿ being the relative width of the elementary cell. The parameter κ, called the Bloch
wavenumber (here rescaled due to the length scales chosen), characterises the phase shift
from one cell to the next and is related to the frequency Ω through an explicit dispersion
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relation [61]
2r[cosΩ cos rΩ− cos 2￿κ]− (1 + r2) sinΩ sin rΩ = 0. (3.2)
To approach the semi-infinite array we briefly utilise the transfer matrices that appear in
several different guises; the elements of the scattering matrix of a wave propagation prob-
lem can be expressed in terms of the elements of the transfer matrix, and, equivalently, the
other way around [2]. The transfer matrix formalism is useful in calculating reflection and
transmission properties of wave propagation in periodic media, revealing information about
the band structure characterising electronic systems, photonic crystals, phononic crystals
and other materials [77].
We create a vector v = (u, uξ/iΩ)T and connect the field at either end of a cell via
v(1) = Qv(−1). (3.3)
with the transfer matrix
Q =
 cosΩr cosΩ− 1r sinΩr sinΩ i[cosΩr sinΩ+ 1r sinΩr cosΩ]
i[cosΩr sinΩ+ r sinΩr cosΩ] cosΩr cosΩ− r sinΩr sinΩ
 . (3.4)
The dispersion relation (3.2) is deduced from this transfer matrix approach as, for Bloch
waves, v(1) = exp(i2￿κ)v(−1) so (Q− exp(i2￿κ)I)v(−1) = 0 and (3.2) is equivalent to
det[(Q− exp(i2￿κ)I)] = 0, where I is the identity matrix.
The transfer matrix allows one to move effortlessly along the array, for instance given
v(−1) then v(2N − 1) = QNv(−1). Taking qij to be the elements of the matrix Q the
Chebyshev identity [77, 118], gives
QN =
q11UN−1 − UN−2 q12UN−1
q21UN−1 q22UN−1 − UN−2
 (3.5)
Chapter 3. Reflection from a semi-infinite stack of layers using homogenisation 61
where
UN =
sin(N + 1)2￿κ
sin 2￿κ
. (3.6)
The matrix Q has a determinant of unity, and is diagonalised so that Q = V ΛV −1 with Λ
being the diagonal matrix of the eigenvalues λ1 and λ2, and V being the matrix created by
the eigenvectors belonging to the eigenvalues. Using this decomposition ofQ for the entire
array, we have
QN = V diag[exp(i2￿κN), exp(−i2￿κN)]V −1. (3.7)
The eigenvalues λ1 and λ2 can either be real with |λ1| < 1 and |λ2| > 1 leading to expo-
nential decay, or complex conjugates such that |λ1| = |λ2| = 1 allowing propagation along
the layered medium. In the case of a pair of complex conjugates, we have to introduce a
small amount of dissipation to the frequency, Ω = Ωˆ+ i￿ for 0 < ￿￿ 1 so that the system
is perturbed and the waves decay at infinity, making it possible for us to get the propagation
direction of the waves correctly [105].
The periodic medium is now taken to be semi-infinite lying in x > −1, and we join
this to a semi-infinite string uxx + Ω2r20u = 0 for x < −1 with r0 constant. Assuming an
incident wave of unit amplitude from minus infinity and a reflected wave with reflection
coefficientR, then v(−1) is
v(−1) =
 1 1
r0 −r0
 1
R
 . (3.8)
Combining v(2N − 1) = QNv(−1) with (3.8), we get
v(2N − 1) = QN
 1 1
r0 −r0
 1
R
 . (3.9)
Thence, as in [105], assuming λ1 is the complex eigenvalue such that |λ1(￿)| < 1, we
simulate the loss occurring in any propagating problem, as mentioned earlier. Then, taking
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the limit of v(2N − 1) as N →∞ to be equal to zero and to satisfy |λ2(￿)| > 1, we obtain
R = 1− χ
1 + χ
, χ =
q21
r0(λ1 − q22) . (3.10)
This is the traditional way, [105], of treating the semi-infinite array, but a more direct
alternative is to note that everything can be written in terms of the displacements at the
endpoints of the cell [90] and this then becomes a fully discrete lattice problem. These
discpacements at the endpoints (or edges) of the repeating cell are represented by u2N−1,
u2N and u2N−1 with N = 0, 1, 2, ..., which is due to the periodicity of the structure. By
setting N = 0, the endpoints of the elementary cell defined earlier by −1 ≤ ξ < 1 are
recovered. Propagating solutions in x > −1, if we set u(−1) = T , are of the form
u(2N − 1) = T exp(±i2￿κN): the Bloch wavenumber being related to the frequency via
(3.2). An important nuance is that of the sign in the exponential which is positive (negative)
for those dispersion branches with positive (negative) group velocity. Using the endpoints
we find that ux(2N − 1) is given by
ux(2N − 1) = Ω
sinΩ
￿
−u2N−1 cosΩ+ u2N−1 sinΩr + ru2N+1 sinΩ
cosΩ sinΩr + r cosΩr sinΩ
￿
. (3.11)
One then uses continuity of u and ux across x = −1 so the reflection and transmission
coefficients are related via
1 +R = T , (3.12)
ir0(1−R) = T
sinΩ
￿
− cosΩ+ sinΩr + re
±i2￿κ sinΩ
cosΩ sinΩr + r cosΩr sinΩ
￿
, (3.13)
together these give an explicit solution forR and T .
Our aim is, given this exact solution, to determine whether or not one can replace
the semi-infinite periodic slab with an effective medium description that is valid for high
frequencies and recover accurate asymptotic representations forR, T and the field. This is
the fundamental canonical question that, when answered, opens up the application of high
frequency homogenisation to a host of scattering problems.
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3.3 Homogenisation
Homogenisation, from our perspective and for material constants of order unity, falls into
two categories: that of the classical long-wave low frequency model and the high frequency
homogenisation presented by [23]. We consider both cases here, with more emphasis upon
the latter.
The implicit assumption is that there is a small scale, characterised by l, and a long
scale characterised by L where ￿ = l/L ￿ 1. The two new spatial variables ξ and X
are treated as independent quantities. The two-scale nature of the problem is incorporated
using the small and large length scales to define two new independent coordinates namely
X = x/L, and ξ = x/l, where l is taken unity here; this is the method of multiple scales.
Equation (3.1) then becomes,
uξξ +
Ω2
c2(ξ)
u+ ￿2uXX + 2￿uξX = 0 (3.14)
with c(ξ) = 1/r for 0 ≤ ξ < 1 and c(ξ) = 1 for −1 ≤ ξ < 0 where u(x) has become
u(ξ, X) with ξ andX treated as independent variables. On the short-scale one can identify
standing wave solutions at critical frequencies and these solutions are in-phase (periodic)
across the elementary cell, so u(1, X) = u(−1, X) and uξ(1, X) = uξ(−1, X) or alterna-
tively out-of-phase across the periodic cell in a straightforward manner [23]; for these we
have u(1, X) = −u(−1, X) and uξ(1, X) = −uξ(−1, X). Both cases can be dealt with
using the methodology that we present, but we only give results for the periodic cases in
detail. This assumption of periodicity on the short-scale then fixes the boundary conditions
on the short-scale.
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3.3.1 Low frequency asymptotics
At low frequencies, Ω2 = ￿2Ω22 + ..., we have long waves, and the conventional low fre-
quency viewpoint, and adopt the ansatz for u that
u(ξ, X) = u0(ξ, X) + ￿u1(ξ, X) + ￿
2u2(ξ, X) + . . . (3.15)
The term containing u1(ξ, X) in equation (3.15) is omitted from here onwards since the
perturbation is scaled to be of O(￿2). This is due to the fact that Ω ￿ 1 as it lies in the
low frequency regime. Inserting this ansatz into the governing equation, a hierarchy of
equations ensues:
u0ξξ = 0, 2u0ξX = 0, u2ξξ = −
￿
u0XX +
Ω22
c2(ξ)
u0
￿
(3.16)
that are solved order-by-order together with the periodic boundary conditions; ui(1, X) =
ui(−1, X) and uiξ(1, X) = uiξ(−1, X) for i = 0, 1, 2, .... As this is a simple one-
dimensional problem, it is possible to impose boundary conditions forced by the period-
icity of the structure. However, periodic problems in higher dimensions may not satisfy
such conditions due to the rise of a boundary layer. In this case the method of matched
asymptotic expansions would be consider for treating the boundary layer phenomenon.
The leading order equation implies that u0(ξ, X) = f(X). This has the important
corollary that the leading order field does not vary at all on the ξ scale, i.e. it is constant
in each periodic cell in the periodic setting. Herein lies the inherent limitation of the tradi-
tional theories which cannot incorporate any local microscale variation. Continuing up the
orders, and invoking solvability, one eventually arrives at
fXX +
￿
1
c2
￿
Ω22f = 0, where
￿
1
c2
￿
=
1
2
￿ 1
−1
1
c2(ξ)
dξ. (3.17)
Unfortunately the knowledge of u0 (equivalently f ) is not sufficient to find the asymptotic
reflection coefficient and one has to proceed to u2.
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Since we derived an expression for u0, we attempt to find one for u2, eventually leading
to more accurate asymptotic solutions at higher frequencies near the edges of the Brillouin
zone where there is a repeated eigenvalue and the dispersion curves are linear. By integrat-
ing (3.16) twice and applying continuity conditions
u2(ξ, X) =
−(fXX + r
2Ω22f)
ξ2
2 + αξ for 0 ≤ ξ < 1
−(fXX + Ω22f) ξ
2
2 + αξ for − 1 ≤ ξ < 0
(3.18)
where α = Ω22(r2 − 1)u0/4 and fXX = −Ω22(r2 + 1)f/2. Finally, we arrive at
u(ξ, X) ∼ f(X) + ￿2u2(ξ, X) (3.19)
∼ f(X)[1 + ￿2Ω22
(r2 − 1)
4
ξ(ξ + 1)] for − 1 ≤ ξ < 0 (3.20)
∼ f(X)[1 + Ω2 (r
2 − 1)
4
ξ(ξ + 1)] for − 1 ≤ ξ < 0. (3.21)
Scaling back to the original variable, we have ξ = x and X = ￿x. In order to match the
semi-infinite periodically layered strip with the semi-infinite perfect strip we consider the
following in x < −1
u = exp(iΩr0(x+ 1)) +R exp(−iΩr0(x+ 1)) (3.22)
and in x > −1
u = T
￿
1+Ω2
(r2 − 1)
4
x(x+1)
￿
f(x) with f(x) = exp
￿
iΩ
￿
(1 + r2)
2
￿1/2
(x+ 1)
￿
.
(3.23)
Continuity of u and ux at the junction gives the reflection coefficient, R, as R = (1 −
χ)/(1 + χ) where χ = [
￿
(1 + r2)/2 + iΩ(1− r2)/4]/r0. Low frequency asymptotics are
illustrated in Fig. 3.2, 3.5, 3.6 and 3.7.
Fig. 3.7 shows the short-wave behaviour near to the origin, a periodic standing wave
and an anti-periodic standing wave, which is given by the exact transfer matrix solution
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and modulated by the long-scale function f(x) (in Fig. 3.7(a) by equation (3.23) and in
Fig. 3.7(b) and (c) by equation (3.49)). Comparing Fig. 3.7(a) to Fig. 3.7(c), a revelatory
observation is made: the long-scale displacements occurring at a frequency near to the
origin are repeated periodically at higher frequencies. Hence, the low frequency asymptotic
solution can be translated to a particular higher frequency, i.e. Ω0 = 4π, and still be in
perfect agreement with the exact solution at that frequency as it exhibits low frequency-
like behaviour.
3.3.2 High frequency homogenisation
More interesting is the HFH limit, where the following ansatz is taken [23]:
Ω2 = Ω20 + ￿Ω
2
1 + ￿
2Ω22 + . . . (3.24)
u(ξ, X) = u0(ξ, X) + ￿u1(ξ, X) + ￿
2u2(ξ, X) + . . . (3.25)
and substituted in (3.14), where c = 1/r for 0 ≤ ξ < 1 and c = 1 for −1 ≤ ξ <
0. A hierarchy of equations for ui(ξ, X), with associated boundary conditions from the
periodicity in ξ is obtained, and solved from the lowest order up. At leading order, the
solution is
u0ξξ +
Ω20
c2(ξ)
u0 = 0 (3.26)
which has a solution of the form u0(ξ, X) = f(X)U0(ξ;Ω0) and Ω0 is a standing wave
frequency and U0(ξ;Ω0) is the associated Bloch eigenfunction:
(−r sinΩ0 + p cosΩ0)U0(ξ;Ω0) =
sin rΩ0ξ + p cos rΩ0ξ for 0 ≤ ξ < 1r sinΩ0ξ + p cosΩ0ξ for − 1 ≤ ξ < 0
(3.27)
where p = (r sinΩ0±sin rΩ0)/(cosΩ0∓cos rΩ0)with the upper/lower signs for periodic/anti-
periodic cases respectively. U0 is arbitrary up to a multiplicative constant and for definite-
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ness we normalise it to be unity at ξ = −1.
Continuing to next order, as in [23], we identify u1(ξ, X) by introducing a function
W1(ξ;Ω0) as
W1(ξ;Ω0) =
sin rΩ0ξ for 0 ≤ ξ < 1r sinΩ0ξ for − 1 ≤ ξ < 0, (3.28)
and then to order ￿ the periodic case is
u(ξ, X) = f(X)U0(ξ;Ω0) + ￿fXU1(ξ;Ω0) (3.29)
where U1(ξ;Ω0) is
U1(ξ;Ω0) =
￿
2
W1(ξ;Ω0)
sin rΩ0 + r sinΩ0
− ξU0(ξ;Ω0)
￿
(3.30)
the anti-periodic case is virtually identical. By orthogonality, Ω1 is set to zero.
Assuming that the eigenvalues are isolated and simple, then, from O(￿2), an ordinary
differential equation (ODE) for f(X) emerges as
TfXX + Ω
2
2f = 0 (3.31)
where T is given explicitly as
T = ±4Ω0 sinΩ0 sinΩ0r
(r sinΩ0 ∓ sin rΩ0)(cosΩ0 ∓ cos rΩ0) (3.32)
with upper (lower) signs for the periodic (anti-periodic) standing wave frequencies Ω0 and
the sign of T gives the group velocity direction automatically. The example of a piecewise
string is attractive as it is one-dimensional and explicitly solvable. The coefficient T is
found by an integral over the elementary cell −1 ≤ ξ < 1 in ξ. As shown in [23] this ODE
captures the asymptotics of the dispersion relation accurately and models the long-scale
behaviour of the effective string. We now need to attach it to the semi-infinite string in
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Figure 3.2: The absolute value of the reflection coefficient versus frequency in panel (a)
with the associated dispersion curves in panel (b): we chose r = 1/3 and r0 =
√
5/3. The
dispersion curves and reflection coefficient repeat periodically in Ω with period 3π: solid
lines represent the exact solutions. In panel (a) the asymptotic results for single eigenvalues
and repeated roots are dashed and dotted lines respectively. In panel (b) the asymptotics
are represented by small dots and dashed lines for the anti-periodic and periodic cases,
respectively. The large dots show the low frequency asymptotics (see section 3.3.1), and
the repeated solutions at Ω = 3π are shown by crosses (see section 3.3.3).
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Figure 3.3: The absolute value of the reflection coefficient versus frequency and the asso-
ciated part of the dispersion diagram are shown as an enlargement of that in Fig. 3.2(a)
where, again, the asymptotics are shown as dashed and dotted lines.
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Figure 3.4: The real part of u for ￿ = 1/2 in panel (a) for Ω0 = 5.47 (frequency Ω =￿
Ω20 + ￿
2) and in panel (b) for Ω0 = 11.128 (frequency Ω =
￿
Ω20 + ￿
2). To the right
of x = −1 the solid line represents the exact solution. The locally periodic and anti-
periodic spatial behaviour associated with the short-scale is readily identified, in (a) and
(b) respectively. The long-scale behaviour given by the asymptotic envelope function f(x)
(see section 3.3.2), is depicted by crosses. For x < −1 the rapidly oscillatory field is shown
as the solid line. These displacements are shown for r = 1/3 and r0 =
√
5/3. Panels (c)
and (d) are enlargements of the first and second nodal points in panel (b).
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Figure 3.5: The real part of u is shown for three frequencies: Ω = 0.1 and two frequencies
close to the repeated roots at Ω0 = 3π are shown in panels (a), (b) and (c), respectively.
To the right of x = −1 the solid line shows the exact solution. The long-scale behaviour
given by the asymptotic envelope function f(x) (see section 3.3.3 and 3.3.1), is depicted
by crosses. For x < −1 the rapidly oscillatory field is shown as the solid line. These
displacements are shown for r = 1/3 and r0 =
√
5/3.
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Figure 3.6: The absolute value of the reflection coefficient versus frequency in panel (a)
with the associated dispersion curves in panel (b): we chose r = 2 and r0 =
￿
5/2. The
dispersion curves and reflection coefficient repeat periodically in Ω with period 2π and π
respectively: solid lines represent the exact solutions. In panel (a) the asymptotic results
for single eigenvalues and repeated roots are dashed and dotted lines respectively. In panel
(b) the asymptotics are represented by small dots and dashed lines for the anti-periodic
and periodic cases, respectively. The large dots show the low frequency asymptotics (see
section 3.3.1), and the repeated solutions at Ω = π and Ω = 2π are shown by crosses (see
section 3.3.3).
Chapter 3. Reflection from a semi-infinite stack of layers using homogenisation 73
0 20 40 60 80
−1
0
1
x
R
ea
l(u
)
(a) Ω=0.1
0 20 40 60 80
−1
0
1
x
R
ea
l(u
)
(c) Ω=2pi+0.1
0 20 40 60 80
−1
0
1
x
R
ea
l(u
)
(b) Ω=pi+0.1
Figure 3.7: The real part of u is shown for three frequencies: Ω = 0.1 and values close to
the repeated roots Ω0 = π and Ω0 = 2π (frequency Ω = Ω0 + 0.1) are shown in panels (a),
(b) and (c), respectively. The solid line represents the exact solution and locally periodic
behaviour is identified in panels (a) and (c) and an anti-periodic in panel (b). The long-scale
behaviour, given by the asymptotic envelope function f(x) (see section 3.3.3 and 3.3.1), is
depicted by crosses. For x < −1 the rapidly oscillatory field is shown as the solid lines.
These displacements are shown for r = 2 and r0 =
￿
5/2.
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Figure 3.8: The real part of u around the second and the third nodal points of Fig. 3.7(b)
are shown as enlargements in panels (a) and (b), respectively. The solid line represents the
exact solution and the crosses give the asymptotics. These displacements are shown for
Ω = π + 0.1, r = 2 and r0 =
￿
5/2.
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x < −1 and to do this we first transform (3.31) back into the x coordinate so
fxx +
(Ω2 − Ω20)
T
f = 0 (3.33)
and so the field in the piecewise string has
f(x) = exp
￿
sgn(T )i
￿
(Ω2 − Ω20)
T
￿ 1
2
(x+ 1)
￿
. (3.34)
To apply the boundary conditions at x = −1 the HFH result for u (3.29) is transferred back
into the x coordinate and is renamed Uasy(x) and the field is
u(x) =
TasyUasy(x)
Uasy(−1) (3.35)
where we normalise for convenience so that u(−1) = Tasy. Moving back to the single
variable x removes ￿ explicitly from the displacement field, the reason we have gone to
second order in the expansion for u is that this is necessary for consistency when generating
the derivative ux = uξ + ￿uX .
The string in x < −1 has solution (3.22) and applying the continuity conditions at
x = −1 gives the asymptotic relations that 1 +Rasy = Tasy and
iΩr0(1−Rasy) = TasyUasyx(−1)
Uasy(−1) (3.36)
where
Uasyx(−1) = U0ξ(−1;Ω0) + ￿fX(−1) + ￿2fXX(−1)U1(−1;Ω0) + ￿fX(−1)U1ξ(−1;Ω0),
(3.37)
and then solving these gives the asymptotic reflection and transmission coefficients Rasy,
Tasy.
To summarise, the HFH methodology requires the standing wave frequencies and asso-
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ciated Bloch eigensolutions to be identified at the edges of the Brillouin zone. Given this
information the homogenised long-scale is governed by the function f that comes from
(3.31) which contains the microstructural information through the coefficient T . This is
then connected to the semi-infinite perfect string through the continuity conditions, that is,
u and ux are continuous at the join, which does require the short-scale information which is
captured by the Bloch eigenfunction. This systematic process leads to achieving accurate
interfacial matching of the two materials. The algebra is slightly too lengthy to repeat here,
but is completely tractable andRasy and Tasy are found explicitly from (3.36) and are now
compared to the exact solutions.
We now show the comparison of this HFH theory to the exact solution to gauge its
accuracy. It is worth noting that repeated roots, discussed later, occur when r or 1/r are
integer and the resulting dispersion curves are locally linear. We choose to illustrate the
results for r = 1/3 and r0 =
√
5/3 (see Fig. 3.2) as this shows the linear dispersion
behaviour at frequencies that are integer multiples of 3π and the reflection coefficient is
zero there, |R| = 0. We also show some results for r = 2 with r0 =
￿
5/2 (see Fig. 3.6)
as the linear behaviour occurs for both anti-periodic and periodic standing waves, more
typically if r or 1/r are non-integer there is no linear behaviour and no repeated roots. In
all cases the HFH asymptotics perform very well with a typical set of asymptotes shown in
Fig. 3.3.
We choose to discuss Fig. 3.2 in detail, which shows the magnitude of the reflection
coefficient versus frequency in Fig. 3.2(a) and the corresponding dispersion curves in Fig.
3.2(b). The effect of the stop bands in Fig. 3.2(b) is clearly seen in Fig. 3.2(a) with perfect
reflection occurring for frequencies within these ranges. The case is chosen to have zero
reflection with r0 =
￿
5/3, i.e. perfect transmission at Ω = 0, 3π, ... and the problem is
3π periodic in Ω as r = 1/3. The asymptotics of the dispersion curves are given, for the
periodic case, by
Ω ∼ Ω0 + (￿κ)2 T
2Ω0
, (3.38)
and a similar formula for the anti-periodic case, which follow from the HFH equation (3.33)
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c.f. [23], which are shown in Fig. 3.2(b). The corresponding asymptotics for the reflection
coefficient using (3.38) are shown in Fig. 3.2(a) and in more detail in Fig. 3.3.
The corresponding displacement field is shown in Fig. 3.4 for the real part of u for
the exact solution and asymptotic HFH theory, with similar accuracy for the imaginary
parts (not shown), for two frequencies. Fig. 3.4(a) is for a frequency near to a periodic
standing wave and Fig. 3.4(b) near to an anti-periodic standing wave. The choice of a large
￿, ￿ = 1/2, is meant to indicate how well the asymptotics perform relatively far from the
exact standing wave frequency about which they were developed. In Fig. 3.4(a) the short-
wave behaviour overlaps with the long-scale f(x) behaviour shown by crosses, as there are
no oscillations. While in Fig. 3.4(b) the oscillatory behaviour observed in the microscale
is accurately modulated by the envelope function f(x) in the macroscale. In both cases
the high frequency nature of the problem is emphasised by the field in the perfect string
which is highly oscillatory. Fig. 3.4(c) and (d) allow us to clearly see that the asymptotics
(crosses) are capable of enclosing the short-scale oscillations even at the nodal points in
Fig. 3.4(b). It is worth noting that the precise attachment conditions that we identified
earlier, in a systematic way, for the asymptotics are very important as they set the correct
phase and amplitude at the join.
In Fig. 3.5 the displacement given by the real part of the wavefunction at frequencies
close to those showing perfect transmission is identical on the long-scale. This insightful
observation coming from HFH suggests that the physics related to frequencies near to the
origin can be used to interpret the same behaviour occurring at higher frequencies. Indeed
one can generalise this, as shown in Fig. 3.6 and Fig. 3.7, for the choice of material
parameters r = 2, r0 =
￿
5/2; as mentioned earlier, if r is a non-integer there is no
linear behaviour and no repeated roots. In this case one obtains repeated roots with locally
anti-periodic behaviour at Ω = π, see Fig. 3.6(b), but with the same long-scale envelope
function as the low frequency and periodic repeated roots case: the resultant displacement
fields demonstrating this are shown in Fig. 3.7. Fig. 3.8(a) and (b) allow us to take a closer
look at what is happening in the region of a couple of nodal points in Fig. 3.7(b). It appears
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that the envelope function (crosses), derived from the asymptotics, modulates quite well
the behaviour in the short-scale.
As we have seen repeated eigenvalues occur and have interesting consequences. For the
infinite periodic case this is treated in [23] and we now generate the asymptotic changes
required for the semi-infinite array.
3.3.3 Asymptotics for repeated roots
For the degenerate case of a double root the leading order solution, u0(ξ, X), must consist
of two linearly independent periodic solutions
u0(ξ, X) = f
(1)(X)U (1)0 (ξ;Ω0) + f
(2)(X)U (2)0 (ξ;Ω0). (3.39)
By imposing continuity conditions at ξ = 0, we deduce the following leading order solu-
tions
U (1)0 (ξ;Ω0) =
sin rΩ0ξ for 0 ≤ ξ < 1r sinΩ0ξ for − 1 ≤ ξ < 0 (3.40)
U (2)0 (ξ;Ω0) =
p cos rΩ0ξ for 0 ≤ ξ < 1p cosΩ0ξ for − 1 ≤ ξ < 0 (3.41)
for p = (r sinΩ0±sin rΩ0)/(cosΩ0∓cos rΩ0)with the upper/lower signs for periodic/anti-
periodic cases respectively.
Proceeding to the equation of order ￿ and applying the compatibility condition to it,
two coupled ODEs for f (1,2)(X) are derived from which the eigenvalue correction Ω21 is
obtained. The coupled equations [23] are
2f (i)X
￿ 1
−1
U (j)0 U
(i)
0ξ dξ + Ω
2
1
￿ 1
−1
￿
f (j)U (j)20 + f
(i)U (i)0 U
(j)
0
￿ dξ
c2(ξ)
= 0 (3.42)
where i, j = 1, 2 and i ￿= j. One can go one stage further and computing the integrals we
Chapter 3. Reflection from a semi-infinite stack of layers using homogenisation 79
obtain
I1 =
￿ 1
−1
U (1)0 U
(2)
0ξ dξ = −prΩ0
￿
1− sin 2Ω0
4Ω0
− sin 2rΩ0
4rΩ0
￿
, (3.43)
I2 =
￿ 1
−1
U (2)0 U
(1)
0ξ dξ = prΩ0
￿
1 +
sin 2Ω0
4Ω0
+
sin 2rΩ0
4rΩ0
￿
, (3.44)
I3 =
￿ 1
−1
U (1)20
dξ
c2(ξ)
= r2
￿
1− sin 2Ω0
4Ω0
− sin 2rΩ0
4rΩ0
￿
, (3.45)
I4 =
￿ 1
−1
U (2)20
dξ
c2(ξ)
= p2
￿(1 + r2)
2
+
sin 2Ω0
4Ω0
+
sin 2rΩ0
4rΩ0
￿
, (3.46)
I =
￿ 1
−1
U (1)0 U
(2)
0
dξ
c2(ξ)
=
pr
4Ω0
(cos 2Ω0 − cos 2rΩ0). (3.47)
Evaluation of the above integrals allows the calculation of the correction term Ω1. As an
example, we now consider the repeated root Ω0 = 3π, as shown in Fig. 3.2, and have
r = 1/3 for which we have I1 = −pπ, I2 = pπ, I3 = 1/9, I4 = 10p2/18 and I = 0. In
general the ODEs decouple to give
4I1I2f
(1)
XX − Ω41I3I4f (1) = 0 and f (2) = f (1). (3.48)
The important point being that we now have effective equations for the repeated root cases.
In general, the asymptotic envelope function f (1)(x) for propagating solutions follows as
f (1)(x) = exp
￿
sgn(T )i
￿
(Ω2 − Ω20)√
T
￿
(x+ 1)
￿
(3.49)
with T = −4I1I2/(I3I4). The effectiveness of the asymptotics for repeated roots is illus-
trated in Fig. 3.5 and 3.7.
Returning to the Floquet-Bloch conditions, f (1)(X) ∼ exp(iκX), and Ω21 = 18πκ/
√
5
and hence we obtain
Ω ∼ 3π ± 3￿κ√
5
, (3.50)
which is the linear asymptote presented in Fig. 3.2(b). The same approach is used success-
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fully for different values of Ω and r as shown in Fig. 3.6(b).
3.4 Reflection from a finite number of stacks
Finite regions are a more stringent test upon the methodology, we now extract the exact
solution for a finite stack of periodic layers inserted in an infinite homogeneous strip; the
key is matching the periodic stack at both ends to the homogeneous material by imposing
boundary conditions. This is then compared to the asymptotics.
To approach the finite array we again briefly utilise transfer matrices with vector v =
(u, uξ/iΩ)T and connect the field at the end of a cell where ξ = −1 via
v(1) = P2P1v(−1) = Qv(−1), (3.51)
with Q given by (3.4), and at the other end, ξ = 2N − 1, via
v(2N − 1) = QNv(−1), (3.52)
with
P1 =
 cosΩ i sinΩ
i sinΩ cosΩ
 , P2 =
 cosΩr ir sinΩr
i
r sinΩr cosΩr
 , (3.53)
The transfer matrix, Q, allows one to move effortlessly along the bilayers. We consider
each end of the periodic stack independently and then solve simultaneously. At x = −1,
the periodic stack is attached to a semi-infinite homogeneous strip uxx + Ω2r20u = 0 for
x < −1with r0 constant. Assuming an incident wave of unit amplitude from minus infinity
and a reflected wave with reflection coefficientR then v(−1) is
v(−1) =
 1 1
r0 −r0
 1
R
 = B0
 1
R
 . (3.54)
Chapter 3. Reflection from a semi-infinite stack of layers using homogenisation 81
Thence, as in [105] one obtains
v(1) = QB0
 1
R
 . (3.55)
The other end of the periodic stack, x = 2N − 1, is again joined to a semi-infinite homoge-
neous strip uxx+Ω2r20u = 0 for x > 2N − 1 with r0 constant. In this field we need only to
consider a transmitted wave characterised by a transmission coefficient T . The boundary
conditions to be satisfied are given by
v(2N − 1) =
1 1
1 ir0
 0
T
 = A0
 0
T
 . (3.56)
By combining (3.55) with (3.56), we deduce the following system of equations withR
and T both being unknown 0
T
 = A−10 QNB0
 1
R
 = M
 1
R
 . (3.57)
The reflection coefficient,R, is found byR = −m11/m12 withm11 andm12 being entries
of matrixM .
Turning to the asymptotic methodology; the long-scale field in the piecewise string has
the form
f(x) = A1 exp
￿
sgn(T )i
￿
(Ω2 − Ω20)
T
￿ 1
2
(x+ 1)
￿
+A2 exp
￿
−sgn(T )i
￿
(Ω2 − Ω20)
T
￿ 1
2
(x− (2N − 1))
￿
. (3.58)
The first term in (3.58) vanishes at x = −1 and can be viewed as the resulting transmit-
ted wave with transmission coefficient A1 after the incident wave, propagating from the
left hand-side to the right hand-side, hits the first boundary (x = −1). This wave then
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reaches the second boundary at the other end of the periodic strip, x = 2N − 1, which
causes a reflected wave of amplitude A2 to travel back along the periodic strip and a new
transmitted wave along the homogeneous strip. The second term in (3.58) disappears at the
second boundary x = 2N − 1. The boundary conditions are applied in a straighforward
generalisation of the semi-infinite case.
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Figure 3.9: The parameters for both (a) and (b) are r = 1/3, r0 = 0.5 and the number of
bilayers is N = 10. The dashed line represents the asymptotics and the solid line depicts
the transfer matrix solution.
The comparison of the HFH theory to the exact solution is shown in Fig. 3.9 and
3.10. In Fig. 3.9 the magnitude of reflection coefficient versus frequency is illustrated for
parameters r = 1/3 and r0 = 0.5, when a normal incident wave is reflected from a finite
periodic stack of N = 10. The asymptotics work very well and in order to see how well
they do so we have to look at the blow-up near Ω = 6.6170, Fig. 3.9(b).
Increasing the number of bilayers toN = 20, Fig. 3.10, denser oscillations are observed
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Figure 3.10: The parameters for both (a) and (b) are r = 1/3, r0 = 0.5 and the number of
bilayers is N = 20. The dashed line represents the asymptotics and the solid line depicts
the transfer matrix solution.
at propagating wave frequencies while the asymptotics seem to be performing even better.
The accuracy of the HFH asymptotics in replicating the exact behaviour of the |R| near
standing wave frequencies is clearly demonstrated in the partial enlargement of Fig. 3.10(a)
in Fig. 3.10(b). The asymptotic solution can be improved even further by solving the
equations at higher orders of ￿, i.e. O(￿3), O(￿4).
3.5 Effective medium in two dimensions
Thus far we have assumed that there is normal incidence of waves upon the periodic semi-
infinite medium. We now briefly explore non-normal incidence and the angle of incidence,
θ, is defined as the angle the waves make to the normal. Using a Cartesian coordinate
systemwith y orientated along the interfaces between the strips of material then the solution
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to this two-dimensional problem is of the form
u(x, y) = eiΩβyuˆ(x) (3.59)
where β = sin θ/v and v is the wave velocity in the homogeneous material. The new
equation to be solved is
uˆxx + Ω
2
￿ 1
c2(ξ)
− β2
￿
uˆ = 0 (3.60)
and the β2 alteration is easily incorporated into the asymptotic scheme.
The dispersion relation now reads as
2[cos((1−β2) 12Ω) cos((r2−β2) 12Ω)−cos 2￿κ]− (1− r
2) sin((1− β2) 12Ω) sin((r2 − β2) 12Ω)
(r2 − β2) 12 (1− β2) 12
= 0.
(3.61)
The transfer matrix method is used similarly to before, with the appearance of β in matrix
Q and χ being the only alteration,
Q =
q11 q12
q21 q22
 , (3.62)
q11 = cos((1−β2) 12Ω) cos((r2−β2) 12Ω)−
￿ 1− β2
r2 − β2
￿ 1
2
sin((r2−β2) 12Ω) sin((1−β2) 12Ω),
(3.63)
q12 =
i cos((r2 − β2) 12Ω) sin((1− β2) 12Ω)
(1− β2) 12 +
i sin((r2 − β2) 12Ω) cos((1− β2) 12Ω)
(r2 − β2) 12 ,
(3.64)
q21 = i[((1− β2) 12Ω) cos((r2 − β2) 12Ω) sin((1− β2) 12Ω)
+((r2 − β2) 12Ω) sin((r2 − β2) 12Ω) cos((1− β2) 12Ω)],
(3.65)
q22 = cos((r
2−β2) 12Ω) cos((1−β2) 12Ω)−
￿r2 − β2
1− β2
￿ 1
2
sin((r2−β2) 12Ω) sin((1−β2) 12Ω),
(3.66)
and
χ =
q21
(r20 − β2) 12 (λ1 − q22)
. (3.67)
Chapter 3. Reflection from a semi-infinite stack of layers using homogenisation 85
3.5.1 High frequency homogenisation
HFH is performed on (3.60) in the same manner as in section 3.3.2. The following changes
at each order of ￿ under consideration occur as a result of introducing the angle of incidence,
θ, to the one-dimensional problem. At leading order, the solution becomes
αU0(ξ;Ω0) =
sin((r
2 − β2) 12Ω0ξ) + p cos((r2 − β2) 12Ω0ξ) for 0 ≤ ξ < 1￿
r2−β2
1−β2
￿ 1
2
sin((1− β2) 12Ω0ξ) + p cos((1− β2) 12Ω0ξ) for − 1 ≤ ξ < 0
(3.68)
for α = −((r2 − β2)/(1− β2)) 12 sin((1− β2) 12Ω0) + p cos((1− β2) 12Ω0) and p = (((r2 −
β2)/(1 − β2)) 12 sin((1 − β2) 12Ω0) ± sin((r2 − β2) 12Ω0))/(cos((1 − β2) 12Ω0) ∓ cos((r2 −
β2)
1
2Ω0)) with the upper/lower signs for periodic/anti-periodic cases respectively. U0 is
arbitrary to within a multiplicative constant and we have normalised it so it is unity at
ξ = −1.
Assuming u0(x) ∼ exp(i￿κx), the lowest mode has a linear asymptote,
Ω ∼
￿
1
(1 + r2)/2− β2 ￿κ, (3.69)
shown in Fig. 3.11. Continuing to the next order of ￿,W1(ξ,Ω0) now reads
W1(ξ,Ω0) =
sin((r
2 − β2) 12Ω0ξ) for 0 ≤ ξ < 1￿
r2−β2
1−β2
￿ 1
2
sin((1− β2) 12Ω0ξ) for − 1 ≤ ξ < 0.
(3.70)
Finally, looking at the equation of O(￿2), T is redefined as follows
T =
±4Ω0 sin((1− β2) 12Ω0ξ) sin((r2 − β2) 12Ω0ξ)￿￿
r2−β2
1−β2
￿ 1
2
sin((1− β2) 12Ω0ξ)∓ sin((r2 − β2) 12Ω0ξ))
￿
(cos((1− β2) 12Ω0ξ)∓ cos((r2 − β2) 12Ω0ξ))
(3.71)
After transforming the solution back to the original variable, we match the semi-infinite
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periodically layered strip with the semi-infinite perfect strip in x < −1
u = exp(iΩ(r20 − β2)
1
2 (x+ 1)) +R exp(−iΩ(r20 − β2)
1
2 (x+ 1)), (3.72)
by applying the continuity conditions at x = −1 which give the asymptotic relations for
the asymptotic reflection,Rasy, and transmission, Tasy, coefficients,
1 +Rasy = Tasy (3.73)
and
iΩ(r20 − β2)
1
2 (1−Rasy) = TasyUasyx(−1)
Uasy(−1) (3.74)
where
Uasyx(−1) = U0ξ(−1;Ω0) + ￿fX(−1) + ￿2fXX(−1)U1(−1;Ω0) + ￿fX(−1)U1ξ(−1;Ω0).
(3.75)
Then, solving (3.73) and (3.74) simultaneously, Rasy and Tasy are found. The asymptotic
theory delivers the following asymptotic dispersion relation by setting f(x) ∼ exp(i￿κx)
for the periodic case
Ω ∼ Ω0 + (￿κ)2 T0
2Ω0
. (3.76)
Similarly, in the anti-periodic case, we substitute f(x) ∼ exp(i(￿κ− π/2)x)
Ω ∼ Ωπ + (￿κ− π/2)2 Tπ
2Ωπ
. (3.77)
The asymptotic results are depicted and compared to the exact solution in Fig. 3.11. Once
again the asymptotics prove to be effective by capturing with great precision the behaviour
of the exact solution. It is worth mentioning that by setting θ = 0 the one-dimensional
solution is instantly recovered.
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Figure 3.11: The absolute value of the reflection coefficient versus frequency in panel (a)
with the associated dispersion curves in panel (b): we chose r = 2, r0 = 1, v = 1 and
θ = π/5. In panel (a) the asymptotic results are shown as the dashed lines and in panel
(b) the asymptotics are represented by small dots and dashed lines for the anti-periodic and
periodic cases, respectively. The large dots depict the linear asymptote at the lowest mode.
Solid lines in both panels indicate the exact solution.
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3.6 Conclusions
The purpose of this chapter is to demonstrate that one can effectively replace a periodic
medium by its high frequency counterpart for reflection and transmission scattering prob-
lems.
The scattering of the periodic medium is accurately represented by the HFH model for
the standing wave frequencies near the edges of the Brillouin zone: it is evident that the
theory works very well as shown in the figures presented here. Additionally we are able
to show that the standard transfer matrix approach can be replaced by a discrete approach
which is more effective in generating the exact solution.
Asymptotically, several interesting features appear. It is notable that one can have re-
peated roots of the dispersion relation for specific waves of material parameter, interest-
ingly the asymptotics of the dispersion curves are then locally linear and the asymptotic
behaviour is closely related to that at low frequencies. This is demonstrated explicitly for
several cases with the nuance that the local spatial behaviour of waves being periodic and
anti-periodic on the short-scale can be incorporated.
The important detail in capturing the scattering behaviour is to also incorporate the
short-scale for the boundary condition, this coupling at the interface is crucial in order
to capture the reflection and transmission behaviour. Now this detail has been understood
and this opens the way to improved numerical simulations where a block or slab of periodic
media is embedded within a homogeneous host medium. work will incorporate and develop
this further.
89
Chapter 4
One-dimensional discrete periodic
problems
The problems presented here are a natural continuation of the previous chapter demonstrat-
ing the adaptability and potential of HFH for treating discrete variations and analogues of
continuous cases. Discrete HFH is developed, while creating the ability to incorporate a
boundary condition in order to accurately join, for example, two different semi-infinite ho-
mogenised strips; getting the interfacial matching correct is key for capturing reflection and
transmission behaviour throughout the structure. A canonical scattering problem involving
semi-infinite discrete structures exemplifies the efficiency of discrete HFH in comparison
to analytical and numerical solutions. Additionally, a modification of the discrete problem
is presented by introducing forcing to the system.
This chapter also serves as a conjunction between the continuous problems studied thus
far and the next chapter where the asymptotic theory is extended and applied to defective
discrete lattice structures.
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4.1 Introduction
Historically, Newton, Kelvin, Born and other distinguished scientists took advantage of
discrete mass-spring structures as modelling tools for studying and interpreting fundamen-
tal wave phenomena in solid-state physics, and contributed to the development of wave
mechanics, as outlined by Brillouin [17]. The usage of discrete periodic lattices, formed
by chains of masses and springs, remains an illuminating and instructive way of represent-
ing and understanding interesting features of wave propagation along crystal lattices and
cellular structures [38]. A common characteristic behaviour of such models is that they
exhibit band gaps or stop-bands [78], namely bands of frequencies for which waves do not
propagate through the atomic lattice. This feature is of significant practical importance as it
appears in many periodic systems, for example, in photonic crystals [49, 119] and phononic
structures [75]. More recently, such discrete models have been employed gaining consider-
able knowledge in engineering structures [47] with the perspective of designing smart and
effective structures capable of filtering out various frequencies.
Discrete periodic structures can be described as having two different lengthscales, a
macroscale created from hundreds, thousands or even millions of microscale repeating
cells. The HFH approach was designed and elaborated on the grounds of this mismatch of
lengthscales with the incentive of breaking free of the low frequency long-wave limitation
of classical homogenisation and creating effective long-scale equations that encapsulate the
microstructural behaviour, which can be upon the same scale as the wavelength, through in-
tegrated quantities. The general asymptotic theory, as presented in [23], has been extended
and implemented successfully to treat discrete and semi-discrete settings in [24] and [90],
respectively. A next logical step is to look at how it is possible to attach two different
discrete periodic structures; the key point is to discover how to apply suitable boundary
conditions on the long-scale equations that correctly match a block of homogenised mate-
rial to an exterior domain, as stated in the previous chapter for continuous settings.
Following a similar line as in the previous chapter and setting the scene for the suc-
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n n+1n?1
Figure 4.1: The one-dimensional structure constructed by attaching two semi-infinite
chains each consisting of masses of different size; blue circles are of size M1 and red
circles ofM2.
ceeding chapter, we concentrate upon one-dimensional discrete periodic structures and use
the discrete HFH theory of [24]. The plan is to consider two joined semi-infinite arrays
with wave incidence, in section 4.2, using exact methods, such as the standard transfer ma-
trix method and the Wiener-Hopf technique, and the asymptotic technique based around
standing wave frequencies. The purpose of this is to compare and contrast these different
solution techniques to understand their relative advantages for use in later analysis. In sec-
tion 4.3 we look at the same structure, but placing a vibrating source in the middle rather
than having wave incidence. Analytical and asymptotic solutions are generated and pre-
sented; the efficacy of HFH is demonstrated through depictions of the displacement field.
Finally, some concluding remarks are drawn together in section 4.4.
4.2 Two joined semi-infinite arrays with normal incidence
4.2.1 Formulation
We consider the simple setting of two semi-infinite discrete chains joined together. The
chains (arrays) are constructed by constant masses, massM1 and massM2 respectively for
each chain, connected by a perfect elastic string, see Fig. 4.1. A plane wave propagating
in one of the semi-infinite discrete chain is incident upon the interfacial boundary with the
other semi-infinite discrete chains, hence the wave is scattered. The governing equations of
motion modelling the transverse displacement of the masses are the difference equations
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un+1 + un−1 − 2un = −Ω2un
M1 for n ≥ 0M2 for n < 0 , (4.1)
where Ω is the frequency. The total field solution satisfying these equations consists of a
component describing the incident wave and another component capturing the behaviour
in the scattered field. In this case we assume that the direction of the incident wave is from
the left-hand side to right hand-side,
un = T exp(iα0(M1)n) for n ≥ 0, (4.2)
un = exp(iα0(M2)n) +R exp(−iα0(M2)n) for n < 0, (4.3)
where R is the reflection coefficient, T is the transmission coefficient and α0(Mj) =
cos−1(1 − MjΩ2/2) for j = 1, 2. The coefficients are found by substituting (4.2) and
(4.3) into (4.1), and solving simultaneously the resulting equations for n = 0 and n = −1.
T = e
−iα0(M2) − eiα0(M2)
e−iα0(M1) − eiα0(M2) and R =
e−iα0(M2) − e−iα0(M1)
e−iα0(M1) − eiα0(M2) (4.4)
This exact total field solution is to be used for association and comparison with other analyt-
ical solutions, the transfer matrix solution and the Wiener-Hopf solution, and for validation
of the asymptotics.
4.2.2 The transfer matrix method
The transfer matrix method is a powerful technique that can be used for tackling problems
of periodically stratified media which may or may not contain defects or impurities [45,
58, 59]. We apply this method in the same manner as demonstrated in [105] and in the
preceding chapter.
To utilise the transfer matrix method, equation (4.1) is written in matrix form, for n ≥ 0
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as un+1
un
 =
2− Ω2M1 −1
1 0
 un
un−1
 , Un+1 = P1Un, (4.5)
and for n < 0 asun+1
un
 =
2− Ω2M2 −1
1 0
 un
un−1
 , Un+1 = P2Un. (4.6)
The two semi-infinite chains are joined by continuity conditions at n = 0 and n = −1.
This is obtained by transferring information via Pi from the state vector U−1 to U0 and
from that end toU1.
U0 = P2U−1 and U1 = P1U0 (4.7)
Using the total field definition, (4.2) and (4.3), vector U1 is associated with the reflection
coefficient,R, as follows
U1 = P1P2U−1 (4.8)
=
2− Ω2M1 − e−iα0(M2) 2− Ω2M1 − eiα0(M2)
1 1
 1
R
 (4.9)
with
U−1 =
 e−iα0(M2) eiα0(M2)
e−2iα0(M2) e2iα0(M2)
 1
R
 . (4.10)
Combining (4.9) withUn+1 = Pn+11 U0, we get
Un+1 = Q
n
2− Ω2M1 − e−iα0(M2) 2− Ω2M1 − eiα0(M2)
1 1
 1
R
 (4.11)
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with
Q =
q11 q12
q21 q22
 =
2− Ω2M1 −1
1 0
 , (4.12)
where cos(α0(M2)) = 1 − M2Ω2/2 and Q is defined to be the transfer matrix carrying
information from one block to the adjacent one. The reflection coefficient, R, is found
by following the same approach as in [105]. The decomposition of Q, and the fact that
Q has a determinant of unity, leads to eigenvalues, λ1 and λ2, which are either real, in
which case one eigenvalue has absolute value greater than unity and the other one lesser,
or a pair of complex conjugates, each of absolute value unity. Real eigenvalues corre-
spond to frequencies lying in the stop-band associated with exponentially decaying waves,
while complex eigenvalues imply propagation along the periodic layered medium as the
frequency is within the pass-band. When dealing with the latter case, we have to introduce
a small amount of dissipation to the frequency, Ω = Ωˆ+i￿ for 0 < ￿￿ 1 so that the system
is perturbed and the waves decay at infinity, allowing us to get the propagation direction of
the waves correctly. Here we assume λ1 is the complex eigenvalue such that |λ1(￿)| < 1,
in order to simulate the loss occurring in any propagating problem. Then, taking the limit
ofUn+1 as n→∞ to be equal to zero and to satisfy |λ2(￿)| > 1, we arrive at
￿
− 1, λ1 − q22
q21
￿2− Ω2M1 − e−iα0(M2) 2− Ω2M1 − eiα0(M2)
1 1
 1
R
 = 0 (4.13)
⇒ R = −λ1 − (2− Ω
2M1 − e−iα0(M2))
λ1 − (2− Ω2M1 − eiα0(M2)) . (4.14)
Identifying λ1 then leads to an expression of R that agrees perfectly with the definition of
R given in section 4.2.1.
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4.2.3 The Wiener-Hopf technique
The Wiener-Hopf technique is best known for its use in solving partial differential equa-
tions, or equivalently integral equations, using transform techniques as exemplified in [88].
The discrete variant of the technique is less well-known in the literature but has notably
been used for the microscale modelling of crack-tip propagation through lattices [108],
scattering by periodically reinforced structures [28] and for semi-infinite arrays in elec-
tromagnetic and acoustic applications [67, 117]. To illustrate this method we reformulate
the problem by rearranging (4.1) and considering only the scattered field consisted of the
reflected, exp(−iα0(M2)n), and transmitted, exp(iα0(M1)n), waves,
un+1 + un−1 − 2un = Fn − Ω2un
M1 for n ≥ 0M2 for n < 0 , (4.15)
where Fn = Ω2(M2 −M1) exp(+iα0(M2)n) for n ≥ 0 and zero otherwise. The incident
field solution can be added to the scattered field solution to recover the total field solution.
For simplicity, and as we have to deal with difference equations, we consider the z-
transform version of the discrete Fourier transform pair
U(z) =
∞￿
n=−∞
unz
n, un =
1
2πi
￿
U(z)z−n−1dz, (4.16)
where z = exp(iα) and −π ≤ α < π [117]. The integration path is now a unit circle in the
complex z plane. Hence, we formally define
U<(z) =
∞￿
n=0
unz
n, (4.17)
which is analytic inside a circle in the complex z plane. More precisely, provided un < e−nδ
as n→∞ and 0 < δ ￿ 1 then U<(z) is analytic in |z| < ρ> where ρ> ≥ 1. Similarly, we
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define
U>(z) =
−1￿
n=−∞
unz
n, (4.18)
which provided un < enδ as n → −∞ and 0 < δ ￿ 1, is analytic in |z| > ρ< where
0 < ρ< ≤ 1. The resulting equation, after the transformation, will hold in the annulus
ρ< < |z| < ρ>.
By applying the Fourier transform and making use of the identity
∞￿
n=0
zn =
1
(1− z) , (4.19)
we obtain from (4.15) that
(z−z0(M1))>(z−z∗0(M1))<U<+(z−z0(M2))>(z−z∗0(M2))<U> = −Ω2(M2−M1)
zz∗0(M2)
(z − z∗0(M2))<
,
(4.20)
where z0(Mj) = exp(iα0(Mj)) for j = 1, 2 and z∗0(Mj) being the complex conjugate.
This functional equation places the problem into the z domain. For propagating modes z0
and z∗0 lie exactly on the unit circle and, therefore, we formally indent the contourC with z0
lying inside and z∗0 outside the contour. Then, by rearranging (4.20), the resulting equation
becomes
(z − z0(M2))>
(z − z0(M1))>U> +
(z − z∗0(M1))<
(z − z∗0(M2))<
U< = − Ω
2(M2 −M1)zz∗0(M2)
(z − z∗0(M2))2<(z − z0(M1))>
. (4.21)
The partial fraction decomposition of the right hand-side of (4.21) is necessary for separat-
ing terms based on their analyticity region,
K
z(z0(M1)− z∗0(M2))2
(z − z∗0(M2))2<(z − z0(M1))>
= K
￿
z0(M1)
(z − z0(M1))> −
z0(M1)
(z − z∗0(M2))<
+
z∗0(M2)(z
∗
0(M2)− z0(M1))
(z − z∗0(M2))2<
￿
(4.22)
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with
K = −Ω
2(M2 −M1)z∗0(M2)
(z0(M1)− z∗0(M2))2
. (4.23)
The sum decomposition of (4.21) gives the Wiener-Hopf functional equation
(z − z0(M2))>
(z − z0(M1))>U> −K
z0(M1)
(z − z0(M1))>
= −(z − z
∗
0(M1))<
(z − z∗0(M2))<
U< +K
￿
z∗0(M2)(z
∗
0(M2)− z0(M1))
(z − z∗0(M2))2<
− z0(M1)
(z − z∗0(M2))<
￿
. (4.24)
The left-hand side is analytic in |z| > ρ< and the right-hand side in |z| < ρ>, and have an
overlapping annulus of common analyticity. This is the usual argument of the Wiener-Hopf
technique. Hence by analytic continuation both sides are set to be equal to a function J(z)
defined to be analytic over the whole z plane. Then we consider the limit of both sides of
(4.24) separately as z →∞, proving that they both decay to zero as |z|→∞. To this end
and by applying Liouville’s theorem, the entire function, J(z), turns out to be identically
zero. We progress by using the inverse Fourier transform and inverting each side of (4.24)
independently, we obtain
un = Ω
2(M2 −M1) z
∗
0(M2)
(z0(M1)− z∗0(M2))2
￿
z0(M1)− z∗0(M2)
z∗0(M1)− z∗0(M2)
(z0(M2))
n
+
￿
− (z0(M1))2 + z
∗
0(M2)z0(M1)(z
∗
0(M2)− z0(M1))
z∗0(M2)− z∗0(M1)
￿
(z0(M1))
n
￿
for n ≥ 0,
(4.25)
and
un = −Ω2(M2 −M1) z0(M1)(z
∗
0(M2))
2
(z0(M1)− z∗0(M2))2
(z∗0(M2))
n for n < 0. (4.26)
The coefficient of (z0(M1))n in (4.25) and the coefficient of (z∗0(M2))n in (4.26) reduce
to T and R, respectively, as appearing in (4.4). The (z0(M2))n component in (4.25) rep-
resents the subtraction of the incident field from the total field solution, hence (4.25) and
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(4.26) provide us with the scattered field solution. Although this technique leads formally
to the exact solution, and is mathematically pleasing, through the use of residue calcu-
lus and functional equations, it can become rather lengthy and hard if extended to higher
dimensions and more complex geometries.
4.2.4 Asymptotics
For infinite periodic discrete arrays a variant of HFH was developed in [24] and HFH is
applied to solving discrete problems in a similar manner to continuous problems. In this
scenario we treat and homogenise the two semi-infinite arrays independently, and after-
wards we join them together by imposing the same boundary conditions, equivalent to
continuity conditions, on both effective continuum models.
Once again we consider the one-dimensional problem formulated in section 4.2.1, but
initially as two semi-infinite chains that are considered separately, we have
un+1 + un−1 − 2un = −Ω2unM1 for n ≥ 0, (4.27)
uˆn+1 + uˆn−1 − 2uˆn = −Ωˆ2uˆnM2 for n < 0, (4.28)
where Ω and Ωˆ are the frequency in each case, respectively.
To utilise the discrete HFH we rescale n and adopt the two-scale approach with a dis-
crete short-scale m = −1, 0, 1, defining the discrete unit cell, and a continuous long-scale
η = ￿n = n/N , where N ￿ 1, both being independent. The elementary cell is defined
by m and corresponds to the mass at n and the ones adjacent to it, n − 1 and n + 1. The
separation scale is set to be ￿ = 1/N ￿ 1 and is left arbitrary. Thus, un+m in this two-scale
language is denoted by
un+m = u(η +m￿,m) ∼ u(η,m) + ￿muη(η,m) + (￿m)
2
2
uηη(η,m) + . . . , (4.29)
similarly for uˆn+m. We move on to substitute (4.29) into (4.27) and consider cases that are
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Figure 4.2: The dispersion diagram is presented in (a). Normal wave incidence: The real
part of u is depicted in (b) and the imaginary part of u in (c) for ￿ = 0.25, Ω = 1.9,M1 = 1
and M2 = 1.1. The numerical solution, obtained by matrix inversion, is represented by
the solid black line, which coincides with the total field solution, (4.2) and (4.3), and the
transfer matrix solution. The blue solid line and crosses label the envelope functions, f1
and f2, derived from the asymptotics, (4.43) and (4.44).
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anti-periodic on the short-scale, u(η, 1) = u(η,−1) = −u(η, 0), leading to
4u(η, 0) + ￿2uηη(η, 0) = M1Ω
2u(η, 0) for η ≥ 0, (4.30)
again we undergo the same process for (4.28) to deduce a similar equation. In accordance
with [24], the next step is to adopt the ansatz
u(η, 0) = u0(η) + ￿u1(η) + ￿
2u2(η) . . . , (4.31)
and for frequency
Ω2 = Ω20 + ￿Ω
2
1 + ￿
2Ω22 . . . , (4.32)
similarly for uˆ(η, 0) and Ωˆ. Substituting the ansatz into (4.30) leads to a hierarchy of
equations in powers of ￿ that are treated order-by-order. At leading order of ￿, the resulting
equations are
4u0 = M1Ω
2
0u0 for η ≥ 0, (4.33)
4uˆ0 = M2Ωˆ
2
0uˆ0 for η < 0, (4.34)
from which we derive an expression for frequency in each case; Ω20 = 4/M1 for η ≥ 0 and
Ωˆ20 = 4/M2 for η < 0. The independence of the long-scale, η, of (4.33) and (4.34) suggests
a solution of the form u0 = f1(η)U0 for η ≥ 0 and uˆ0 = f2(η)Uˆ0 for η < 0, where f1(η)
and f2(η) are to be determined.
At first order in ￿, it transpires that Ω21 = Ωˆ21 = 0, while u1 and uˆ1 are ignored as they
are not required in the subsequent analysis. At second order, O(￿2), we have
u0ηη = M1Ω
2
2u0 for η ≥ 0, (4.35)
uˆ0ηη = M2Ωˆ
2
2uˆ0 for η < 0, (4.36)
both instantly satisfying the solvability condition. Replacing u0 and uˆ0 by their correspond-
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ing expressions f1(η)U0 and f2(η)Uˆ0 gives long-scale ODEs for f1(η) and f2(η) as
f1ηη −M1Ω22f1 = 0 for η ≥ 0, (4.37)
f2ηη −M2Ωˆ22f2 = 0 for η < 0. (4.38)
These second-order ODEs encode the micro-scale behaviour of the semi-infinite chains
on the continuum macroscale. Therefore we have homogenised the discrete problem into
simple continuum models.
To illustrate the methodology, we solve (4.37) and (4.38) for a frequency, Ω, lying in the
propagating regime; both asymptotic frequencies Ω20 and Ωˆ20 being greater than the exact
frequency Ω2 (Ω2 ∼ Ω20 − ￿2Ω22 and Ω2 ∼ Ωˆ20 − ￿2Ωˆ22), see Fig. 4.2(a). Hence, we make a
sign alteration to the second term of both (4.37) and (4.38),
f1ηη +M1Ω
2
2f1 = 0 for η ≥ 0, (4.39)
f2ηη +M2Ωˆ
2
2f2 = 0 for η < 0. (4.40)
Then, based on the form of the total field solution, (4.2) and (4.3), we assume that the
general solution form is
f1 = A1e
iΩ2
√
M1η +B1e
−iΩ2
√
M1η and f2 = A2eiΩˆ2
√
M2η +B2e
−iΩˆ2
√
M2η (4.41)
with B1 = 0 and A2 = 1. We proceed by imposing the following continuity (boundary)
conditions, in order to match the envelope functions, f1 and f2,
[f ]η=0 = 0 and [fη]η=0 = 0, (4.42)
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and finding A1 and B1. Finally, we arrive at
f1 =
2Ωˆ2
√
M2
Ωˆ2
√
M2 + Ω2
√
M1
eiΩ2
√
M1η for η ≥ 0, (4.43)
f2 = e
iΩˆ2
√
M2η +
Ωˆ2
√
M2 − Ω2
√
M1
Ω2
√
M2 + Ωˆ2
√
M1
e−iΩˆ2
√
M2η for η < 0. (4.44)
In the case that an asymptotic frequency Ω20 or/and Ωˆ20 is less than Ω2, we then have to
make the appropriate sign alteration in front of the term containing the correction frequency
Ω22 or/and Ωˆ22 in the corresponding equation of the envelope function.
Now, assuming M1 < M2, we consider the other two cases; one in which Ωˆ20 < Ω2 <
Ω20 and the other in which Ωˆ20,Ω20 < Ω2. Similarly to before and by making the necessary
sign changes (i.e. if Ωˆ20 < Ω2 then Ω2 ∼ Ωˆ20 + ￿2Ωˆ22), the solution for each case is
(i) Ωˆ20 < Ω2 < Ω20 :
f1 =
2Ωˆ2
√
M2
Ωˆ2
√
M2 + iΩ2
√
M1
eiΩ2
√
M1η for η ≥ 0, (4.45)
f2 = e
Ωˆ2
√
M2η +
Ωˆ2
√
M2 − iΩ2
√
M1
iΩ2
√
M2 + Ωˆ2
√
M1
e−Ωˆ2
√
M2η for η < 0, (4.46)
(ii) Ωˆ20,Ω20 < Ω2 :
f1 =
2Ωˆ2
√
M2
Ωˆ2
√
M2 + Ω2
√
M1
eΩ2
√
M1η for η ≥ 0, (4.47)
f2 = e
Ωˆ2
√
M2η +
Ωˆ2
√
M2 − Ω2
√
M1
Ω2
√
M2 + Ωˆ2
√
M1
e−Ωˆ2
√
M2η for η < 0. (4.48)
In Fig. 4.2(b) the frequency, Ω = 1.9, is chosen to be in the propagating region of
both semi-infinite arrays, and thus we consider equations (4.43) and (4.44). The nature
of the oscillations observed is as expected near an anti-periodic standing wave frequency.
The choice of a large ￿, ￿ = 0.25, is intended to show the effectiveness of the asymptotics
relatively far from the exact standing wave frequency about which they were developed.
The asymptotics performance is as good and accurate as at other frequencies (not shown)
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close to the standing wave frequency. The comparison of the asymptotics to the exact
solution demonstrates the accuracy of the discrete HFH theory to capture and mimic wave
propagation along discrete periodic media with an effective continuum model explicitly
associated with the long-scale, η, only.
4.3 Two joined semi-infinite arrays with forcing at the joint
We now consider a more complicated scenario to further test the methodology.
4.3.1 Formulation
We consider the same structure as in section 4.2 (see Fig. 4.1) with a vibrating source
placed in the middle, rather than having an incident plane wave,
un+1 + un−1 − 2un = Fn − Ω2un
M1 for n ≥ 0M2 for n < 0 (4.49)
where Fn = ￿δn,0 and ￿ is arbitrarily small, 0 < ￿￿ 1. The Wiener-Hopf technique allows
us to have an analytical solution for comparison with the asymptotics.
4.3.2 The Wiener-Hopf technique
We follow the same approach as in section 4.2.3. Thus, we apply the Fourier transform to
(4.49), sum the two equations and do partial fraction decomposition to deduce
(z − z∗0(M1))<
(z − z∗0(M2))<
U< +
z∗0(M2)
(z0(M1)− z∗0(M2))(z − z∗0(M2))<
=
−
￿
(z − z0(M2))>
(z − z0(M1))>U> −
z0(M1)
(z0(M1)− z∗0(M2))(z − z0(M1))>
￿
, (4.50)
with all the functions contained in this expression being defined as before is section 4.2.3.
Both sides of (4.50) are again set to be zero by Liouville’s theorem. Finally, Fourier trans-
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form inversion gives the solution
un =
exp
￿
i
2(α0(M1)− α0(M2))
￿
2i sin((α0(M1) + α0(M2))/2)
exp[iα0(M1)n] for n ≥ 0exp[−iα0(M2)n] for n < 0 (4.51)
as propagating waves in each direction.
4.3.3 Asymptotics
Similarly to applying the discrete HFH as outlined in section 4.2.4, we rescale and adopt
the same variables as before; a short variablem and a long variable η with (4.29) and
δn,0 = ￿δ(η). (4.52)
We move on to substitute (4.29) and (4.52) into (4.49) and to impose anti-periodic condi-
tions u(η, 1) = u(η,−1) = −u(η, 0), leading to
4u(η, 0) + ￿2uηη(η, 0) =
M1Ω
2u(η, 0)− ￿2δ(η) for η ≥ 0
M2Ωˆ2u(η, 0) for η < 0
. (4.53)
Using again the ordinary expansions (4.31) and (4.32) with (4.53), we deduce differential
difference equations that are treated order-by-order in ￿.
The leading order problem
4u0 =
M1Ω
2
0u0 for η ≥ 0
M2Ωˆ20u0 for η < 0
(4.54)
indicates the lack of explicit dependence of u0 upon η. This suggests that u0 = f1(η)U0
for η ≥ 0 and uˆ0 = f2(η)Uˆ0 for η < 0, where f1(η) and f2(η) are to be determined. The
standing wave frequencies identified are Ω20 = 4/M1 for η ≥ 0 and Ωˆ20 = 4/M2 for η < 0.
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Figure 4.3: Forcing problem: The real part of u is depicted in (a) and the imaginary part
of u in (b) both for ￿ = 0.1, Ω = 1.9, M1 = 1 and M2 = 1.1. The numerical solution
is represented by the solid black line, while the Wiener-Hopf solution (4.51) is shown by
black dots. The blue solid line and crosses label the envelope function derived from the
asymptotic equations (4.61) and (4.62).
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Figure 4.4: Forcing problem: The real part of u is depicted in (a) and the imaginary part
of u in (b) both for ￿ = 0.5, Ω = 1.9, M1 = 1 and M2 = 1.1. The numerical solution
is represented by the solid black line, while the Wiener-Hopf solution (4.51) is shown by
black dots. The blue solid line and crosses label the envelope function derived from the
asymptotic equations (4.61) and (4.62).
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At first order of ￿, the solvability condition demands both frequencies to vanish, Ω21 =
Ωˆ21 = 0. Since u1 and uˆ1 are not required for the subsequent analysis, they are ignored.
The second order problem requires the following solvability condition to be satisfied
u0ηη =
M1Ω
2
2u0 − δ(η) for η ≥ 0
M2Ωˆ22u0 for η < 0
. (4.55)
We proceed by solving the counter-part equations, assuming that the frequency Ω2 lies
in the overlapping propagating regime of both asymptotic frequencies, Ω20 and Ωˆ20, meaning
that Ω2 ∼ Ω20 − ￿2Ω22 and Ω2 ∼ Ωˆ20 − ￿2Ωˆ22.
u0ηη +M1Ω
2
2u0 = −δ(η) for η ≥ 0, (4.56)
uˆ0ηη +M2Ωˆ
2
2uˆ0 = 0 for η < 0 (4.57)
Once u0 and uˆ0 are substituted by f1(η)U0 and f2(η)Uˆ0, respectively, and continuity con-
ditions are adapted, effective long-scale ODEs for f1(η) and f2(η) are derived.
f1ηη +M1Ω
2
2f1 = 0 for η ≥ 0, (4.58)
f2ηη +M2Ωˆ
2
2f2 = 0 for η < 0 (4.59)
with
[f ]η=0 = 0 and [fη]η=0 = −1 (4.60)
The discrete medium is homogenised into a macroscale continuum while retaining its mi-
crostructural features. The adjusted boundary conditions imposed are crucial for joining
smoothly the two semi-infinite discrete chains.
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The solution to the envelope function equations is
f1 =
i exp(iΩ2
√
M1η)
Ω2
√
M1 + Ωˆ2
√
M2
for η ≥ 0, (4.61)
f2 =
i exp(−iΩˆ2
√
M2η)
Ω2
√
M1 + Ωˆ2
√
M2
for η < 0. (4.62)
In case that the frequency Ω2 lies in a non-propagating regime of the asymptotic fre-
quency Ω20 and in the propagating regime of the asymptotic frequency Ωˆ20, we need to
consider the expansions Ω2 ∼ Ω20 + ￿2Ω22 and Ω2 ∼ Ωˆ20 − ￿2Ωˆ22, and then proceed in the
same manner as earlier to solve the problem. We would treat the problem similarly if Ω2
was in the opposite regime of each asymptotic frequency, and if Ω2 was lying in a mutual
non-propagating regime then both expansions would have a negative sign in front of the
correction terms containing Ω22 or Ωˆ22.
For ￿ = 0.1, in Fig. 4.3(a) the real part of the displacement field u given by the exact
solution and asymptotic HFH theory is displayed, while the imaginary part of u is shown
in Fig. 4.3(b). The frequency, Ω = 1.9, is near to an anti-periodic standing wave and lies
in the propagating region of both asymptotic frequencies, so (4.61) and (4.62) are adopted
here. The choice of a large ￿, ￿ = 0.5, in Fig. 4.4 is meant to indicate how well the
asymptotics perform relatively far from the exact standing wave frequency about which
they were developed. Evidently, the asymptotics exhibit very good accuracy in comparison
to the exact solution and manage to successfully modulate the oscillatory behaviour in the
short-scale.
4.4 Concluding remarks
The purpose of this chapter is to demonstrate that one can effectively extend HFH theory to
deal with wave propagation and reflection/transmission problems in discrete periodic me-
dia. The asymptotics developed here are successful in replacing one-dimensional discrete
periodic arrays in scattering problems with normal incidence or with forcing. Undoubtedly,
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the method works exceptionally well in encapsulating the microstructural particularities of
a medium and their effect in wave behaviour at high frequencies; this is proven by compar-
ison to the analytical solutions derived by the transfer matrix method and the Wiener-Hopf
technique.
As inferred from the previous and current chapter, the significant detail in capturing the
scattering behaviour is to also incorporate the short-scale for the boundary condition, which
is crucial for the coupling at the interface. The exact attachment conditions identified for
the asymptotics are very important for setting the correct phase and amplitude at the joint.
The problem of two joined semi-infinite chains with forcing at the joint aims at intro-
ducing the succeeding chapter where more complex discrete problems are presented. Wave
phenomena related to defective lattices, consisting of infinite discrete chains, are investi-
gated by applying the discrete HFH.
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Chapter 5
Asymptotics for Rayleigh-Bloch waves
along lattice line defects
High frequency homogenisation is applied herein to develop asymptotics for waves propa-
gating along line defects in lattices; the approaches developed are anticipated to be of wide
application to many other systems that exhibit surface waves created or directed by mi-
crostructure. The aim being to create a long-scale continuum representation of the line de-
fect that nonetheless accurately incorporates the microscale information; this development
uses the microstructural information embedded within, potentially high frequency, standing
wave solutions. A two-scale approach is utilised for a simple line defect and demonstrated
versus exact solutions for quasi-periodic systems and versus numerical solutions for line
defects that are themselves perturbed or altered. In particular, Rayleigh-Bloch states prop-
agating along the line defect, and localised defect states, are identified both asymptotically
and numerically.
Additionally, numerical simulations of large-scale lattice systems illustrate the physics
underlying the propagation of waves through the lattice at different frequencies.
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5.1 Introduction
Rayleigh-Bloch waves are a ubiquitous feature of periodic line defects in continuous, or dis-
crete, media and arise in many apparently disconnected areas of Engineering and Physics:
in water waves [32], in acoustic or electromagnetic gratings [97], elastic plates [34], on
structured surfaces [46], in photonic lattices [102] amongst many other areas. In each case
a periodic surface, or interface, is embedded within another bulk medium and a surface
wave exists that propagates parallel to the surface but decays exponentially with distance
from the surface. There has been considerable interest over the years in the existence of
these waves, their properties, and finding at which frequencies these waves exist; there are
also several subtleties involving finding whether embedded Rayleigh-Bloch waves exist
[98]. It is worth noting that the facility to guide surface energy within a photonic crys-
tal lattice [49] or along a surface [76] is a vital ingredient of modern applications such as
designer surfaces in optics using surface plasmons. If one inserts a line interface or sur-
face (not necessarily made of periodic cells) within a bulk material then often a surface
Rayleigh wave exists that also propagates along the surface and decays exponentially with
distance from the surface; these are commonplace in elasticity [1] and also occur in other
applications. Although the final effect is similar to Rayleigh-Bloch waves the reason for
their excitation is subtly different.
Much of the previous work on surface or Rayleigh-Bloch waves uses numerical, or
in limited situations, approximate or analytical techniques, i.e, for comb-like surfaces
[27, 32, 46], to detect and find such waves, the present thesis introduces an asymptotic
technique aimed at the situation where one has a microstructured surface or interface con-
sisting of many thousands or even millions of periodic cells but where the overall structure
is on a different lengthscale: this situation is common in real examples such as multilayer
dielectric gratings for laser fusion [11], plasmonic solar cells [8, 92], and microwave ab-
sorbers [57]. The approach here is to develop a two-scale process in the simpler situation
of line defects in discrete lattices using the model of Montroll-Potts [85] to illustrate and
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(a) (b)
Figure 5.1: A perfect line defect embedded within a bulk lattice: (a) the bulk lattice consists
of alternating strips of masses and (b) the bulk lattice consists of identical masses.
begin to develop the necessary mathematical theory of Rayleigh-Bloch and surface waves
in phononic contexts.
The two-scale process we develop is an extension of homogenisation theory, the usual
multiple-scale procedure [10, 12, 80, 93, 104] as applied to multi-scale media necessarily
requires the wavelength to be long relative to micro-structure thereby limiting the theory
to low frequencies; unfortunately low frequencies are of little interest in many real ap-
plications. Indeed for the situations considered in this thesis no surface waves have low
frequency and the conventional theory is not applicable. Fortunately for bulk media it
has recently been understood how to develop a high frequency homogenisation for waves
through doubly periodic or nearly periodic media in continua [23], frames [90], discrete
media [22] and for elastic plates [6]. The usual asymptotic procedure [80] proceeds via the
introduction of two scales: a slow scale x and a fast scale (microscopic) y = x/ε where
ε ￿ 1. This scale separation shrinks the microstructure allowing it to be isolated and av-
eraged; the emphasis is upon the long-scale. The frequency of the waves is forced to be
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effectively low and this limits the validity of the usual theory with the leading order dis-
placement field eventually independent of the microscale. Craster et al [23] make a subtle
change of emphasis beginning with a trivial change in the definition of the two scales with
a slow scale (macroscale) X = εx and a fast scale (microscale) ξ = x; this scaling fixes
attention upon the microscale. The theory expounded in [23] then follows through the logic
of this, together with an additional idea taken from physics: If one has a perfect lattice then
attention can be concentrated upon a simple cell with Bloch conditions set upon its edges,
this perfect lattice problem encodes the multiple scattering between cells no matter how
high the frequency is. Noting that there exist standing waves at the wavenumbers corre-
sponding to the edges of the Brillouin zone, and that those standing waves have associated
standing wave frequencies inspires one to use this information within an asymptotic theory.
Discrete lattice structures have been used to model and interpret wave phenomena, from
time almost immemorial, and made a significant contribution in the development of wave
mechanics [17]. Initially, we consider a two-dimensional lattice structure constructed by
rows of identical masses joined by massless strings with a single row of identical masses
of different size, which can be regarded as a perfect line defect, as shown in Fig. 5.1.
We are also concerned with the case of a bulk lattice containing a line defect which is
itself defective by having a single mass different than the rest in this line. The aim is to
find whether it is possible for a ‘Rayleigh-Bloch’-like wave to exist in such a structures
employing asymptotic and numerical methods. The two-scale asymptotic approach, which
is implemented for solving the problem, uses microscale information to find asymptotic
homogenised continuum equations valid on the macroscale. The results obtained from
using this method are compared to those of numerical solutions.
As noted earlier we will concentrate here upon discrete lattice structures and use the
discrete high frequency homogenisation theory of [24]. The chapter follows the following
plan: we will consider line defects leading to Rayleigh-Bloch waves, in section 5.2, us-
ing exact techniques based upon discrete Fourier transforms and the asymptotic technique
based around standing wave frequencies. In section 5.3, the same surface wave as in sec-
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tion 5.2 is reconsidered, but using two scales orientated perpendicular to the line defect;
the two approaches are then compared. To demonstrate how these waves occur, and how
the theory can be used to interpret the results, some illustrative examples from numerical
simulations are included in section 5.4; the displacements are depicted in a discrete lattice
with embedded lines of defective masses, excited at different frequencies. Finally, some
concluding remarks are drawn together in section 5.5.
5.2 Perfect line defect
We begin with a line of identical masses, the line defect, that replaces one line within an
infinite square lattice; the line defect having masses that are different from those within the
main lattice.
Before turning our attention to the line defect, and the effect that it creates, it is worth-
while outlining the situation for the undisturbed main lattice constructed from alternating
strips of masses connected by perfect springs; typical dispersion curves are shown in Fig.
5.2. For the infinite lattice it is convenient to fix upon an elementary cell of four masses
arranged in a square (with the M1 masses along the lower edge) and label the lower left
mass as y2n,2m. The displacements must satisfy the following difference equations
y2n+1,2m + y2n−1,2m + y2n,2m+1 + y2n,2m−1 − 4y2n,2m = −M1Ω2y2n,2m (5.1)
y2n+2,2m+1+ y2n,2m+1+ y2n+1,2m+2+ y2n+1,2m− 4y2n+1,2m+1 = −M2Ω2y2n+1,2m+1 (5.2)
y2n+2,2m + y2n,2m + y2n+1,2m+1 + y2n+1,2m−1 − 4y2n+1,2m = −M1Ω2y2n+1,2m (5.3)
y2n+1,2m+1 + y2n−1,2m+1 + y2n,2m+2 + y2n,2m − 4y2n,2m+1 = −M2Ω2y2n,2m+1 (5.4)
A similar arrangement is treated in [24], and the high frequency homogenisation method
developed there creates asymptotic expressions for the dispersion curves in a two-dimensional
lattice: It can similarly be used, if desired, for the cases shown in Fig. 5.2(c,d), however
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Figure 5.2: Dispersion curves for a perfect infinite square lattice: (a) a lattice of alternating
strips of masses, (b) the reciprocal Brillouin lattice in wavenumber space κ1,κ2 (assuming
a periodic square elementary cell of four masses), (c) the dispersion curves for M1 =
1,M2 = 2 (with massesM1 as the lower row in the elementary cell) and (d) forM1 = M2 =
1. The dashed line in panel (d) depicts the dispersion curve starting at (κ,Ω) = (0, 2) in
Fig. 5.3, but here is folded over in the middle; this occurs since the four-mass cell assumes
periodicity [0, π2 ] unlike [0, π], as used in Fig. 5.3 for a single mass in a cell.
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we do not do so here. Here we just show the exact dispersion curves, where y2n+Nˆ,2m+Mˆ =
exp(i[κ1Nˆ + κ2Mˆ ])y2n,2m and (κ1,κ2) are the Bloch wavenumber vector κ with |κ1,2| ≤
π/2. The dispersion relation connecting frequency and wavenumber is found from an
eigenvalue calculation as in [24]. In wavenumber space (Fig. 5.2(b)) one needs only
consider the square shown and plotting the dispersion curves around the triangle ABC,
or ADC suffices (from periodicity). We use the latter here as the curves along AD cor-
respond to waves propagating in the n direction and later when we introduce a line de-
fect along m = 0 we want to draw connections with waves propagating along the defect.
The resultant dispersion curves, in Fig. 5.2(c,d) for dissimilar and identical masses re-
spectively, show that there is an infinite stopband above a critical value (Ω2 > (3(M1 +
M2) +
￿
9(M21 +M
2
2 )− 14M1M2)/M1M2 and Ω2 > 8/M1 respectively) and, for dissim-
ilar masses, Fig. 5.2(c), a finite width stop band. These dispersion curves show much that
is of independent interest, a flat portion along AC in Fig. 5.2 is of particular interest [9],
as is the linear low frequency behaviour near the origin for which classical homogenisation
applies, there are standing waves at the edges of the Brillouin zone, coalescences of dis-
persion curves and regions with negative group velocities. However, these are tangential
to our purpose here which is to investigate the propagating modes that occur along a line
defect introduced into this lattice.
To clearly illustrate the asymptotic technique for the surface waves we specialise to
identical masses in the bulk lattice for which
yn+1,m + yn−1,m + yn,m+1 + yn,m−1 − 4yn,m = −Ω2yn,m
M m ￿= 0M0 m = 0 (5.5)
Later when we consider whether Rayleigh-Bloch waves can travel along the line of different
masses we will again consider quasi-periodic Bloch conditions, but only in the x direction
and so the Bloch wavenumber will be a simple scalar κ.
Let us approach this by assuming that there are two scales in n, that is, there is some
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long-scale in which the discrete line defect becomes a continuum interface condition to the
main bulk lattice and a short-scale that is simply one column of masses and their nearest
neighbours (in n); for clarity we simply keep m discrete and do not rescale it. For the two
scales in n we follow [24] and set ξ = εn as the long-scale with ε ￿ 1 and a short-scale
N = (−1, 0, 1) and denote yn,m as
yn,m = ym(ξ, N). (5.6)
The scale separation is set by ε and we shall leave this arbitrary, but assumed small, at
present and then later fix its value for specific examples. The two variables ξ and N are
now assumed independent and we first consider the short-scale: here we have two choices
each column of masses can be assumed either to be in-phase or directly out-of-phase with
its nearest neighbouring column, we assume the former (and give results later for the latter).
Thus on the microscale we assume that
ym(ξ, 0) = ym(ξ,±1) (5.7)
and so motion is locally periodic on the microscale. Then equation (5.5) in the two-scale
notation is
ym(ξ + ε, 0) + ym(ξ − ε, 0) + ym+1(ξ, 0) + ym−1(ξ, 0)− 4ym(ξ, 0)
= −Ω2ym(ξ, 0)
M m ￿= 0M0 m = 0 (5.8)
we now drop the 0 in the argument of y and consider it henceforth understood; following
[24] we adopt the ansatz
ym(ξ) = y
(0)
m (ξ) + εy
(1)
m (ξ) + ε
2y(2)m (ξ) + . . . (5.9)
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and in the frequency
Ω2 = Ω20 + εΩ
2
1 + ε
2Ω22 + . . . . (5.10)
Substitution of (5.9) and (5.10) in (5.8) gives a hierarchy of equations in power of ε that
are then solved order-by-order in ε: At leading order of ε0
2y(0)m (ξ)− y(0)m+1(ξ)− y(0)m−1(ξ) = Ω20y(0)m (ξ)
M m ￿= 0M0 m = 0. (5.11)
Equation (5.11) is independent of ξ implying that y(0)m (ξ) = f(ξ)Ym where f(ξ), the be-
haviour of the solution on the long-scale, is as yet unknown: Indeed the whole point is
to find an asymptotic representation of this function f(ξ). Importantly, f(ξ), is only de-
fined on the continuum macroscale and is independent directly of m,n therefore giving a
long-scale envelope of the behaviour of yn,m.
Using the discrete Fourier transform pair
Y˜ (α) =
∞￿
m=−∞
Yme
imα, Ym =
1
2π
￿ π
−π
Y˜ (α)e−imαdα, (5.12)
in (5.11) we obtain initially
Y˜ (α) =
(M0 −M)Ω20Y0
2− 2 cosα− Ω20M
(5.13)
Then by applying the inverse Fourier transform to (5.13) we deduce an expression for Ym,
and by settingm = 0 we derive an expression for Ω20
Ym = Y0
￿
1− Ω
2
0M0
2
￿m
, Ω20 =
4M
M0(2M −M0) . (5.14)
At first order in ε it transpires that Ω21 = 0 and that y
(1)
m (ξ) can safely be ignored as it is not
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required in the subsequent analysis. At second order, O(ε2),
2y(2)m − y(2)m+1 − y(2)m−1 =
d2y(0)m
dξ2
+ (Ω20y
(2)
m + Ω
2
2y
(0)
m )
M m ￿= 0M0 m = 0. (5.15)
To proceed we Fourier transform (5.15) to get
y˜(2)(α, ξ)− (M −M0)Ω
2
0y
(2)
0
[2 cosα− 2 + Ω20M ]
=
−Ω22Y˜ (α)Mf + (M −M0)Ω22fY0 − Y˜ (α)fξξ
[2 cosα− 2 + Ω20M ]
, (5.16)
where the tilde decoration denotes a Fourier transform, y˜(2)(α, ξ) = f(ξ)Y˜ (2)(α) and
fξξ = d2f/dξ2. Solvability, also called the Fredholm alternative or compatibility, as con-
ventionally used in homogenisation [95], then requires the right-hand side to be zero, in-
verting the Fourier transforms then gives the long-scale ordinary differential equation for
f(ξ) as
(1− Ω20M/2)
d2f
dξ2
−MΩ22f = 0. (5.17)
This second-order ordinary differential equation encodes the microscale behaviour of the
line defect valid on the continuummacroscale. Therefore this has homogenised the discrete
problem into a simple continuum equation. Using this equation, we obtain an expression
for Ω2 and f , which gives the envelope of the amplitude variation along the lattice. This
can be done in several ways, we shall illustrate this for Bloch waves in section 5.2.1 where
f satisfies quasi-periodic boundary conditions, see equation (1.7), and Ω2 is found from a
local dispersion relation. Alternatively, in section 5.2.2 a forcing, or equivalently a mass
variation, introduces an additional term in (5.17) leading to a differential eigenvalue prob-
lem for Ω2.
The asymptotics presented thus far are based upon the assumption (5.7) of periodicity
on the microscale, it is also possible to develop another set of asymptotics if on the mi-
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croscale we assume that the motion is locally out-of-phase, from one column of masses to
the neighbouring column, then ym(ξ, 0) = −ym(ξ,±1) and then one obtains
2(−3 + Ω2πM/2)
d2f
dξ2
+ Ω22[2M(3− Ω2πM/2) + Ω2π(M −M0)2]f = 0, (5.18)
where now, for clarity, we use Ωπ as the notation for the standing wave frequency at
wavenumber κ = π, where κ is the Bloch wavenumber that is used in section 5.2.1 equation
(5.20): Ω2π is found from the relation
[(MΩ2π/2− 3)2 − 1]1/2 =
Ω2π(M −M0)
2
. (5.19)
We now illustrate how (5.17) and (5.19) can be used.
5.2.1 Bloch waves
For the special situation of Bloch waves with quasi-periodic boundary conditions,
yn+1,m = exp(iκ)yn,m (5.20)
with Bloch wavenumber κ and 0 ≤ κ ≤ π, one can return to the unapproximated differ-
ence equations (5.5) and deduce an exact dispersion relation relating frequency to Bloch
wavenumber as
([cosκ− 2 +MΩ2/2]2 − 1)1/2 = Ω2(M −M0)/2. (5.21)
Rayleigh-Bloch waves require κ real and so are only possible with Ω ≥ 2 andM0 < M ; it
is notable that ifM = M0
Ω2 =
2
M
(3− cosκ), (5.22)
which is the upper dashed branch alongDA of the dispersion relations of the perfect lattice;
in the notation of Fig. 5.2 (d) this is the lowest curve of Fig. 5.3(a) folded back upon itself.
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Figure 5.3: (a) Dispersion curves for the Rayleigh-Bloch wave guided along the line defect
with M = 1 and M0 taking the values 0.25, 1 − 1/
√
2, 0.5, 0.75, 0.9, 1 with the arrow
showing the direction of increasing M0. Solid lines are taken from the exact dispersion
relation (5.21) and the dashed lines from the asymptotics in equations (5.23) and (5.24).
Panels (b) and (c) show the displacements of two modes in them direction (see (5.13) and
(5.14)), i.e. perpendicular to the defect.
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For clarity we have also marked AD on Fig. 5.3(a) with A￿ as the periodic extension of
A to π. It is notable that when the wavenumber κ = 0 there are standing waves that are
in-phase from one mass to the next and when κ = π standing waves occur with masses
out-of-phase from one to the next.
In this example, the line defect mode is born from this propagating branch of the perfect
lattice, but due to the defect it then has spatial exponential decay in a direction perpendic-
ular to the line defect. For two different values of M0, the masses of the line defect, this
decay is shown in Fig. 5.3(b,c); as M0 departs further from unity the localisation of the
Rayleigh-Bloch wave to the line is enhanced. The frequency of the wave is entirely within
the stopband forM0 < M(1 − 1/
√
2), and otherwise is partly embedded within the prop-
agating branches of the perfect lattice. The consequences of this are shown in section 5.4
where energy can leak from the surface wave to the bulk and visa versa. Fig. 5.3(b,c) also
show that the asymptotic eigenfunctions clearly oscillate along the defective line as the
amplitude decreases when moving away from the defect line (m = 0).
To relate this to the asymptotics, one notes that the Bloch condition (5.20) in the two-
scale notation requires f(ξ + ε) = exp(iκ)f(ξ) for which f(ξ) = exp(iξ) is a solution
if ε is identified with κ. From the asymptotics one then finds, after some algebra, that the
surface wave frequency, from (5.17), is locally
Ω2 = Ω20 − κ2
(1−MΩ20/2)
M
, (5.23)
for κ￿ 1 and locally, from (5.18),
Ω2 = Ω2π + 2(π − κ)2
(−3 +MΩ2π/2)
2M(3−MΩ2π/2) + Ω2π(M −M0)2
, (5.24)
as κ → π, here Ωπ is the frequency for waves perfectly out-of-phase on the microscale.
These asymptotic results are shown as the dashed curves in Fig. 5.3(a). The lowest solid
curve in Fig. 5.3(a) is the dashed line in Fig. 5.2(d), as noted earlier a different periodicity
causes that curve to be folded back upon itself. Amusingly, one can operate using two
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Figure 5.4: A defective line defect embedded within a bulk lattice of identical masses is
depicted which is the situation treated in section 5.2.2. The defective mass has mass M∗,
the line defect in which it is placed has massesM0 and the bulk lattice has massesM .
neighbouring columns as the microscale cell and then have a double eigenvalue at κ = π/2
as a new standing wave frequency; the resulting asymptotics are then linear (see [23] for
the repeated roots theory in a different context) and can be developed in the neighbourhood
of κ = π/2.
5.2.2 A defective defect
In the related area of photonics it is often the case, [49], that defects are introduced either
as lines of points within a structure to guide or focus light. We now consider the discrete
version of coalescing point and line defects.
To demonstrate the versatility of the asymptotics, we now consider a line defect that
is itself defective (as shown in Fig. 5.4), that is, the line m = 0 again consists of masses
M0 embedded within a lattice of masses M , but the line itself has a single mass changed
at, say, n = 0 so that it is M∗ there. Intriguingly this defective line defect will also have
localised defect states with an eigenfrequency outside that of the surface wave spectrum.
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Figure 5.5: A defective defect state for (a) M = 1,M0 = 0.25,M∗ = 0.2, ε = 0.2
for which numerical simulations give Ω = 5.092178 and the asymptotics Ω ∼ 5.087701
and (b) M = 1,M0 = 0.25,M∗ = 0.3, ε = 0.2 for which numerical simulations give
Ω = 2.996830 and the asymptotics give Ω ∼ 2.995146. In panels (a) and (b), the solid
lines show the localised modes derived by the numerics, while the dashed lines represent
the envelope, f , obtained by the asymptotics. The local oscillations on the microscale are
out-of-phase and in-phase in (a) and (b), respectively.
These defect states have exponential decay, away from the massM∗, along the line defect.
We now find these asymptotically.
The governing equation (5.5) is modified to
yn+1,m + yn−1,m + yn,m+1 + yn,m−1 − 4yn,m = −Ω2yn,m
M m ￿= 0M0(1 + εαδn,0) m = 0,
(5.25)
with δn,0 as the Kronecker delta, α being a constant and 0 < ε￿ 1.
Two cases naturally arise and illustrate the technique.
(i) IfM > M0 > M∗: we define ε = 1 −M∗/M0 where α = −1, so here the mass of
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Figure 5.6: Dispersion curves for the wave guided along the defective line defect are de-
picted whenM = 1,M0 = 0.25, 0 ≤M∗ < 0.25 (case (i) of the main text) and ε = 1− M∗M0
in (a) and when M = 1,M0 = 0.25, 0.25 < M∗ ≤ 0.5 (case (ii) of the main text) and
ε = M∗M0 − 1 in (b). The solid lines represent the solution obtained from the asymptotics
while the crosses show the numerical solution. ΩU and ΩL represent frequencies lying in
the upper stop band and in the lower propagating region, respectively, as ε increases.
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the single defect is less than that of the line defect and surrounding lattice. After following
through the two-scale procedure, using δn,0 = εδ(ξ), and assuming locally out-of-phase
behaviour (ym(ξ, 0) = −ym(ξ,±1)), the ordinary differential equation that governs the
motion along the line defect is, from (5.25), that
2(−3 + Ω2πM/2)
d2f
dξ2
+ Ω22[2M(3− Ω2πM/2)+
Ω2π(M −M0)2]f − Ω4π(M −M0)M0αδ(ξ)f = 0 (5.26)
where Ωπ is found from solving (M2 Ω
2
π − 3)2− 1 = Ω
4
π
4 (M −M0)2. Equation (5.26) has an
exact solution in the form f = exp(−β|ξ|), [73], where the decay rate β is given by
4β(−3 + Ω2πM/2) = Ω4π(M −M0)M0 (5.27)
and
2(−3 + Ω2πM/2)β2 = −Ω22[2M(3− Ω2πM/2) + Ω2π(M −M0)2]. (5.28)
The eigenfrequency is thus
Ω =
￿
Ω2π + ε
2Ω22 +O(ε
4) (5.29)
and comparisons of this solution versus numerical solutions for M = 1 , M0 = 0.25,
M∗ = 0.2 are shown in Fig. 5.5(a). The numerical solutions are found by turning the
infinite number of discrete difference equations (5.5) into a standard matrix eigenvalue
problem, truncated to a large finite size, typically 100× 100, with convergence checked by
increasing this value.
The displacements of the localised mode found numerically show locally anti-periodic
behaviour as expected. The dashed line in Fig. 5.5(a) shows f(ξ)which clearly captures the
long-scale envelope of the numerically observed decay. This localised defect state occurs
at frequency Ω = 5.092178, which lies above the dispersion curve shown in Fig. 5.3(a)
Chapter 5. Asymptotics for Rayleigh-Bloch waves along lattice line defects 127
and is in the non-propagating region for both the main lattice and the prefect line defect,
suggesting that a non-embedded trapped mode exists in this case. One can actually use the
theory of positive operators, as in [41], to prove that this occurs for the ODE of equation
(5.26). For Ω = 5.092178 the coefficient of the d2f/dξ2 in equation (5.26) is positive and
therefore a negative eigenvalue may exist; consequently, there is a possibility of existence
of a trapped mode.
(ii) IfM > M∗ > M0: we define ε = M∗/M0 − 1 and set α = +1; thus the introduced
mass is heavier than those of the line defect, but lighter than those of the main lattice. After
again following the two-scale procedure we have
2(1− Ω20M/2)fξξ − f [2MΩ22 + Ω40(M −M0)M0δ(ξ)] = 0. (5.30)
In this case the local microscale behaviour is in-phase as one moves from one column of
masses to their neighbours; there will again be a localised mode, this time at a frequency
below the surface wave mode and so potentially at a frequency for which waves propagate
within the main lattice. The exponential solution f = exp(−β|ξ|) applies again and the
decay is found from
− 4β(1− Ω20M/2) = Ω40(M −M0)M0 (5.31)
with
(1− Ω20M/2)β2 = MΩ22. (5.32)
This localised defect state is shown in Fig. 5.5(b) illustrating the excellent agreement
between the numerical and asymptotic solution even for the relatively large value of ε:
ε = 0.2.
In Fig. 5.6 the asymptotic frequency values for the localised mode occurring at fre-
quencies above, ΩU , and below, ΩL, those of the surface wave frequencies are shown as
crosses. For comparative purposes full numerical simulations were performed and the lo-
calised states extracted, the comparison is excellent for ε values (ε < 0.5): As ε increases
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further the asymptotics move away from the numerical solution and therefore fail, as in-
deed expected for an asymptotic theory based upon ε ￿ 1. Fig. 5.6(a) shows the trapped
mode (ΩU ) existing in the non-propagating regime, looking at the surface wave dispersion
curve in Fig. 5.3(a) this is closest to values of that curve at the κ = π edge of the Bril-
louin zone where out-of-phase oscillatory behaviour is exhibited, hence this out-of-phase
behaviour in the localised defect state is expected. The frequency ΩL, presented in Fig.
5.6(b), is another trapped mode, this time potentially embedded in the propagating region
of the main lattice, and near the other edge (κ = 0) of the Brillouin zone; thus we expect
it to behave locally in-phase. These conclusions from the asymptotics are born out by full
numerical simulations.
5.3 Asymptotics perpendicular to the line defect
We now change track and attack the line defect problem from a different angle; here we
now use two scales but in them-direction perpendicular to the line defect. Since the surface
wave dispersion curves shown in Fig. 5.3(a) are a modification of the dashed line along AD
shown for the perfect lattice of Fig. 5.2(d) it is natural to consider perturbing away from
that solution. This will be less versatile than our previous asymptotic approach: In section
5.2 the asymptotic technique employed used the standing wave frequencies Ω0 and Ωπ, at
an edge point (κ = 0 or κ = π) of the reciprocal Brillouin zone and just required these
frequencies and the corresponding eigensolutions. Those asymptotics could then be used to
consider more general settings such as localised defect states. In contrast, the asymptotic
method used in this section requires the frequency at every wavenumber κ individually
along the reciprocal Brillouin zone for the perfect lattice, i.e., without the line defect; we
derive only one asymptotic expansion for frequency Ω. The crucial difference between
the two techniques is the amount of information they require, as the former just assumes
conditions at the edges, while the latter requires conditions imposed throughout the range
of values of the wavenumber.
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In order to proceed with an asymptotic approach, we again introduce two scales charac-
terising the lattice. The long-scale which we will now denote by η is conveniently set using
the relative mass variation between the grid and the defect: we set ε = 1αˆ(1 − M0M ), where
αˆ is a constant and ε ￿ 1, and η = εm to be continuous. The short-scale m1 is given by
the elementary cell structure involving the four displacements yn,m+m1 ; m1 = −1, 0, 1, 2.
These two scales are assumed now to be independent of each other and allow us to set
yn,m+m1 = yn(η +m1ε,m1)
∼ yn(η,m1) +m1εynη(η,m1) +
1
2
(m1ε)
2ynηη(η,m1) + · · · (5.33)
By assuming that the motion, on the microscale of the elementary cell, is that of locally
standing waves oscillating across the cell, we impose the following anti-periodic constraints
for out-of-phase standing waves in the vertical (m) direction: yn(η,±1) = −yn(η, 0).
The mass variation in the asymptotic problem is treated by changing the right hand-side
of (5.5) to
−MΩ2yn(η, 0) + (M −M0)Ω2εδ(η)yn(η, 0)
= −MΩ2(1− αˆε2δ(η))yn(η, 0),
which motivates the earlier definition of ε = 1αˆ(1− M0M ).
After adjusting (5.5) in the two-scale notation and carrying out the appropriate substi-
tutions for the Bloch and anti-periodic conditions, we obtain
(2 cosκ− 6)yn(η, 0)− ε2ynηη(η, 0) = −MΩ2(1− αˆε2δ(η))yn(η, 0); (5.34)
Bloch conditions have been assumed such that yn+1,m = eiκyn,m. The next step is to use
the ansatz
yn(η) ∼ y(0)n (η) + εy(1)n (η) + ε2y(2)n (η) + · · · and Ω2 ∼ Ω20 + εΩ21 + ε2Ω22 + · · · (5.35)
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which leads to a hierarchy of equations in powers of ε. These new differential equations
are solved order-by-order in ε.
The leading-order problem is just
(2 cosκ− 6)y(0)n = −MΩ20y(0)n , (5.36)
from which the frequency of standing waves
Ω20 =
6− 2 cosκ
M
(5.37)
emerges directly c.f. (5.22), and y(0)n (η) = f(η)Y (0)n with f(η) to be determined.
By separating the terms of different scales in the first-order equation, we are led to
having y(1)n = f1(η)Y
(1)
n and
(2 cosκ− 6)y(1)n +MΩ20y(1)n = −MΩ21y(0)n (5.38)
for which solvability forces Ω21 = 0, and f1(η) is unknown and not required in the subse-
quent analysis.
The second-order problem after the separation of scales reads as
[(2 cosκ− 6) +MΩ20]y(2)n = −MΩ22y(0)n + y(0)nηη +MΩ20αˆδ(η)y(0)n (5.39)
which is solvable only if the right hand-side equals zero. This condition leads to the differ-
ential eigenvalue problem
fηη −M(Ω22 − Ω20αˆδ(η))f = 0, (5.40)
where fηη denotes d
2f
dη2 , relating f and Ω
2
2. The solution of (5.40) is again
f(η) = − exp(−MΩ
2
0αˆ
2
|η|) (5.41)
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Figure 5.7: (a) Dispersion curves for the wave guided along the line defect with M = 1,
M0 taking the values 0.25, 0.5, 0.9 and ε is 0.75, 0.5, 0.1, respectively. Solid lines are taken
from the exact dispersion relation (5.21) and the crosses from the asymptotics in equation
(5.42). Panels (b) and (c) show the displacements of two modes in the m direction, i.e
perpendicular to the defect.
with Ω22 = M αˆ2Ω40/4. Hence, the modified frequency is given asymptotically as
Ω2 ∼ 6− 2 cosκ
M
+ ε2αˆ2
(6− 2 cosκ)2
4M
+ · · · (5.42)
The numerical and asymptotic squared frequencies are plotted and compared in Fig.
5.7(a). In Fig. 5.7(a), we observe that as ε decreases numerics and asymptotics have, as
one would naturally expect, better agreement, while as ε increases the asymptotics move
further away from the numerics.
In Fig. 5.7(b,c) the same parameter values are chosen as in Fig. 5.3(b,c), the crucial
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difference being that the asymptotics of this section capture the exponential decay in them
direction away from the line defect, shown as the dashed curves in Fig. 5.7(b,c).
5.4 Illustrative examples
We now consider some numerical examples to illustrate how the physical ideas of this paper
can be used in interpretation. The numerical approach is to, again, create a matrix problem
from the difference equations (5.5), but now with the line defects making the outline of a
square. When truncating one naturally has to be careful how the, artificially introduced,
edges of the domain influence the solution particularly with propagating solutions poten-
tially reflecting off the edges. This issue is overcome using a variant of perfectly matched
layers (PML) [14] which are, for continua, the method of choice. For discrete systems, in
one dimension, for a simple line of masses with forcing we take
yn+1 + yn−1 − 2yn +MΩ2
￿
1− σ(n)
iΩ
￿2
yn = δn,0 (5.43)
on a lattice −N ≤ n ≤ N with σ(n) = 0 for |n| < Npml, so the PML is only active toward
the edge of the truncated domain. In PML computations for continuous systems it is often
observed, and indeed proved [107], that nonlinear dependence in σ is advantageous. Here
we take σ(n) = (Npml−n)q/N for n > Npml and a symmetric formula for n < −Npml; in
computations q = 2 and Npml = 60. This efficacy of this approach is checked versus exact
solutions in both 1D and its extension to 2D is similarly verified.
We consider a two-dimensional lattice of equal masses (M = 1) with masses of M0
set along the edges of a square, as shown in Fig. 5.8. We excite this system of masses by
vibrating the mass at the lower left corner of the square with different frequencies. Once
again applying PML in a similar manner to the one-dimensional problem, we obtain the
following difference equations
yn+1,m + yn−1,m + yn,m+1 + yn,m−1 − 4yn,m =
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Figure 5.8: A bulk lattice of identical masses with line defects outlining a square is depicted
as used in section 5.4. The size of the numerical grid is however substantially larger with
603× 603 masses and the inner square being 200× 200 masses.
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Figure 5.9: The absolute value of the displacements |yn| for an infinite lattice, constructed
by identical massesM = 1 and embedded defective massesM0 = 0.25 set in a square, is
excited at different frequencies Ω = 1.98, 2.5, 3, 4. The source is placed at the lower left
hand side corner of the square. The PML method was used to avoid reflection or other edge
effects: The white lines show the position at which the PML scheme becomes active.
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Figure 5.10: The absolute value of the displacements |yn| for an infinite lattice, constructed
by identical masses M = 1 and embedded defective masses M0 = 0.5 set in a square,
is excited at different frequencies Ω = 2.5, 3. The source is placed at the lower left hand
side corner of the square. The PML method was used to generate these figures and avoid
reflection or other edge effects. The white lines show the position at which the PML scheme
becomes active.
δn,−201 − Ω2
￿
1− σ(n)
iΩ
￿2M0 for squareM otherwise (5.44)
where −N ≤ n,m ≤ N with σ(n) = 0 for |n|, |m| < Npml, so as shown in Fig. 5.9 and
5.10 the PML becomes active outside the white rectangles. The defective massesM0 form
a square when −201 ≤ n ≤ 201 and −201 ≤ m ≤ 201. We proceed to solve them via
matrix inversion.
WithM0 = 0.25 we can use Fig. 5.2(d) to see that waves propagate in the main lattice
for 0 < Ω < 2.83, there is then a stop band as the frequency increases further. The
introduction of the line defect introduces a surface wave dispersion curve, as shown in Fig.
5.3(a), with propagation for frequencies 3.02 < Ω < 4.95. We choose frequencies Ω =
1.98, 2.5, 3 and 4 and from the dispersion curves anticipate that for particular frequencies
defect modes will exist.
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In Fig. 5.9(a) the lattice is excited at Ω = 1.98, this is very close to a flat band in
the dispersion diagram which is of independent interest, see [9], and standing waves form
entirely along the diagonals, centered at the forcing point, of the bulk lattice. We observe
that energy travels along the non-defective masses outside and inside the box, while the
inner square also allows for this to happen. The line defects around the edges have minimal
effect apart from creating an image source at the opposite corner from the forcing.
Another frequency within the propagating regime, Ω = 2.5, was examined, resulting in
Fig. 5.9(b). At this frequency we notice that energy propagates outward from the source, as
expected, and some energy is transmitted within the square of defective masses. Again the
line defects are rather passive and mainly act simply to reflect waves from the inner square.
Fig. 5.9(c,d) depict the scenarios for two frequencies lying in the stop band of the
perfect bulk lattice, i.e with the line defects absent. In the first case where Ω = 3 (see Fig.
5.9(c)), there is some energy at the vibration source which exponentially decays within
a small vicinity around the source, as is predicted for frequencies in the non-propagating
regime. At this frequency the surface waves do not propagate either.
However, for Ω = 4 we are in a stopband for the bulk lattice, but within the propagating
region of the line defects. In Fig. 5.9(d), there is no energy traveling along the lattice except
along square of defective masses showing that this is excellent approach for guiding wave
energy.
Now we consider the same problem with the same setting but M0 = 0.5. Similar to
before we look at Fig. 5.3(a) and observe that surface waves are predicted at frequencies
2.3 < Ω < 3.56. It is essential to note that part of the surface wave dispersion curve now
lies in the propagation region, hence the frequencies for which surface waves exist are not
entirely in the stop band as before when M0 = 0.25. In other words, we expect to have
non-embedded trapped modes in the overlapping set of values of Ω, 2.3 < Ω < 2.83.
Again, numerical simulations are generated for 2.5 and 3; the other two frequencies are of
less interest and are omitted for brevity.
In Fig. 5.10(a), where Ω = 2.5 is within the propagating regime of both the bulk lattice,
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but also corresponds to a surface wave frequency, travelling waves appear throughout the
non-defective masses in the lattice. Along the defective masses of the square, some energy
is captured and remains trapped in standing waves travelling around the edge of the square
which creates image sources at each corner; this is clearly not an efficient frequency at
which to transport energy. For Ω = 3 which is in the stop band, for the bulk but not for
surface waves, we again have wave energy trapped to propagate along the line defects; this
is for the same reason as in Fig. 5.9(d).
5.5 Conclusions
The asymptotic procedure, outlined by [24], has been extended to investigate Rayleigh-
Bloch waves along line defects introduced into discrete two-dimensional lattices. High
frequency homogenisation is based upon a two-scale approach that captures the microstruc-
tural information of a periodic inhomogeneous medium used in wave propagation problems
and finds asymptotic homogenised continuum equations valid on the macroscale. This
mathematical technique takes advantage of the scale separation by ‘transferring’ the knowl-
edge of the multiple scaling encoded by standing waves in the microscale to the macroscale.
The short scale representing the microstructure properties has to be significantly smaller
than the macroscale. The resulting high frequency homogenisation models are capable of
encapsulating localisation effects, such as recognising localised defect modes.
In the surface wave problems presented here, embedded and non-embedded trapped
modes, in the sense of being outside or within the frequency range for which waves prop-
agate within a perfect lattice, were successfully detected by employing discrete high fre-
quency homogenisation. This is verified by comparing asymptotic results to numerical
solution of the full system. Frequencies associated with localised defect modes are found
in the high frequency regime.
Two different approaches were demonstrated for tackling the same surface wave prob-
lem in sections 5.2.1 and 5.3. The first one was based on perturbing about the edge points
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(κ = 0 and κ = π) of the reciprocal Brillouin zone, leading to two asymptotic expansions
of frequency (5.17,5.18). The other one was developed by perturbing for each wavenumber
κ individually along the reciprocal Brillouin zone, obtaining a single asymptotic expansion
for Ω (5.40). The former approach requires information only about the edge points, making
it more applicable and effective when considering more general settings, while the latter
imposes conditions throughout the range of values of the wavenumber. As a result the
former captures and produces a very good asymptotic solution near the edges and is less
effective for the values in the middle of the reciprocal Brillouin zone. The latter, even
though more demanding, can be more efficient in certain cases as it can replicate the exact
frequency behaviour throughout the whole range of wavenumbers.
There are many variations or extensions to the surface wave problems examined here. In
particular, time dependence could be introduced to the problems allowing us to find trapped
modes linked to time-dependent problems. Similar surface wave problems, to those of the
main text, could be investigated involving different type of defects in the square lattice,
such as point defects or defective blocks of masses. To this extent, varying the location of
the defect, i.e. setting the line defect at the edge of a semi-infinite lattice, may also affect the
resulting homogenised differential equation in the macroscale. High frequency homogeni-
sation used here, for localisation in two-dimensional structures of a specific geometry, also
allows for generalisations to three dimensions or to other engineering structures such as
frames [78, 90, 96], relying on understanding the behaviour of an elementary lattice cell.
The two-scale approach is not limited to the square lattice geometry, and therefore other
lattice geometries constructed by triangles or hexagons [78, 111] are treated using this for-
malism by redefining the discrete unit cell accordingly [74].
The asymptotic theory used here for treating discrete problems with the occurrence
of localisation phenomena can be applied to analogous continuous problems. Continuum
models of structured interfaces can be considered and solved based on the same concept.
For example, the equivalent corresponding case of the discrete lattice with a defective line
could be replaced by an infinite array of parallel-plates (i.e. finite lines) with a plate defect,
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i.e a line missing or being semi-infinite or a linear array of circular holes with one missing.
Such extensions are currently underway.
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Chapter 6
Conclusions
6.1 Concluding remarks
The theory of HFH was applied and extended to investigate waves propagating along struc-
tured interfaces. Demonstrating the adaptability and versatility of the asymptotic method,
continuous and discrete settings were treat effectively as verified by analytical or numerical
results, or both. This two-scale asymptotic approach enables and supports the construction
of asymptotic homogenised representations on the long-scale for periodic media by incor-
porating any microstructural information. HFH overcomes the low frequency limitation of
classical homogenisation without any constraints on the wavelength and elementary cell
size ratio, and opens up the opportunity of exploring wave phenomena occurring in the
high frequency regime. This allows us to gain insightful information on the physics of the
problem, for instance, by computing the energy flux that may relate to features such as
trapped modes.
Chapter 2 explored the connections that exist between the mathematical representations
of dynamic phenomena in functionally graded waveguides and those in periodic media
by considering a functionally graded acoustic waveguide and a periodic piecewise string.
Long-wave asymptotics were developed for both models and verified by comparing them to
the numerically computed dispersion curves. The conventional low frequency limit for both
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cases was, as expected, shown to be the same. While at higher frequencies, the long-wave
asymptotic theories are capable of uncovering the similarities between the two problems
in a domain of great physical interest. The high frequency limit corresponds to features
that arise near cut-off frequencies in waveguides, including trapped modes, along with
other high frequency phenomena appearing in periodic media, such as localised defect
modes. This comparative study revealed that the final mathematical representations of the
two problems, which incarnate the essential physics, are virtually identical.
In chapter 3 one-dimensional scattering problems of semi-infinite and finite periodic
strings attached to semi-infinite homogenous strings were considered to illustrate the effi-
ciency of dynamic HFH theory. A key point to understand is how to model the interface
conditions and reflection/transmission problems are a stringent test. The HFH model, de-
veloped around standing wave frequencies and constructed to replace the periodic medium,
agrees exceptionally well with the exact solution in replicating the reflection and transmis-
sion behaviour accurately. The degenerate scenario of repeated roots of the dispersion
relation for specific waves of material parameter was investigated asymptotically. Exam-
ining cases for both edges of the Brillouin zone (periodic and anti-periodic) showed that
the asymptotics of the dispersion curves exhibited locally linear behaviour and the asymp-
totic behaviour was closely related to that at low frequencies. Besides deriving an effec-
tive homogenised equivalent of the periodic medium, the other key detail in capturing the
scattering behaviour was to incorporate the short-scale for the boundary condition. The
coupling at the interface of two materials is crucial in order to reproduce the reflection and
transmission behaviour.
Chapter 4 dealt with discrete variations and analogues of the continuous cases presented
in chapter 3. The adaptive HFH theory was extended to successfully treat wave propaga-
tion and scattering problems in discrete periodic media. The high calibre of accuracy of
the asymptotics, at the standing wave frequencies near the edges of the Brillouin zone, sug-
gested that the analytical solutions obtained by employing the transfer matrix method and
the Wiener-Hopf technique can be replaced, at those frequencies, by this discrete approach
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of HFH. Once again in this chapter the importance of identifying the exact attachment con-
ditions for the asymptotics is emphasised, as it is necessary for setting the correct phase
and amplitude at the interface.
In chapter 5 discrete HFH was utilised to probe Rayleigh-Bloch waves along line de-
fects introduced into discrete two-dimensional lattices. Embedded and non-embedded
trapped modes, in the sense of being outside or within the frequency range for which
waves propagate within a perfect lattice, were successfully detected. This was verified
by comparing asymptotic results to the numerical solution of the full system. The resulting
long-scale continuum representations were capable of recognising frequencies associated
with localised defect modes in the high frequency regime.
Hence in this thesis I have extended an asymptotic method in two key directions: To
interface waves and to generating the correct attachment conditions at interfaces.
6.2 Future developments
The powerful tool of HFH can be implemented to shed light on numerous problems similar
to those presented in this thesis. In the case of problems of greater complexity, for which
exact solutions might not be available, the validity of the asymptotic results can be verified
numerically with the possibility of some computational cost incurring, especially at higher
frequencies.
The dynamic homogenisation approach in chapter 3 empowers us to explore a broad
range of scattering problems. For example, one would be able to explore a two-dimensional
scenario involving flexural waves incident upon one or more boundaries, and identify the
appropriate and necessary conditions for matching precisely all wave fields.
In terms of discrete settings, there are many variations and extensions to the surface
wave problems examined in chapter 5. The same formalism can be used for treating prob-
lems of higher dimensions and of different and more complex geometries. Further, varying
the location or the type of a defect in a lattice or another structure, such as frames, cause
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localisation effects which can still be dealt with HFH. Along the same lines, effective con-
tinuum models can be reproduced for analogous continuous cases.
The possibilities of future work applying HFH are non-exhaustive. One of the main rea-
sons for this is that it can be utilised for solving problems in various classical and emerging
fields in physics and applications in engineering.
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