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Introduction
During the past several decades, unmanned ground vehicle (UGV) technology has progressed from tethered teleoperated vehicles to vehicles capable of autonomous movement through offroad terrain. Keys to this success in the area of autonomous mobility have been the increased computational capacity available to the vehicle, software architectures specifically designed for UGV applications (e.g., four-dimensional real-time control system [Albus, 1997] by the National Institute of Standards [NIST] ), and improved sensor technology for obstacle avoidance, especially in laser radar (LADAR). The extension of UGV functionality to application areas of interest to the Army besides autonomous mobility will most likely require the improvement and integration of a number of sensor technologies. Besides LADAR, other technologies include infrared (IR) sensors and monocular or binocular imagery. The integration or fusion of the data provided by all the vehicle's sensors will be necessary to exploit the potential benefits offered by UGVs for Army applications.
A necessary condition for the fusion of sensor data is the capability of reconciling the individual coordinate systems or reference frames associated with the various sensors, vehicles, and the world. Specifically, this requires knowledge of the transformations (rigid body rotation plus translation) among the different coordinate systems.
The Weapons Analysis Branch, Ballistics and Weapons Concepts Division, Weapons and Materials Research Directorate of the U.S. Army Research Laboratory (ARL) has undertaken a research effort in robotic perception, which focuses on binocular or stereoscopic vision. This effort includes a collaborative effort with NIST to develop a multi-sensor (LADAR, navigation [NAV] , and stereoscopic video [stereo] ) database with ground truth 1 for use by the robotics research community. As described in the previous paragraph, for these data to be useful, the transformations among the various sensor coordinate systems must also be provided. The objective of this report is to document the ARL procedure for determining the transformations among the cameras of the stereo system and the transformations among the camera system and other sensor, vehicle, and world coordinate systems. In this report, the process of determining a transformation between two coordinate systems is referred to as registration. Essentially, the registration process between two sensor coordinate systems requires knowledge of the threedimensional (3-D) coordinates in each sensor coordinate system for a number of corresponding points. Thus, the problem is not only sensor registration but also, in the case of the stereo system 1 An accurate positional location determined by direct measurement or survey. data, 3-D reconstruction. Data from the stereo system consist of two-dimensional (2-D) images. Three-dimensional reconstruction refers to the process of merging this 2-D information, measured at pixel locations in the two camera images, to retrieve 3-D coordinates for features observed in both images. As described next, ARL's procedure entails the use of software developed by the Jet Propulsion Laboratory (JPL), computer code written by ARL, and a MATLAB 2 routine.
The organization of the remainder of the report is as follows. Registration of a single camera and the calibration system is covered in Section 2. Section 3 describes the registration between the stereo cameras. Three-dimensional reconstruction of the stereo images is described in Section 4. Registration between the stereo system and other sensor systems is presented in Section 5. The application of this work to the development of a multi-sensor database is described in Section 6. Finally, a summary of this work is presented in Section 7.
Registration Between a Single Camera and the Calibration System
As discussed, the goal of registration is to determine the rigid body transformation relating two coordinate systems. Specifically, this entails determining a translation vector T and a rotation matrix R that convert the coordinates P 1 of a point in the first coordinate system to the coordinates P 2 of that same point in the second coordinate system. The relation between P 1 and P 2 is given by
The registration procedure involving a single camera and the calibration system used by ARL is performed in two steps. First is the determination of a camera model via software and a procedure adopted from JPL.
Step 2 converts the information from the camera model of Step 1 into the desired rotation and translation. Both steps are described next. Since ARL is interested in stereoscopic video, the data necessary to determine the individual camera model for each of the two cameras are collected and processed during Step 1. Thus, the discussion of Step 1 refers to a pair of cameras.
Step 1
The cameras are fixed in a stereo "rig," a fixture that maintains a rigid body geometry between the two and defines the binocular stereo pair. The cameras provide input to personal computer frame "grabber" boards that digitize and store the images from the camera pair. These images are of a highly structured calibration scene and are recorded and processed off line by the JPL 2 MATLAB ® is a registered trademark of The MathWorks.
calibration software (Litwin, 2000 ). An explicit model of each camera is calculated on the basis of surveyed 3-D points in the calibration scene and the corresponding 2-D points in the camera image.
ARL's calibration facility, which was designed, built, and based on performance specifications provided by Larry Matthies of JPL
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, provides a source of 3-D points. The locations of these 3-D points are precisely known. A typical calibration uses four binocular images of a calibration "poster," shown in Figure 1 . An image is taken of the poster at each of four surveyed poster stations (left front, right front, left rear, and right rear) within the field of view of the stereo rig. The aluminum poster has 150 white circular markings on a black background, each machined by an ARL computer numerically controlled (CNC) milling machine to a nominal spacing accuracy better than 0.127 mm (0.005 inch). Spacing of the 41.91-mm (1.650-inch) diameter circles is 81.28 mm (3.200 inches) between centers. The white-on-black circles provide a high contrast image, and CNC accuracy assures regularity of spacing within the poster.
The poster is mounted on a rigid aluminum stand. It holds the poster at a precisely measured location in space in one of the four poster stations. Each poster station consists of three machined stainless steel floor plates bolted to the concrete floor of the facility. machined stainless steel feet of the poster stand constrains the stand in exactly 6 degrees of freedom, so there is only one stable way for the stand to sit on the floor plates. The location of the poster has been surveyed in each of the four stations by a high accuracy instrument, based on laser tracking technology. An arbitrary coordinate system fixed to the calibration facility is used. Several repetitions of the survey indicate that when the poster is in a station, the location of each circle is known to within an accuracy of less than 0.05 mm (i.e., a few thousandths of an inch).
The stored images are processed off line with the JPL calibration software, separately for each camera. The images of the calibration poster in each of its four stations are used as input to the JPL software in combination with data files that provide the 3-D coordinates, relative to the reference frame of the calibration system, of the corner elements of the poster in each station. Additionally, a nominal set of values for the camera intrinsic parameters (Trucco & Verri, 1998) is entered in the program. The JPL software incorporates an algorithm described by Gennery, Litwin, Wilcox, and Bon (1987) , which detects the centers of the circles in the four images from each camera and correlates the results with the known locations of the centers. Intrinsic and extrinsic parameters of the camera are extracted and tested. The software yields a camera model in the CAHVOR 4 format described in Yakimovsky and Cunningham (1978) and Gennery (2001) , along with circle location error analysis information. The intrinsic and extrinsic parameters are required in Step 2 to complete the calibration system-camera registration. Details about these parameters are provided in Step 2.
Step 2
The extrinsic parameters determined by the JPL software in the CAHVOR format include four vectors C, A, H, and V. The vector C, shown in Figure 2 , represents the translation vector associated with the rigid body transformation from the calibration coordinate system to the camera coordinate system. Therefore, if T is the translation vector of the rigid body transformation,
Assuming no lens distortion, A is a unit vector along the focal axis of the camera, and H and V satisfy the equations (Yakimovsky & Cunningham, 1978) :
and .
The vectors H and V are not necessarily orthogonal to the vector A nor parallel to the x-or yaxis of the camera coordinate system. H contains information relative to the horizontal direction and V information relative to the vertical direction. The vector H is the sum of vectors, one in the direction of the camera x-axis and the other along A. A similar definition applies to V but 4
Not an acronym with the first vector in the camera y-axis direction. The definitions for H and V are chosen to simplify the calculation of i and j, as given in Equation (3) (JPL, 2002) . As shown in Figure 2 , (i,j) is the point in the image plane (pixel units relative to the camera image 5 ) associated with the image of the point P (given in the calibration coordinate system). The superscript T represents the transpose of the vector or matrix and (.,.) the standard scalar or dot product of two vectors. The next step is to determine the rotation matrix, R. Let [x y z] T represent the coordinates of the point P in the coordinate system of the camera; then, since A is a unit vector in the direction of the focal axis which corresponds to the z-axis of the camera coordinate system:
If R represents the rotation associated with the rigid body transformation between the calibration and camera coordinate systems, then the following relation between [x y z] T and P exists:
in which R k , k = 1, 2, 3, is the kth row of R. Therefore, from Equations (4) and (6),
From Equation (1), T = C, and combined with the commutative property of the scalar product, it can be concluded from Equation (7) that 
(O x ,O y ) are the coordinates (in pixels) of the image center (i.e., intersection of the focal axis with the image plane) and (s x ,s y ) the effective size of a pixel (in millimeters) in the horizontal and vertical directions, respectively, and are provided as part of the intrinsic parameters from Step 1. 6 When Equation (9) is combined with the fundamental equation for a perspective camera (Trucco & Verri, 1998 ),
in which f is the focal length of the camera, and it can be concluded that
Substituting from Equation (6),
The intrinsic parameters from Step 1 actually provide the ratios f/s x and f/s y ; f is the focal length of the camera. As will be seen, these ratios are needed.
Rearranging the first equation in (12),
Substituting for i from Equation (3),
With Equation (8), the commutative property of the scalar product, and the fact that T = C, Equation (14) can be rewritten as
Solving for R 1 T ,
In like manner,
Since (O x ,O y ), f/s x , f/s y , H, V, and R 3 T are known from the calibration camera model and Equation (8), R 1 T and R 2 T can be determined. This completes the construction of the rotation matrix R and Step 2.
To illustrate and validate the registration technique, data collected during a calibration experiment are used. Validating the registration entails obtaining the rigid body transformation (rotation matrix and translation vector) and then demonstrating that a point(s) expressed in the coordinate system of one of the reference frames is transformed into the correct coordinates in the second reference frame when the rigid body transformation is applied. As discussed before, a number of locations in the coordinate system of the calibration system have been accurately measured. However, the coordinates of these points, relative to the coordinate system of the camera, are not measured during the calibration. The only information with respect to these points relative to the camera reference frame is their pixel location in the image plane. Thus, the validation of the registration between the calibration system and the camera is to demonstrate that given a point(s) in the coordinate system of the calibration system, after the rigid body transformation is applied, the resulting pixel location in the image plane of the camera agrees with the measured pixel location. This extra step of converting from the 3-D coordinates in the coordinate system of the camera obtained from Equation (5) 7 to the pixel location in the image employs Equation (11). Equation (11) involves the intrinsic parameters of the camera that are 7 If the 3-D coordinates were available in the camera coordinate system, then the validation would be complete at this point since Equation (5) provides the desired coordinates in the reference frame of the camera. also provided by the JPL CAHVOR camera model. Although this would appear to introduce four independent parameters, O x , O y , f/s x , and f/s y , which could influence the pixel location results and question the correctness of the calculated rigid body transformation, this is not the case. The four intrinsic parameters are functions of the vectors A, H, and V, as is the rigid body transformation. From the survey of the calibration fixture, the coordinates of the lower left corner of the calibration poster in the left front position in the calibration system coordinate system are [-0.133933 -0.1286 -32.7774 ] T (units in inches 9 ). This point is denoted by P W1 . The image of P W1 in the left camera image plane has pixel coordinates (201, 223) and is denoted by p L1 . 10 Figure 3 shows the four left camera images used as input by the JPL calibration software in determining the intrinsic and extrinsic parameters of the camera. As discussed earlier, the program performs a number of iterations to minimize error in computing the intrinsic and extrinsic parameters. Figure 4 shows a display of the error analysis for the calibration. For All the information provided by the JPL calibration code is in units of inches. In order to use the exact output from the JPL code in this report, English instead of metric units are used in the illustrations.
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Lower case p denotes a location in the camera image plane. In Sections 2 and 3, the notation is used to denote an ordered pair corresponding to pixel locations. For Section 4, p represents a 3-D vector corresponding to a location in the camera image plane in the camera coordinate system. the calibration shown, the maximum error is less than 0.5 pixel, and the root mean square (rms) error is less than 0.2 pixel. With Equations (8), (16), and (17), the rotation matrix for the left camera is computed to be Note that R L has the correct form to rotate the coordinate system of the calibration system to that of the camera. The first column of R L corresponds to the x-axis in the calibration system, and the location of the largest value in the column corresponds to the axis to which the x-axis is rotated in the camera coordinate system, specifically, the third row that corresponds to the z-axis.
Similarly, the y-axis (calibration) corresponds to the x-axis (camera), and the z-axis (calibration) corresponds to the y-axis (camera). Referring to Figure 2 , it can be seen that this correspondence is correct. Also, if R L is a rotation matrix, it must be an orthogonal matrix (i.e., 
Next, R L and T L together with P W1 are substituted into Equation (5) to determine the 3-D coordinates of P W1 in the coordinate system of the camera (refer to this point as P L1 ). The result is
Finally, with Equation (11) and the values of x, y, and z from P L1 , the predicted pixel location in the left camera image plane is calculated to be i = 199.5 and j = 222.3.
Compared to the measured pixel location p L1 = (201, 223), the percentage error in the computed horizontal pixel location is -0.75% ([199.5 -201 ]/201 * 100) and -0.31% ([222.3 -223] /223 * 100) in the computed vertical pixel location.
Based on these results, the approach described in this section appears to correctly compute the rigid body transformation for the registration between the ARL calibration system and a single camera.
Registration of Stereo Cameras
Since both cameras used in the stereo pair must be calibrated relative to the calibration system before use, the registration between the cameras can be accomplished with the registration information between the calibration system and each camera. Let P, P L , and P R , represent the 3-D coordinates of the same point relative to the calibration system, left camera, and right camera coordinate systems, respectively. With the registration procedure described in Section 2, two rotational matrices, R L and R R , and two translation vectors, T L and T R , can be obtained, thereby registering the calibration system and the left and right cameras so that
Solving the second equation in (18) for P and substituting into the first equation in (18),
In general, for a stereo-video system, results are relative to the left camera. Thus, it is customary to express the rigid body transformation as transforming coordinates relative to the left camera coordinate system to coordinates relative to the right camera coordinate system. Rewriting Equation (19) to express the transformation in this manner yields
Let R LR and T LR represent the rotation and translation from the left camera reference frame to the right camera reference frame. Then Equation (20) is rewritten in the form of Equation (1),
Validation of the registration defined by Equation (21) between the cameras should be performed with the pixel location in the left and right camera images of the same point in space since the only measured information from the cameras is the camera image as discussed in Section 2. However, the rigid body transformation cannot be applied directly to the pixel locations but only to 3-D coordinates. As stated in Section 2, the point P W1 corresponds to the pixel location p L1 = (201, 223) in the left camera image and is approximately the 3-D location P L1 = [-28.942778 -3.469019 161.73944] . Analysis of the image from the right camera indicates that the point P W1 corresponds to the pixel location p R1 = (143, 217) in the right camera image plane. To validate the registration, Equation (21) is used with the point P L1 to estimate the 3-D location of P W1 in the coordinate system of the right camera. This point is denoted by P R1 . Then Equation (11) is used to compute the predicted pixel location of P W1 in the right camera image plane. This pixel location is then compared to the measured pixel location p R1 .
With the approach in Section 2, the intrinsic and extrinsic parameters determined by the JPL stereo code for the right camera are The resulting rigid body transformation is defined by Thus, -38.6695384502 -7.15415083112 162.847589732] T .
With Equation (11), the pixel location in the right camera image plane is calculated to be I = 139.4 and j = 214.4. Compared to p R1 = (143, 217), this represents a percentage error of approximately -2.5% in the horizontal pixel location and -1.2% in the vertical pixel location.
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However, this includes propagation of the error included in P L1 . From the previous section, the percentage error in the horizontal pixel direction of p L1 (an indication of the error in P L1 ) was -0.75% and in the vertical direction, -0.31%. Given the potential error propagation from the use of P L1 , the fact that the pixel location for p R1 is selected by the user and because of possible numerical approximations, it is felt that the results for p R1 are sufficiently close to justify the conclusion that the registration between the two cameras is correctly represented by the results given in Equation (21).
Three-Dimensional Reconstruction
The process of 3-D reconstruction refers to determining the 3-D coordinates (relative to a given coordinate system) of points in the world, given two slightly different 2-D video images of the points. Of interest in this report is the configuration of cameras as a stereo pair, which provides the two images simultaneously. By selecting corresponding or conjugate points in the left and right camera images, one can determine the 3-D coordinates of the location of the appropriate point in space by triangulation. The triangulation procedure is as follows. From the camera images, it is assumed that conjugate points given in pixels are known. Assuming that the focal 11
The calculation was repeated for other points with similar results. In fact, this point displayed some of the largest percentage errors. lengths, the center of the image plane, and the dimensions of the pixels (intrinsic camera parameters provided by the calibration) are known, then equations for the lines through the left and right camera centers and the pixel locations in the image planes can be determined. Transforming both lines to a common coordinate system (generally the coordinate system of the left camera) would allow the intersection point of the two lines to be determined. This intersection point is the triangulated 3-D point. Unfortunately, small errors in the measurements and numerical calculations generally cause the two computed lines to be skewed.
To circumvent this difficulty, Trucco and Verri (1998) describe an algorithm that estimates the intersection of two skew lines by the point with the property that it is minimal distance to both lines (i.e., the sum of the distances of the point to the two lines is minimal). To ensure uniqueness, an additional constraint on the point is that it must be equidistant from both lines. Since the shortest distance between two skew lines is the length of the line segment perpendicular to and connecting both lines, the desired point is the mid-point of this line segment.
Suppose that p L and p R are the conjugate image points of the world point P W in the coordinate systems of the left and right cameras, respectively. In this case, p L and p R are 3-D points in the image plane. Also assume that the registration between the two cameras is as described in the previous section. The algorithm that determines the point of minimal distance, as described in the last paragraph and Trucco and Verri, is as follows.
Any point on the ray through the left camera center and p L is given by a * p L , with a being a real number. This point, a * p L , is relative to the left camera coordinate system. Likewise, an arbitrary point on the ray though the right camera center and p R is given by b * p R , with b being a real number, relative to the right camera coordinate system. In terms of the left camera coordinate system, with the notation from the previous section and Equation (21) , this point is given by
The difference between these two points in the coordinate system of the left camera,
defines a line segment connecting the two rays of interest. It also represents a vector that lies in the direction of the connecting line segment. Since the desired connecting line segment is perpendicular to both rays, the vector defined by Equation (23) must be a multiple of the cross product of a * p L and b * R LR T * p R , or
in which c is a real number. Since translations do not affect the direction of a vector, T LR was omitted from the second vector of the cross product in Equation (24). With appropriate properties of the vector cross product, this equation can be rewritten as
Equation (25) represents a system of three equations in three unknowns. Since the cross product of two vectors is non-zero unless the two vectors are collinear, the coefficient matrix for the system of equations will be non-singular because p L and R LR T * p R cannot be collinear unless the point of interest is at infinity. Thus, if the coefficient matrix is singular, the 3-D point has infinite range; otherwise, there is a unique solution for a and b (there is also a unique solution for c, but it is not used in the algorithm). The mid-point of the line segment, defined by these values of a and b substituted into Equation (23), is the desired intersection point. This completes the algorithm. What remains are the details of going from pixel locations (the information available from the images) to image plane coordinates.
Assuming that a perspective camera model adequately describes the cameras (Trucco & Verri, 1998) ,
and (26)
in which the notation is as in earlier sections and the L and R subscripts refer to the left and right cameras, respectively. Factoring the focal length,
Substituting into Equation (25), (28) can be written as
The end points of the desired line segment are now A * p L ' and B * R LR T * p R ' + T LR . The advantage of this approach is that the individual values of f L , f R , s xL , s yL , s xR , and s yR are not requiredonly the focal length to pixel size ratios provided by the JPL calibration.
To facilitate the 3-D reconstruction, a program in C++ was written. The program (see Appendix A) performs the steps described in Sections 2 through 4. To illustrate the 3-D reconstruction, the point P W1 in the calibration system used in Section 2 is approximated with the left, p L1 = (201, 223), and right, p R1 = (143, 217), pixel image locations together with the left and right camera calibration information. The result is the location of the point P W1 relative to the left camera coordinate system. Since the coordinates of the point P W1 are not originally measured in terms of the left camera coordinate system, the location of P W1 in the coordinate system of the left camera is estimated with the registration information provided in the example of Section 2. This estimated location of P W1 is then compared to the location of P W1 computed by the 3-D reconstruction. In Section 2, the registration was for the calibration system and the left camera. With the transformation from Section 2, the point P W1 = [-0.133933 -0.1286 -32.7774 Considering possible numerical and measuring errors (e.g., the pixel locations are selected by the user), these results are believed to fall within acceptable tolerances.
Registration of Sensor Systems
An approach to determine the registration between the stereo system (or any sensor system) and a second sensor system is now discussed. To perform the registration between any two coordinate systems, a MATLAB function provided by Soder 12 (2002) is used. Basically, the program requires the coordinates in three dimensions of a collection of points relative to both sensor coordinate systems as input 13 . The resulting transformation (rotation and translation) between the sensor reference frames is then computed.
To illustrate the program, registration between the left and right cameras is performed with the function provided by Soder. These results are then compared to the registration obtained in Section 3. 
Application to a Multi-Sensor Database
As discussed in Section 1, one of the motivations for this work is to develop a methodology for registering different sensor systems. Specifically, the following discusses the registration of the ARL stereo sensor and the NIST LADAR sensor used to collect UGV-like sensor data at Fort Indian Town Gap (FITG), Pennsylvania, on May 21 and 22, 2002. This data collection is an element of an effort being conducted by ARL and NIST to support research in the area of perception for autonomous mobility for UGVs. information can be somewhat misleading unless the object in the scene is perpendicular to the camera focal axis. The fact that the target appears as slightly deformed rectangles in the camera images indicates that the target is not perpendicular to the focal axis. Other analyses, e.g., investigation of the planarity of the target in the 3-D reconstruction, better address questions of depth. Such an analysis is discussed later in this section. However, an analysis of the information provided in Figure 6 provides useful information and insights into the 3-D reconstruction process. 
3D Reconstruction
As stated before, the target shown in Figure 5 was situated in four different positions. In two of the positions, the target was upright as shown in Figure 5 ; in the other two positions, the target was turned upside down to provide greater variety to the data. Not including the stand, the target was approximately 2.2 meters wide and 0.955 meter high.
The four target positions and orientations are schematically shown in Figure 7 16 with the colors corresponding to the pixel and 3-D reconstruction colors in Figure 6 . In terms of the left and right camera pixel graphs, the greater the distance of the target location from the camera (Figure 7) , the smaller the size of the rectangle representing the corners of the target as is expected. However, since the 3-D reconstructed graph is the projection onto the x-y plane, the rectangles representing the target should all be the same size as shown in Figure 6 . In addition, the size of the rectangles corresponds to the target size, 2.2 meters by 0.955 meter. This again demonstrates the validity of the 3-D reconstruction process developed in Sections 2 through 4. The last observation concerns the vertical location of the rectangles in the 3-D reconstruction graph. If the camera focal axis is perpendicular to the target, then the reconstructed data for the targets in the upright position should have the same y-coordinates. The same is true for the two targets in the upside down position. From Figure 6 , this is not the case. In fact, for this data collection at FITG, the camera system pointed downward and the 3-D reconstructed data are in the coordinate system of the stereo system, specifically the coordinate system of the left camera. How this can cause two objects at the same height above the ground to have different vertical locations in the camera coordinate system is illustrated in Figure 8 and is related to depth perception. To determine the registration between the stereo system and the LADAR system, 3-D coordinates in the LADAR coordinate system corresponding to the stereo system points are 16 Locations and distances are not accurately portrayed in the figure. With the 15 matching 3-D points (one stereo point was not visible in the LADAR data), the registration between the stereo and LADAR systems is calculated. Results are summarized next.
The model assumes that ψ = R SL * ξ + T SL , in which the subscript SL refers to the transformation from the stereo coordinate system to the LADAR coordinate system, ξ is a 3-D point in the coordinate system of the stereo unit (left camera coordinate system), and 17 Private communication, Tommy Chang, National Institute of Standards and Technology, Gaithersburg, MD, 2002. 18 Private communication, Tsai Hong, National Institute of Standards and Technology, Gaithersburg, MD, 2001. 19 NIST maps into the vehicle coordinate system rather than a distinct coordinate system for the LADAR. The registration of the stereo sensor to the LADAR sensor is therefore between the stereo and vehicle coordinate systems. The projection into the x-y plane in the LADAR coordinate system of the transformation of the 15 stereo points used in determining R SL and T SL is shown in Figure 9 . In the figure, the colors correspond to those in Figure 6 so that a comparison is easier. An overlay of the transformed stereo points (dashed) and the measured LADAR points (solid) projected into the x-y plane of the LADAR coordinate system is provided in Figure 10 .
World Coordinate System
While the overlay of the stereo and LADAR data in Figure 10 is similar, systematic errors are evident. At best, the transformation is "in the ball park". Errors observed in the transformation can result from systematic errors in the sensor data and from errors in the transformation function. If errors can be shown to exist in the data points used to generate the transformation function, errors in the transformed sensor data become more understandable. Toward this end, the sensor source data are evaluated for flaws via qualitative and quantitative methods. The transformation function is calculated from a relatively small number of points "hand picked" from the stereo and LADAR images. Errors in the correspondence of these points propagate into the calculation of the transformation. Additionally, the LADAR data are known to be subject to facet error, when sub-images from different facets of the LADAR's whirling mirrors do not align exactly in the image. This is evident in the LADAR image of Figure 5 , where the straight lines
comprising the sides of the target vary by a (very large) LADAR pixel. This error also finds its way into the transformation function.
To quantitatively investigate possible errors in the stereo and LADAR data, a comparison of sensor estimates of known geometric parameters of the target is performed. These parameters are embedded in the target so that ground truth is known. The parameters known with certainty are the linear dimensions of the target edges, the perpendicularity of the corners, and the planarity of the target. These can be calculated from the 3-D reconstructed stereo data and the LADAR data of the measured corner points of the target in the different poses, as follows.
The length of edges is a simple Euclidian distance between adjacent points. According to the "asbuilt" drawings of the registration target, the length of the horizontal edge is 2.200 meters, and the vertical edge is 0.955 meter. The length error is the difference between the "as-built" measure and the Euclidian distance between corners from the 3-D reconstructed stereo data or the measured LADAR data.
Error in the perpendicularity of the corners is the absolute value of the difference between π/2 and the angle formed between the rays defined by a corner point (e.g., UL = upper left) and its two peripheral neighbors (e.g., UR = upper right and LL = lower left) for the stereo and LADAR data. The error is given by
represents a vector defined by points XX and YY, YY XX → its magnitude, and • the vector scalar or dot product.
Error in planarity of the stereo and LADAR data is the distance between a plane formed by three target corner points (UL, UR, and LL) and the fourth point (LR). We compute this error by determining the unit normal vector to the plane determined by the three points UL, UR, and LL, in which × represents vector cross product, followed by taking the dot product
Statistics from this comparison are presented in Table 1 . Because of the much larger standard deviation, errors in the length of edges appear to be greater in the LADAR data. The target was presented to the sensors nearly perpendicularly to the axis of the sensors, so measurements of length tended to be in the "image plane" of the sensor. LADAR images are not well calibrated in this plane because of facet error (a topic beyond the scope of this report). The observed error is consistent with errors in the location of points in the image plane. The erroneous placement of points in the image plane would also account for a higher error in the corner angles calculated from the LADAR data.
The planarity error is higher in the stereo data than in the LADAR. In the images used, planarity is substantially in the direction of the sensor axes, i.e., perpendicular to the image plane. LADAR performs quite well in this axis, while stereo is subject to errors in the manual selection of matching points. Again, this error is consistent with a known and independent source of error.
Based on these observations, the data points upon which the registration is based appear to show evidence of error, which could have a deleterious impact on the transformation function and would in turn contribute to the observed error between measurements from the two sensors.
To evaluate the registration between the stereo and LADAR sensor systems, the error resulting from the transformation is evaluated. Since a surveyed location, i.e., ground truth, of the points extracted from the poses of the target is not known, the error metric selected for scrutiny is the difference between the estimates of 3-D position by the LADAR and stereo sensors. The measurements are in the LADAR sensor coordinate system and, thus, the stereo data result from the registration transformation being applied to the 3-D reconstructed stereo points. Unfortunately, the points used in this error analysis are the same points used to generate the transformation. Although this situation is not desirable for drawing definitive conclusions, other points for use in the analysis are not available, and thus, the analysis provides only a "crude" indicator of the effectiveness of the method for determining the registration between the sensor systems.
Spherical rms values are shown in Figure 11 as vectors attached to the corners of the transformed stereo points from Figure 9 . The magnitude of the vectors is the 3-D Euclidean distance that a stereo point needs to be moved in order to match the corresponding LADAR point. Units for the vectors are the same as in the graph. The vector direction is not meaningful. The mean error is 0.2694 meter, the standard deviation 0.0848 meter, and the maximum error is 0.4204 meter. There appears to be no pattern to the errors represented by the vectors. Since the ground truth is not known, interpretation of the mean rms value is difficult. However, it may be indicative of "large" inaccuracies in the stereo and/or LADAR estimated positions and the actual positions of the features in the scene. The small rms standard deviation may be a result of the fact that the data used in generating the transformation are the same data used in the error analysis. Based on the rms mean, the authors feel that the registration results should be viewed as a "rough" approximation. 
Summary
This report documents ARL's methodology for performing sensor registration and 3-D reconstruction from stereo images. With a collection of procedures developed by JPL, a MATLAB program from Soder (2002) , and software developed at ARL, registration between any sensor coordinate systems can be performed.
The methodology developed and presented in this report was applied to stereo and LADAR data collected at FITG. Although a registration between the two sensor systems was obtained, errors present in the data used to generate the registration appear to impact the accuracy of the numerical results but not the methodology. Using additional matching stereo and LADAR points in determining the registration may provide better results.
Future data collections focusing on the development of a multi-sensor database will apply approaches described in this report and will address the issues that surfaced because of the errors in the data. 
