A study of the leeside ow c haracteristics of the Shuttle Orbiter is presented for a reentry ight condition. The ow is computed using a point-implicit, nite-volume scheme known as the Langley Aerothermodynamic U p wind Relaxation Algorithm LAURA.
Introduction
During design of lifting-body con gurations such a s the HL 20, Hermes, Hope II, Buran, etc., the harsh environment during reentry dictates a signi cant c hallenge of coping with the associated high heating rates on the windward surfaces. As a result, the windward aerothermodynamic environment has been extensively studied and is fairly well understood. Correspondingly, the thermal protection system e.g., reusable tiles can be designed rather e ciently with regard to both safety and weight requirements since the windward environment i s reasonably well-de ned. The leeside environment, however, has not been studied in great depth. Whereas the extremely high heating values are not commonplace on the leeward side of the vehicle, the ow p h ysics remains largely unexplored. Due to this vague knowledge of the leeside ow eld, the design parameters have t o b e v ery conservative. This implies a signi cant w eight penalty; and as Bill Lear, of Learjet fame would say, I'd kill grandma for another pound of weight reduction ."
The inability of ground test facilities to reproduce the high energy ows present during reentry conditions, coupled with the prohibitive expense of ight tests, leads to the use of analytic methods to describe the ow. Several previous e orts have been made to compute complex vehicle ow elds for reentry speeds for various conditions. 1 16 Founded on some of the principals of Kutler et al., 1 the STEIN code of Marconi et al., 2 was among the rst to treat a Shuttle-like con guration using inviscid analysis. Shortly thereafter, Schi and Steger 3 introduced the subsonic sublayer approximation for the Parabolized Navier-Stokes PNS. This enabled stable space-marching of the PNS equations along a body. The PNS work was continued by L i 4, 5 which consisted of a reentry ow around the a Shuttle-like v ehicle, incorporating real"gas e ects. Venkatapthy 6 used the PNS formulation to compare with wind tunnel data for the Orbiter. This work was followed by Szema et al., 10 who computed a reentry ight condition for a Shuttlelike con guration. Balakarishnan 7 presented a zero angle of attack, high Mach n umber condition, incorporating real"gas e ects. Prabhu et al., 8 computed a reentry ight condition for the Shuttle Orbiter and compared with ight data. Meanwhile, the more computermemory intensive Euler equation solvers where also being developed and applied to Shuttle-like v ehicles at high speeds. 9 13 More recently, su cient computational power has enabled the solution of the Full or Thin-layer Navier-Stokes equations over complex reentry vehicles to be computed, including nite-rate chemistry. 14 16 A limited amount of ight data is available for the Shuttle Orbiter. For the rst ve ights STS 1-5 of the Shuttle Orbiter Columbia, the vehicle was instrumented to measure surface pressures and temperatures. This instrumentation is know as the Developmental Flight Instrumentation DFI. The surface temperatures and related heating rates are given by Hartung et al. 17 19 In addition, on subsequent ights of Shuttle Orbiter Columbia, the Shuttle Infrared Leeside Temperature Sensing SILTS experiment 20 provides a map of the surface temperatures over portions of the leeside surface of the vehicle.
This paper intends to make comparisons with available ight data for the Shuttle Orbiter, and to provide some insight of the intricate leeside ow structures during reentry. This ow eld analysis serves to assess the ability of the computational models within LAURA to predict the leeside environment through examining not only the leeside pressures and heating rates, but also 
Shuttle Geometry
The actual Shuttle Orbiter Geometry is shown in Fig. 1 . Since the complexity of the aft portion represents a very arduous geometric modeling problem, it was simpli ed for the purposes of this investigation. The geometrical simpli cations consist of the omission of the tail surfaces, body aps, and continuing the wing's hinge-line edge thickness as a solid surface extending to the outow plane. Figure 2 shows the simpli ed geometry. At the high Mach n umber and high angle of attack o w which is being studied, the pressures and densities are extremely low, and the axial Mach n umber is predominantly supersonic, so the in uence of the simpli cations should be localized. The computational mesh was constructed in several phases. First, a surface mesh was generated on the simpli ed geometry using the GRIDGEN package. 21 Based on this grid distribution and conservative estimates of the outer boundary location, GRIDGEN was used to generate surface meshes on the remaining boundary faces of the computational domain the upper and lower symmetry planes, the out ow plane, and the outer boundary. Since all the faces of a computational cube" had now been de ned, the algebriac volume grid generator within GRIDGEN was used to generate the interior points. This algebriac volume grid was then smoothed using the Poisson solver within GRIDGEN, specifying that grid lines should be normal to the body surface and symmetry planes.
The nal computational mesh is comprised of just over one million grid points with 121 points distributed stream-wise along the body, 101 points circumferential, and 91 points between the body and just outside the bow shock i.e., in the uniform, free-stream ow. LAURA provides for automatic grid adaptation to the ow eld after an initial solution is generated. This automatic redistribution of points plays the delicate balance of providing proper spacing near the wall to resolve the boundary layer, clustering points in the vicinity o f the bow shock, and also providing a minimum number of points outside of the bow shock structure|i.e., that portion of the computational domain where freestream conditions prevail. This form of adaptation not only allows for a highly e cient use of the limited number of grid points available due to computer memory restrictions, but also provides better resolution of the strong bow shock b y aligning the computational cells with the shock gradients.
Numerical Method
The LAURA code is a point-implicit, nite-volume solver based on the upwind-biased ux di erence splitting of Roe. 22 The scheme utilizes Yee's symmetric total variation diminishing discretization 23 to achieve secondorder spatial accuracy while incorporating Harten's entropy x. 24 LAURA is capable of modeling both Euler and laminar Navier-Stokes ow for a host of different air chemistry assumptions: perfect gas, equilibrium, chemical non-equilibrium, and thermochemical non-equilibrium. For this computation, LAURA was primarily run in thin-layer, laminar Navier-Stokes mode with chemical non-equilibrium. Speci c details of the basic algorithm can be found in Ref. 25 .
For the altitude and velocity of the ight point considered in this study, it has been shown by Hartung et al., 26 that the ow o v er the Shuttle Orbiter is still laminar. The thin-layer assumption neglecting viscous terms tangential to the body surface is used for two reasons: i reduction of computational resources used both memory and CPU time and ii as outlined by Baldwin et al., 27 there is generally not su cient grid resolution to resolve the streamwise gradients if they were to become signi cant to the viscous energy momentum balance. The e ect of neglecting these terms is discussed in a later section of the paper. 
Aerothermodynamic Models
Some of the major considerations, speci c to this ow eld application are presented below. Extensive details of the aerothermodynamic models used in the LAURA code can be found in Ref. 28 .
Finite-Rate Chemistry
The ow eld chemistry is described by the kinetic model of Park 29 with modi cations for the dissociation rates according to Ref. 30 . However, two simplifying assumptions were used for this case;
1. Collapsing the two-temperature model into a single temperature.
Using only seven of the proposed eleven species
The rst assumption is physically valid because the post-shock temperatures of this ow are relatively low 6500K, and thus the vibrational, translational, rotational, and electronic energy modes are near equilibrium. The seven species accounted for in this calculation are O 2 , N 2 , O, N, NO ,NO + ,e , . Again, due to the relatively low energy level of the ow, ionization of nitrogen and oxygen would be insigni cant if included. This assumption has been re-a rmed by Hartung through use of an approximate method within Ref. 31 .
Finite-Rate Wall Catalysis
Zoby 32 and Scott's 33 nite-rate wall catalysis curve ts were used to model the wall catalysis of the Shuttle's RCG coated tiles. Figure 5 shows a plot of atomic recombination coe cients with respect to temperature for Oxygen 32 and Nitrogen. 33 The validity ranges for both ts are also shown on the plot. Limited data for the lower temperature ranges are available from Kim 34 and Marinelli 35, 36 which show a trend very similar to that given by the extrapolated curves of Zoby and Scott. The latter method was chosen for the present study to simplify the model and limit the computational expense of computing the wall catalysis.
In addition to the above simpli cation of the wall catalysis recombination rates, all surfaces of the shuttle i.e., all types of reusable tile and other surface insulation, including the reinforced carbon-carbon RCC found on the leading edge surfaces were assumed to follow this trend.
Variable Wall Temperature Distribution
The Stefan-Boltzmann relation was used to develop wall temperature distributions from the computed heating rates. This relation links the emissivity of a surface, , the ability to emit radiation compared to a Planck black-body with the heating rate, q, of that surface,
where is the Stefan-Boltzmann constant 5 : 67
The emissivities are a function of temperature and surface type as given by Refs. 17 19. The surface of the Shuttle is composed of many disparate materials, and for this study, surfaces were considered as being either darkor light-colored for determining which set of emissivity functions to use.
Using these relations for emissivities and the StefanBoltzmann relation, a wall temperature, T, at each cell face for the Shuttle surface can be determined from the predicted heating rate, q. This iterative process is sustained until neither the predicted heating rates, or the inferred wall temperature distribution are changing signi cantly 10 K.
Flight Data
As part of the design con rmation procedure for the Shuttle, the Developmental Flight Instrumentation DFI was installed on the Orbiter Columbia for the rst ve ights. Among these instruments were some two hundred thermocouples and pressure transducers distributed over the vehicle surface. The surface temperatures and heating rates for those ights are taken from Refs. 17 19, while the ight surface pressures have been extracted from the DFI database.
The SILTS data represents high-spatial-resolution temperature measurements of the leeside surfaces. 20, 37 An infrared camera was mounted in a pod at the top of the vertical tail, and it alternatively records the thermal environment of the aft portion of the fuselage and the wing. From these images and knowledge of the Orbiter's surface properties, the surface temperatures can be determined. For the SILTS ights used in this study, i.e., STS 28 and STS 32, only a small contingent of the original DFI thermocouples on the leeside of the vehicle remained operational. The DFI temperature and heating data for these ights were obtained using the same methods as outlined in Refs. 17 19.
Results and Discussion
The computational resources required for this study are discussed, followed by a description of the ight conditions used for comparison. Next, a description of the salient features of the leeside ow i s g i v en, followed by comparisons of surface quantities: pressures, temperatures, and heating rates.
Computational Resources
Using the methods described by W eilmuenster et al. 38 the Shuttle Orbiter grid was cut into four streamwise sections. The sections varied between 35 and 45 cells in the streamwise direction, and a typical run would require approximately 70 Cray-2 hours and 100Mw of memory. This time includes running on the initial grid, aligning the grid, and converging the temperature distribution for each block. After the four sections were converged, all four were put back together into one entire grid and run for an additional 50 Cray-2 hours. For this latter run, the code was altered so that it could t within 125Mw of memory at the expense of e ciency.
Flight Conditions
A ight trajectory point w as chosen so that both DFI data primarily STS ights 2, 3, and 5 and the SILTS data STS ights 28 and 32 would be available for comparison. The point is fairly early in the trajectory so that the ow o v er the Shuttle Orbiter is still laminar, but yet low enough 70km for the continuum assumption to remain plausible Knudsen numbers 0.05. The freestream velocities and densities were matched for ve ights: STS 2, STS 3, STS 5, STS 28, and STS 32. Table 1 shows the freestream conditions for the matched trajectory point. The freestream conditions of STS 28 were used for the numerical simulation of this study. Flow Structure Figure 6 shows an computer-simulated oil-ow representation of the leeside portion of the Shuttle. The gure clearly depicts many of the separation and reattachment lines present on the vehicle. Starting from the leading edge of the wing and working around to the top portion of the vehicle: a region of very low pressure density due to rapid expansion of the ow around the wing tip i.e., the wing-tip vortex, and the corresponding cross-ow shock i s s h o wn by the abrupt change in ow direction just inboard of the wing tip a separation line running just behind the leading edge of the wing strake and continuing through the aft wing section caused by a standing shock triggered by the rapid expansion around the strake leading edge i.e., the wing strake v ortex a re-attachment shear line located diagonally from the beginning of the wing strake to the leading portion of the Orbital Maneuvering System OMS pods a stagnation region just ahead of the OMS pods a separation line along the upper portion of the body attributed to the standing cross-ow shock which serves to turn the ow parallel to the symmetry plane a smaller separation line on the aft portion of the OMS pods due to the cross-ow shock a re-circulation region just ahead of the canopy created by the canopy shock Figure 7 shows particle traces which originate from just ahead of the canopy. Note that the ow from the recirculation region just ahead of the canopy Fig. 6 leaves the surface and goes up, over the canopy and then spirals back d o wn, wetting the top section of the aft fuselage. The implication of this ow structure will become evident in the discussion of the aft fuselage heating rates.
Surface Pressures
As shown in Fig. 8 , comparisons were made with DFI ight data for the windward and leeward centerline pressures. The windward centerline pressures are in excellent agreement. Towards the aft end of the vehicle from approximately X L=0.93, aft the computational model does not accurately model the rear portion of the vehicle, and thus the dramatic drop and consequent rise in pressure is not physical. The leeward centerline pressures show show good agreement with the limited amount of ight data. Figure 9 shows the pressure distribution at the sixty percent semi-span wing station 2Y B=0.6 as a function of non-dimensionalized chord position X C. The elevon hinge-line occurs at X C=0.7 for this semi-span station, and the corresponding deviation can be seen in the predicted lower surface pressures due to the nonphysical modeling of the aft portion of the wing. The leeward pressures compare favorably until approximately the 50 percent c hord position. At this point the ight data shows considerably higher pressures. The e ect of the elevon de ection might be suspected, but for STS 3 and STS 5 the elevons were de ected di erently downward 1.7 and 3.7 , respectively. This discrepancy between predicted and measured pressures is apparently due to bleed-through from the gap between the inboard and outboard elevon. This gap is approximately 18 cm 7 inches wide and occurs just inboard of this wing semi-span station. Since this gap was not modeled for the computational solution, the corresponding increase in pressure due to bleed-through from the windside is not present. Figure 10 shows the pressure distribution at the ten percent fuselage station X L=0.1. The meridional angle, , is measured from the leeward symmetry plane around to the windward symmetry plane. The gure also includes a half-section depiction of the fuselage at the X L=0.1 station. At this location, the predicted and measured pressures agree very well. Again due to sparse pressure data for the leeside, no direct comparison can be made for the top of the fuselage. The trend of the predicted pressures, however, is as expected for a Surface Temperatures Figure 11 is a side-by-side comparison of the leeside wall temperature distribution for the aft portion of the Shuttle. The computed results from LAURA are shown on the left-hand side while the measured temperatures from the STS 32 SILTS ight are shown on the right. The SILTS image for STS 28 ight point is nearly identical to STS 32 results, so only the one comparison is presented. Recall that the LAURA temperatures are determined from the radiative equilibrium assumption discussed in a previous section. This equilibrium assumption neglects the e ects of the time dependent terms such as conduction.
The gure shows a band of high temperature along the leading edge of the wing as expected. The spotted nature along the forward section of the wing shown in the SILTS image is due to temperature variations across each of the hollow R CC segments which comprise the leading edge. This phenomena is largely due to the reradiation from the windward surface of the hollow R CC leading edge sections through to the leeward surface see Ref. 37 . Also depicted by both methods is a streamwise streak of high temperature at approximately 60 percent of the wing semi-span. This corresponds to the wing-bow shock i n teraction. In addition, both images show a n a reas of low temperature located just under the wing tip vortex, below the inboard wing-strake v ortex structure, and just ahead of the of the OMS pods. The SILTS image shows a streak of high heating where the windward ow comes through the elevon-elevon gap at the trailing edge of the wing. The computational shuttle model did not model this gap. The rise in heating on the leading edge of the OMS pods is clearly depicted by both methods. Also of interest is that even though the tail was neglected from the computational model of the Shuttle Orbiter, the temperature distributions are remarkably similar on the top of the fuselage, just ahead of where the tail is located. Figure 12 shows the wing upper surface nondimensionalized temperature distribution as a function of non-dimensionalized chord position for three semispan stations 2Y B: 0.40, 0.60, and 0.75. Each gure includes DFI thermocouple data, SILTS data, and the temperature pro le predicted by L A URA. The SILTS data for these plots was extracted from the image data shown in Fig. 11 . The extracted SILTS data had to be stretched to properly register the leading and trailing edges. This is due to uncertainties in the optical transformations used to obtain the planform image as discussed in Ref. 37 . In addition, the reader is cautioned that the aft portion of the LAURA solutions are not physical since the wing was not modeled accurately beyond the elevon hinge-line.
The forty percent semi-span station Fig. 12a shows that both sets of ight data show l o w er temperatures than the LAURA prediction. This might be due to conduction along the RCC leading edge which w as not computationally modeled. At the sixty percent semispan station Fig. 12b the temperatures predicted by LAURA and the ight measurements are in very good agreement considering this semi-span station is very near the wing-bow shock i n teraction zone. The DFI thermocouple near the leading edge X C=0.15, however, is considerably lower than either SILTS or LAURA. At the seventy-ve percent semi-span station Fig. 12c the LAURA predictions are within ve percent of both sets of ight data. Surface Heating Figure 13 shows heating comparisons for the windward and leeward centerlines. The windward centerline values are in very good agreement with all three DFI ights. One isolated discrepancy occurs at the fteen percent fuselage station X L=0.15 where the heating rates shown by the DFI data are non-monotonic for a short stretch of the vehicle surface. This is attributed to an acoustic microphone which melted on one of the rst ights and contaminated a localized downstream area. It should be noted that several of the tiles on all ights particularly STS 5 had catalytically enhanced surfaces. 39 However, as discussed in Ref. 39 , the area of in uence appears to be very localized high heating rates. data, and once past X L=0.55 not even the trend in heating is captured correctly. Of particular note is the peak heating caused by the canopy shock is predicted signi cantly lower than that measured by ight data. This region is just aft of a bank of four Reaction Control System RCS jets which w ere not modeled. This region also contains the recessed windows and their associated gap seals, etc|none of which are modeled in detail. The low predicted heating in this area is of concern because the vortex which originates from just ahead of the canopy deposits its ow along the aft end of the fuselage refer to Fig. 7 . Since there are not very many grid points in the vicinity of this region Fig. 3 , the ow is not adequately resolved, and as a consequence of this vortical structure, the ow which later impinges on the aft end of the fuselage does not have as high of energy as it should. Another plausible factor contributing to the lower predicted heating rates is the solar radiation present at this altitude. Throckmorton 40 shows that solar radiation contribution to the heating rates on isolated leeside gauges could be up to 60 percent of the total for a given inclination to the Sun during reentry.
The heating comparisons at several fuselage crosssection stations are shown in Figure 14 . As with the pressures, the meridional angle, , is measured from the leeward symmetry plane around to the windward symmetry plane, and each gure includes a half-section depiction of the fuselage at the particular station. Figure 14a shows the rst fuselage station X L=0.1. This station is located midway b e t w een the cluster of four RCS jets and the beginning of the canopy. The predicted, leeward heating rates are somewhat lower than the measured ight data. However, as one approaches the windward surfaces the predicted heating rates show excellent agreement with the ight data. Figure 14b represents the X L=0.25 fuselage station which is located just aft of the forward facing windows, but still encompasses the swept-back portion of the fuselage which accommodates the side-facing windows. This station shows a trend similar to the previous station: under-prediction when nearing the leeward centerline, but excellent agreement on the sidewall and windward surfaces. At this station, however, the trend of near the leeside centerline is not even captured. portion of the fuselage due to the side facing windows. Once again, the windward heating rates agree well, while the predicted leeside heating rates are lower than those measured in ight. Again, the trend of the heating rates near the leeside centerline is not properly captured. Figure 14d depicts the fuselage station at X L=0.4. At this point, both the windward and leeward heating predictions agree very well with the measured ight data. The predicted heating near the leeside centerline is still slightly lower than the ight data, but the proper trend is now evident.
The next fuselage station X L=0.5 is shown by Fig. 14e . As with the previous cross-sectional station, the leeside heating rates are in slight disagreement, but all the trends are captured. A slight disparity i n t h e ight data is noted at a of approximately 75 . The next three sub-gures: 14f, 14g, and 14h show the computed and measured heating rates for fuselage stations of X L=0.6, 0.7, and 0.8. All show similar trends: excellent agreement on the windward and side surfaces, but over-prediction of the heating rates on the upper surface of the wing and under-prediction on the lee surface of the fuselage.
General Observations
As a check of the thin-layer Navier-Stokes assumption, the neglected viscous terms are added in two stages. The rst stage is the addition of the circumferential component. The inclusion of this term involves no additional memory and is relatively inexpensive to compute. With this additional term, the changes in the heating rates are highly localized and generally less than ve percent. These occur in the wing bow-shock i n teraction region, in the vicinity of the wing-tip cross-ow shock, and just ahead of the OMS pods indicate that, in general, the e ects of the additional terms would be negligible, results demonstrate that in con ned regions, the leeside heating rates change by a s m uch as thirty percent. For example the heating rates on the sidewall of the fuselage in the region below the shear-line extending between the start of wing-strake refer to Fig. 6 decrease signi cantly. This is as might be expected since this is a highly vortical region of the ow. The heating increases by t w enty percent along both cross-ow shocks on the wing. Also, a decrease in heating is noted at the front of the OMS pods and along the lower OMS pods fuselage juncture.
The procedures used to calculate the heating rates from the DFI data 17 19 make assumptions concerning the integrity of the thermocouple thermal protection material joint. For the exible materials used throughout the leeside of the Shuttle Orbiter, this is not necessarily a valid assumption. Estimates of error in the procedures outlined in Refs. 17 19 do not include the errors present in the thermocouple measurements themselves. Therefore, considerable unknowns are present in the thermocouple ight data and corresponding heat transfer rates.
The atomic recombination coe cients i.e., w all catalysis for the surfaces of the Shuttle Orbiter are very di cult to measure precisely. This is evident in the wide spread of atomic rate coe cients determined experimentally for only one type of surface coating material in a limited temperature range. 41 As mentioned earlier, all the surfaces of the Shuttle Orbiter were modeled as having the same catalycity function with temperature. This is de nitely not the case because there are many di erent t ypes of surface coatings. For example, the Advanced Flexible Reusable Surface Insulation AFRSI which i s used in many regions on the the leeside of the Orbiter is not coated with the same RCG coating that the catalycity model considers. This global model is also not correct for the RCC found on the wing leading edges and the fuselage nose cone. Other factors such as surface aging and contamination are completely unknown, but are expected to produce only second-order e ects.
Conclusions
A computational solution was presented for a reentry condition of the Shuttle Orbiter at 40 angle of attack for an altitude of 70 km. The initial results demonstrate that the ow structure is quite complex, maintaining several vortical structures, separation lines, shock-shock interaction, and regions of low density, frozen ow.
The computed pressures agree well with ight data on the windward and leeward centerlines and for a fuselage cross-section. The pressures along a wing semispan station also show good agreement for the windside, but di er considerably on the leeside near the inboard outboard elevon gap which w as not modeled computationally.
The temperature distributions on the leeside of the wing are well predicted by L A URA. The wing-bow shock interaction region is evident a s w ell as the peak heating on the wing leading edge. This o ers con dence in accurately predicting the leeside thermal environment for design considerations.
Using the thin-layer Navier-Stokes assumption for the leeside ow appears to be adequate for the ight condition studied in this paper. The e ects of adding the remaining viscous terms produced only localized changes in the heating rates for the leeside ow, and had absolutely no e ect on the windside of the vehicle. Of course a grid re nement study is necessary to completely answer this question.
The heating rates, overall, compare very favorably with those measured by DFI ight data. The heating rates predicted by L A URA for the top of the aft fuselage are considerably lower than that measured by DFI data. It is expected that better resolution of a vortical structure emanating from the canopy region might rectify this.
