Adjustments in neural activity can drive cortical plasticity, but the underlying circuit components remain unclear. In this issue of Neuron, Barnes et al. (2015) show that visual deprivation-induced homeostatic plasticity invokes specific changes among select categories of V1 neurons.
The brain has evolved extensive mechanisms to maintain stable activity levels in the face of fluctuating synaptic drive. Indeed, when these mechanisms fail, devastating consequences can occur such as runaway excitation and epilepsy. At the same time, there are a number of instances in which neural circuits need to greatly increase their levels of activation, such as during sensory plasticity.
How does the brain reconcile these seemingly contradictory needs? One way is through homeostatic plasticity or the ability to fine tune the excitability of specific neuronal networks (Turrigiano, 2012) . In this issue of Neuron, Barnes et al. (2015) addressed whether homeostatic recovery of cortical activity in response to visual deprivation reflects the involvement of specific subsets of neurons and how those cells contribute to the plasticity of the larger circuits in which they are embedded.
Classic paradigms for manipulating sensory drive and cortical plasticity, such as eye-lid suture, dark rearing, or retinal lesions, have been shown to trigger homeostatic regulation of firing rate in the developing (Desai et al., 2002; Hengen et al., 2013) and in the mature (Keck et al., 2013) neocortex. While there is general agreement that both excitatory and inhibitory mechanisms are at play, until recently it was challenging to tackle the cell-typespecific dynamics of homeostatic plasticity in the intact brain-in large part because such events occur over a period of several days or longer. However, due to recent advances in optical and other neuronal recording techniques, it is now possible to monitor the activity of large populations of identified cells in intact, awake behaving animals and to correlate the observed changes with molecular, connectivity, or structural analysis post hoc (e.g., Bock et al., 2011; Ko et al., 2013) .
In this issue of Neuron, Barnes et al. (2015) used a powerful combination of in vivo and ex vivo approaches to explore the cell-type-specific changes that underlie sensory-driven homeostatic plasticity in the visual system. The authors imaged the activity of mouse primary visual cortex (V1) neurons expressing the genetically encoded calcium indicator GCaMP5 in awake behaving mice while the mice viewed patterned stimuli. Using this approach they were able to chronically measure the activity of the same individual neurons located in layer 2/3 both before and after monocular enucleation. They noted that prior to any visual deprivation, V1 cells displayed heterogeneous profiles of calcium transient kineticssome were very slow and some were fast-and they hypothesized that those differences represent excitatory versus inhibitory neurons, respectively. Indeed, by staining V1 for the inhibitory transmitter GABA after the conclusion of the imaging experiments, they were able to confirm that it was the inhibitory V1 neurons that had faster calcium kinetics. This gave them a nice handle on the ability to monitor these two general categories of cell types in vivo and thereby address the relative roles and timescales over which inhibitory and excitatory neurons contribute to homeostatic plasticity, as well as how those two forces interact. Barnes et al. (2015) found that soon after monocular enucleation, the overall activity of cells in the region of V1 corresponding to the deprived-eye pathway initially plummeted but then recovered after 48-72 hr (summarized in Figures  1A-1C) . By analyzing the activity profiles of individual neurons, however, they discovered that only a subset of layer 2/3 cells actually undergoes homeostatic recovery ( Figure 1C ). Many inhibitory neurons in V1 became and stayed inactive after deprivation, whereas others reduced and then partially recovered their output but never back to their pre-deprivation levels. Thus, unlike the scenario in developing V1 (Hengen et al., 2013) , inhibitory neurons in adult V1 do not undergo homeostatic recovery. These findings indicate that sensory deprivation in adulthood results in lower overall levels of inhibition. Barnes et al. (2015) confirmed this by performing whole-cell patch-clamp recordings of the inputs onto V1 excitatory neurons in acute slices. They found a reduction in the frequency of miniature inhibitory postsynaptic currents indicating that, indeed, there are fewer inhibitory synapses following monocular enucleation as compared to pre-deprivation.
Not surprisingly, Barnes et al. (2015) also observed that visual deprivation shifted the excitatory/inhibitory (E/I) balance toward excitation. In several deprivation-induced plasticity paradigms, reduced synaptic inhibition has been shown to precede excitatory changes (Chen et al., 2011; Keck et al., 2011; van Versendaal et al., 2012) , thus Barnes et al. (2015) next explored the changes that excitatory V1 neurons underwent. They observed that 50% of the excitatory neurons they imaged became inactive and stayed inactive, long after deprivation-i.e., they never recovered ( Figures 1A-1C) . However, other excitatory neurons recovered within 72 hr after eye removal ( Figure 1C) . Barnes et al. (2015) referred to these neurons as ''recovering cells.'' To separately examine the homeostatic mechanisms in recovering cells versus those that became and stayed inactive, they combined intracellular dye-filling of electrophysiologically recorded V1 neurons with immunolabeling for the activity marker c-Fos. They found that the presence of c-Fos expression in a neuron closely reflected the level of activity that cell displayed in vivo and thus was a good readout of highly active versus less active cells. Some V1 neurons were highly active after deprivation and expressed c-Fos, whereas most of the inactive V1 neurons did not express c-Fos. Interestingly, synaptic inhibition was reduced onto both the c-Fos-expressing and the c-Fos-negative groups of neurons. This suggests that diminished synaptic inhibition alone cannot explain the fact that some excitatory cells recover and others do not. This is a particularly novel finding given the large body of work pointing to inhibition as a major driving force for plasticity. Thus, Barnes et al. (2015) discovered that homeostatic recovery of activity in response to visual deprivation does not occur equally between excitatory versus inhibitory neurons, nor does it impact all excitatory neurons in the same way.
Why did some excitatory cells recover and others did not? In recent years, several groups have unveiled ''subnetworks'' of highly interconnected cortical neurons that are activated by common stimuli and/or input pathways (Ko et al., 2011; Miller et al., 2014; Yoshimura et al., 2005) . Are cortical subnetworks also activated during adult homeostatic plasticity? Barnes et al. (2015) measured the correlation of GCaMP5 signals in V1 cells prior to enucleation and found that certain groups of these neurons tended to display synchronous activity. Remarkably, the subsets of excitatory neurons that they observed undergoing homeostatic recovery tended to be the same ones that participated in highly correlated networks at the outset of the experiment. In a similar and equally interesting vein, the excitatory neurons that failed to recover after deprivation tended to exhibit activity that, at the outset of the experiment (pre-deprivation), was correlated to other non-recovering cells ( Figures 1A and 1C) . These results were surprising given that, normally, sensorydriven cortical ensembles are highly dynamic-recruiting new cells and synaptic interactions depending on stimulus conditions (Miller et al., 2014) . The findings of Barnes et al. (2015) argue that sensory deprivation-induced plasticity invokes relatively fixed groups of strongly correlated cells and interactions among them. Barnes et al. (2015) also examined the correlations that existed between the excitatory and inhibitory groups of neurons and found that groups that were highly correlated prior to deprivation tended to remain so even after plasticity, albeit with the reduced levels of inhibition that exist compared to non-deprived conditions ( Figure 1C) . As a consequence of this, the subnetworks of excitatory neurons that recovered activity tended to be correlated with inhibitory neurons that managed to maintain some level of activity after deprivation ( Figure 1C) . Barnes et al. (2015) also explored for evidence that other mechanisms such as synaptic scaling are involved in driving homeostatic recovery. They found no changes in miniature excitatory postsynaptic potential frequency or amplitude, spine size or density, or intrinsic excitability of V1 cells. That, coupled with the changes they did observe in select groups of highly correlated neurons ( Figures 1A-1C) , led them to the conclusion that local network activity plays a key role in the homeostatic recovery to sensory deprivation in adult V1. A critical next step for the field is to understand whether this network activity is not just reflective of, but necessary for, homeostatic plasticity and if so what feature(s) of the subnetworks are crucial. New techniques that allow for the selective activation and silencing of neurons based on their activity profiles (Guenthner et al., 2013; Packer et al., 2015) may be useful in this context by allowing replay or inhibition of the relevant members of highly active cortical subnetworks. Barnes et al. (2015) suggest that the interconnections between cells in a subnetwork or the common inputs they share might influence whether they can recover after deprivation. Therefore, it will also be important to identify differences among the sources of synaptic input to the recovering versus non-recovering cells. Furthermore, understanding how local subnetwork activity influences homeostatic synaptic plasticity may prove important for developing new therapeutic approaches to help re-establish broken neural circuits and treat neurological conditions and disorders.
In this issue of Neuron, Manita et al. (2015) report that reciprocal excitatory interactions between higher-order frontal motor cortex and primary sensorimotor cortex might play a key role in hindlimb sensory perception in mice.
Sensory percepts are not out there in the world around us; rather, they are internal constructs, actively generated by neurons in the brain. Sensory perception can be viewed as an active process in which motor commands move sensors to selectively acquire sensory information as neurons actively construct subjective sensory percepts based on that information. For instance, humans actively initiate eye movements to foveate on specific parts of the visual world around us and palpate objects with hands and fingers to sense the texture and shape of objects. These internal motor commands control important aspects about what sensory information the brain will receive. This incoming sensory information is processed in a highly experience-dependent and context-dependent manner to give rise to our subjective reality. Subjective percepts are based not only on the current incoming sensory information, but also on expectations, current behavioral goals, and previous experiences in the near or distant past. Sensory percepts might operationally be considered as learned, context-dependent associations arising from sensorimotor interactions with our immediate environment. Thus, sensory perception, which at first glance seems intuitively simple, is in fact a very complex phenomenon. In order to understand sensory perception, we need to look closely at learning, context, and sensorimotor interactions. Given this complexity, one might suspect that interactions between many different brain areas, including at least sensory and motor cortices, might be of fundamental importance for sensory perception. In this issue of Neuron, Manita et al. (2015) find that interactions between higher-order frontal cortex and primary sensorimotor cortex appear to be necessary for accurate hindpaw tactile sensory perception in mice. Manita et al. (2015) use voltage-sensitive dye imaging of dorsal mouse cortex (Ferezou et al., 2007) to localize a region (M2) in frontal cortex activated by hindpaw stimulation in a manner dependent upon activity in hindpaw S1/M1 (hindpaw S1 and M1 are thought to be largely colocalized in rodents) ( Figure 1A ). Adenoassociated virus expressing GFP for anterograde tracing revealed direct excitatory projections from hindpaw S1/M1 to M2, which could mediate the sensory response in M2. However, in contrast to the 6 ms delay between activity in sensory and motor cortex upon whisker stimulation, consistent with a monosynaptic relay (Ferezou et al., 2007; Matyas et al., 2010) , the delay of the M2 response observed by Manita et al. (2015) was much longer (30 ms in voltage-sensitive dye imaging and 50 ms in electrophysiological recordings of action potential firing) ( Figure 1B) . The circuits functionally connecting hindpaw S1/M1 and M2 may therefore be more complex than monosynaptic excitation.
Having localized hindpaw M2, Manita et al. (2015) investigated the role of M2 in top-down control of sensory processing in S1/M1, with which it is reciprocally connected through long-range excitatory glutamatergic projections. The early activity evoked by hindlimb stimulation in S1/M1 was followed by a second late excitatory component, which could be suppressed by pharmacological inactivation of M2. The sequence of hindlimbevoked activity therefore appears to consist of at least three parts: (i) thalamocortical excitation of S1/M1, (ii) S1/ M1-dependent excitation of M2, and (iii)
