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Abstract
This survey presents an overview of verification techniques for au-
tonomous systems, with a focus on safety-critical autonomous cyber-physical
systems (CPS) and subcomponents thereof. Autonomy in CPS is enabling
by recent advances in artificial intelligence (AI) and machine learning
(ML) through approaches such as deep neural networks (DNNs), embed-
ded in so-called learning enabled components (LECs) that accomplish
tasks from classification to control. Recently, the formal methods and
formal verification community has developed methods to characterize be-
haviors in these LECs with eventual goals of formally verifying specifica-
tions for LECs, and this article presents a survey of many of these recent
approaches.
1 Motivation and Prevalence
Artificial intelligence (AI) is in a renaissance, and AI methods, such as machine
learning (ML), are now at a level of accuracy and performance to be compet-
itive or better than humans for many tasks. Deep neural networks (DNNs) in
particular are increasingly effective at recognition and classification tasks. For
instance, much of the sensing, estimation, and fusion of such data that enables
applications such as autonomous driving and other autonomous cyber-physical
systems (CPS) increasingly relies on DNNs and similar ML techniques. How-
ever, this progress comes at significant risk when these methods are deployed
in operational safety-critical systems, especially those without direct human
supervision.
Building on applications of AI/ML in autonomous CPS, this paper surveys
the current state-of-the-art for safely integrating AI/ML components—which we
term learning enabled components (LECs) into safety-critical CPS. This survey
consists of several major parts, focused around how machine learning is enabling
autonomy in CPS, including: illustrative applications, intelligent control, safety
architectures with AI/ML components, understanding AI/ML components and
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systems through statistical and symbolic methods—such as specification in-
ference and automata learning—safe planning, reachability analysis of AI/ML
components, such as neural networks, etc.
Much of the recent progress in AI/ML relies on advances in statistical meth-
ods, such as DNNs, where it is difficult to understand how components operate
and how decisions are made. In contrast, much recent progress in formal meth-
ods relies around symbolic methods, where semantics and operational behaviors
are precisely specified.
2 Applications: Autonomous Driving
Recent advances in machine learning paradigms have stimulated significant
progress in the development of autonomous driving applications. Autonomous
driving can be split into two major concepts: mediated perception approaches
and behavior reflex approaches [22]. Mediated perception regimes adopt nu-
merous sub-components for identifying driving related objects, such as traffic
lights, lanes, signs, and pedestrians, in order to create a representation of the
car’s surroundings. Using this information an AI based engine is utilized in
order to identify the relevant objects in order to correctly control the car’s
velocity and direction [22]. Behavior reflex approaches create mappings from
sensory input images to driving actions. In these schemes, a neural network
is trained to mimic a human driver by recording steering angles and sensory
images recorded on a series of driving runs. While these schemes have proved
to be largely successful, there is an urgent need to formally reason about the
behavior of autonomous driving systems due to their safety critical nature. As
a result, there has been great research impetus towards obtaining robust and
scalable verification schemes. Thus, in this section, we present a brief survey of
the existing verification approaches for autonomous driving applications.
The paper [3] describes the purpose and progress of the Safety of Au-
tonomous Systems Working Group (SASWG), which was established by the
Safety Critical Systems Club (SCSC). It emphasizes the importance of careful
and tactful implementation of autonomous systems. They discuss the problems
that are close to being solved, the problems with unclear solutions, and the
problems with possibly no solution. The approach described in the paper is for
the problem of autonomous systems safety in general.
In [127], the authors present a testing framework for test case generation
and automatic falsification methods for cyber-physical systems called Sim-ATAV
(Simulation-based Adversarial Testing of Autonomous Vehicles). This frame-
work can be used to evaluate closed-loop properties of autonomous systems that
include machine learning components using a test generation method called cov-
ering arrays. This is all performed in a virtual environment where the focus is
on identifying perturbations that lead to unexpected behaviors. By utilizing
advanced 3D models and image environments, the authors seek to bridge the
gap between the virtual world and the real world. Their work demonstrates how
to use test cases in order to identify problematic test scenarios and increase the
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reliability of autonomous vehicles. While most current approaches focus only
on the machine learning components, the authors of this paper focus on the
closed loop operation of the vehicles. It deals with verification and testing at
the system level. Their paper demonstrates effective ways of testing discrete
combinations of parameters and corner cases.
In a recent paper [80], Pat Langley details the history of the field of Machine
Learning and the reasons for launching a new journal in the 1980’s. Langley
argues that Machine Learning was originally concerned with the development of
intelligent systems that would display rich behavior on a set of complex tasks.
However, in recent years, many researchers have focused on tasks that do not
tackle intelligence or systems and have mainly been preoccupied by statistics
and classification. This paper focuses on the need to “recover the discipline’s
original breadth of vision and its audacity to develop learning mechanisms that
cover the full range of abilities in humans.” Safety for cyber-physical systems
that utilize controllers of neural networks needs to be verified using approaches
such as those based in simulations [128].
3 Architecture: Safe Monitoring and Control
It is unrealistic to believe that one will ever verify all parts of an autonomous
CPS, as such a problem would be akin—and in fact far harder—than formally
verifying that all components in a modern microprocessor consisting of billions
of transistors meets a formal specification of every desirable behavior. Aside
from it being unlikely that every specification would ever be formalized for such
complex systems, the computational complexity of subproblems such as model
checking, equivalence checking, etc. will never be fully realized, as the complex-
ity is typically exponential in the size of the system (under some definition of
size, such as lines of source code) and additionally the size of such systems is
growing exponentially, especially as LECs are incorporated. As such, some of
the most plausibly impactful methods to ensure autonomous CPS meet their
specifications is through safety architectures, runtimne monitoring, runtime ver-
ification (RV), and runtime assurance (RTA).
The paper [11] analyzes periodically-scheduled controller subsystems of cyber-
physical systems using hybrid automata and associated analysis tools. However,
reachability analysis tools do not perform well on periodically scheduled models
due to a combination of large discrete jumps and nondeterminism associated
with the start time of a controller. Thus, in this paper, the authors propose
and demonstrate a solution that is validated through examining an abstraction
mechanism in which every behavior of the original sampled system is contained
in the continuous system. The authors also add a nondeterministic input. Us-
ing this framework, the authors demonstrate that reachability tools can better
handle systems of this nature. Their approach is automated using the Hyst
model transformation tool.
In [10], Stanley Bak et al. present an alternate design for the Simplex Ar-
chitecture that leverages linear matrix inequality optimization and hybrid sys-
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tems reachability. In this framework, the region in which a complex controller
can be use is extended by using real-time reachability computations. Addi-
tionally this approach decreases the conservatism in the switching logic. This
work is the first to present a viable reachability algorithm based on a system’s
real-time conception of imprecise computation. Moreover, their algorithm re-
turns an over-approximation of the reachable set that is improved over time. In
the experimental evaluation of their methods, the authors demonstrate that a
complex controller improves significantly using quick reachability calculations
lasting tens of milliseconds that bound the future behavior of the system. Fi-
nally, they demonstrate that real-time reachability has applications beyond the
Simplex architecture.
The paper [135] presents a hybrid synthesis technique called Neural Guided
Deductive Search (NGDS) that combines symbolic logic techniques and statis-
tical models in order to produces programs that generalize well on previously
unseen examples and satisfy a set of specifications. The programs are similar
to data-driven systems. In their approach, the authors utilize deductive search
in order to reduce the learning problem of a neural component into a simple
supervised learning set up. Thus, as a result of this reduction, the authors are
able to train their model on a limited amount of real world data and leverage
the power of recurrent neural network encoders. The experimental evaluation of
their methods demonstrates that their approach is superior to other approaches
since it guarantees correctness and adequate generalization. Their approach is
also faster than other synthesis regimes.
The paper by Saunders et al [111] presents a safe reinforcement learning
regime, called HIRL (human intervention reinforcement learning), that applies
human oversight to the learning process in order to prevent catastrophic exe-
cutions during the exploration process. In this framework, a human supervisor
observes all of the agents actions and either allows an action to take place or
blocks an action in the interest of safety. Once the human supervisor classifies
a sufficient number of actions, the authors train a supervised learner to carry
out this supervisory role and eliminate human intervention. In the experimental
evaluation of their methods, the authors demonstrate that HIRL is successful
in preventing harmful actions and that the learning process executes within an
acceptable time period.
4 Intelligent Control
Intelligent control can be spilt into many sub-domains utilizing techniques like,
Neural Networks (NNs), Machine Learning (ML), Bayesian probability, fuzzy
logic, and neuro-fuzzy hybridization. However, this section focuses primarily on
intelligent control using Neural Networks but future revisions will include the
other sub-domains. Neural Networks are systems designed to mimic the human
brain. Each node in a NN is capable of making simple calculations. When
nodes are connected in a network, the system is capable of calculating linear
and nonlinear models in a timely and distributed manner. For more in-depth
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information about NNs, the introduction section of [43] contains a brief history
of NNs. Additionally, [93] provides a foundational knowledge of how NNs and
Recurrent Neural Networks (RNNs) have been combined and are used today in
the field.
The remainder of this section consists of summaries of influential and novel
papers in the field of intelligent neural network control. Each paragraph sum-
marizes a different paper.
In [159], an improved gradient descent method to adjust the PID Neural
Network (PIDNN) parameters is used. A margin stability term is employed in
the momentum function to modify the training speed depending of the robust-
ness of the system. As a result, the learning algorithm system converges faster.
The system is structured as a feedforward NN, where the PIDNN is placed in
cascade with the plant NN model. The PIDNN always has one hidden layer with
3 neurons, representing the Kp, Ki, and Kd used in traditional PID controllers.
In [29], a mixed locally recurrent neural network is used to create a PID
Neural Network (PIDNN) nonlinear adaptive controller for an uncertain mul-
tivariable SIMO (single-input/multi-output) system. The PIDNN is placed in
cascade with the plant, and the output of the plant is fed back to the PIDNN,
which is subtracted from the reference input, to calculate the error that is used
to update the weights of the PIDNN. The PIDNN structure studied consists of a
single input and multiple outputs, one hidden layer with 3 neurons, the integral
node with an output feedback, the derivative node with an activation feedback,
and the proportional node (general node). All the activation functions are lin-
ear. The proposed controller can update the weights online using the resilient
gradient descent back-propagation algorithm with sign. The only requirement
for this method is that the initial weight values are required to start the system.
The initial weight can run the system stably.
In [123], the authors focus on the stability of a control system with neural
networks using a Lyapunov approach, which is derived using a parameter region
(PR) method for the representation of the nonlinear parameters’ location. A
barrier Lyapunov function (BLF) is introduced to every step in a back-stepping
procedure to overcome the effect of the full-state constraints. Fewer learning
parameters are needed in the controller design. The dynamics of the neural
network system are treated as linear differential inclusions (LDIs). The NN
control system consists of an approximated plant and its controller, which is
also represented by LDIs. Finally, they prove that all the signals of the closed-
loop system are bounded and that the tracking error converges to a bounded
compact set.
In [156], an intelligent control methodology based on backstepping is de-
veloped for uncertain high-order systems. They show that the output-tracking
performance of the system is achieved by a state feedback controller under two
mild assumptions. By introducing a parameter in the derivations, the tracking
error can be reduced through tuning the controller design parameters. In order
to solve overparameterization, a common problem for adaptive control design,
a controller with one adaptive law is proposed.
In [140], an adaptive NN control and Nonlinear Model Predictive Control
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(NMPC) approach is proposed for a nonlinear system with a double-layer ar-
chitecture. At the device layer, an adaptive NN control scheme is presented
to guarantee the stability of the local nonlinear plant. Combining the overall
performance index and index prediction unit, formed using radial basis function
NNs, an NMPC method is proposed to optimize the performance index under
the effects of network-induced delays and packet dropouts.
In [158], a neural network controller for nonlinear discrete-time systems is
designed, based on the structure of a linear Generalized Minimum Variance
(GMV) controller. The system implemented consists of a fixed linear nominal
model and a recurrent neural network that updates at each sampling interval.
The adaptive control algorithm is derived by combining NNs and Lyapunov
synthesis techniques, guaranteeing the stability of the system under certain
assumptions. This method is tested with two simulation examples to show its
efficiency.
In [46], multilayer NNs are used to approximate the implicit desired feedback
control. Under the Lipschitz condition assumption, by using converse Lyapunov
theorem, they show that the system’s internal states do remain in a compact
set. The main contributions are: a state feedback control and an observer-based
NN output control of a SISO (Single-Input/Single-Output) nonaffine nonlinear
system with zero dynamics using multilayer NNs, which can also be extended to
affine systems. Finally, they proved the existence of an implicit feedback control
based on the implicit function theorem.
In [77], two Diagonal Recurrent Neural Networks (DRNNs) are used for
this control system, one as the controller and the other one as an identifier
of the plant, whose output is used by the controller. Both have one hidden
layer with sigmoid-type recurrent neurons. This control system is compared to
Feedforward Neural Network (FNN) and Feedforward Recurrent Neural Net-
work (FRNN) control systems. The advantages of using this system are fewer
weights are required than with the FRNN model and it has dynamic mapping
characteristics. These features allow the system to be used for online applica-
tions. A generalized dynamic backpropagation is used for the training of the
parameters of the Diagonal Recurrent NeuroIdentifier (DRNI) and Diagonal
Recurrent NeuroController (DRNC). Also, to ensure stability of the plant, they
take an approach to find the bounds on learning rates based on the Lyapunov
equation.
In [110], a neural network with one hidden layer of Gaussian radial basis
functions is used to adaptively approximate the nonlinear dynamics of a system
with a direct adaptive tracking control architecture. Considering some assump-
tions about the degree of smoothness of the nonlinear dynamics, the algorithm
is proven to be globally stable. Using Lyapunov stability theory, a table weight
adjustment mechanism is determined. Also, the tracking errors are shown to
converge to a small neighborhood around zero. Another novelty of the paper
is its unique feature of transitioning between adaptive and non-adaptive modes
during its operation.
In [137], a backstepping-based adaptive neural output-feedback control method
is developed for nonstrict-feedback stochastic nonlinear systems with unmea-
6
surable states, which most of the previous works assume are measurable. This
method is based on the state observer and the combination of radial basis func-
tion and neural network’s approximation capability. In this adaptive control
system, only one adaptive parameter is involved, so the computational cost is
reduced. This approach guarantees that the signals in the control-loop system
remain semi-globally uniformly ultimately bounded and that the observer errors
and output converge to a small range around the origin.
In [151], a composite neural Desired State Configuration (DSC) design is
studied for a class of SISO strict-feedback systems. The system is composed of
radial basis function NNs and their goal is to eliminate the problem of explo-
sion complexity. The adaptive control system uses the tracking error as well
as a prediction error, which is calculated based on the accuracy of the identi-
fied neural models. In the composite NNs, the updating weights laws provide
the ability of fast adaptation. Utilizing the Lyapunov method, the uniformly
ultimate boundedness stability is verified.
The goal of [23] is to design a robust control system of uncertain multiple-
input-multiple-output (MIMO) nonlinear systems with input deadzone and sat-
uration. Considering the saturation and deadzone nonlinearities, a variable
structure control (VSC) is presented. The cascade property of the system is
used in developing the control structure and NN weight learning laws. Look-
ing at the case when the control coefficient matrices are unknown, a robust
backstepping technique in combination with NN approximation of the nonlin-
earities, the VSC control technique, and a Lyapunov synthesis, a control system
is proposed. This method guarantees the stability of the closed-loop system and
tracking errors converge to small residual sets.
In [138], a decentralized control approach for MIMO large-scale systems
with uncertain stochastic nonlinear dynamics and strong interconnections is
proposed. The nonlinear dynamics are approximated using radial basis functions
neural networks (RBFNNs), and the adaptive neural decentralized controller is
constructed using backstepping technique. The other main contribution is the
use of only one parameter in the control system, for each subsystem of n-order
dynamics, which helps significantly improve the computational cost. It is proven
that all signals are semi-globally uniformly ultimately bounded (SGUUB), and
the tracking errors converge to a small range around the origin. Simulation
examples are employed to show the effectiveness of this method.
In [86], an adaptive neural network control method is presented for a class
of SISO nonlinear systems with both unknown function and the full-state con-
straints. The full-state constraints are overcome by using a barrier Lyapunov
function in every step for the backstepping procedure and their effect is miti-
gated. Another improvement, with respect to previous works, is the use of less
learning parameters of nonlinear systems with unknown functions and full-state
constraints, which reduces the computational cost. Using a BLF, it is proven
that the signals are semiglobally bounded and the errors are driven to a small
neighborhood around 0.
In [140], a multirate networked industrial process control problem is con-
sidered using a double-layer architecture. At the device layer, where RBFNNs
7
are used to approximate the nonlinear functions, an adaptive NN control ap-
proach is designed to solve the tracking problem and guarantee the stability of
the plant. This layer is combined with the operation layer, where an NMPC
method is proposed for optimizing the performance index under the effect of
a network-induced delays, which is the result of the different sampling meth-
ods used in each layer. The lifting method is used to solve the problem of
different sampling sizes. Finally, a stochastic variable satisfying the Bernoulli
random distribution is utilized to model the network-induced packet dropout
phenomenon at the operation layer.
In [30], a method for learning from adaptive neural network control of a
class of nonaffine nonlinear systems in uncertain dynamic environments is stud-
ied. The nonaffine nonlinear system is first converted into a semi-affine system
using a filtered tracking error, the mean value theorem, and the implicit func-
tion theorem. Under input-to-state stability and the small gain theorem, the
adaptive NN tracking control is designed, which is able to relax the constraint
conditions of this class of systems, on top of overcoming its complex control-
lability problem. Under the persistent excitation (PE) condition (due to the
use of RBFNNs), this proposed technique acquires knowledge from the implicit
desired control input in the stable control process and stores the collected knowl-
edge in memory. With this dynamic learning proposed, the NN learning control
improves the control performance and enables closed-loop stability.
In [21], an adaptive tracking control algorithm for nonlinear stochastic sys-
tems with unknown functions that uses backstepping is proposed and mathe-
matically proved to work. There are fewer adjustable parameters than other
algorithms which reduces the online computation load. They use Lyaponov
analysis to prove that all the signals in the system are SGUUB in probability
and that the system outputs track the reference signal to a bounded compact
set. Their example is given as a simulation, no real-world tests were done. Fu-
ture research will extend the usage to control MIMO systems with stochastic
disturbance.
This paper, [157], proposes and proves an algorithm for handling switched
stochastic nonlinear systems that have nonstrict-feedback with unknown non-
symmetric actuator dead-zones and arbitrary switching. They combine radial
basis function neural network aproximation and adaptive backstepping with
stochastic Lyapunov methods to develop a system that is SGUUB by the 4th
moment. They show their results through a siulation with a ship manuevering
system, but no real-world tests were completed. Future research will try to ap-
ply the same method to more complicated systems, such as high-order switched
stochastic systems.
This paper, [54], focuses on reducing vibrations in flexible crane systems, rep-
resented as partial-ordinary differential equations, by using an integral-barrier
Lyapunov function (IBLF)-based control system. This technique is primarily
used for ODE systems, but they are able to adapt it to fit their constraints.
The simulated results are very promising.
In [92], two linear control models, two different Taylor expansion approxi-
mations of the nonlinear autoregressive moving average (NARMA) model, are
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presented. These two models are the NARMA-L1 and NARMA-L2 models. The
fact that these controllers are linear in the control input extensively simplifies
both the theoretical analysis and implementation. The primary case studied
is when only the input and output are known, which means that the system
identification and control have to be studied using only data from the input and
output. The results obtained show that these models result in better control
than an exact NARMA model, since dynamic gradient methods can be compu-
tationally intensive, so an approximation of them results in better identification.
This paper, [93], focuses on the identification and control of nonlinear dy-
namic plants using neural networks. They propose that multilayer neural net-
works and recurrent networks should be united for future use and show simu-
lation results proving their claims. The paper is more foundational and should
be read by people just starting out in the field because their explanations are
in-depth and well cited.
This paper, [109], presents an event-triggered control design for multi-input
multi-output uncertain nonlinear continuos-time systems. By using neural net-
work approximation properties in the context of event-based sampling, they
found a way to reduce the network resource overhead using the Lyapunov tech-
nique to create an event-triggered condition. Additionally, the paper introduces
a weight update law for aperiodic tuning of the neural network in order to relax
the knowledge of complete system dynamics and reduce computation. Through
proofs and simulations, they were able to prove closed-loop stability for the
design.
This paper, [154], proposes an iterative two-stage dual heuristic program-
ming (DHP) method and a nonquadratic performance functional to solve op-
timal control problems for a class of discrete-time switched nonlinear systems
subject to actuator saturation. The nonquadratic performance functional con-
fronts the control constraints of the saturating actuator and the DHP method
solves the Hamilton-Jacobi-Bellman equation. The mathematical proofs are
validated by simulation results.
This paper, [28], focuses on adaptive trajectory tracking control for a re-
motely operated vehicle (ROV) with an unknown dynamic model and an in-
naccurate thrust model. They propose a local recurrent neural network (local
RNN) structure with a fast learning speed to hande these shortcomings. Their
simulation results show that their method’s tracking error converges in a finite
time. However, the authors recommend future work to shorten the amount of
time it takes to converge.
In [51], the authors exhibit an approach to analyze neural network perfor-
mance in control systems that are advanced adaptive. A tool is presented for
measuring neural network operational performance from the output’s error bar
calculation. The tool can be used prior to deploying the system or while the sys-
tem is in operation. The main purpose of the tool is to further neural network
reliability in systems that are adaptive. Further work could include creating
tools for verification and validation of adaptive systems and apply technology
for adaptive neural networks to actual missions.
In [141], the authors present an algorithm for iterative adaptive dynamic pro-
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gramming (ADP) for problems of optimal tracking control on infinite horizon
nonlinear system that are discrete-time. The algorithm efficiently solves the op-
timal tracking control problems. The performance index function’s convergence
analysis technique and the least upper bound of said function are developed and
exhibited. They use neural networks for the iterative ADP algorithm implemen-
tation, for performing iteratively and tracking optimally. Further work could
include analyzing the stability of the algorithm, examining the properties that
interact with the system, and examining the reasons for errors in the iterations.
In [20], the authors present a novel approach for backstepping output-feedback
control of adaptive neural networks. Through the combination of radial basis
functions and the aforementioned control approach, a controller for output-
feedback adaptive neural networks was designed. In a closed-loop system, the
controller supports boundedness, on a semiglobal level, for the signals in the
system. The controller is adapted for nonstrict-feedback systems but can be
applied to controlling both nonstrict- and strict-feedback systems. The con-
trol scheme can handle systems that are nonlinear and have nonstrict-feedback,
making it a broad coverage scheme.
In [43], the authors present a survey of the theory and applications for con-
trol systems of neural networks. They give an overview of neural networks and
discuss the benefits of them. Neural networks, like in the brain, have parallel
processing, learning, mapping that is nonlinear, and generalization capabili-
ties. The general neural network model is discussed along with recurrent and
feed-forward neural networks. Some applications of neural networks that are
discussed are recognition of patterns, planning and design, control, processing
of knowledge information, and systems that are hybrid. The concept and ap-
plications of control that is based on neural networks, neuromorphic control,
are discussed in detail. The last topic discussed in the paper is the fusion of
fuzzy technology, artificial intelligence, and neural networks to create the FAN
technology.
In [14], Behnam Bavarian presents a neural network based approach for the
design and implementation of intelligent control systems. The author explores
general problems in intelligent controller design where the control problem can
be formulated as a broad mapping from a series of state changes to state ac-
tions. Two examples are discussed in the paper: the first explores the use of a
bidirectional associative memory neural networks for sensor and actuator fault
isolation, and the second deals with a hopfield neural network used to solve
the traveling salesman problem. Overall, the authors demonstrate that neural
networks represent a promising avenue of achieving intelligent control.
The paper, [82], investigates the promise of using neural networks for model-
free learning controllers for non-linear systems. The authors primarily focus on
multi-loop controllers where a neural networks is present in some of the loops
and an outer unity-gain feedback loop. The authors further demonstrate that
as the uncertainty about the controlled system increases, neural network con-
trollers form an elegant control architecture that exhibit the hierarchical struc-
ture of other approaches. The topics explored in this paper include feedback
linearization design of neural network controllers, neural network control for dis-
10
crete time systems, feed-forward control structures of actuator compensation,
reinforcement learning control using neural networks, and optimal control.
The paper, [53], considers the trajectory tracking of a marine surface vessel
with positional constraints in the presence of uncertainties in the environment.
The authors use neural networks, in an adaptive control format, to model the
environmental uncertainties. Their approach makes use of output feedback con-
trol defined by the Moore-Penrose pseudoinverse and state feedback control laws
using a high gain observer. The authors demonstrate their method’s abilities
in achieving positional constraints. The authors provide simulation results that
illustrate the efficacy of their results.
The paper, [52], deals with the control of an n-link robotic manipulator with
input saturation using adaptive impedance neural network control. The neural
network model, employed in this approach, uses radial basis functions. The
adaptive neural impedance controllers are designed using Lyapunov’s method.
Both full state and output feedback controllers are considered in this work along
with an auxiliary signal specially designed to handle the saturation effect of a
robotic manipulator.
The paper, [152], presents the adaptive dynamic surface control of a hy-
personic flight vehicle in an environment with unknown dynamics and input
non-linearities. In this framework, the authors utilize a radial basis function
based neural network control regime to estimate the control gain function and
avoid the singularity problem. The authors also make use of dynamic surface
control and the Nussbaum function in order to construct the controller. Their
approach relies on functional decomposition where a PID controller is utilized
for the velocity subsystem and the neural network control regime deals with the
attitude subsystem. In this regime, stability is guaranteed via the Lyapunov
approach and simulation results demonstrate the efficacy of their approach.
In [56], Wei He et al. present the full-state and output feedback control of
a thruster-assisted single-point mooring system in the presence of uncertain-
ties and unknown backlash-like hysteresis nonlinearities. Their regime is based
on the backstepping technique, Lyapunov synthesis, and adaptive neural net-
work control. The backlash-like hysteresis is controlled using backstepping by
modeling the hysteresis as a linear term and a bounded non-linear term. The
neural networks are used to estimate unmeasurable states. Simulation results
and further analysis demonstrate the feasibility of this approach. Moreover, the
authors prove that their control schemes are semi-globally uniformly bounded.
The paper, [55], presents a neural network based control regime for a robot
with unknown system dynamics. The neural networks are used to deal with un-
certainties in the system environment and to approximate the unknown model of
the robot. Both full-state and output feedback control are utilized in this work.
The authors demonstrate uniform ultimate boundedness using Lyapunov’s ap-
proach and further demonstrate convergence towards a small neighborhood of
zero with an appropriate choice of design parameters. Simulation results demon-
strate the effectiveness of their approach.
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4.1 Stability Assurance while Learning the Optimal Policy
In optimal control theory, a cost function is given as J(x, u) =
∫ T
0
r(x(t), u(t))dt
and an optimal controller is sought that minimizes J while adhering to the
dynamic constraints x˙ = f(x) + g(x)u with x(0) = x0 [85]. When T = ∞ and
the dynamic constraints are autonomous, the optimal value function V ∗(x0) :=
infu∈U J(x(·;x0), u) is time invariant and satisfies the Hamilton-Jacobi-Bellman
(HJB) equation
0 = r(x, u∗) + (∆xV
∗)T (f(x) + g(x)u∗),
where u∗ is the optimal controller [75, 85]. When r(x(t), u(t)) = xT (t)Qx(t) +
uT (t)Ru(t), the optimal controller can be expressed, in terms of the optimal
value function, as
u∗(x) = −
1
2
R−1gT (x)∆xV
∗(x).
However, there is a limited collection of dynamics for which a closed form
solution to the HJB is known [83,85]. This motivates the investigation into nu-
merical methods for determining the value function and subsequently an optimal
controller. For offline optimal control problems, value and policy iteration [16]
are valuable tools for determining an approximation of the value function and
optimal controller.
However, it is desirable to learn the optimal value function and optimal
controller online for many situations, such as when there are uncertainties in
the dynamics that cannot be accounted for in an offline setting or in the presence
exogenous disturbances [136]. There are several extant methods that learn the
optimal controller online through the, so called, method of adaptive dynamic
programming (ADP) that use an online actor-critic architecture for learning the
optimal value function [75,118,129]. For example, the work of [118] uses a radial
basis function network for approximating the value function, while [72] uses a
polynomial basis. A local learning method was introduced in [73, 75] to reduce
the computational overhead required for an accurate approximation.
Online learning control problems face the issue of stability during the tran-
sient learning phase [75, 83]. As the weights of a neural network are tuned to
improve the accuracy of the value function approximation and thus the accu-
racy of the controller, uncertainties can lead to unbounded trajectories and a
loss of stability. Two main approaches have been utilized in the literature to
provide assurances of stability during the learning phase of the optimal control
problem. One approach uses the concept of persistence of excitation [129], while
the other utilizes concurrent learning [73, 74]. The implementation of both are
used in tandem with Lyapunov stability analyses to provide stability guaran-
tees [73, 129].
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5 Learning: Specification Inference and Learn-
ing
In [66], Jha, Tiwari, Seshia, Sahai, and Shankar present an approach to passive
learning of Signal Temporal Logic (STL) formulas that only observes the positive
examples and excludes systemic safe active experimentation, which is outside
of the traditional two categorizations. In practice, there are classifier-learning
and active-learning techniques. Classifier-learning techniques use both positive
and negative examples for STL formula learning and active-learning techniques
experiment on the system to extract counterexamples. The authors evaluate
their system on a metric of tightness, which represents predicates and tempo-
ral operators as smooth functions and is influenced by techniques for numerical
optimization based on gradients. Further work would be parameter specifica-
tion for tightening, examine proposed additional metrics, and parallelize the
computation of the trace metrics.
In [65], Jha, Raman, Pinto, Sahai, and Francis present an approach to
Boolean formulae learning that queries example-labeling oracles. The main
contribution of the paper is an algorithm for Boolean formulae learning with a
given level of confidence. The aforementioned algorithm can be used to gener-
ate explanations for decisions made by Artificial Intelligence (AI) based systems.
The benefits of making the self-explanation capabilities for AI systems would be
easing the human-system interaction. Further work should include the utiliza-
tion of a language with richer logic for the explanations involving real numbers
and the generation of multiple valid justifications for any given inquiry.
In [39], Fisac et al. present a Hamilton-Jacobi reachability methods-based
framework for general safety that works with any learning algorithm. The Gaus-
sian processes and the reachability analysis used in the framework are computa-
tionally expensive and are not scalable. The main control theory aspect utilized
in the framework is robust reachability combined with observational Bayesian
analysis. The authors provide proof that the two methods in conjunction work
well. Further work should include increasing the safety certificates with respect
to intelligent systems.
In [58], Herbert et al. present an algorithm for fast and safe tracking (FaS-
Track) in high dimensional systems called FaSTrackHD. The FaSTrack frame-
work can be used in combination with a path planner to guarantee the safety
and efficiency of the plan. This paper provides a look-up table tool, a framework
for tool implementation, and a high-dimensional demonstration of the tool and
framework combination. FaSTrack makes planners more robust while maintain-
ing fast computation. Further work could include moving obstacle robustness,
considering environmental disturbances to which the error bounds should adapt,
and multi-planner demonstrations.
In [2], Akametalu et al. present an approach that utilizes a Gaussian pro-
cess model and maximal safe set approximations to learn a system’s unknown
characteristics. Safety is incorporated in the metric through which the learning
performance is evaluated, thus reducing controller switching. The safe learn-
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ing algorithm presented is reachability-based. Through utilizing Gaussian pro-
cesses, it learns a model of environmental disturbances. Overall, the algorithm
provides better safety guarantees than the state-of-the-art frameworks. Fur-
ther work could include safe set real-time updates and using sparse Gaussian
processes to speed up the computations.
In [40], Fisac et al. present a solution to the value-alignment problem based
on learning models that can be experientially verified. The framework inter-
weaves human decision making and cooperative inverse reinforcement learning
to solve the problem of value-alignment. This work shows that cooperative in-
verse reinforcement learning problems can be solved not just theoretically but
practically. Further work should include making the approaches more efficient
and utilizing human models that are more realistic.
In [24], Chen et al. present an approach of creating platoons of unmanned
aerial vehicles (UAVs) that uses Hamilton-Jacobi reachability analysis. In or-
der to implement a sense of structure in the air, the approach requires that the
platoons of UAVs fly on air highways. The authors verify their concept through
simulating forming a platoon, an intruder vehicle, and transitioning between
highways. The fast-marching algorithm is used to determine the air highway
placements. The implemented algorithm takes an arbitrary cost map and de-
termines the path set from the origin to the destination. As long as only one
breach per platoon vehicle occurs, the controller assures that collisions will not
occur with one altitude level. The addition of safety breaches requires additional
altitude levels.
In [25], Chen, Hu, Mackin, Fisac, and Tomlin present an approach of safe
and reliable platoons of unmanned aerial vehicles (UAVs) that uses Hamilton-
Jacobi reachability analysis which is the initial work or a simplification of [24].
In order to implement a type of structure in the air, the approach requires that
the platoons of UAVs fly on air highways. They verify the concept through
simulating a platoon formation, a vehicle intrusion, and transitioning between
highways. The fast-marching algorithm is used to determine the air highway
placements by taking an arbitrary cost map and determining the path set from
the origin to the destination. As long as only one breach per platoon vehicle
occurs, the controller assures that collisions will not occur with one altitude
level. The addition of safety breaches requires additional altitude levels.
In [68], Jin et al. present a scalable framework to mine specifications from a
closed-loop control model of an industrial system based on the system’s behav-
ior. The input is represented by a parametric signal temporal logic (PSTL) [8],
where time or scale values are unknown parameters. Based on the quantitative
semantics of signal temporal logic (STL), a falsification engine in [32] is applied
to check for the existence of traces violating current STL formulae. To find
the strongest candidate specification, a parameter synthesis algorithm based on
δ-tight valuations is applied by finding the valuation closest to the boundary
of a validity domain. Since the monotonicity of a PSTL formula will greatly
decrease the computational complexity, they also propose an algorithm to check
and take advantage of it. The framework’s utility and scalability are tested on
an automatic transmission model, an air-fuel ratio control model, and a diesel
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engine model.
5.1 Automata Learning
Automata Learning can be partitioned into active and passive learning ap-
proaches. Automata can be discrete, continuous, or hybrid in nature. Discrete
automata are state machines where the states are discrete, whereas continuous
automata are state machines where the states are continuous. Hybrid automata
are state machines where the variables are set by ordinary differential equa-
tions. Active Learning allows the learner machine to decide from which data to
learn [113] [97]. Active Learning is utilized in synthesizing membership queries,
sampling based on selective streams, and sampling that is based on a data pool.
The remainder of the section is split into learning hybrid automata, timed
automata learning, discrete automata learning, and active learning of automata.
In [5], Angluin studies and describes multiple types of queries in formal do-
mains. They examined membership, equivalence, subset, superset, disjointness,
and exhaustiveness queries. They applied the aforementioned types of queries
to various domains. Singleton languages, k -CNF formulas, k -DNF formulas,
monotone DNF formulas, regular languages, k -bounded CFLs, k -term DNF
formulas, k -clause CNF formulas, pattern languages, very restricted CFLs, and
double sunflower are the domains examined in the paper. Their results show
that some queries perform better on certain domains.
In [12], Balkan, Tabuada, Deshmukh, Jin, and Kapinski present the frame-
work, Underminer, for determining which behaviors are non-convergent in the
designs of control systems that are embedded. The system being examined by
the framework is considered a black-box, meaning that only the inputs and
outputs are examined. The framework uses Convergence Classifier Functions
(CCFs) to distinguish between the non-convergent behaviors and convergent
behaviors. The framework can be applied to a system either in the early de-
velopment stages or late in the controller development stage. The Underminer
framework first determines the non-convergent behaviors using CCFs and then
performs CCF automated test generation and examination. Temporal logic,
Lyapunov functions, and machine learning classification techniques are all CCFs
supported by Underminer. Optimizer-driven testing and sampling-based test
generation techniques are utilized by Underminer during the test generation
phase.
5.1.1 Hybrid Cases
In [6], Ansin and Lundberg present the hybrid congruence generator extension
(HyCGE) learning algorithm and examine its characteristics. The validity and
accuracy of the algorithm are also graphically demonstrated. The ratio of the
completeness was shown to have continuous growth for the example automata.
A future application of the HyCGE algorithm is physical systems learning.
Further work could include full diagrams and simulations of the human body
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through learning that is automated. The HyCGE learning algorithm can be
used for the aforementioned automated learning.
In [89], Medhat, Ramesh, Bonakdarpour, and Fischmeister present an ap-
proach for hybrid automata learning based on the implementations of control
systems as black-boxes and examine the inputs and outputs of said systems. In-
put/output events are gathered from the observed traces, based on which target
system is modeled with a Mealy machine. The dynamics of state variables in
each discrete state are analyzed, where the time factor is involved. The frame-
work is limited in that all of the types of signals may not be supported, hidden
states cannot be observed, guards using output values for transitions can not
be modeled, and that change from input to output is assumed instantaneous.
Further work could include improving data preprocessing and segmentation;
utilizing algorithms that have better efficiency; support for causality rules ex-
pansion; and automata inference improvements.
In [95], Niggemann, Stein, Maier, Vodencˇarevic´, and Bu¨ning present and
analyze the Hybrid Bottom-Up Timing Learning Algorithm (HyBUTLA), an
algorithm for automata learning. The observed traces are segmented according
to abrupt change in state values. The dynamics of each segments is modeled us-
ing linear regression or neural networks and is represented as a function within
a state. Similarity of two states is tested by checking the probability for staying
in the state versus a specific transition occurring. In a new bottom-up merg-
ing order, similar states get merged and the higher efficiency in comparison to
traditional top-down order is verified. The scalability of HyBUTLA was tested
using generated artificial data. Further work could include developing a bet-
ter algorithm for hybrid state identification, using probability density functions
instead of fixed time intervals, and further algorithmic plant applications.
In [119], Summerville, Osborn, and Mateas exhibit and evaluate the Causal
Hybrid Automata Recovery via Dynamic Analysis (CHARDA) framework. The
framework performs modal identification and learns the causal guards. In the
first phase, one set of potential linear model templates has a cost function
with penalty criteria applied to segment traces by switch-points and select the
optimal models. For the guard condition, they applied Normalized Pointwise
Mutual Information (NPMI) to select predicates from a predefined set for each
mode transition. They tested the CHARDA framework on Super Mario Bros
as a novel domain. Further work, with respect to the segmentation, could
include testing the segmentation and then transition learning general framework
to other techniques, determine the optimal method of differentiating between
similar modes, and incorporate other approaches’ techniques. Further work, for
learning causal guards, could include testing it on other domains and improving
upon the analytic precision.
In [17], Bogomolov, Magazzeni, Minopoli, and Wehrle examine the the-
oretical basis for translation using Planning Domain Definition Language+
(PDDL+). The translation of must-transition automata to only may-transition
automata is the prime directive of their schema. PDDL+ is used since pro-
cesses and events are well-handled. The construction of the translated hybrid
automata causes the state space that is reachable to be the same as hybrid au-
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tomata that are linear. Hybrid automata with dynamics that are affine have a
reachable state result that is over-approximated. This paper founds the process
of PDDL+ problem translation into hybrid automata that are standard.
In [50], Grosu et al. propose a methodology for inferring cycle-linear hybrid
automata for two types of excitable cells from virtual measurements generated
by existing nonlinear models. In the first phase, traces of electrical signal,
known as action potential with respect to time, are segmented by filtered null
points and inflection points. Then, they apply modified Prony’s method to fit
an exponential function to each of the segments within a predefined error bound,
which derives a flow condition for each mode. The transition voltages for mode
switches are approximated by a range of voltage obtained from transitions’ post
states. In the second phase, all of the inferred linear hybrid automata are merged
into a signal one by setting an epoch transition. The accuracy of the proposed
method is tested by comparing it with the simulations of two existing models.
5.1.2 Timed Automata
In [63], Iegorov, Torres, and Fischmeister present PeTaMi (PEriodic TAsk
MIner), a periodic task mining approach and tool that utilizes the information
from the real-time systems being examined. The tool classifies the tasks into
periodic and non-periodic and then, using only the periodic tasks, determines
the time of response and periods for said tasks. This method is automatic and
uses the timestamped traces of events for classification. The period and time
of response for a periodic task is determine through the use of a clustering-
based mining approach for temporal specifications. The tool examines the in-
put trace of execution and trace fields and then classifies them into periodic or
non-periodic. In order to evaluate the system, they tested it on an unmanned
aerial vehicle (UAV) case study and a commercial car in operation case study.
Those results were indicative of information needed to determine the period and
response time for the periodic tasks.
In [131], Verwer presents an extensive study of the timed automata iden-
tification complexity theory. They also unveil an algorithm that uses labeled
data to perform timed automata identification. The algorithm is then tested on
real-time system identification with a behavior system for truck drivers. It was
determined that deterministic timed automata (DTA), each with a single clock,
have efficient identification, whereas DTA with more than one clock are not effi-
ciently identifiable. They discuss the Real-Time Identification (RTI) algorithm
which is efficiently used for deterministic real-time automata identification using
only a input sample that is timed and labeled data. It was tested on artificial
data. The RTI algorithm was tested on the truck driver system and had 80
percent accuracy. Further theoretical work could be focused on the theory of
identifying timed automaton, algorithms for identifying timed automaton, or
evaluating probabilistic models. Some further applications include behavior
identification, visualization providing insight, or model checking identification.
In [41], Fitera˘u-Bros¸tean, Janssen, and Vaandrager use a combination of
model learning and model checking to infer models and thoroughly examine said
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models. They studied the Windows, Linux, and FreeBSD TCP (Free Berkeley
Software Distribution Transmission Control Protocol) implementations. The
TCP learning implementation includes upper layer calls, data transmission,
servers and inferred TCP models, and learned models for all of the aforemen-
tioned operating systems. Model checking is used to fully examine the explicit
models of the components. The described method is versatile and has variable
applications. Further work could include making the construction of TCP ab-
stractions completely automatic and creating state machine generation capable
learning algorithms.
Verwer, de Weerdt, and Witteveen present the efficiency of timed automata
learning [133]. They show that deterministic timed automata (DTAs) in gen-
eral cannot be efficiently learned using labeled data but that one-clock DTAs
(1-DTAs) can be efficiently learned using labeled data. They establish an al-
gorithm for learning one-clock DTAs. Further work could include using an
n-DTA identification algorithm to efficiently identify 1-DTAs and determining
the largest class of efficiently learnable DTAs.
In [134], Verwer, de Weerdt, and Witteveen present a deterministic real-time
automaton (DRTA) learning algorithm, real-time identification (RTI) algorithm,
utilizing event sequences that were labeled and time-stamped. The algorithm
merges states based on the evidence to identify a deterministic finite-state au-
tomaton (DFA). The performance of the aforementioned algorithm is evaluated
using artificially generated data. It is evident that it is harder to identify a
DFA than to identify an equivalent DRTA. Further work could include extend-
ing the RTI algorithm to work for unlabeled data, enable identification of timed
automata that are more general, and evaluate the performance of the adapted
algorithms.
In [155], Zhang, Lin, Wang, and Verwer present a car-learning behavioral
model that utilizes automata learning algorithms. Driving patterns are discov-
ered from examining and extracting common sequences of states from the model.
The model was trained and tested on the Next Generation SIMulation dataset
exhibiting high accuracy. They also represent time data that is multivariate
as strings that are symbolic and timed. The input data clustering utilizes the
properties of the temporal processes. The mentioned utilizations significantly
increased the accuracy of the data fitting. Further work could include comparing
the model to other existing model implementations, apply to drivers’ decision
making, and assisting in the development of a car-following controller.
In [1], Aarts, Kuppens, Tretmans, Vaandrager, and Verwer demonstrate
that the combination of tools for verification and testing software can be used
in combination with active learning in an industrial environment. The tool
combinations can be utilized to evaluate and improve upon the active learning
results. They employ active state machine learning to perform conformance tests
on implementations of the protocol for bounded retransmission. Further work
could include improving upon the Markov Reward Model Checker (MRMC),
TorXakis, and Tomte tools.
In [117], Smeenk, Moerman, Vaandrager, and Jansen present control soft-
ware from industry with automata learning actively applied. They also exam-
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ined LearnLib’s capabilities with regards to learning the model of the Engine
Status Manager (ESM). Due to the large number of abstractions required by
LearnLib, the authors extended a preexisting algorithm to enable the computa-
tion of a sequence that is adaptive distinguishing. Using the algorithm exten-
sion, they learned a model using a Mealy machine for the ESM. The extended
algorithm performed superiorly to other algorithms for conformance testing.
Further work could include model learning for multi-functional ESM and model
learning for ESM connecting components.
In [132], Verwer, de Weerdt, and Witteveen exhibit a real-time automata
learning algorithm. The traditional algorithms involve state merges but their
algorithm implements state splits, which utilize the time data. Real-time au-
tomata are prevalent in models of systems where behavior monitoring is vital.
Further work could include extending the algorithm to cover probabilistic timed
automata which would only require examining the positive examples and enable
real-world applications.
5.1.3 Discrete Learning
In [115], Sindhu and Meinke present the incremental distinguishing sequences
(IDS) algorithm for learning deterministic finite automata (DFAs) incrementally
using sequence differentiation. The performance analysis looked mainly at the
variety of learning queries possible and the time taken for the learning. From the
analysis, the algorithm is most applicable for problems in software engineering.
In [48], Giantamidis and Tripakis present three algorithms for solving the
problem of Moore Machine learning from input-output traces and formalize
said problem. The first algorithm is the prefix tree acceptor product (PTAP)
algorithm which, using self-loops, completes the Moore Machine formed from
input-output trace data. The second algorithm is the PRPNI algorithm that
utilizes the Regular Positive and Negative Inference (RPNI) algorithm for learn-
ing an automata product and encodes the Moore Machine. The third algorithm
mentioned is the MooreMI algorithm which performs Moore Machine learning
directly utilizing the state merging from the extended PTAP algorithm. Over-
all, the MooreMI algorithm is shown to be the most progressive algorithm of the
set. Further work could include learning other types of state machines, mak-
ing each algorithm incremental, more experimentation and implementation, and
extending the algorithms to model any black-box system.
5.1.4 Active Learning
In [105], Raffelt, Steffen, and Berg present LearnLib, a library for learning and
experimenting on automata. The library has a modular structure conducive to
scenario tailoring. Users have the ability to specify the model structure, the
applied techniques for optimization, choose between the automatic and the in-
teractive mode, and use a simulator for random models. The library examines
the power of exploiting optimization properties. Further work could include ex-
tending the library by modular increases, other property exploitation, exploring
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other occurrences, and increasing the complexity of the scenarios of applications.
Works also will include making LearnLib available online.
In [90], Merten, Steffen, Howar, and Margaria present Next Generation
LearnLib (NGLL) framework. The framework is intended to make the task
of setup creation for fitting learning simpler. It allows for remote component
integration into the framework so it can be used globally. NGLL has tools and
methods available to perform a multitude of tasks, such as harnesses for testing
a system, techniques for making a system more abstract or refining said system,
and mechanisms for resetting a system. The framework was designed for ease
of use with respect to controlling, adapting, or evaluating a system.
In [64], Isberner, Howar, and Steffen exhibit the new open-source version of
LearnLib, an active automata learning library. It allows for visualization learn-
ing algorithm in-detail progress. The tool has a modular design which simplifies
modifying features of the algorithm. The feature component, AutomataLib, is
a finite-state machine data structure and algorithmic toolkit. The performance
of the new LearnLib is efficient while allowing abstractions on a high-level. Fur-
ther work could include adapting LearnLib Studio for the new LearnLib and
extending the capabilities to enable register automata learning.
5.2 Safe Reinforcement Learning
Reinforcement Learning (RL) is a widely adopted frameworks in Artificial In-
telligence for producing intelligent behavior in autonomous agents [71]. By
interacting with their environments, these autonomous agents can learn to ex-
ecute optimal behaviors via trial and error over a specified time period [7].
Thus, in this scheme, agents can be programmed to accomplish a wide range
of tasks without forcing the programmer to delineate how these tasks should
be carried out. Furthermore, reinforcement learning has exhibited great success
in modeling interactions between an autonomous agent and its environment
where a model is too difficult to procure. In fact, reinforcement learning has
demonstrated great utility in contexts such as game playing, robotics applica-
tions, industrial automation, autonomous vehicles, complex financial models,
and structured prediction [7, 15, 71].
Although there has been great success in using reinforcement learning to
solve low dimensional problems, the majority of learning approaches exhibit scal-
ability issues. However, with the advent of successful deep learning paradigms
there has been great research impetus in improving the scalability of reinforce-
ment learning schemes through the use of neural networks. Using this frame-
work, the field of Deep Reinforcement Learning has displayed great promise
in accelerating progress within the reinforcement learning community by ade-
quately addressing the prohibitive dimensionality issues associated with complex
state action spaces [7]. Coupled with the desire to enhance the efficiency of re-
inforcement learning regimes is the desire to guarantee safety, particularly in
safety critical environments where there is significant risk towards the people
and environments involved [15]. As with many algorithms in machine learn-
ing, the majority of traditional reinforcement learning techniques are unable to
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provide guarantees about the safe operation of a system. However, in order
to deploy this kind of software in safety critical settings, one must be able to
provide formal arguments about the safe operation. Thus, in recent years there
has been a great deal of research into developing safe reinforcement learning
frameworks.
In a classic reinforcement-learning architecture, an agent interacts with its
environment over a given time period through observations and actions that
are typically described by a Markov Decision Process (MDP) [7]. During each
time step an agent receives some information about the current state of its
environment and chooses an action to perform generating an output about its
altered state. Based on each action selection, a reinforcement signal denoting the
value of this transition is communicated to the agent. Throughout the learning
process, the agent is trained to select actions that maximize the long-term sum
of reinforcement signals [71]. There are numerous algorithms that allow an agent
to select an optimal behavior policy through systematic trial and error and a
survey of these techniques can be found in the following papers [7,71]. Formally,
the Markov Decision Process model can be defined as a tuple (S,A,T,R, p0)
where:
• S is a continuous set of states,
• A is a set of continuous actions,
• T : S × A → S is a probabilistic transition function that maps a state
action pair at some time t onto a probabilistic distribution of states,
• R: S ×A× S → R is an immediate reward function,
• and p0 specifies a unique initial state [4].
Thus, the problem of reinforcement learning is to learn a policy πθ : S × A →
R that mamximizes the cumulative discounted reward
∑T−1
t=0 γ
TR(st, rt, st+1)
where R is the reward at time step t and γ ∈ [0, 1] is a discount factor that
controls the influence of future rewards [84, 101]. Additionally, in most frame-
works, there is a common assumption that the learning environment is non-
deterministic in nature. Thus, the same choice of action by an agent may result
in different reward values at different time instants [71]. However, this assump-
tion is often coupled with the presumption that the probabilities of making
state transitions or observing certain reinforcement signals do not change over
time [71]. Despite the success of the MDP reinforcement learning model, this
approach has several limitations. The MDP model suffers from representation
limitations and not all learning agents can estimate a notion of a Markovian
state [114]. This shortcoming in representation is commonly found in robotics
applications. Additionally, in some applications such as autonomous driving,
the transition of states is dependent not only the agents actions but also on
the actions of other agents. Moreover, in these cases, we must be able to guar-
antee safety during the exploration process in order to prevent dangerous and
costly adverse scenarios. In response to the modeling, safety, and performance
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challenges present within the reinforcement learning community, numerous re-
searchers have proposed various solutions aimed at generating effective, robust,
and intelligent behavior [114].
In a 2015 survey of existing safe reinforcement learning literature, Javier
Garc´ıa defined safe reinforcement learning as “the process of learning policies
that maximize the expectation of the return in problems in which it is impor-
tant to ensure reasonable system performance and/or respect safety constraints
during the learning and/or deployment processes [45].” Moreover, in his work,
Garc´ıa notes that the idea of risk in safe reinforcement learning regimes is com-
plex and takes many forms. In many works, risk is related to the presence of
uncertainties in the environment with which an autonomous agent interacts.
Thus, even if an agent is able to correctly learn an optimal behavior policy
there are still risks associated with unexpected disturbances that may result in
generalization and simulation-transfer issues [45]. Additionally, one must reason
about the failure modes of learned policies in order to identify behaviors that
may pose considerable danger to the agents and environments considered. In
his survey, Garc´ıa identifies two fundamental approaches towards the problem
of creating safe reinforcement learning architectures present in the research lit-
erature. The first set of methods alter the optimization criteria present in the
learning process by incorporating a notion of risk into the reward optimization
process. The second set of procedures modifies the exploration process of the
learning agent either by including the likelihood of entering error states through
the use of external knowledge or via the use of a risk metric [45]. Garc´ıa’s survey
provides a great review of these works and discusses several novel directions for
researchers interested in the field.
As mentioned above, one of the central foci in safe reinforcement learning
algorithms is ensuring that agents do not behave in unexpected and errant ways
during the exploration and learning processes. In many cases, the exploration
process may be costly or dangerous and we are required to ensure safety at all
times. Addressing this issue in their work, Theodore Perkins et al. propose a
method, in [100], for constructing safe and reliable learning agents for control
problems using Lyapunov design principles. In their framework, an agent learns
an optimal behavior by switching between a set of base level controllers designed
using Lyapunov domain knowledge. Thus, the authors are able to ensure safe
control by limiting the set of actions that an agent can select from in order to
guarantee that every transition descends towards a Lyapunov function [100]. In
fact, in the experimental evaluation of their techniques, the authors were able
to demonstrate that this methodology was feasible regardless of the particular
reinforcement learning algorithm selected. In a similar work introduced by Felix
Berkenkamp et al. [15], the authors extend the results produced in the field of
Lyapunov stability verification in order to obtain control policies that have
provable stability and safety guarantees1. In fact, the authors demonstrate that
it is possible to learn an optimal policy with stability and safety guarantees while
1An implementation of Felix Bergenkamp’s methodology can be found at
https://github.com/befelix/safe_learning
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striving not to limit the state space from which an agent may select an action.
Moreover, their approach allows an agent to collect data in order to expand
the state space of the computed safe region while also improving the control
policy [15]. This is done by starting from a configuration that is assumed to
be stable and gathering data at safe and informative points in order to improve
the control policy using the newly obtained, enhanced model of the system.
While the above approaches display promising results for achieving safe con-
trol, there are concerns that methods that limit the environment’s state space
may eliminate actions that are better in achieving an optimal cost. Addition-
ally these methods require more data than traditional reinforcement learning
regimes. Thus, these models may be more susceptible to model inaccuracies
due to insufficient data and model disturbances [45,91,124]. In support of these
concerns, in their paper, Anayo Akametalu et al. cite that in reachability based
algorithms, the computed safe region utilized in safe reinforcement learning al-
gorithms may not accurately capture the true nature of disturbances present
in an environment and therefore lead to safety guarantees that are no longer
dependable. Thus, to address these concerns, the authors propose a learn-
ing regime that makes use of a Gaussian process to learn a system’s unknown
dynamics by iteratively approximating a safe set. Throughout the learning pro-
cess, their safety model is validated online in real time allowing the authors
to guarantee safety in conditions where the assumptions about environmental
disturbances are incorrect. Moreover, their methodology makes use of a safety
metric in order to limit the amount of time that their system interferes with
the learning process. Their framework represents an interesting approach that
proposes a reachability analysis scheme that cross validates the model online.
In a similar work by Jeremy H. Gilula et al. [49], the authors present a guar-
anteed safe online learning framework for an aerial robot with a limited field of
view. Their approach combines reachability analysis and online reinforcement
learning. Simulation of their methods demonstrates that combining the two
paradigms allows for high performance and safety.
Another promising area of safe reinforcement learning makes use of model
checking algorithms and methods derived form formal verification to ensure
safety. In their paper, Mohammed Alshiekh et al. present a temporal logic based
approach for learning optimal policies [4]. To ensure that a system specification
expressed in temporal logic is satisfied, the authors implemented a system, called
shield, that alters the learning process in two fundamentally different ways. In
the first regime, shield provides a list of safe actions from which an agent may
select. In the second regime, shield monitors the actions of the learning agent
and interferes only when necessary [4]. In another work presented by Shashank
Pathak et al. [98], the authors make use of probabilistic model checking algo-
rithms in order to verify and repair learned policies. In this work, the authors
provide a set of repair approaches and policy modification strategies that ensure
that the probability of reaching unwanted states and executions, once the learn-
ing process terminates, remains within an acceptable bound. Additionally, the
authors provide a benchmark, called “Slippery Grid World,” that other authors
may use to assess the scalability and effectiveness of their approaches [98]. In
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a similar work done by Nathan Fulton and Andre´ Platzer, the authors propose
a technique, called Justified Speculative Control (JSC), for provably safe rein-
forcement learning [44]. Their results combine formal verification and runtime
monitoring in order to ensure the safety of a system. Moreover, their work con-
tributes a set of proofs that transfer computer-checked safety proofs for hybrid
dynamical systems to policies obtained by generic reinforcement learning algo-
rithms [44]. In their learning environment, verification results are maintained
when learning agents limit their operation to remain within verified control
choices. Thus, their regime is similar to many works cited in Garc´ıa’s survey
in which incorporating knowledge about safe control into the learning system
preserves safety guarantees [44, 45].
In recent years, researchers have demonstrated that machine learning models
may be susceptible to attacks during all phases of the learning process [78]. The
majority of models can be fooled by carefully crafted input samples that result
in misclassification. Using these samples, an attacker may be able to slow the
learning process or affect the performance of a model by causing the system to
enter into a dangerous configuration. These concerns have served as the motiva-
tion for an emerging field of research called Adversarial Machine Learning [78].
While adversarial machine learning approaches usually deal with perception
tasks in neural networks, there have been a few works proposed within the safe
reinforcement learning community: particularly tasks related to autonomous
vehicles and neural network aided reinforcement learning. In a paper proposed
by Lerrel Pinot et al., the authors present a scheme for robust adversarial re-
inforcement learning [101]. They argue that numerous reinforcement learning
regimes suffer from a high reliance on data causing them to suffer from gen-
eralization issues and errant behavior caused by the presence of environment
disturbances. Thus, in order to design more disturbance-robust systems, the
authors train agents in the presence of an adversarial agent that delivers model
disturbances aimed at destabilizing the system [101]. Using a zero sum minmax
objective function to learn a policy, the authors were able to successfully train
an agent that was robust to the adversarial agent as well as other environmental
disturbances. Moreover, their agent was more robust to differences in the test-
ing and training environments. In a similar work done by Henrik Aslund et al.,
the authors present the concept of virtuously safe reinforcement learning which
is defined as resilience toward perturbed perception, safe exploration, and safe
interruption [9]. In their work, the authors demonstrate how to create a learning
scheme in which agents are able to manage adversaries using four exploration
strategies that accomplish the goal of virtuously safe reinforcement learning.
In summary, Safe Reinforcement Learning techniques are used to address a
wide range of problems where it is important to guarantee safety constraints of
learning policies. There are numerous approaches with various drawbacks, ad-
vantages, and different conceptions of risk that have demonstrated great promise
in ensuring that an agent will operate safely within its environment. However,
there are still many open questions within this realm, such as balancing safety
constraints with performance desires and improving the scalability and compu-
tational tractability of the current approaches
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6 Verification for AI/ML Components and Sys-
tems
6.1 Verification: Neural Network Reachability
Artificial neural networks are used in systems that introduce machine learning
components to resolve complex problems. This can be attributed to the impres-
sive ability of neural networks to approximate complex functions as shown by
the Universal Approximation Theorem [60]. Neural networks are trained over
a finite amount of input and output data, and are expected to generalize said
data and produce desirable outputs for the given inputs and even for previously
unseen inputs. The data-driven nature and lack of efficient methods for analysis
of neural networks leads to, in most cases, the treatment of neural networks as
black boxes with no assurance in safety. However, due to the rapid develop-
ment artificial intelligence inspired applications, neural networks have recently
been deployed in several safety-critical systems such as self-driving vehicles [18],
autonomous systems [70], and aircraft collision avoidance procedures [69]. Re-
grettably, it has been observed that neural networks can react in unexpected
and incorrect ways to even slight perturbations of their inputs [122]. Therefore,
there is an urgent need for methods that can provide formal guarantees about
the behavioral properties and specifications of neural networks, especially for
the purpose of safety assurance [81].
Verifying neural networks is a hard problem, and it has been demonstrated
that validating even simple properties about their behavior is an NP-complete
problem [76]. The difficulties encountered in verification mainly arise from the
presence of activation functions and the complex structure of neural networks.
Moreover, neural networks are large-scale, nonlinear, non-convex, and often
incomprehensible to humans. The action of a neuron depends on its activation
function described as yi = f(
∑n
j=1 ωijxj + θi), where xj is the jth input of
the ith neuron, ωij is the weight from the jth input to the ith neuron, θi is
called the bias of the ith neuron, yi is the output of the ith neuron, and f(·) is
the activation function. Typically, the activation function is either the rectified
linear unit, logistic sigmoid, hyperbolic tangent, the exponential linear unit, or
another linear function.
To circumvent the difficulties brought by the nonlinearities present in the
neural networks, the majority of recent results focus on activation functions
of piecewise linear forms, f(x) = max(0, x), and in particular the Rectified
Linear Unit (ReLU). For instance in [147], by taking advantage of the piecewise
linear nature of ReLU activation functions, the output set computation can be
formulated as operations of polytopes if the input set is given in the form of
unions of polytopes. Figure 1 shows a visualization of the polytopic operations
using ReLU functions. The computation process involves standard polytope
operations, such as intersection and projection, and all of these can be computed
by employing sophisticated computational geometry tools, such as MPT3 [59].
The essence of the approach is to be able to obtain an exact output set with
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respect to the input set. However, the number of polytopes involved in the
computation process increases exponentially with the number of neurons in its
worst case performance which makes the method not scalable to neural networks
with a large number of neurons.
In practice however, the number of polytopes used in the computation pro-
cess is usually smaller than worst case operation since empty sets are often
produced during the computation procedure. By pre-classifying the active or
inactive status of neurons before manipulating the polytopes of each layer and
utilizing parallel computing techniques, the computational cost can be reduced
to some extent. In the experimental evaluation of these techniques, the au-
thors in [147] were able to decrease the computational time to a third of the
original computation time when analyzing a 7 layer network. Furthermore, the
authors were able to utilize this approach for feedback control systems equipped
with neural network controllers, where the controlled plant is considered to be
a piecewise-linear dynamical system and their efforts are described in [149]. It
should be noted that in the verification of neural network control systems with
more general activation functions, it is significantly more difficult. In [112], they
use bounded model checking (BMC) to create formulas that are solved using
the satisfiability modulo theory (SMT)-solver iSAT3, which is able to deal with
transcendental functions such as exp and cos that frequently appear in neural
network controllers and plants. Although the verification framework is rigor-
ously developed, the verification problem is hardly solved due to the curse of
dimensionality and state-space explosion probems.
The use of binary variables to encode piecewise linear functions is standard
in optimization [130]. In [87], the constraints of ReLU functions are encoded
as a Mixed-Integer Linear Programming (MILP). Combining output specifica-
tions that are expressed in terms of Linear Programming (LP), the verification
problem for output set eventually turns to the feasibility problem of MILP. For
layer i, the MILP encoding is given as
Ci = {x
[i]
j ≥W
[i]
j x
[i−1] + θij ,
x
[i]
j ≤W
[i]
j x
[i−1] + θij +Mδ
[i]
j ,
x
[i]
j ≥ 0,
x
[i]
j ≤M(1− δ
[i]
j | j = 1 . . .
∣
∣
∣L[i]
∣
∣
∣)} (1)
where M is sufficiently large so that it is larger than the maximum possible
output at any node. Similarly, a MILP problem is formulated in [126], where
the authors conduct a robustness analysis and search for adversarial examples
in ReLU neural networks. It is well known that MILP is an NP-hard problem
and in [35, 36], the authors elucidate significant efforts for solving MILP prob-
lems efficiently to make the approach scalable. Their methods combine MILP
solvers with a local search yielding a more efficient solver for range estimation
problems of ReLU neural networks than several other approaches. Basically, a
local search is conducted using a gradient search and then a global search is
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Figure 1: A visualization of the operations on polytopes using ReLU functions
in [147].
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Figure 2: Illustration of a combined local and global search for the MILP in [35].
L1, . . . , L6 are local searches and G1, G2 are global searches.
Figure 3: Figure 1 in [38], which illustrates piecewise linear approximation of
ReLU functions.
formulated as MILP, as shown in Figure 2. Instead of finding the global op-
timum directly, it performs the search seeking values greater/smaller than the
upper/lower bound obtained in the preceding local search. This is the primary
reason for the computational complexity reduction.
Recently, a verification engine for ReLU neural networks called AI2 was pro-
posed in [47]. In their approach, the authors abstract perturbed inputs and
safety specifications as zonotopes, and reason about their behavior using opera-
tions for zonotopes. The framework AI2 is capable of handling neural networks
of realistic size, and, in particular, their approach has had success dealing with
convolutional neural networks. In another work, a software tool, called Sherlock,
was developed based on the MILP verification approaches [38]. This LP-based
framework combines satisfiability (SAT) solving and linear over-approximation
of piecewise linear functions in order to verify ReLU neural networks against
convex specifications. An illustration of a piecewise linear approximation for
ReLU functions is shown in Figure 3. Given the output of a ReLU denoted
by d and the input c ∈ [l, u], the relationship between c and d can be approxi-
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mated by the linear constraints d ≥ 0, d ≥ c, and d ≥ u c−l
u−l
. Based on the LP
problem formulation, additional heuristic algorithms were developed to detect
infeasibility and imply phase inference faster.
A tool, named Planet, has been developed based on the results in [38]. In
[76], an algorithm, that stems from the Simplex Algorithm for linear functions,
for ReLU functions is proposed. Due to the piecewise linear feature of ReLU
functions, each node is divided into two nodes. Thus, in their formulation,
each node consists of a forward-facing and backward-facing node. If the ReLU
semantics are not satisfied, two additional update functions are given to fix the
mismatching pairs. Thus, the search process is similar to the Simplex Algorithm
that pivots and updates the basic and non-basic variables with the addition of
a fixing process for ReLU activation pairs. In their paper, the authors detail an
application of their methodology on a deep neural network implementation of
a next-generation Airborne Collision Avoidance System for unmanned aircrafts
(ACAS-X). A comparison of the verification approaches mentioned above can be
found in [19]. Additionally, in the paper, the authors present a novel approach
for neural network verification called Branch and Bound Optimization. This
approach adds one more layer behind the output layer cy − b to represent the
linear property cy > b that we wish to verify. If cy − b > 0, it means that the
property is satisfied, otherwise it is unsatisfiable. Thus, the verification problem
is converted into a computation of the minimum or maximum value of the output
of the neural network. By treating the neural network as a nonlinear function,
model-free optimization methods are utilized to find optimal solution. In order
to have a global optimum, the input space is also discretized into sub-regions.
This approach is not only applicable to ReLU neural networks, but the model-
free method allows the approach to be applied to neural networks with more
general activation functions. However, despite its generalization capabilities, in
the model-free framework, there is no guarantee that the algorithm will converge
to a solution. In [94], a MILP encoding scheme is used for a class of neural
networks whose input spaces are encoded as binaries. This MILP encoding
has a similar flavor to the other encodings present in the research literature
for non-binarized networks. In their framework, since all the inputs are integer
values, the real valued variables can be rounded so that they can be safely
removed, resulting in a reformulated integer linear programming (ILP) problem
that is smaller in comparison to the original MILP encoding. With the ILP
encoding, a SAT solver is utilized in order to reason about the behavior of a
mid-size binarized neural network. In another work presented by Osbert Bastani
et al. [13], the pointwise robustness of a neural network is analyzed using two
robustness statistics based on a formulation of robustness as an LP problem.
Besides the optimization approach proposed in [19], there are few other re-
sults for neural networks with general activation functions. In [102, 104], a
piecewise-linearization of the nonlinear activation functions is used to reason
about their behavior. In this framework, the authors replace the activation
functions with piecewise constant approximations and use the bounded model
checker hybrid satisfiability (HySAT) [42] to analyze various properties. In
their paper, the authors highlight the difficulty of scaling this technique and,
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currently, are only able to tackle small networks with at most 20 hidden nodes.
In [148], a simulation-based approach was developed, which used a finite number
of simulations/computations to estimate the reachable set of multi-layer neural
networks in a general form. Despite this success, the approach lacks the abil-
ity to resolve the reachable set computation problem for neural networks that
are large-scale, non-convex, and nonlinear. Still, simulation-based approaches,
like the one developed in [148], present a plausibly practical and efficient way
of reasoning about neural network behavior. The critical step in improving
simulation-based approaches is bridging the gap between finitely many simula-
tions and the essentially infinite number of inputs that exist in the continuity
set. A critical concept that is introduced in the work is called maximal sensitiv-
ity. Maximal sensitivity, defined formally below, is a measure of the maximal
deviation of outputs for a set of inputs suffering disturbances in a bounded cell.
Definition 1 Given a neural network y = f(x), an input x and disturbances
‖∆x‖ ≤ δ, the maximum sensitivity of the neural network with input error δ at
x is defined by ǫ(x, δ) , inf{ǫ : ‖∆y‖ ≤ ǫ,where y = f(x) and ‖∆x‖ ≤ δ}.
The output set of the neural network can be over-approximated by the union
of a finite number of reachtubes computed using a union of individual cells that
cover the input set. Thus, verification of a network can be done by checking
the existence of intersections of the estimated reachable set and safety regions.
This approach has been extended to allow for the reachable set estimation and
verification of Nonlinear Autoregressive-Moving Average (NARMA) models in
the form of neural networks [146]. In particular, it is applicable to a variety of
neural networks regardless of the specific form of the activation functions. Given
a neural network, there is a trade-off between the precision of the reachable set
estimation and the number of simulations used to execute the procedure. In
addition, since the approach executes in a layer-by-layer manner, the approx-
imation error will accumulate as the number of layers present in the network
increases. In this case, more simulations are required at the expense of increas-
ing the computational cost. A similar approach for finding adversarial inputs
using SMT solvers that relies on a layer-by-layer analysis is presented in [61].
The work focuses on the robustness of a neural network where safety is defined in
terms of classification invariance within a small neighborhood of one individual
input. An exhaustive search of the region is conducted by employing discretiza-
tion and propagating the analysis layer by layer. In a similar manner, a recent
paper, proposed by Wenjie Ruan et al. [108], generalizes the local robustness
criterion into a global notion of a set of test examples. In an effort to improve
the overall robustness and generalization of neural networks, an empirical study
on sensitivity and generalization in neural networks was performed in [96]. The
experiments, described in this work, survey thousands of models with various
fully-connected architectures, optimizers, and other hyper-parameters, as well
as four different image classification datasets. The observations contained in
this work demonstrate that trained neural networks are more tolerant of in-
put perturbations in the vicinity of the training data manifold. The factors
associated with poor generalization, such as full-batch training or using ran-
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dom labels, correspond to lower robustness, while factors associated with good
generalization, such as data augmentation and ReLU nonlinearities, give rise to
more robust functions.
Another fascinating area in neural network verification is falsification. The
main objective of neural network falsification is to find adversarial examples
capable of being misclassified that are created by a minimal input perturbation.
In this arena, numerous approaches have been proposed with varying levels of
efficacy and by conducting these studies the authors seek to improve the overall
robustness of trained neural networks. With the above goals in mind, in [61],
Xiaowei Huang et al. proposed a framework for verifying the safety of network
image classification decisions by searching for adversarial examples within a
specified region. Their methods are implemented in a software tool called DLV
(Deep Learning Verification). The authors cite that if a misclassification exists
within a region, it will be found. The essence of their approach stems from the
idea of point-wise robustness and, in order for a network to be considered safe,
it should be stable in the presence of slight input perturbations. Thus, their
method relies on propagating search regions and manipulations throughout the
network, layer by layer. In a similar work by Chih-Hong Chen et al. [26],
the authors study the problem of ensuring that network based classifiers are
resilient towards noisy or maliciously manipulated sensory input. Thus, they
define resilience as the maximum amount of input perturbation that can be
tolerated by the network and encode their problem using MILP. Their work is
distinguishable since their methods provide measures that are a property of the
network rather than related to a single input image. Thus, they allow others to
quantitatively and formally gauge the resilience of a network.
Motivated by the wealth of adversarial example generation approaches for
neural network image classifiers, such as in [31, 57, 96, 127, 143], Tommasso
Derossi argued that majority of current techniques neglect the semantics and
context of the overall systems in which the neural network is deployed. More-
over, the author argues that neglecting these aspects is ill-advised since con-
text plays a crucial role in safety assurance and verification. Thus, in their
paper [33], the authors present several ideas for integrating semantics into ad-
versarial learning, including a semantic modification space and the use of more
detailed information about the outputs produced by machine learning models.
In another interesting work [144], Matthew Wicker et al. propose a feature-
guided approach for testing image classifiers that does not require architectural
knowledge of the network at hand. Their scheme is based on object detection
techniques and they formulate the creation of adversarial examples as a two
player stochastic game using Monte Carlo tree searching to explore the game
state space in order to search for adversarial examples. The evaluation of their
techniques is promising and the authors demonstrate that they can provide con-
ditions in which no adversarial example exists. In a similar work by Tsui Weng
et al. [142], they present an attack independent robustness metric against ad-
versarial examples for neural networks. Their approach converts the robustness
analysis into a local Lipschitz constant estimation problem and uses Extreme
Value Theory for efficient solving.
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6.2 Testing for Adversarial Machine Learning Examples
Equally important are the numerous proposed defenses against adversarial ma-
nipulation and testing suites for neural network based classifiers. In [145], the
authors present a method for training deep ReLU based classifiers that are prov-
ably robust against norm-bounded adversarial examples. The authors cite that
their methods are able to detect all adversarial examples from a specified in-
put set. However, their methods are overly conservative and may mistakenly
flag inputs that are not adversarial. In another work, Aditi Raghunathan et
al. [106] propose defenses based on regularization for networks with a single
hidden layer. Their approach is based on a semidefinite relaxation that outputs
a differentiable certificate that no adversarial examples exist. The certificate
is defined by computing the worst-case loss for a one layer hidden network.
In [116], the authors present a framework for defending against adversarial ex-
amples by using a distributionally robust optimization that guarantees perfor-
mance through the use of a Lagrangian penalty formulation of the underlying
training data distribution. They also provide a training method that augments
parameters with worst-case distortions of the training data. The authors argue
that their methods achieve satisfactory levels of robustness with little associated
computational and statistical cost. Complementary to these techniques are the
testing suites proposed to assess neural network safety. In [121], the authors
propose a set of four test coverage criteria for deep learning systems inspired
by the modified condition/decision coverage criterion developed by NASA for
avionics software. Their methods are implemented in a software tool called
DeepCover.While their methods do not formally guarantee correct functional-
ity, they give users confidence that the networks are reasonably free from defect.
In a similar work by Lei Ma et al. [88], the authors present DeepGuage, a tool
implementing multi-granularity testing criteria for deep learning systems. The
aim of their tool is the construction of high quality test data that will provide
guarantees about the performance, robustness, and generality of deep learning
systems. Similarly, in [125], an automatic test case generator is presented that
leverages real-world changes in driving conditions like rain, fog, lighting condi-
tions, etc. The tool, called DeepTest1, systematically explores different parts
of the deep neural network logic by generating test inputs that maximize the
number of activated neurons. An improved version of the tool, called DeepX-
plore, is proposed in [99], which is the first efficient whitebox testing framework
for large-scale deep learning systems.
6.3 Other Approaches
In [34], a compositional falsification framework where a temporal logic falsifier
and a machine learning analyzer cooperate with the aim of finding falsifying ex-
ecutions of CPS models that involve machine learning components is presented.
In [87], Alessio Lomuscio and Lalit Maganti present a linear programming
based method for reachability analysis in feed-forward neural networks with
ReLU activation functions. Specifically, they address whether an arbitrary out-
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put can be gained for a fixed set of inputs by encoding the neural network into
a linear constraint system. The authors then tailor the objective function to
ensure safe tolerances in the floating point arithmetic associated with linear pro-
gramming. Once the encoding of the network has been completed, the authors
combine a set of specifications with the linear system and use Gurobi to achieve
a solution. With the solutions returned by Gurobi, users can gauge the correct-
ness of the network analyzed. The authors include an experimental analysis of
several networks for various problems in control theory and demonstrate that
their method solves reachability problems for networks with sizes on the order
of 5000 neurons.
In this paper [112], the authors study the safety verification of a typical con-
trol problem, called the Cart Pole System, using bounded model checking. The
authors use to the SMT solver, iSAT3, to check satisfiability of the created for-
mulas. Their experimental results demonstrate that even the smallest bounded
model checking instances could hardly be solved due to the non-linearity and
non-invertibility of neural networks. However, in this work, the authors do not
solve the safety verification problem.
In this paper [79], Zeshan Kurd et al. define a constrained type of artificial
neural network (ANN) that enables analytical certification arguments while still
possessing profitable performance attributes. The proposed model is based upon
a fuzzy system called the Fuzzy Self-Organising Map (FSOM). This model is a
type of hybrid ANN with behavior that can be qualitatively and quantitatively
described. Thus, one can reason about the safety of such a network by analyzing
its adherence to safety requirements expressed as safety constraints. In their
paper, the authors argue that this framework allows for the construction of
arguments that highlight potential failure modes in the FSOM and, therefore,
it can be considered a Safety Critical Artificial Neural network. Additionally,
the authors demonstrate that the FSOM can be used for nonlinear function
approximation with enhanced generalization. While most methods related to
ANN verification interpret ANN as black boxes, this framework allows for white
box analysis.
In their paper [103], Luca Pulina and Armando Tacchella present an abstraction-
refinement and satisfiability modulo theory based tool for verifying feed-forward
neural networks. Their scheme is based on encoding the network into a boolean
satisfaction problem over linear arithmetic constraints. The inputs to the tool
are a training set, several parameters concerning the structure of the network,
a set of safety thresholds, an abstraction parameter, and a refinement rate. Us-
ing these inputs, the tool seeks to verify the safety thresholds. If it generates
a counterexample, it passes the example to the original network in order to
identify spurious counterexamples. Otherwise, the tool either returns that the
network is safe or a counterexample and seeks to improve the network in an
automated fashion. The authors evaluated their tool on various case studies in
order to demonstrate the success and scalability of the approach.
The paper, [37], presents a novel approach for neural network verification
based on optimization and duality. The verification problem is posed as an
optimization problem that tries to find the largest violation of a property related
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to the output of the network. If the largest violation is smaller than zero, then
the property is verified. To do this, the authors use ideas from duality in
optimization to obtain bounds on the optimal value of the verification problem.
The authors cite that their method is sound but unfortunately in some cases
cannot prove that a property is true. Their approach works on feedforward
neural networks of any architecture and with arbitrary activation functions.
Furthermore, it has been demonstrated that it performs just as well as the other
verification methods that are currently available for networks with piecewise
linear activation functions. Their approach is anytime in that it can be stopped
at any point with a valid bound on the verification objective.
The following paper, [120], explores concolic testing for deep neural net-
works. Concolic Testing explores the execution paths of a software program to
increase code coverage by alternating between concrete program execution and
symbolic analysis. In this paper, the authors use quantified linear arithmetic
over rationals (QLAR) to express test requirements aimed at finding adversarial
examples. QLAR expresses a set of safety-related properties including Lipchitz
continuity and several other coverage properties. The method proposed by the
authors alternates between evaluating a DNN’s activation patterns and sym-
bolically generating new inputs. Their experimental results demonstrate that
their methodology is superior to DeepXplore. Their method is implemented in
a software tool.
The following paper [150] presents an automated testing framework called
DeepHunter for identifying potential defects in deep neural networks using
coverage-guided fuzz (CGF) testing. In this framework, the authors system-
atically create mutations of inputs in order to generate a set of tests that will
test a neural network’s behavior in corner case scenarios. The creation of input
mutations is guided by a fuzzing strategy and one of the key components of
CGF is feedback guidance. Thus, CGF is a feedback-guided framework that
consistently updates the fuzzing strategy in order to promote efficiency and
maximize test coverage. Additionally, the authors cite that their approach is
scalable to real world neural networks since their approach organizes tests in
batches and prioritizes tests that are given by the feedback signal. The authors
evaluate their approach on seven neural networks with varying complexities and
demonstrate that their approach can successfully detect erroneous behavior and
potential defects in deep neural networks.
Recently, numerous frameworks for deep neural network verification have
made use of SMT solvers. However, the majority of these approaches are limited
by the high computational cost caused by using these solvers. In this paper
[139], the authors present a method for formally checking security properties of
neural networks by leveraging interval arithmetic to compute rigorous bounds
on the DNN’s outputs. Their approach is easily parallelizable and makes use
of symbolic interval analysis in order to minimize overestimations. The authors
implement their approach as part of ReluVal, a system for checking the security
properties of Relu-based DNNs. Their approach has been demonstrated to
be able to outperform Reluplex by 200 times. Given an input range X and
security property P, ReluVal propagates it layer by layer and applies a variety
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of optimizations to calculate the output range.
In this paper [27], Chih-Hong Cheng et al. present a study of the verifi-
cation of Binarizied neural networks (BNNs). This class of network has been
demonstrated to be more power efficient in embedded system devices due to
the fact that their weights, inputs, intermediate signals, outputs, and activation
constraints are binary valued. Thus, the forward propagation of input signals
is reduced to bit arithmetic. The authors argue that the verification of BNNs
can be reduced to hardware verification and represents a more scalable problem
than traditional neural network verification. The authors build on well known
methods from hardware verification and transform the BNN and its specifica-
tion into a combinational miter, which is an encoded equivalence check of two
boolean circuits. This is then transformed into a SAT problem which can be
solved using a variety of available software tools. The authors were not able
to verify a network with a thousand nodes and cite that their future work will
focus on verifying networks currently present in embedded devices.
The following paper, [62], presents a method for obtaining formal guaran-
tees on the robustness of a classifier by giving instance-specific lower bounds
on the norm of the input manipulation required to change the classifier deci-
sion. Their techniques can be applied to two widely used families of classifiers:
kernel methods and neural networks. Furthermore, they propose the Cross-
Lipschitz regularization functional that improves upon both the formal guaran-
tees of the resulting classifier while achieving similar prediction performances as
other forms of regularization. The authors also provide algorithms based on the
first order approximation of the classifier with generated adversarial examples
satisfying box constraints.
The following paper, [67], presents the problem of estimation of reachable
sets for Markov jump bidirectional associative memory (BAM) neural networks.
The neural networks have inputs that are either unit-energy or unit-peak bounded
disturbances and have time-varying delay and transition rates. The technique
of partitioning the delays is used in response to the significant conservatism of
the solution. They also focus on Markov jump BAM neural networks that are
uncertain and have transition probabilities that are unknown. Further work
could include estimation of the reachable set for Markov jump systems that are
uncertain.
The following paper, [153], presents a randomized approach for rigorously
verifying neural networks in safety critical applications. In an effort to mitigate
challenges related to the curse of dimensionality, the authors make use of Monte
Carlo methods to estimate the probability of neural network failure. However,
although Monte Carlo methods are more efficient than methods that determin-
istically search through hyper-rectangular input spaces, they are probabilistic
in nature. The objective of their approach is to verify that the input and output
error of a network is small and remains within a specified bound. By drawing
from sufficiently many points from an n-dimensional rectangle, the probability
of the error becoming large may be made arbitrarily small. The authors further
demonstrate that although the number of samples needed to guarantee this may
be large, it is not as prohibitive as other methods.
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Breakdown of the neural network verification software tools currently available
in the research literature.
Table 1, Table 2, and Table 3 summarize the available tools for neural net-
work verification, adversarial input robustness verification, and neural network
testing respectively. They list key characteristics about each tool, reference the
papers in which the methods can be found, and also provide the URL where
each tool can be found. In each table, the letters I,O,L and N denote the num-
ber of inputs, outputs, layers, and neurons respectively. The analysis time listed
is the worst case execution time of the verified examples in each paper.
Table 1: Neural Network Verification Tools
Tool Name Network
Type
Verification
Approach
Network Size
(I,O,L,N)
Experimental
Setup
Analysis
Time
(s)
Reluplex2 [76] FNN SMT (5,5,8,2400) Ubuntu 16.04 394517
Sherlock3 [35] FNN MIP (4,3,24,3822) Linux Server,
Ubuntu 17.04,24
cores,64GB RAM
261540
AnalyzeNN4
[34]
FNN,
CNN
Signal Tem-
poral Logic
Falsifica-
tion
(1,1,8,261) Dell XPS 8900
Intel(R) Core(TM)
i7-6700 CPU 3.40
GHz 16 GB RAM,
GPU NVIDIA
GeForce GTX
Titan X
N/A
AI2 5 [47] FNN,
CNN
Abstract
Interpreta-
tion
(1,1,9,53000) Ubuntu 16.04.3
LTS, 2 Intel Xeon
E5-2690 Processors,
512 GB RAM
75-3600
PLNN6 [19] FNN,
CNN
Branch and
Bound
(5,5,6,300) single core, i7-
5930K CPU, 32GB
RAM, Timeout of
2 hrs, maximum
memory 20 GB
5248.1
Planet7 [38] FNN,
CNN
SAT,LP (1,1,3,1341) Linux Intel Core
i5-4200U 1.60 GHz
CPU, 8 GB RAM, 1
hour timeout
1955
NeVer8 [103] FNN SMT (1,1,1,32) 10 Linux worksta-
tions,Intel Core
2 Duo 2.13 GHz
PCs with 4GB
of RAM, Linux
Debian 2.6.18.5
344.59
Table 2: Verification Tools Concerned with Adversarial Input Robustness
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Tool Name Network
Type
Verification
Approach
Network Size
(I,O,L,N)
Experimental
Setup
Analysis
Time
(s)
VeriDeep/DLV9
[61]
FNN,
CNN
SMT (1,1,16,
138,357,544)
parameters
MacBook Pro lap-
top, 2.7 GHz Intel
Core i5 CPU, 8 GB
RAM
60-120
per
input
DeepGo10 [107] FNN,
CNN
Global
Nested Op-
timization
(1,1,7,412) Notebook computer
Matlab 2018a i7-
7700HQ CPU and
16GB RAM
5
L0-TRE
11 [108] FNN,
CNN
L0-Norm
robustness
evaluation
(1,1,101,
44,654,504
parameters)
Ubuntu 14.04.3
LTS NVIDIA
GeForce GTX TI-
TAN Black Intel(R)
Core(TM) i5-4690s
3.20 GHz x 4
anytime
algo-
rithm
SafeCV12 [144] CNN Adversarial
Black-Box
Falsification
(1,1,12,250,858
parameters)
N/A 20
Certified
ReLU Ro-
bustness13 [143]
FNN,
CNN
MIP (1,1,7, 10,000) a Intel Xeon E5-
2683v3 (2.0 GHz)
CPU
858
NNAF14 [13] FNN,
CNN
LP (1,1,7,60000
parameters)
8 core CPU 1.5 per
input
Convex Adver-
sarial15 [145]
FNN,
CNN
Convex
Outer Ap-
proximation
(2,2,6,404) NVIDIA Titan X
GPU
18000
Table 3: Neural Network Testing Tools
Tool Name Network
Type
Verification
Approach
Network Size
(I,O,L,N)
Experimental
Setup
Analysis
Time
(s)
DeepCover16
[121]
FNN,
CNN
White-box
LP inspired
test criteria
(1,1,4,14208) Macbook 2.5 GHz
Intel Core i5 8 GB
RAM
0.94/LP
call
DeepXplore17
[99]
FNN,
CNN
Test input
generation
(1,1,50,94059) Linux Ubuntu
16.04, Intel i7-
6700HQ 2.60GHz,
4 cores, 16GB
RAM NVIDIA
GTX 1070 GPU
196.4 for
100%
coverage
DeepConcolic18
[120]
FNN,
CNN
Quantified
Linear
Arithmetic
concolic
testing
(1,1,10,538) Intel(R) Core
(TM) i5-4690S
CPU @ 3.20 GHz
x 4
N/A
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7 Conclusion
This paper surveys formal methods, verification and validation (V&V), and
architectural approaches to analyze and ideally assure safety of cyber-physical
systems (CPS) that incorporate learning enabled components (LECs), such as
neural networks.
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