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Kurzfassung
Warme dichte Materie (WDM) ist durch hohe Temperaturen und Dichten charakte-
risiert und fu¨r die Modellierung von astrophysikalischen Objekten wie großen Plane-
ten und weißen Zwergen, aber auch der Tra¨gheitsfusion von besonderem Interesse.
Moderne Lasersysteme wie Freie-Elektronen-Laser (FEL) ermo¨glichen es, mit Hilfe
der Ro¨ngtenthomsonstreuung (XRTS) akkurate Diagnostik der Struktur und Ther-
modynamik von WDM durchzufu¨hren. Entsprechende Pump-Probe-Experimente
werden an Einrichtungen wie LCLS, FLASH oder dem European XFEL durch-
gefu¨hrt. Fu¨r die Auswertung solcher Experimente ko¨nnen semiklassische Simula-
tionen schnell und zuverla¨ssig durchgefu¨hrt werden. Diese Arbeit hat zum Ziel, auf
Basis der Lo¨sung der Ornstein-Zernike-Relation (OZR) mittels der Classical-Map
Hypernetted Chain Approximation (CHNC) Strukturanalysen und Rechnungen zur
Thermodynamik an Elementen bis zur Ordnungszahl Z = 13 durchzufu¨hren und
auszuwerten, z.B. fu¨r Wasserstoff, Beryllium und Kohlenstoff.
Abstract
Warm dense matter (WDM) is characterized by high temperatures and high den-
sities. It is of interest for modeling astrophysical objects like giant planets and
white dwarfs, as well as for inertial confinement fusion experiments. Modern laser
sources such as free electron laser (FEL) allow accurate X-ray Thomson scattering
(XRTS) measurements as an diagnostic tool for the structure and thermodynamics
of WDM. Corresponding pump-probe experiments are performed at facilites like
LCLS, FLASH or the European XFEL. In order to explain the experimental results,
here, fast and reliable semi-classical methods are applied. This work aims at solving
the Ornstein-Zernike-Relation (OZR) using the Classical-Map Hypernetted Chain
approximation (CHNC) and performing calculations on the structure and thermo-






2. Theoretische Grundlagen 5
2.1. Einheitensystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2. Vielteilchentheorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3. BBGKY-Hierarchie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4. Strukturbeschreibung u¨ber Paarverteilungsfunktion und Strukturfaktor 9
2.5. Ornstein-Zernike-Relation . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6. Clusterentwicklung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.7. Abschlussrelationen - Hypernetted Chain Approximation . . . . . . . 19
2.8. Warme dichte Plasmen . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.9. Zwei-Temperatur-Rechnungen . . . . . . . . . . . . . . . . . . . . . . 24
2.10. Effektive Potentiale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.11. Erweiterung von HNC um den Classical-Map Ansatz . . . . . . . . . 33
2.12. Thermodynamische Potentiale . . . . . . . . . . . . . . . . . . . . . . 37
2.13. Bru¨cken-Funktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.14. COMPTRA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3. Experimentelle Grundlagen 51
3.1. Thomsonstreuung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2. Streuparameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3. Pump-Probe-Experimente . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4. Lasertypen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4. Numerische Umsetzung 59
4.1. Grundlagen der Umsetzung . . . . . . . . . . . . . . . . . . . . . . . 59
4.2. Kurzreichweitige Potentiale . . . . . . . . . . . . . . . . . . . . . . . 61
4.3. Da¨mpfungsmethoden . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4. Hochtemperaturstartna¨herung . . . . . . . . . . . . . . . . . . . . . . 67
4.5. Numerische Methoden: FFT und Matrixinversion . . . . . . . . . . . 67
4.6. Iterationsschema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7. Anpassungen fu¨r Classical-Map HNC . . . . . . . . . . . . . . . . . . 73
VI Inhaltsverzeichnis
5. Ergebnisse der Arbeit 75
5.1. Grundsa¨tzliches Verhalten von Paarverteilungsfunktionen und Struk-
turfaktoren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2. Vorteile von CHNC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3. Strukturdatenrechnungen . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.4. 2-Temperatur-Rechnungen . . . . . . . . . . . . . . . . . . . . . . . . 90
5.5. Bestimmung der Hugoniotkurve . . . . . . . . . . . . . . . . . . . . . 93
6. Zusammenfassung 99
A. Anhang 103
A.1. Hugoniot-Rechnungen . . . . . . . . . . . . . . . . . . . . . . . . . . 103
A.2. Behandlung der Datenmengen . . . . . . . . . . . . . . . . . . . . . . 107
A.3. Numerische Probleme . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Abku¨rzungen
AAHNC Average-Atom Hypernetted Chain (Approximation)
BBGKY Bogoliubov-Born-Green-Kirkwood-Yvon






HNC Hypernetted Chain (Approximation)
ICF Inertial Confinement Fusion
LCLS Linac Coherent Light Source
MC Monte-Carlo
NIF National Ignition Facility, Livermore, USA
OZR Ornstein-Zernike-Relation
PIMC Pfadintegral-Monte-Carlo
QHNC Quanten-Hypernetted Chain (Approximation)
QMC Quanten-Monte-Carlo
SACLA Spring-8 Angstrom Compact free electron LAser, Japan
SLAC Stanford Linear Accelerator Center, Menlo Park, USA
SNL Sandia National Laboratories, Albuquerque, USA
SVT P. Seuferling, J. Vogel und C. Toepffer
XFEL X-Ray Free Electron Laser
XRTS X-Ray Thomson Scattering

1. Einleitung
Die vorliegende Arbeit bescha¨ftigt sich mit der Berechnung struktureller und ther-
modynamischer Eigenschaften dichter Plasmen, wobei insbesondere untersucht wird,
inwieweit ein erweiterter semiklassischer Ansatz, die Classical-Map Hypernetted
Chain Approximation (CHNC) [23, 98], zur Berechnung dieser Eigenschaften geeig-
net ist. Der Plasmazustand, fru¨her ha¨ufig als vierter Aggregatzustand bezeichnet,
beschreibt den mit 99% gro¨ßten Anteil der sichtbaren Materie in unserem Univer-
sum. Definiert als Vielteilchensystem aus geladenen Teilchen, umfasst er dabei viele
Gro¨ßenordnungen an Teilchendichte n und Temperatur T . Vom interstellaren Raum
mit n ≥ 10−2 cm-3 bis hin zu Sternen, wie sie unsere Sonne mit n ≈ 1026 cm-3 dar-
stellt [56], werden vielfa¨ltige Materiezusta¨nde dem Plasma zugeordnet. Es ist nur
folgerichtig, dass er Gegenstand umfangreicher aktueller Forschung und Entwick-
lung ist. Wa¨hrend sich die Anwendung mit modernen Displaytechniken, hochfunk-
tionaler Oberfla¨chen- und Werkstoffbehandlungen, medizinischer Gewebetrennung
oder aber auch einfacher Leuchtstoffro¨hren schon weit entwickelt hat, bescha¨ftigt
sich insbesondere die Erforschung warmer, dichter Plasmen beispielsweise mit zu-
kunftsweisenden Gebieten wie der Tra¨gheitsfusion [4, 25, 26, 55, 83, 89, 90], denen
eine hohe Bedeutung bei der Suche nach alternativen Energiequellen zugesprochen
wird. Auch die Modellierung astrophysikalischer Objekte wie Sternen und Plane-
ten [28,61,102] basiert in großen Teilen auf der theoretischen Erforschung von Plas-
men unter extremen Bedingungen. Fu¨r die nachhaltige technische Entwicklung hat
die genaue Kenntnis u¨ber strukturelle und thermodynamische Eigenschaften von
Materie u¨ber einen umfangreichen Parameterbereich hinweg somit enorme Bedeu-
tung und bescha¨ftigt weltweit die Wissenschaft.
Diese Arbeit wird den Zustand warmer und dichter Materie von theoretischer
Seite aus betrachten. Fundierte Theorien zur Beschreibung von Vielteilchensyste-
men [47, 65, 95] fu¨r unterschiedliche Parameter sowie die Anwendung dieser in zu-
verla¨ssigen und robusten Simulationen sind notwendig fu¨r die Auswertung der mitt-
lerweile hochgradig komplexen und aufwendigen Experimente [35, 40, 41, 78], deren
Vorbereitung sowie als experimentbegleitendes Werkzeug, um ad hoc Aussagen u¨ber
den Verlauf der Versuche und etwaig auftretende Probleme treffen zu ko¨nnen. Mit
hochentwickelten Forschungseinrichtungen wie der National Ignition Facility (NIF)
in Livermore (USA), dargestellt in Abbildung 1.1, der Z-Machine in den Sandia
National Laboratories (SNL) in Albuquerque (USA), dem European X-Ray Free
Electron Laser (XFEL) in Hamburg (Deutschland) oder dem Spring-8 Angstrom
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(a) Anlage und Geba¨ude, 21000 m2 [90] (b) Fusionskapsel, ∅ ≈ 2mm [46]
Abbildung 1.1.: NIF in Livermore: Die 192 Laserstrahlen werden auf die Probe (b)
fokussiert und komprimieren diese mit einer maximalen Energie von
E = 1,8MJ pro Puls.
Compact free electron LAser (SACLA) in Japan werden Materieproben in extre-
me Zusta¨nde getrieben, wie sie auf der Erde nicht vorkommen. Mo¨glichst exakte
theoretische Beschreibungen lassen sich gro¨ßtenteils nur numerisch sehr aufwendig
simulieren, was in erster Linie dem Aspekt der Experimentbegleitung mit heuti-
ger Rechenleistung nicht gerecht werden kann. Ein mo¨glicher Ansatz, wie ein ho-
hes Maß an theoretischer Genauigkeit aus den verla¨sslichen aber aufwendigen ab
initio-Simulationen auf ein weniger leistungsforderndes Konzept u¨bertragen werden
kann, soll in dieser Arbeit vorgestellt und auf seine Zuverla¨ssigkeit getestet wer-
den. Wa¨hrend ab initio-Ansa¨tze die Lo¨sung der Vielteilchen-Schro¨dingergleichung
in einer finiten Simulationsbox anstreben und durch periodische Fortsetzung der-
gleichen auf das Ganze schließen, versuchen semiklassische Ansa¨tze wie HNC und
CHNC u¨ber effektive Zweiteilchenpotentiale quantenmechanische Effekte in ein klas-
sisches Gleichungssystem zur Berechnung von Mehrteilchenkorrelationen einzubrin-
gen. Numerisch ist dieser Ansatz um Gro¨ßenordnungen weniger aufwendig. Durch
geschickte Wahl der Potentiale ist es dennoch mo¨glich, einen Großteil der auftreten-
den Quanten- und Kopplungseffekte zu beru¨cksichtigen, um zuverla¨ssige Ergebnisse
zur Struktur und Thermodynamik von dichten Plasmen liefern zu ko¨nnen.
Es gibt weitere Ansa¨tze, die HNC mit erweiterten Methoden modifizieren, um Quan-
teneffekte exakter in die Rechnung einfließen zu lassen oder den Anwendungsbe-
reich zu erweitern. Es seien hier beispielsweise Quanten-HNC (QHNC) [14–16] und
Average-Atom HNC (AAHNC) [53, 116] genannt.
Die experimentelle Untersuchung von Plasmen an Anlagen wie den zuvor erwa¨hn-
ten basiert in der Regel darauf, Materie aus einem definiertem Ausgangszustand
durch Kompression in einem Zustand teilweise stark erho¨hter Dichte und Tempera-
3tur zu treiben. Die Treiber ko¨nnen dabei beschleunigte Projektile, Implosionskapsel
oder Laser sein. Bei sogenannten Pump-Probe-Experimenten wird die Probe bei-
spielsweise mit einem optischen Laser beschossen. Die Laserparameter sind dabei
so gewa¨hlt, dass ein Großteil der photonischen Energie im Elektronensystem der
Probe deponiert wird, was zu einem starken Erhitzen desselben fu¨hrt. Die Pulsdau-
er liegt in der Regel im Bereich von Nanosekunden, um zu hohe Intensita¨ten und
daraus resultierende Scha¨den an der Probe zu vermeiden. Die Probe verla¨sst das
thermodynamische Gleichgewicht, da das Ionensystem massebedingt weniger stark
mit den Photonen wechselwirkt und zuna¨chst kalt bleibt. Das System equilibriert
durch Sto¨ße zwischen Elektronen und Ionen in Pikosekunden, wobei die Gesamttem-
peratur stark ansteigt, die Elektronen jedoch erkalten. Von besonderem Interesse
ist nun die sogenannten Ro¨ntgenthomsonstreuung (XRTS: X-Ray Thomson Scatte-
ring) [42]. Im Gegensatz zu Licht im sichtbaren Bereich sind die erhitzten Proben fu¨r
Ro¨ntgenstrahlung nicht optisch dicht. Es durchdringt die Probe, wobei die Photonen
durch den geringen Streuquerschnitt der Elektronen nur schwach mit diesen korre-
lieren. Es werden pro Laserpuls hohe Photonenzahlen im Bereich von Nphot > 10
13
beno¨tigt, um ein Streubild von hinreichender Gu¨te zu detektieren. XFELs stellen
diese Brillanz zur Verfu¨gung, was sie zu bevorzugten Diagnosewerkzeugen fu¨r Unter-
suchungen an warmer, dichter Materie (WDM) macht. Nach dem Erhitzen durch den
optischen Laser sollen durch das Streuverhalten der Probe bei Beschuss mit einem
Ro¨ntgenlaser Ru¨ckschlu¨sse auf die strukturellen und thermodynamischen Vera¨nde-
rungen der Materie gezogen werden. Dabei gilt das Interesse auch der zeitlichen
Entwicklung des Systems. Durch Variieren der Verzo¨gerung zwischen optischen und
Ro¨ntgenlaser kann beobachtet werden, wie sich die Vera¨nderungen in der Probe,
insbesondere Effekte auf ultrakurzen Zeitskalen, auf das Streuverhalten auswirken.
Erste erfolgreiche XRTS-Experimente wurden an der Omega Laser Facility in Ro-
chester, USA, durchgefu¨hrt [6,112]. Umfangreiche Untersuchungen zu Materie unter
extremen Bedindungen finden zudem an der Linac Coherent Light Source (LCLS)
im Stanford Linear Accelerator Center (SLAC) in Menlo Park, USA, statt.
U¨ber die Erhaltung von Masse, Impuls und Energie lassen sich Gleichungen for-
mulieren, welche die Darstellung des Verlaufs eines solchen Stoßexperiments ermo¨gli-
chen. Bei einmaligen Beschuss durch einen Treiber wird sich der Zustand der Materie
entlang einer sogenannten Hugoniotkurve entwickeln. Ausgehend von den Dichten
vor dem Stoß und der Stoßwelle, sowie den Geschwindigkeiten von Treiber und Stoß-












P1 − P0 = ̺0upus , (1.0.2)
ǫ1 − ǫ0 = 1
2
(P1 + P0)(V0 − V1) . (1.0.3)
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Hierbei ist ǫi die durch die Masse m geteilte innere Energie, Vi das Volumen und
Pi der Druck. Die Lo¨sung von (1.0.3) ergibt eine Kurve, deren Verlauf die Entwick-
lung eines Stoßwellenexperiments wiedergibt. Es soll wesentlicher Bestandteil dieser
Arbeit sein, zu pru¨fen, inwieweit die Ergebnisse von CHNC-Rechnungen u¨ber einen
weiten Parameterbereich die no¨tige Gu¨te aufweisen, um eine Hugoniotkurve fu¨r ak-
tuelle Experimente liefern zu ko¨nnen.
In den folgenden Kapiteln dieser Arbeit wird die Erweiterung der HNC-Methode
[119] um den Ansatz des klassischen Fluids nach Dharma-wardana und Perrot [23,98]
vorgestellt. Dabei wird die theoretische Basis in Form der Ornstein-Zernike-Relation
(OZR) [95] hergeleitet und erla¨utert, die Abschlussrelation HNC als Lo¨sung des Glei-
chungssystems diskutiert und die Einfu¨hrung einer theoretischen Elektronentempe-
ratur Tcf auf Basis des klassischen Fluids und Quanten-Monte-Carlo (QMC) ent-
nommenen Referenzrechnungen motiviert. Es werden zudem Modifikationen der Me-
thode vorgestellt, die den Dichte- und Temperaturbereich erweitern ko¨nnen, in denen
CHNC verla¨ssliche Strukturdaten liefert. In erster Linie sind dabei die Bru¨ckenfunk-
tionen B(r) zu nennen, die starke kurzreichweitige Korrelationen beschreiben und
im Bereich starker Kopplung bei hoher Dichte von Bedeutung sind. Fu¨r diese Arbeit
wurde das Programm CHNC1.x entwickelt, dessen numerische Grundlagen im Detail
vorgestellt werden. Untersuchungen zur Stabilita¨tsverbesserung der Iterationen in
kritischen Parameterbereichen bei Mehrkomponentenrechnungen werden erla¨utert.
Das Programm ermo¨glicht es, CHNC fu¨r Systeme mit beliebig vielen Komponen-
ten auch im Nichtgleichgewicht anzuwenden. Es liefert somit die Mo¨glichkeit, die
zeitliche Entwicklung des Systems in einem Pump-Probe-Experiment zu beschrei-
ben. Die Gu¨te der Ergebnisse wird dem Vergleich mit HNC und ab initio-Methoden
fu¨r verschiedene Elemente wie Wasserstoff, Beryllium, Kohlenstoff, Aluminium und
Lithium und Verbindungen wie Kohlenwasserstoff unterzogen und mo¨gliche Pro-
bleme diskutiert. Ein wesentlicher Aspekt der Arbeit ist die Berechnungen von
Hugoniotkurven unter Nutzung thermodynamischer Potentiale, die sich aus mit
CHNC berechneten Strukturdaten fu¨r ein breites Netz aus Stu¨tzstellen in der Dichte-
Temperatur-Ebene ergeben.
Es ist Ziel dieser Arbeit, durch umfangreiche Untersuchungen an verschiedenen
Materialen mit Hilfe von CHNC sowie an der Methode selbst, einen wichtigen Bei-
trag zum besseren Versta¨ndnis der strukturellen und thermodynamischen Eigen-
schaften von WDM zu liefern. Es sollen Mo¨glichkeiten aufgezeigt werden, wie und
in welchem Maße CHNC zur Vorbereitung und Auswertung aktueller Experimente
zur Strukturdiagnostik an Materie unter extremen Bedindungen beitragen kann.
2. Theoretische Grundlagen
In diesem Kapitel soll es zuna¨chst um die theoretische Basis der Arbeit gehen. Von
einer allgemeinen Beschreibung von Vielteilchensystemen (VTS) ausgehend wer-
den die no¨tigen Herleitungen dargestellt, die letztendlich konsistente semiklassische
Rechnungen zu den Strukturen und thermodynamischen Eigenschaften von Materie
unter extremen Bedingungen ermo¨glichen. Extreme Bedingungen heißt hier, dass
insbesondere hohe Temperaturen im Bereich von T > 1 eV und Dichten u¨ber der
Festko¨rperdichte von Interesse sind. Die in dieser Arbeit betrachteten Vielteilchen-
systeme befinden sich somit in einem Plasmazustand aus geladenen Teilchen. Die
semiklassische Beschreibung derartiger Systeme wird im Rahmen dieser Arbeit u¨ber
HNC realisiert, die eine Abschlussrelation der OZR darstellt. Ausgehend von quan-
tentheoretischen Grundlagen soll in den na¨chsten Abschnitten erla¨utert werden, wie
mit effektiven Potentialen und Referenzanalysen die Mo¨glichkeit geschaffen werden
kann, auf Basis klassischer Rechnungen quantenmechanische Pha¨nomene na¨herungs-
weise zu berechnen. Die strukturelle und thermodynamische Beschreibung von VTS
fu¨r Mehrkomponentensysteme und Zwei-Temperatur-Systeme werden eingefu¨hrt.
2.1. Einheitensystem
Fu¨r die Beschreibung der dieser Arbeit zugrunde liegenden Theorien ist es sinn-
voll, zuna¨chst ein effizientes Einheitensystem zu wa¨hlen. Es ergibt sich daru¨ber die
Mo¨glichkeit, ha¨ufig wiederkehrernde Gro¨ßen und analytische Strukturen durch eine
geeignete Verallgemeinerung geku¨rzt darzustellen, um die zum Teil sehr umfangrei-
chen Formeln in eine elegante Form zu u¨berfu¨hren. Im folgenden wird das Heaviside-
Einheitensystem genutzt, benannt nach dem britischen Mathematiker und Physiker
Oliver Heaviside (1850 - 1925). Er ist bekannt fu¨r sehr effizient vereinfachte Darstel-
lungsformen komplexer Theoriekonstrukte und fu¨hrte insbesondere fu¨r die Behand-
lung elektromagnetischer Problemstellungen folgende Normen ein [111]:
2me = ~ =
e2
2
= 4πǫ0 = 1 . (2.1.1)
Hierbei sind me die Ruhemasse des Elektrons und e die Elementarladung. Die Nut-
zung eines solchen Einheitensystems ermo¨glicht die Skalierung des Wertebereichs
von Rechnungen im atomaren Bereich auf numerisch sinnvolle Gro¨ßenordnungen.
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2.2. Vielteilchentheorie
Eine partikelgenaue Behandlung quantenmechanischer Probleme ist fu¨r Vielteilchen-
systeme auf Grund der Teilchenzahlen von N > 1020 rechentechnisch nicht mo¨glich
und aufwandsbedingt auch nicht sinnvoll. Eine genaue Kenntnis der Parameter jedes
Teilchens ist auch nicht no¨tig, um makroskopische Eigenschaften der VTS ableiten
zu ko¨nnen. In der statistischen Physik folgt man einem Ansatz zur Reduzierung
auf wenige zentrale Gro¨ßen, die eine Beschreibung makroskopischer Eigenschaften
auf statistisch gemittelter mikroskopischer Ebene ermo¨glichen. Auf diese Weise las-
sen sich die Problemstellungen in eine effiziente mathematische Form bringen, ohne
Verlust an relevanter Information [49, 101]. Die Beschreibung eines Systems mit
N Teilchen schreibt sich in der Quantenstatistik als Zustandsvektor in einem N-
dimensionalen Hilbertraum
|ψ〉 = |a1, . . . , aN〉 . (2.2.1)
Ein zugeho¨riger Satz kommutierender Einteilchen-Observablen wird durch a1, . . . , aN















Vij(rˆi − rˆj) (2.2.3)
den Hamilton-Operator darstellt, die Summe aus kinetischer und potentieller Ener-
gie. Die geladenen Teilchen in einem Plasma unterliegen einer paarweisen Wechsel-
wirkung, welche u¨ber das Coulomb-Potential
Vij(|ri − rj|) = eiej|ri − rj | . (2.2.4)
beschrieben werden kann.
Mikroskopische Details eines makroskopischen Systems unterliegen Wahrschein-
lichkeiten, die u¨berlicherweise durch Erwartungswerte beschrieben werden. Mit der







definieren, der in Anwendung auf eine Observable AˆN die Berechnung des zugeho¨ri-




wi〈ψi|AˆN |ψi〉 = Tr
N
(AˆN ˆ̺N ) . (2.2.6)
Die Thermodynamik eines Systems la¨sst sich u¨ber die Formulierung einer Zustands-
summe beschreiben. In der Gleichgewichtsthermodynamik wird zuna¨chst von maxi-
mierter Entropie
S = −kB Tr
N
(ˆ̺N ln ˆ̺N ) = −kB〈ln ˆ̺N 〉 → Max. (2.2.7)
ausgegangen [92]. Sie stellt fu¨r sich eines der fundamentalen thermodynamischen Po-






formulieren. Hierbei gilt β = 1/kBT . Die hier eingefu¨hrte kanonische Zustandssum-




Aus ihr la¨sst sich direkt die freie Energie F als thermodynamisches Potential der
kanonischen Gesamtheit ableiten:
F (T,N, V ) = −kBT lnZkan(T,N, V ) . (2.2.10)
Auf diese Weise steht nun eine zentrale Gro¨ße des Systems zu Verfu¨gung, die Zugriff
auf weitere makroskopisch relevante Eigenschaften erlaubt. Kerngro¨ßen wie Druck
p, chemisches Potential µ, aber auch wieder die Entropie lassen sich u¨ber Differen-
tialgleichungen ableiten:





















8 2. Theoretische Grundlagen
2.3. BBGKY-Hierarchie
Im Folgenden sollen die Gro¨ßen vorgestellt werden, die direkt in die Theorie zur
konsistenten Beschreibung von Wechselwirkungen in einem N-Teilchen-System flie-
ßen. Zuna¨chst wird der Dichteoperator in reduzierter Form dargestellt. Dazu wird









wobei die Formulierung eines s-Teilchen-Dichteoperators nach Bogoliubov [67]
FˆS = V
s ˆ̺s (2.3.3)






















erlaubt. Diese Relation gilt unter der Voraussetzung, dass s≪ N .
Fu¨r die Beschreibung der Dynamik wird zuna¨chst eine dreiteilig aufgespaltene
Darstellung des Hamilton-Operators erreicht:
HˆN = Hˆs + HˆN−s + Vˆs,N−s . (2.3.5)
Diese Terme beschreiben nun das s-Teilchen-System u¨ber Hˆs, sowie das u¨brige Sys-
tem HˆN−s. Die Wechselwirkung zwischen diesen Systemen wird mit dem dritten
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Mit den so erhaltenen Ausdru¨cken fu¨r den reduzierten Dichteoperator (2.3.2), den
s-Teilchen-Dichteoperator (2.3.3), sowie den Termen fu¨r den Hamilton-Operator


























Diese Bogoliubov-Born-Green-Kirkwood-Yvon-Hierarchie (BBGKY-Hierarchie) [67]
ist speziell fu¨r kleine s sinnvoll (s = 1,2,3). Die auftretende Kopplung von Fˆs und




Die Beschreibung der thermodynamischen und strukturellen Eigenschaften von Sys-
temen, wie sie in dieser Arbeit behandelt werden sollen, la¨sst sich u¨ber zwei Gro¨ßen
realisieren, die die Auswirkungen der Korrelationen im System auf paarweise Rela-
tionen herunterbrechen. Die Paarverteilungsfunktion g(r) sowie der Strukturfaktor
S(k) ermo¨glichen die Darstellung der relativen Lage einzelner Partikel zueinander
sowie den Einfluss der Struktur auf das Streubild des Systems. Es bietet sich daher
an, zuna¨chst diese beiden Gro¨ßen herzuleiten, bevor im na¨chsten Kapitel mit der
Einfu¨hrung der OZR der Grundstein fu¨r die numerischen Werkzeuge dieser Arbeit
gelegt wird.
Im Ortsraum lassen sich Struktureigenschaften von Vielteilchensystemen u¨ber die
Paarverteilungsfunktion g(r) ausdru¨cken, bzw. g(r1, r2) wenn keine radialsymmetri-
sche Darstellung gewa¨hlt wird. Unter der Annahme, dass ein homogenes, isotropes
System und Punktteilchen vorliegen, la¨sst sie sich direkt aus einer Mittelwertsbil-









〈δ(r1 − ri)δ(r2 − rj)〉 = ̺2(r1, r2)
n2
. (2.4.1)
Hierbei stellt n = N/V die Teilchendichte dar. Es taucht die reduzierte 2-Teilchenverteilung
̺2(r1, r2) auf, welche im folgenden abgeleitet werden soll. Ausschreiben der kanoni-
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dr1 . . . drN e
−βVN . (2.4.2)
Da das Potential VN nicht von den Impulsen pi abha¨ngt, la¨sst sich in klassischen
Systemen direkt u¨ber die Impulse abintegrieren. Mit der daraus resultierenden ther-
mischen Wellenla¨nge λ = ~/2πmkBT und dem Konfigurationsintegral
QN =
∫
dr1 . . .drN e
−βVN (2.4.3)





Die Formulierung des Konfigurationsintegrals erlaubt jetzt eine Schreibweise fu¨r die





dr3 . . .drN e
−βVN , (2.4.5)





dr3 . . .drN exp [−βVN (r1, . . . , rN)] (2.4.6)
ergibt. U¨ber sie la¨sst sich ausdru¨cken, in welchem Maß die Struktur eines Systems
von einer zufa¨lligen Verteilung abweicht. Handelt es sich um ein isotropes System, ist
eine radialsymmetrische Beschreibung mo¨glich, die nur vom Abstand r12 = |r1− r2|
abha¨ngt. Man spricht dann von einer radialen Paarverteilungsfunktion, die u¨berli-
cherweise einfach durch g(r) ausgedru¨ckt wird. Fu¨r große Absta¨nde r gilt:
lim
r→∞
g(r) = 1 . (2.4.7)
Paarverteilungsfunktionen sind direkt mit ihren korrespondierenden statischen Struk-
turfaktoren S(k) verbunden. Der Zusammenhang ergibt sich aus der radialsymme-
trischen Fouriertransformation




dr [gab(r)− 1] eikr . (2.4.8)
Es wurde hier beispielhaft die Schreibweise fu¨r Mehrkomponentensysteme gewa¨hlt,
wobei die Teilchenspezies u¨ber a und b indiziert sind. Der Strukturfaktor erweist sich
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insbesondere im Zusammenhang mit Streuspektren als die anschaulichere Gro¨ße, da
er mit den Intensita¨ten von Streuspektren in Verbindung gebracht werden kann. Fu¨r
Systeme mit mehreren Komponenten la¨sst sich so die Interpretation aufstellen, dass
der Strukturfaktor Sab(k) den Beitrag zu der Streuintensita¨t liefert, welcher sich
aus der Lage der Teilchen der Spezies a und b zueinander begru¨ndet. Man spricht
von einem partiellen Strukturfaktor. Das gesamte Streubild ergibt sich aus dem
totalen Strukturfaktor u¨ber alle Teilchensorten hinweg. Je nach Art der Strahlung,
die auf das System einwirkt, muss eine passende gewichtete Summation u¨ber die
partiellen Strukturfaktoren gewa¨hlt werden. Ein einfacher Ansatz wurde von Faber











der auf den partiellen Konzentrationen ci = ni/n der einzelnen Teilchenspezien
mit n =
∑
i ni und den Atomformfaktoren fi basiert. Fu¨r letztere lassen sich ver-
schiedene Berechnungsmethoden heranziehen, die im na¨chsten Absatz beschrieben
werden. Ein solcher Ansatz eignet sich beispielsweise fu¨r Neutronenstreuung. Ro¨nt-
genstreuung findet an der Elektronenverteilung statt, und es ergibt sich unmittelbar
die Problematik, dass gebundene und ungebundene Elektronen unterschiedlich zu
behandeln sind. Eine derartige Spezifizierung ergibt sich zuna¨chst nicht direkt aus
den partiellen Strukturfaktoren. Eine mo¨gliche Lo¨sung hat Chihara [12, 13] vor-
gestellt. Sie beinhaltet die Aufspaltung in drei wesentliche Streubeitra¨ge, die auf
unterschiedlichen U¨berga¨ngen der Elektronen, an denen gestreut wird, basiert. Der
totale Strukturfaktor fu¨r Ro¨ntgenstreuung ergibt sich somit aus
See(k, ω) = ZfS
0
ee(k, ω)︸ ︷︷ ︸
Electron feature
+ [fi(k) + q(k)]









Die drei Terme beschreiben die Streuung an freien Elektronen (Electron feature),
die elastische Streuung an den gebundenen Elektronen in der Abschirmwolke (Ion
feature), sowie U¨berga¨nge von gebundenen in freie Zusta¨nde (Bound-free tran-
sitions). Es tauchen Abha¨ngigkeiten von ω auf, welche die Energiedifferenz zwi-
schen einfallender gestreuter Strahlung abbilden. Gleichung (2.4.11) beschreibt so-
mit den dynamischen, elektronischen Strukturfaktor. In Abbildung 2.1 sind die
drei Terme grafisch dargestellt. U¨ber die statischen Strukturfaktoren S(k) ohne
12 2. Theoretische Grundlagen

















Abbildung 2.1.: Beispielspektrum fu¨r Thomsonstreuung an Kohlenstoff bei T =
17,5 eV, ne = 2× 1023 cm−3, Z = 2, λ = 1nm und θ = 90◦ [114].
ω-Abha¨ngigkeit erha¨lt man keinen Zugriff auf die inelastischen Streubeitra¨ge. Ihr
Informationsgehalt beschra¨nkt sich auf das ion feature, wobei die Relation q(k) =√
ZSei(k)/Sii(k) die fouriertransformierte Dichte der Abschirmwolke darstellt. Fu¨r
die Berechnung des Formfaktors f(k) lassen sich neben numerischen Methoden wie
Average Atom-Rechnungen und numerischen Fits [122] auch analytische Ausdru¨cke,
z.B. in Thomas-Fermi-Na¨herung von Odziemczyk und Tietz [94] oder Debye-Na¨he-
rung von Garvey und Green [37], oder einfache Modelle auf der Basis von 1s-
Orbitalen [45] heranziehen. Mit q(k), f(k) und den statischen Strukturfaktoren kann










die spektral integrierte Streuintensita¨t des ion features bei Streuung von Strahlung
der Wellenla¨nge λ unter dem Winkel θ berechnet werden.
Es gibt weitere Definitionen totaler Strukturfaktoren, von denen an dieser Stel-
le noch ein Ansatz von Ashcroft und Langreth [3] erwa¨hnt sei. Es wurde bereits
zuvor von Neutronenstreuung gesprochen. Fu¨r die direkte Nutzung der statischen
Strukturfaktoren zur Berechnung von Streuspektren ergibt sich in diesem Fall der
Vorteil, dass die Streuung nur an den schweren Atomkernen erfolgt, so dass die
Verteilung der Elektronen oder inelastische Streuung an Elektronen nicht relevant
ist. Man kann somit einen totalen Strukturfaktor definieren, der die Ionenstruktur-
faktoren nur mit den Partialkonzentrationen gewichtet summiert. Auf diese Weise
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erha¨lt man eine Fouriertransformierte der Ionenverteilung, die sich direkt mit den
Streuintensita¨ten in Verbindungen bringen la¨sst.
Bei k = 0 besteht zudem ein direkter Zusammenhang mit der isothermen Kom-
pressibilita¨t κT . So la¨sst sich mit der Teilchendichte n, der Boltzmann-Konstante
kB und der Temperatur T die Formel
S(k → 0) = nkBTκT (2.4.13)
aufstellen. Bei DFT-MD Rechnungen macht man sich diese Relation zunutze, da die
limitierten Boxgro¨ßen die Berechnung des Struktufaktors bei kleinen k einschra¨nkt.
Es la¨sst sich jedoch die isotherme Kompressibilita¨t κT = −1/V (∂V/∂p)T,N bestim-
men, so dass mit (2.4.13) die Berechnung von S(0) mo¨glich wird. Der Wert des
statischen Strukturfaktors bei k = 0 beschreibt das Verha¨ltnis der Kompressibilita¨t
des Systems zur idealen Kompressibilita¨t. Fu¨r S(0) = 1 verha¨lt sich das System
demnach ideal.
2.5. Ornstein-Zernike-Relation
Im folgenden Abschnitt soll es um die Herleitung des Formalismus gehen, der fu¨r
diese Arbeit genutzt wird, um aus den auftretenden Mehrteilchenkorrelationen in
einem System aus geladenen Teilchen die bina¨re Verteilungsfunktion abzuleiten. Es
la¨sst sich zuna¨chst eine Aufspaltung der Korrelationsanteile in direkte und indirekte
Beitra¨ge zwischen zwei betrachteten Teilchen durchfu¨hren. Der direkte Anteil be-
schreibt hierbei die Wechselwirkung zwischen diesen beiden Teilchen, wa¨hrend der
indirekte Anteil all jene Korrelationen erfasst, die u¨ber die weiteren Teilchen im
System vermittelt werden.
Es gibt mehrere Wege um die Herleitung der OZR [70] anzugehen. Es soll hier im
großkanonischen Ensemble u¨ber die Reaktion eines Systems mit paarweisen Wech-
selwirkungen auf ein a¨usseres Potential Φ erreicht werden [30,49]. Es wird zuna¨chst
die lokale Aktivita¨t
z∗(r) = λ−3 exp{β(Φ(r)− µ)} (2.5.1)
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schreibt. Fu¨r die s-Teilchen-Phasenraumdichte ergibt sich somit
















Der Ausdruck la¨sst sich unter Verwendung der Funktionalableitung δZGK
δz∗(r1)
[49] fu¨r




























= ̺1(r1)δ(r1 − r2) + ̺1(r1)̺1(r2) [g(r1 − r2)− 1] . (2.5.6)
Der Term in den eckigen Klammern wird als totale Korrelationsfunktion h(r) =
g(r)− 1 bezeichnet und beschreibt die Summe aus direktem und indirektem Korre-
lationsanteil.
Der direkte Anteil wird u¨ber die direkte Korrelationsfunktion c(r1 − r2) ausge-
dru¨ckt. Fu¨r die Herleitung wird zuna¨chst von einem wechselwirkungsfreien System
ausgegangen. Die Paarverteilungsfunktion ist somit u¨ber aller Radien g(r) = 1,
wodurch sich Gleichung (2.5.5) zu
δ̺1(r1)
δΦ(r2)
= −β̺1(r1)δ(r1 − r2) (2.5.7)
vereinfacht. Um nun auf einen Ausdruck fu¨r die Definition der totalen Korrelations-







= δ(x− x′′) (2.5.8)
angewendet. Zuna¨chst ergibt sich dadurch auf beiden Seiten einfach nur das Rezi-
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δ(r1 − r2) . (2.5.9)
Die Definition fu¨r die direkte Korrelationsfunktion c(r1− r2) als Gro¨ße fu¨r die paar-






δ(r1 − r2) + 1
β
c(r1 − r2) . (2.5.10)
Soll nun die totale Korrelationsfunktion aufgestellt werden, muss der Anteil der wei-
teren Korrelationen im System beru¨cksichtigt werden. Die 1914 von Leonard Orn-
stein und Frits Zernike entwickelte Relation verfolgt dieses Ziel nun derart, dass alle
weiteren Wechselwirkungen mit Hilfe der direkten Korrelationsfunktion ausgedru¨ckt
werden. Dazu wird Ausdruck (2.5.10) mit h(r1−r2) und c(r2−r3) multipliziert und
die Integration u¨ber r2 ausgefu¨hrt. Nach Umformen ergibt sich nun∫
dr2 ̺(r1)̺(r2)h(r1 − r2)c(r2 − r3) = −̺(r1)c(r1 − r3) + ̺(r1)h(r1 − r3) ,
(2.5.11)
und nach Umordnung der Indizes der bekannte Ausdruck fu¨r die OZR [95]:
h(|r1 − r2|) = c(|r1 − r2|) +
∫
dr3̺(r3)h(|r1 − r3|)c(|r2 − r3|) . (2.5.12)
Neben den Ortsindizes la¨sst sich durch Einfu¨hrung von Sortenindizes noch die Ver-
allgemeinerung fu¨r Mehrkomponentensysteme aufstellen





dr3 cac(r13)hcb(r32) , (2.5.13)
wobei hier mit nc noch die partielle Teilchendichte der entsprechenden Komponente
eingefu¨hrt wird. Dieser Ausdruck (2.5.13) bildet die Basis dieser Arbeit und stellt
bis heute eine der elementaren Formeln zur Berechnung von Strukturen in Plasmen,
Flu¨ssigkeiten und a¨hnlichen Systemen dar.
2.6. Clusterentwicklung
Mit der im letzten Abschnitt hergeleiteten OZR steht nun einWerkzeug zur Verfu¨gung,
um die Wechselwirkungsketten in Vielteilchensystemen auf Basis verknu¨pfter Zwei-
teilchenkorrelationen zu berechnen. Eine unmittelbare Lo¨sung dieser Integralglei-
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chung ist allerdings nicht mo¨glich. Es fehlt der Zusammenhang zwischen cab(r) und
hab(r). Eine sehr anschauliche Methode, eine verbindende Abschlussrelation abzulei-
ten, stellt die Mayersche Clusterentwicklung dar. Auf Grund der Eleganz der damit
mo¨glichen Veranschaulichung von Korrelationen soll sie hier in gro¨ßerem Umfang
vorgestellt werden.
Ausgangspunkt ist zuna¨chst eine Darstellung der Paarverteilungsfunktion g(r)
nach Potenzen der Teilchendichte n [119]
g(r12) = exp[−βV (r12)][1 + γn(r12)] . (2.6.1)
















basieren auf der Aufsummierung aller nicht weiter teilbaren (gen.irr. steht fu¨r generic
irreducable) Mehrfachintegrale u¨ber die Produkte aus Mayer-Funktionen
f(r12) = 1− exp{−βV (rij)} , (2.6.3)
welche der Clusterentwicklung letztendlich ihren Namen geben. Die Motivation zur
Einfu¨hrung der Mayerfunktionen ergibt sich aus der Integrierbarkeit. Die Clusterent-
wicklung basiert letztendlich auf der Auswertung des Konfigurationsintegrals (2.4.3).
Das auftretende N-Teilchenpotential kann in guter Na¨herung als Summe von Paar-
wechselwirkungen aufgefasst werden, womit der Integrand des Integrals faktorisiert:
QN =
∫
dr1 . . .drN
∏
i<j
e−βV (rij) . (2.6.4)
Dieser Ausdruck hat den Nachteil, dass der Integrand fu¨r große r nicht verschwindet.
Mit Einfu¨hrung der Mayerfunktionen ergibt sich hingegen
QN =
∫







so dass der Integrand nur bei kleinen Absta¨nden nicht verschwindet, da fu¨r das
Potential V (rij →∞) = 0 und nur in wenigen Atomradien Abstand V (rij) 6= 0 gilt.
Mit Hilfe der Mayer-Funktionen und Gleichung (2.6.2) lassen sich nun anschau-
liche Darstellungen der Korrelationen in N-Teilchensystemen erzeugen. Fu¨r kleine
N ergeben sich noch u¨berschaubare Integrale, die aber mit steigender Teilchenzahl
schnell unu¨bersichtlich werden. Ein Vorteil der Entwicklung ist die Mo¨glichkeit zur
grafischen Darstellung mittels Diagrammtechnik [49]. Es sollen hier zuna¨chst Gra-
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Der besondere Charme dieser Darstellung besteht in dem vollen Informationsgehalt
u¨ber den Integrationsweg, der sich aus beiden Graphen ablesen la¨sst. Die offenen
Kreise stellen die Quellpunkte dar, also jene 2 Teilchen, deren indirekte Korrelatio-
nen formuliert werden sollen. Die Vermittlung der Wechselwirkung u¨ber die gefu¨llten
Kreise ergibt sich aus den als Linien dargestellen Mayerfunktionen. Diese Feldpunkte
geben somit auch die Integrationsvariablen vor. In ausgeschriebener Form entspre-
chen die Graphen also den Integralen
I1 =
∫
dr3dr4f(r1, r3)f(r2, r4)f(r3, r4) , (2.6.6)
I2 =
∫
dr3dr4f(r1, r3)f(r1, r4)f(r2, r3)f(r2, r4) . (2.6.7)
Auf diese Weise durch Mayerfunktionen verknu¨pfte Teilchensysteme werden als
Cluster bezeichnet. Gleiche Strukturen fu¨hren stets zum gleichen Integralwert. Die
beiden oben dargestellen Graphen sind in zweiter Ordnung nicht weiter teilbar.
Das heißt, dass der Integralwert nicht als Summe indirekter Korrelationen niedri-
gerer Ordnung formuliert werden kann. Fu¨r Systeme mit sehr großer Teilchenzahl
la¨sst sich Gleichung (2.6.2) nun so interpretieren, dass die Summe aller auftreten-
den Korrelationspfade im System u¨ber Clusterintegrale dargestellt wird, die aus zwei
Quellpunkten und n ununterscheidbaren Feldpunkten bestehen. Die Ununterscheid-
barkeit ist der zweite Aspekt des Summenindizes gen.irr. in (2.6.2). Die Darstellung
von γn(r12) bis zur zweiten Ordnung ist nachfolgend abgebildet.
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Man sieht, dass sich fu¨r die erste Ordnung mit nur einem weiteren Teilchen im Sys-
tem die Vermittlung der indirekten Korrelationen zwischen den beiden Quellpunkten
nur u¨ber einen Graphen darstellen la¨sst. Fu¨r die ho¨heren Ordnungen ergeben sich
Systematiken [21], die im folgenden erla¨utert werden sollen.
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Nodalgraphen
Die Nodalgraphen N(r) sind ein Term der indirekten Beitra¨ge zu den Korrelationen
in der OZR. Man bezeichnet sie auch als Seriengraphen.
N(r12) = n
∫
dr3 c(r13)h(r23) . (2.6.8)
Es gibt einen ausgezeichneten Feldpunkt, durch den alle Pfade des Graphen ver-
laufen. Ohne diesen Knotenpunkt zerfa¨llt der Graph in 2 Teile mit je nur einem
Quellpunkt [72]. Im folgenden sind Nodalgraphen der ersten und zweiten Ordnung
dargestellt. Parallel- oder Bru¨ckengraphen sind in erster Ordnung nicht mo¨glich.
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Parallelgraphen
Parallelgraphen unterscheiden sich von der zuvor dargestellten Form derart, dass
mindestens zwei unabha¨ngige Integralpfade zwischen den Quellpunkten vorliegen.
Verbindungen zwischen den Feldpunkten beider Pfade liegen nicht vor. Daraus er-
gibt sich, dass man Parallelgraphen auf Produkte einfacherer Strukturen reduzieren
kann. Beispielhaft sei dies hier an dem einzigen Parallelgraphen dargestellt, der in
zweiter Ordnung auftritt.


















bcb b ∗ bc
bc
bcb b
Es wird ersichtlich, dass sich Parallelgraphen grundsa¨tzlich als Multiplikation von
Nodalgraphen schreiben lassen. Die Abbildung zeigt die Aufspaltung der mathema-
tischen Form:∫
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Bru¨ckengraphen
All jene Graphen, die sich keiner der zuvor genannten Kategorien zuordnen lassen,
bezeichnet man als Bru¨ckengraphen. Sie werden auch elementare Graphen genannt.
Sie unterliegen der Charakteristik, dass sie u¨ber mindestens 2 Integrationspfade zwi-
schen den Quellpunkten verfu¨gen, und diese an mindestens einer Stelle durch eine
weitere Mayerfunktion verbru¨ckt sind. Es werden also auch Korrelationen beru¨ck-
sichtigt, die zwischen den Teilchen wirken, die als Vermittler der Wechselwirkungen
zwischen den beiden betrachteten Quellpunktteilchen agieren. Wie bei den Parallel-
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Mit den aus der Clusterentwicklung gewonnenen Erkenntnissen la¨sst sich zusam-
menfassen [76, 119], dass die radiale Paarverteilungsfunktion in eine Form gebracht
werden kann, die nur von einem Wechselwirkungspotential sowie den Nodal- und
Bru¨ckenanteilen abha¨ngt:
g(r12) = exp[−βV (r12) +N(r12) +B(r12)] . (2.6.10)
Diese Mo¨glichkeit zur Darstellung von g(r) bildet die Basis von HNC, eine Abschluss-
relation der OZR, mit der es gelingt, einen Zusammenhang zwischen der direkten
und totalen Korrelationsfunktion, c(r) und h(r), zu definieren. Erst wenn dies ge-
lingt, ist es mo¨glich, die Paarverteilungsfunktion und den statischen Strukturfaktor
mit Hilfe der OZR zu berechnen.
Es gibt weitere Abschlussrelationen mit spezifischen Vor- und Nachteilen ge-
benu¨ber HNC, von denen die bekannstesten ebenfalls im na¨chsten Abschnitt vorge-
stellt werden sollen.
2.7. Abschlussrelationen - Hypernetted Chain
Approximation
Fu¨r die Ableitung mo¨glicher Abschlussrelationen der OZR bietet es sich an, das
Verhalten im Limes fu¨r die direkte und die totale Korrelation als Ausgangspunkt zu
wa¨hlen, da beide bekannt sind. Fu¨r große Absta¨nde geht die direkte Wechselwirkung
in das Verhalten des Potentials u¨ber, wa¨hrend fu¨r r = 0 die Paarverteilungsfunktion
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verschwindet. Mit g(r) = h(r) + 1 schreibt sich das in der Form
lim
r12→∞
c(r12) = −βV (r12) , (2.7.1)
lim
r12→0
h(r12) = −1 . (2.7.2)
Mean-Spherical-Approximation
Das zuvor besprochene Grenzverhalten la¨sst sich in einfacher Form durch Festlegen
charakteristischer Absta¨nde in eine Abschlussrelation u¨bersetzen. Die sogenannte
Mean-Spherical-Approximation (MSA) entspricht so einem Modell harter Kugeln
mit endlichem Radius R, das vor allem bei fluiden System angewendet wird. Fu¨r
r12 < R wird das Potential als unendlich definiert, V (r12 < R) = ∞, womit sich
unter Ausnutzung des zuvor beschriebenen Grenzverhaltens analytische Lo¨sungen
finden lassen.
c(r12) = −βV (r12) fu¨r r12 > R (2.7.3)
h(r12) = −1 fu¨r r12 ≤ . (2.7.4)
Fu¨r Fluide la¨sst die angenommene Na¨herung gute Lo¨sungen zu, die allerdings auf
kleine Dichten und schwache Wechselwirkungen beschra¨nkt bleiben. Mit steigender
Dichte und sta¨rkeren Wechselwirkungen wird der Anteil vernachla¨ssigter Korrela-
tion rasch gro¨ßer, was die MSA fu¨r dichte Plasmen als Abschlussrelation der OZR
ausschließt.
Percus-Yevick-Approximation
Eine weitere sehr ha¨ufig verwendete Abschlussrelation ist die Percus-Yevick-Approximation
(PY), deren Formulierung, wie HNC, bei der Definition der Paarverteilungsfunktion
(2.6.1) u¨ber die Mayergraphen ansetzt. Ausgehend von
g(r12) = (1 + f)(1 +N + P +B) , (2.7.5)
wird durch Vernachla¨ssigung der Parallel- und der Bru¨ckenanteile als Summe (P +
B) = 0 die Na¨herung
g(r12) = (1 + f)(1 +N) (2.7.6)
eingefu¨hrt, die der HNC-Approximation schon a¨hnelt. Die faktorisierte direkte Kor-
relationsfunktion hat die Form
c(r12) = [1− exp(−βV (r12)][1 + h(r12)] . (2.7.7)
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Der PY-Ansatz fu¨r eine Abschlussrelation findet vor allem fu¨r die Beschreibung
dichter Gase Anwendung und fu¨hrt im allgemeinen zu guten Ergebnissen, wenn
kurzreichweitige Potentiale vorliegen. Nimmt man zusa¨tzlich noch harte Kugeln an,
lassen sich analytische Lo¨sungen finden [49].
Hypernetted Chain Approximation
Die Basis dieser Arbeit bildet die Abschlussrelation HNC. Sie ist von den drei vorge-
stellten Methoden zur Verknu¨pfung der direkten und der totalen Korrelationsfunkti-
on diejenige mit der ho¨chsten Genauigkeit bei den beru¨cksichtigten Wechselwirkun-
gen. In Systemen, die von Coulomb-Kra¨ften beherrscht werden, steckt der gro¨ßte
Teil der auftretenden Korrelationen in den Nodalanteilen. Dies ist insbesondere fu¨r
Flu¨ssigkeiten und Gase der Fall. HNC verna¨chla¨ssigt nun die Bru¨ckenanteile, so dass
sich eine Paarverteilungsfunktion der Form
g(r12) = exp(−βV (r12) +N(r12)) (2.7.8)
ergibt. Da sie sich einfach in die totale Korrelationsfunktion h(r12) = g(r12)−1 um-
schreiben la¨sst, und diese unter Vernachla¨ssigung der Parallel- und Bru¨ckenanteile
direkt als Summe aus direktem und Nodalanteil geschrieben werden kann,
h(r12) = c(r12) +N(r12) , (2.7.9)
ergibt sich fu¨r die direkte Korrelationsfunktion
c(r12) = g(r12)− 1− ln g(r12)− βV (r12) . (2.7.10)
Fu¨gt man diese Gleichung mit der Formulierung der Nodalanteile (2.6.8) zusammen,
so erha¨lt man eine geschlossene, nichtlineare Integralgleichung
ln g(r12) + βV (r12) = n
∫
dr3 [g(r13)− 1− ln g(r13)− βV (r12)] (g(r32)− 1) ,
(2.7.11)
die die Basis der im Rahmen dieser Arbeit durchgefu¨hrten Rechnungen darstellt.
2.8. Warme dichte Plasmen
Mit der vorgestellten Theorie zur Berechnung der Korrelationseigenschaften von
Vielteilchensystemen mit Hilfe von semiklassischen Modellen sollen in dieser Arbeit
prima¨r dichte und warme Plasmen behandelt werden. An dieser Stelle soll deshalb
noch eine allgemeine Beschreibung und Zusammenfassung von Hilfsgro¨ßen und Pa-
rameterbereichen zur theoretischen Beschreibung derartiger Materiezusta¨nde folgen.
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Abbildung 2.2.: Dargestellt ist ein Elektronendichte-Temperatur-Profil von Materie.
Es sind zudem Bereiche benannt, die bestimmten Materiearten zu-
geordnet werden, wobei eine scharfe Abgrenzung keine Sinn macht.
Die U¨berga¨nge sind elementabha¨ngig und fließend. Des Weiteren
sind die Parameter der Kerne einiger astrophysikalischer Objekte
eingetragen. Nach [52].
Die grundlegenden Parameter, die eine Kategorisierung ermo¨glichen, sind gegeben
durch die Teilchendichte des Systems n und der Temperatur T . Um Bezeichnungen
zu vereinfachen, wird in der Regel die Elektronendichte herangezogen. U¨berschrei-
tet man mit Dichte und Temperatur nun mehrere Gro¨ßenordnungen, so lassen sich
Bereiche finden, in denen Materie unter ebensolchen Bedingungen vergleichbare Ei-
genschaften aufweist oder in spezifischen Objekten und Experimenten auftritt. Bei-
spielhaft seien die Tra¨gheitsfusion und astrophysikalische Objekte wie weiße Zwer-
ge genannt. Die U¨berga¨nge sind dabei keineswegs scharf. Es la¨sst sich also keine
Kategorisierung im eigentlich Wortsinn vornehmen, sondern vielmehr eine Orientie-
rungshilfe erstellen, die das Vorkommen von Materie unter extremen Bedingungen
veranschaulicht. Abbildung 2.2 stellt eine der mo¨glichen Systematisierungen grafisch
dar.
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In der Grafik sind die Verla¨ufe zweier fu¨r die Beschreibung von Materiezusta¨nden
ha¨ufig genutzten Gro¨ßen eingezeichnet. Beide setzen charakterische Energien der
Teilchensysteme zueinander in Beziehung, um Aussagen u¨ber die Sta¨rke der Korre-
lationen und auftretenden Quanteneffekte im System zu ermo¨glichen [49, 67].
Der Kopplungsparameter Γ setzt die mittlere potentielle und die mittlere kineti-
sche Energie ins Verha¨ltnis zueinander und nutzt dabei die Landaula¨nge l und den
mittleren Teilchenabstand dc. Die Landaula¨nge ist der Abstand, bei dem die Sta¨rke













Fu¨r eine Anwendung auf das Ionensystem gilt c = i. Den Kopplungsparameter kann
man anschaulich so deuten, dass die Sta¨rke des Potentials eines Teilchens am Ort
des na¨chsten Nachbarn bewertet wird. Fu¨r Γ > 1 liegen starke Korrelationen vor,
und das Plasma la¨sst sich nicht mehr als ideal beschreiben.
Der Entartungsparameter Θ beschreibt die Sta¨rke der auftretenden Quanteneffek-
te im System. Er setzt dafu¨r die Fermi-Energie EF , welche dem ho¨chsten besetzten










Fu¨r Θ < 1 spricht man von entarteten Systemen, bei denen Quanteneffekte die Ei-
genschaften des Systems beeinflussen und somit nicht mehr verna¨chla¨ssigt werden
ko¨nnen. Eine klassische Behandlung bietet fu¨r entartete Materie keine hinreichende
Genauigkeit. Als Beispiel fu¨r ein ideales Plasma sei mit Γ ≈ 0,1 der Kern der Sonne
genannt. In der Literatur wird dieser Bereich manchmal auch schon als schwach
nichtideal beschrieben [60]. Als weiteres Beispiel mit Γ≪ 1 ko¨nnen die sehr du¨nnen
und heißen Plasmen in Tokamak- und Stellaratorfusionsreaktoren genannt werden.
Dort sollen wenige Gramm Deuterium und Tritium, magnetisch in mehreren Ku-
bikmetern Raum eingeschlossen, bei T ≈ 108K zur Fusion gebracht werden. Der
Entartungsparameter liegt im Kern der Sonne bei θ ≈ 6, womit sich das Plasma
klassisch beschreiben la¨sst. Hochentartete Materie ist hingegen in weißen Zwergen
zu finden.
Fu¨r die weitere Beschreibung der in dieser Arbeit untersuchten Systeme bietet
es sich an, noch zwei weitere wichtige Gro¨ßen einzufu¨hren. Zum einen sei dies der
Wigner-Seitz-Radius rs, der es ermo¨glicht, eine einheitenunabha¨ngige Dichtediagno-
stik von Plasmen aufzustellen. Er basiert auf der Relation des mittleren Teilchen-
abstands zum Bohrschen Radius aB, womit er anschaulich einfach den mittleren
Elektonenabstand in aB angibt. Wa¨hrend der direkte Vergleich von Systemen unter-
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schiedlicher Dichte in einer solchen Darstellung erschwert wird, kann man Aussagen
zu grundsa¨tzlichen Strukturmustern bei unterschiedlichen Dichten gut veranschau-









Gesonderte Aufmerksamkeit soll an dieser Stelle der thermischen Wellenla¨nge λ
gewidmet werden. Bei Vergleichen von Ergebnissen verschiedener Arbeiten fu¨hren





Die reduzierte Masse mc berechnet sich dabei u¨ber mab = (mamb)/(ma + mb).
Die hier geschriebene Definition wird in der gesamten Arbeit gu¨ltig sein, wobei
in Heaviside-Einheiten im Za¨hler ~ = 1 gilt. Insgesamt sind im Verlauf dieser Arbeit
5 weitere Definitionen der thermischen Wellenla¨nge aufgefallen, die sich in der Regel
durch verschiedene Faktoren mit π unterscheiden.
2.9. Zwei-Temperatur-Rechnungen
Ein wesentlicher Bestandteil dieser Arbeit ist die Durchfu¨hrung von Rechnungen,
bei denen das Elektronensystem und das Ionensystem nicht die gleiche Temperatur
annehmen. Ursa¨chlich hierfu¨r sind zwei unterschiedliche Aspekte. Zum einen ko¨nnen
die Partialsysteme aus schweren Teilchen und Elektronen in einem Plasma nach La-
sereinwirkung unterschiedliche Temperaturen annehmen, da der Laser die Energie
prima¨r im Elektronensystem deponiert. Dieser Aufheizprozess und die Relaxation
durch Abgabe der Energie an die Ionen und Wa¨rmetransport in nicht direkt durch
den Laser geheizte Bereiche finden auf unterschiedlichen Zeitskalen statt, so dass
zuna¨chst ein Nichtgleichgewicht vorliegt. Auf der anderen Seite bringt die CHNC-
Na¨herung systembedingt die Notwendigkeit mit, die beiden Teilchensorten thermisch
getrennt zu behandeln. Der Ansatz einer eingefu¨hrten klassischen Fluidtemperatur
Tcf , welche die physikalische Temperatur der Elektronen Te modifiziert, fu¨hrt zu
einem Temperaturunterschied Te 6= Ti, der in jedem Fall auftreten wird, unabha¨ngig
davon, welche Temperaturen im System physikalisch vorliegen. In diesem Abschnitt
soll daher eine Mo¨glichkeit vorgestellt werden, die zwangsla¨ufig auftretende Wech-
selwirkungstemperatur Tei zu beschreiben, welche fu¨r Elektron-Ion-Mischterme aller
Art relevant wird.
Untersuchungen von Korrelationen in Plasmen, die sich nicht im thermodynami-
schen Gleichgewicht befinden, wurden von Seuferling, Vogel und To¨pffer (SVT) [109]
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angestellt. Sie verfolgten dabei den Ansatz einer modifizierter OZR, die eine Defini-
tion der Wechselwirkungstemperatur in einer massengewichteten Form der Art




erlauben. Die Modifizierung der OZR erfolgt dabei u¨ber Korrekturfaktoren aus Mas-
serelationen in der Berechnung der totalen Korrelationsfunktion hei. Am Ende dieses
Abschnitts wird diskutiert, warum dieser Ansatz nicht allgemeingu¨ltig sein kann. Es
soll an dieser Stelle zuna¨chst um die Herleitung von Tei gehen, die allgemeingu¨ltig fu¨r
eine unmodifizierte OZR ist und in der CHNC-Numerik dieser Arbeit angewendet
wird [7].
Die Herleitung gru¨ndet sich auf einer Theorie von Fick und Schwegler [34] zur
Definition des generalisierten kanonischen statistischen Operators ρ. In einem ma-
kroskopischen System, dass von einem Satz von Observablen, dem Observationsle-
vel, beschrieben wird, definieren die Einzelhamiltionfunktionen Hν das System und
fu¨hren zu einem Auftreten von unterschiedlichen Temperaturen Tν . Die Funktionen
Hν sind nicht als einfaches Produkt u¨ber die inneren Energie Uν verknu¨pft, so dass
sich ρ auch nicht als Produkt der Einzelsystembeitra¨ge ρν schreibt. Man spricht von
einem unteilbaren Observationslevel. Es ergibt sich unmittelbar, dass die inneren
Energie Uν jeweils von allen Temperaturen T1 . . . Tν abha¨ngen, was die Zahl der auf-
tretenden Wa¨rmekapazita¨ten erho¨ht. Die Gesamtteilchenzahl im System sei durch
























Vei(rj − rk) . (2.9.4)
Aus dieser Theorie ergibt sich die Basis der Herleitung mit der Definition des Ob-
servationslevels fu¨r ein Zweikomponentensystem durch Uee = 〈Hee〉, Uii = 〈Hii〉
und Uei = 〈Hei〉. Durch die Forderung nach konstanten Mittelwerten dieser drei
Gro¨ßen in der kanonischen Gesamtheit werden drei Lagrange-Parameter βe, βi und
βei beno¨tigt, welche der bekannten Relation βν = 1/kBTν gehorchen.
Mit den drei eingefu¨hrten Temperaturen soll nun u¨ber die partiellen Strukturfak-
toren eine sinnvolle Formulierung der Wechselwirkungstemperatur erreicht werden.
Das Konfigurationsintegral QN la¨sst sich u¨ber Mayerfunktionen f(r) umformen. Mit
Hilfe der Diagrammtechnik [49] lassen sich Ausdru¨cke fu¨r die totale Korrelations-
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funktion h(r) finden und die OZR aufstellen. Eine Erla¨uterung wurde in den Ab-
schnitten 2.5 und 2.6 gegeben. Fu¨r ein System mit zwei Komponenten lassen sich














Der Term D(k) wird im Folgenden von besonderer Bedeutung sein, da sich u¨ber ihn
die Plausibilita¨t fu¨r die spezielle Form von Tei ergeben wird:
D(k) = [1− necee(k)][1− nicii(k)]− [√nenicei(k)]2 . (2.9.6)
Es soll zuna¨chst eine Separation des Ausdrucks fu¨r D(k) in einen kurz- und einen
langreichweitigen Teil vorgenommen werden. Ausgehend vom langreichweitigen Ver-





das durch die Coulombwechselwirkung dominiert wird, la¨sst sich die Aufspaltung




+ cSab(k) , (2.9.8)




















































wobei mit ei die Ionenladung definiert wird. Fu¨r die Ladung der Elektronen wird
nur e geschrieben.
Betrachtet man nun den Fall thermodynamischen Gleichgewichts, so gilt
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horchen. Betrachtet man jetzt die partiellen Strukturfaktoren, so ergibt sich unter
Beru¨cksichtigung der Beitra¨ge von κ, dass der 1/κ4-Term verschwindet und sich die































ergeben. Unter der Voraussetzung, dass das System ladungsneutral vorliegt, ne =
eini, erha¨lt man fu¨r die partiellen Strukturfaktoren die Relation
See(0) =
√
ZSei(0) = ZSii(0) . (2.9.12)
Bei k = 0 stehen die statischen Strukturfaktoren also in einem wohldefinierten
Verha¨ltnis zueinander.
Fu¨r die Herleitung der Wechselwirkungstemperatur wird nun der Nichtgleichge-
wichtsfall interessant. Man gehe davon aus, dass Te 6= Ti, so dass der 1/κ4-Term
nicht ohne weiteres verschwindet. Geschieht dies jedoch nicht, a¨ndert sich dadurch
das Verhalten von Sab(k) fu¨r kleine k von Sab(k) ∼ k0 zu Sab(k) ∼ k2. Selbst fu¨r
kleine Abweichungen von der Gleichgewichtstemperatur schla¨gt das Verhalten der
Strukturfaktoren am Ursprung schlagartig um, was nicht physikalisch begru¨ndbar ist
und ein analytischeres Verhalten am Ursprung auch bei schwachem Nichtgleichge-
wicht verlangt. Realisierbar wird dies, wie zuvor fu¨r den Gleichgewichtsfall bewiesen,









so kann die Relation fu¨r alle Temperaturverha¨ltnisse erhalten werden. In diesem Fall
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Fu¨r das Verha¨ltnis der Strukturfaktoren am Ursprung, k → 0, erha¨lt man nun











Es sei an dieser Stelle noch einmal darauf hingewiesen, dass dies fu¨r unmodifizierte
OZR die einzige Definition einer Wechselwirkungstemperatur ist, die im Nichtgleich-
gewichtsfall nicht die unphysikalische Lo¨sung
See(0) = Sei(0) = Sii(0) = 0 (2.9.16)
nach sich zieht. Vielmehr erweitert sie die Relation um eine Abha¨ngigkeit von der
Temperatur der Partialsysteme.
2.10. Effektive Potentiale
Ein wesentlicher Bestandteil semiklassischer Rechnungen mit HNC und CHNC sind
effektive Potentiale, welche im anschaulichen Sinne Quanteneffekte modellieren, die
in dem zugrunde liegenden klassischen physikalischen Modell nicht beru¨cksichtigt
werden. Der mathematische Ansatz zur Lo¨sung der OZR sowie die Relation selbst
liefern im Verlauf der iterativen Rechnung keine neuen Erkenntnisse u¨ber wirken-
de Kra¨fte im System, vera¨nderte Dichteverha¨ltnisse oder Temperaturen. Alle rele-
vanten Parameter wie Teilchendichten nc, Temperaturen Tc, Ladungszusta¨nde Zc
sowie die Potentiale werden vor der Rechnung initialisiert. Die Rechnung selbst
stellt einen iterativen Lo¨sungsversuch einer OZR unter den definierten Bedingun-
gen dar. Es wird somit keine physikalische Analyse des Systems betrieben, sondern
eine mathematische Auswertung. Dies zieht umgehend nach sich, dass die Wahl
der Potentiale einen entscheidenden Einfluss auf die Lo¨sung hat. Es bedarf einer
Strategie, die aus bekannten quantenphysikalischen Gesetzma¨ßigkeiten die Grund-
aussagen so in ein mathematisches Konstrukt umformuliert, dass bei dessen An-
wendung in HNC-Rechnungen ein realistisches Ergebnis zur Struktur der Materie
unter den simulierten Bedingungen erlangt wird. Natu¨rlich ist das eine Idealvor-
stellung und ein vollsta¨ndiges Erfassen aller Effekte u¨ber alle Parameterbereiche
in einer mo¨glichst effizienten Formel ist kaum umzusetzen. Pfadintegral-Monte-
Carlo-Methoden (PIMC) bieten die Mo¨glichkeit einer exakten Beschreibung, sind
jedoch durch die zur Verfu¨gung stehende Rechenleistung limitiert. Effiziente Um-
setzungen konzentrieren sich auf den Bereich hoher Temperaturen, um die Anzahl
der beno¨tigten Schritte numerisch handhabbar zu halten. Dichtefunktionaltheorie-
Molekulardynamik-Simulationen (DFT-MD) sind bis auf die Wahl des Austausch-
Korrelationsfunktionals ebenfalls exakt und numerisch genu¨gsamer als PIMC. Je
nach Anwendung und Parameterbereich ko¨nnen die Rechenzeiten aber auch auf
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heutigen Hochleistungsrechnern noch im Bereich von Tagen und Wochen liegen. Es
soll nun eine Auswahl bekannter effektiver Potentiale vorgestellt und ihre Bedeutung
fu¨r HNC und CHNC erla¨utert werden.
Debye-Potential
Ausgangspunkt fu¨r die Formulierung eines effektiven Potentials ist in Systemen ge-
ladener Teilchen das Coulombpotential
V (|ri − rj|) = q1q2|ri − rj | . (2.10.1)
Die langreichweitigen Wechselwirkungen sorgen in einem Vielteilchensystem aus ge-
ladenen Teilchen fu¨r Korrelationseffekte, die beispielsweise in einer Abschirmung der
Ladungen resultieren. Um ein positiv geladenes Ion sammeln sich im Mittel negative
Elektronen, die die Ionenladung fu¨r Absta¨nde ausserhalb der sogenannten Abschirm-
wolke gesenkt erscheinen lassen. Allgemeiner formuliert bedeutet dies, dass sich um
eine Ladung q im Mittel mehr Teilchen mit entgegengesetzter Ladung befinden. Auf
das gesamte System betrachtet kann das zur Folge haben, dass die abstoßenden
Kra¨fte zwischen den Ionen weniger stark ausgepra¨gt sind, und sich die Ionen na¨her
kommen ko¨nnen, als ihr Ladungszustand zuna¨chst erwarten la¨sst. Es muss allerdings
auch beru¨cksichtigt werden, dass die negativen Abschirmwolken untereinander ab-
stoßende Kra¨fte entwickeln und somit diesem Effekt entgegenwirken. Je nachdem,
welches Teilsystem die dominante Korrelation stellt, fa¨llt die Anna¨herung der Ionen
mehr oder weniger stark aus.
Das Debye-Potential wurde abgeleitet, um die Abschirmung zu beru¨cksichtigen.
Im Rahmen der Debye-Hu¨ckel-Theorie [18] wird die Strecke, nach der das Poten-
tial eines geladenen Teilches auf das 1/e-fache abgefallen ist, als Debye-La¨nge rD
bezeichnet. Sie wird unter Einfu¨hrung der inversen Abschirmla¨nge k = 1/rD zur Li-







mit β = 1/kBT . Das Debye-Potential stellt nun eine Modifikation des Coulomb-
Potentials dar:
V Dbij (|ri − rj|) =
qiqj
|ri − rj |e
−κ|ri−rj | . (2.10.3)
Es handelt sich um ein kurzreichweitiges Potentials, das am Ursprung divergiert.
Es wird insbesondere fu¨r Einkomponentenrechnungen genutzt und la¨sst sich unter
Nutzung von HNC und CHNC auch nicht auf mehr Komponenten anwenden. Der
Grund liegt darin, dass in eine einkomponentige HNC-Rechnung die Abschirmung
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ku¨nstlich, eben u¨ber ein effektives Potential, in die Rechnung gebracht werden muss,
wa¨hrend bei der Simulationen von Elektronen und Ionen die Abschirmung Teil der
Ergebnissen der HNC-Methode ist.
Kelbg-Potential
Das von Kelbg eingefu¨hrte effektive Potential [33, 62, 63] hat fu¨r HNC Rechnungen
den Vorteil, dass es am Ursprung einen endlichen Wert annimmt. Dieser Effekt la¨sst
sich als temperaturabha¨ngige Unscha¨rfe des Aufenthaltsorts der Teilchen interpre-
tieren, welche einer ra¨umlichen Ausdehnung a¨hnlich ist. Sie wird u¨ber die thermische
Wellenla¨nge (2.8.4) beschrieben, welche die Halbwertsbreite der Gaußfunktion dar-
stellt, mit der die Nichtlokalita¨t der Teilchen mathematisch beschrieben wird [79].
Die Herleitung des Kelbg-Potentials basiert auf einer Auswertung der Slatersum-
me [88]








Vijk(ri, rj, rk) + . . .
]
, (2.10.4)









beschrieben werden kann [67]. Aus dieser Zwei-Teilchen-Slatersumme S(2) wird u¨ber
Sto¨rungstheorie erster Ordnung das nach Kelbg benannte Potential































vor. Die Fehlerfunktion und der erste Klammerterm verschwinden fu¨r r = 0, so dass
sich am Ursprung ein temperaturabha¨ngiger Wert von






einstellt. Wie zu Beginn dieses Abschnitts erwa¨hnt, ist dies das Resultat der ange-
nommenen thermischen Aufenthaltsunscha¨rfe. Der Formulierung la¨sst sich entneh-
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men, warum sich die abstoßendeWirkung des Potentials bei Ionen in eine Auslo¨schung
der Paarverteilungsfunktion g(r) u¨bersetzen wird, wa¨hrend der Wert fu¨r Elektronen
endlich gro¨ßer Null sein wird. Die deutlich gro¨ßere Ionenmasse mi ≫ me bewirkt
eine kleinere Wellenla¨nge und somit eine nur schwach ausgepra¨gte thermische Ver-
schmierung. Es resultiert ein sta¨rkeres Potential fu¨r kleine r und ein Erhalten der la-
dungsbedingten Abstoßung. Typisch fu¨r die Paarverteilungsfunktion der Ionen gi(r)
ist in der Regel ein Bereich mit g(r) ≈ 0 fu¨r kurze Absta¨nde zum Ursprung, was fu¨r
die Elektronen meist nicht zu beobachten ist. Das Kelbg-Potential geht fu¨r große
Absta¨nde in das Coulombpotential u¨ber und entspricht diesem vollsta¨ndig fu¨r sehr
hohe Temperaturen T →∞.
Im folgenden Unterabschnitt u¨ber das Deutsch-Potential wird gezeigt, dass es
einen zusa¨tzlichen Term entha¨lt, der die quantenmechanische Austauschwechselwir-
kung fu¨r Elektronen der gleichen Spinsorte beru¨cksichtigt. Ein solcher Term ist von
Kelbg nicht formuliert worden. Es la¨sst sich dennoch ein entsprechender Ausdruck
aus der Entwicklung der Slatersumme ableiten [66]:


















Der Austauschterm V exchee (r) sei an dieser Stelle der Vollsta¨ndigkeit halber erwa¨hnt,
wird in dieser Arbeit aber keine Anwendung finden. Am Ursprung gilt zudem der
Zusammenhang V exchee (0) = −1/2V Kee (0).
Deutsch-Potential
Das Deutsch-Potential beru¨cksichtigt wie das zuvor beschriebene Kelbg-Potential die
Ortsunscha¨rfe und nimmt somit im Ursprung auch einen endlichen Wert an. In seiner
vollsta¨ndigen Formulierung gibt es zudem einen Term, der die quantenmechanische
Austauschwechselwirkung zwischen Elektronen gleichen Spins ideal beschreibt. Fu¨r
das Elektronensystem wird dafu¨r u¨ber









eine u¨ber beide Spinsorten gemittelte Na¨herung der Abstoßung vorgenommen [19,
20]. Die vollsta¨ndige Beschreibung des Potentials hat die Form


















und umfasst mit dem ersten Term der rechten Seite die thermische Verschmierung
der Teilchen, wa¨hrend der zweite Term lediglich fu¨r das Subsystem der Elektronen
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Abbildung 2.3.: Die Abbildung zeigt beispielhaft Elektron-Elektron-Potentiale Vee
fu¨r die in diesem Abschnitt vorgestellten effektiven Potentiale. Die
Parameter sind ni = 1,23 × 1023 cm-3, Z = 2,2 und T = 12 eV
fu¨r ein Berylliumplasma. Die Abku¨rzung AT bezieht sich auf den
Austauschterm des Deutsch-Potentials.
eine Rolle spielt. Das Deutsch-Potential entspricht im wesentlichen einer Auswer-
tung der Slatersumme in Nullter Ordnung und bleibt somit unter dem Niveau der
Ableitung eines effektiven Potentials nach Kelbg. Entwickelt man die Exponential-
terme in einer Reihe, so la¨sst sich daraus der Grenzwert am Ortsursprung r → 0
ableiten:
V Dij (r) =
qiqj
λij
+ δieδjekBT ln 2 . (2.10.12)
Das Deutsch-Potential wird in dieser Arbeit bei den meisten HNC-Vergleichsrechnungen
Anwendung finden. Ferner wird es fu¨r die Herleitung des Potentials fu¨r die Classical-
Fluid-Erweiterung (CHNC) als Basis dienen. Es verha¨lt sich wie die meisten effekti-
ven Potentiale, welche in semiklassischen Rechnungen Anwendung finden, fu¨r große
Absta¨nde coulombartig.
Die Abbildung 2.3 zeigt die Potentiale, die in diesem Abschnitt beschrieben wurde.
Als Parameter wurden Werte gewa¨hlt, wie sie in einem Experiment mit Beryllium
relevant waren [78]. Auf weiterfu¨hrende Rechnungen zu diesen Bedingungen und spe-
ziell fu¨r das Experiment wird im Ergebnisteil dieser Arbeit noch na¨her eingegangen.
Die Temperatur liegt bei T = 12 eV bei einer Ionendichte von ni = 1,23× 1023 cm-3.
Es wird eine effektive Ladung von Z = 2,2 angenommen. Das Debye-Potential
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verha¨lt sich wie das Coulomb-Potential am Ursprung divergent, fa¨llt dann aber
rasch und als einziges exponentiell ab. Die von der Slatersumme abgeleiteten Poten-
tiale von Deutsch und Kelbg nehmen am Urpsrung hingegen einen endlichen Wert
an, der beim Kelbg-Potential am sta¨rksten ausfa¨llt. Es la¨sst sich gut die Erho¨hung
der Potentialsta¨rke durch den im Deutsch-Potential eingefu¨hrten Term fu¨r die Aus-
tauschwechselwirkung erkennen, bedingt durch die Abstoßung spingleicher Elektro-
nen. Fu¨r große Absta¨nde gehen beiden in das Coulomb-Potential u¨ber.
2.11. Erweiterung von HNC um den Classical-Map
Ansatz
HNC ist methodisch bedingt eingeschra¨nkt, was die Beru¨cksichtigung auftretender
Quanteneffekte angeht, und nimmt durch Vernachla¨ssigung der Bru¨ckenfunktion
auch nicht alle Korrelationen mit, die in einem Vielteilchensystem auftreten. Dies
macht sich insbesondere dann bemerkbar, wenn man mit den Parametern der un-
tersuchten Plasma in stark gekoppelte und nicht-ideale Bereiche vordringt. Es la¨sst
sich festhalten, dass HNC keine stabile Qualita¨t der gelieferten Resultate u¨ber wei-
te Temperatur- und Dichtebereiche liefern kann, da die vernachla¨ssigten Einflu¨sse
stark abha¨ngig von T und ne die strukturellen Eigenschaften beeinflussen. Es ha-
ben sich in den Jahrzehnten seit Einfu¨hrung der HNC-Approximation verschiedene
Ansa¨tze entwickelt, die die Qualita¨t der Ergebnisse u¨ber einen breiten Parameterbe-
reich na¨her an ab initio-Rechnungen bringen sollen. Im Rahmen dieser Arbeit wurde
sich in großem Umfang mit dem Ansatz bescha¨ftigt, den Dharma-wardana und Per-
rot als CHNC eingefu¨hrt haben [23, 98]. In diesem Abschnitt soll die theoretische
Grundlage dieses Ansatzes vorgestellt werden.
CHNC basiert prinzipiell auf einer Anpassung der Potentiale und der Tempera-
tur, die in die Rechnung einfließt, in der Art, dass Referenzergebnisse aus QMC-
Rechnungen reproduziert werden. Der Begriff Mapping bedeutet in diesem Sinne
die Projektion der Ergebnisse der semiklassischen HNC-Rechnung auf die ab-initio-
Ergebnisse, unter den gewa¨hlten Referenzbedingungen.
Als Referenzgro¨ße wurde durch Dharma-wardana und Perrot die Austauschkor-
relationsenergie Exc (exchange correlation energy) gewa¨hlt. Die physikalische Moti-
vation dieses Ansatzes liegt in der DFT, bei der wechselwirkende Elektronen durch
wechselwirkungsfreie Kohn-Sham-Teilchen ersetzt werden. Auftretende Vielteilchen-
wechselwirkungen werden in diesem Ansatz durch einen Austauschkorrelationsterm
im Einteilchen-Kohn-Sham-Potential VKS dargestellt, welches aus Exc gewonnen
werden kann. Der natu¨rliche Parameter der Energie ist im klassischen Ensemble die
Temperatur. Es wird daher eine Modifizierung der Temperatur eingefu¨hrt, u¨ber die
die Korrelationsenergie angepasst wird. Aus der starken quadratischen Abha¨ngigkeit
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der Energie von der Temperatur leitet sich zuna¨chst
Tcf =
√
T 2 + T 2q (2.11.1)
ab, wobei T hier die physikalische Temperatur des Systems angibt und Tq eine
Quantentemperatur, die so gewa¨hlt wird, dass die Korrelationsenergien der HNC-
Rechnung und der ab initio-Referenz u¨bereinstimmen. Diese Modifikation der tatsa¨chli-
chen Temperatur zur klassischen Fluid-Temperatur Tcf (classical fluid) wird aus-
schließlich fu¨r das Elektronensystem angewendet. Auf Grund der gegenseitigen Abha¨ngig-
keit der Potential- und der Temperaturmodifikationen von CHNC macht es an dieser
Stelle Sinn, zuna¨chst das Pauli-Austauschpotential P (r) einzufu¨hren und anschlie-
ßend die Herleitung von Tcf weiterzufu¨hren. Im Original wurde zuna¨chst eine klas-
sische Coulomb-Flu¨ssigkeit mit zwei Sorten spin-differenzierter Elektronen in Form
eines homogenen Elektronengases betrachtet. In dieser Arbeit wird stets spingemit-
telt gerechnet, so dass auf die Details der Zwei-Sorten-Rechnung nicht na¨her ein-
gegangen werden soll. Sie sind fu¨r die Beschreibung der CHNC-Theorie auch nicht
relevant. Dennoch resultiert aus dem Vorhandensein von Elektronen unterschiedli-
cher Spinrichtung eine zusa¨tzlich Abstoßung im Elektronensystem, die im Mittel als
zusa¨tzliches Potential in CHNC Einzug findet.
Ausgangspunkt ist ein wechselwirkungsfreies System, in dem die Paarverteilungs-
funktion spingleicher Elektronen die Form
g0T (r) = 1− F 2T (r) (2.11.2)
annimmt. Hierbei ist




















In Heaviside Einheiten gilt hierbei ek = k
2 und µ = µid = kBT ln(nλ
3). U¨ber
die HNC-Rechnung la¨sst sich nun durch Inversion des Iterationsprozesses aus der
Paarverteilungsfunktion das zugeho¨rige Potential ermitteln:
g0(r) = exp[−βP (r) + h0(r)− c0(r)] . (2.11.6)
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Statt mit einem Potential u¨ber die regula¨re Iteration eine Paarverteilung zu bestim-
men, wird dieser Prozess vor der eigentlich Rechnung einmalig zur Berechnung des
Pauli-Austauschpotentials in umgekehrter Richtung angewendet. Auf diese Weise
la¨sst sich lediglich βP (r) ermitteln, da die Temperatur in β = 1/kBT auf Grund
des klassischen Fluid-Ansatzes unbestimmt und nicht die physikalische Temperatur
T ist. Das Potential ist langreichweitig und entha¨lt Austauscheffekte der Fermista-
tistik. Mit steigender Temperatur dehnt sich der Wirkungsbereich hartkugelartig in
Gro¨ßenordnungen der thermischen Wellenla¨nge aus.
Mit Kenntnis u¨ber den Austauschterm fu¨r das Elektronensystem soll nun das





[1− e−r/λij ] , (2.11.7)
wobei der von Deutsch vorgeschlagene Term fu¨r die Austauschwechselwirkung nicht





bereits von der modifizierten Temperatur abha¨ngt.
Der Abgleich der Korrelationsenergien wurde von Dharma-wardana und Perrot
fu¨r Rechnungen bei T = 0 durchgefu¨hrt, um den dann gu¨ltigen eindeutigen, direkten
Zusammenhang Tcf = Tq nutzen zu ko¨nnen. Zudem sind fu¨r diesen Fall umfangreiche
QMC-Ergebnisse fu¨r das homogene Elektronengas verfu¨gbar. Die Austauschkorre-










[hii(r, λ) + hij(r, λ)] (2.11.9)
berechnet werden. Der Parameter λ bestimmt hierbei die Sta¨rke der beru¨cksichtig-
ten Wechselwirkung ohne P (r), von wechselwirkungsfrei λ = 0 bis hin zur vollen
Beru¨cksichtigung von 2.11.7 bei λ = 1. Hinreichende Genauigkeit der Integration
wird dabei schon bei wenigen Punkten fu¨r λ (5 < n < 10) erreicht. Der zu ver-
gleichende Wert ist genau betrachtet nur der Korrelationanteil der Energie, Ec, der
durch Subtraktion von Ex erlangt wird. Hierbei wird genutzt, dass Formel 2.11.9 fu¨r
den Fall λ = 0 genau die Austauschenergie Ex liefert. Fu¨r den Vergleich der Kor-
relationsenergie wird Tq jetzt solange variiert, bis die Energie Ec mit dem Wert aus
der gewa¨hlten Referenzrechnung bei gleicher Dichte u¨bereinstimmt. Von Dharma-
wardana und Perrot wurden Korrelationsenergien fu¨r das Elektronengas aus der Ar-
beit von Ortiz-Ballone [96] verwendet, die aus zwei verschiedenen MC-Simulationen
stammen, Variations-Monte-Carlo (VMC) und Diffusions-Monte-Carlo (DMC). Die








nutzt als Energielevel die dichteabha¨ngige Fermi-Energie, so dass ein Vergleich mit
2.8.2 zeigt, dass der Term im Nenner auf der rechten Seite die Rolle des Kopplungs-
parameters einnimmt. So manipuliert der Ansatz die fu¨r das System angenommene
Kopplungssta¨rke bis die Korrelationsenergien u¨bereinstimmen. Die drei Fitparame-
ter nehmen fu¨r die beiden Referenzrechnungen VMC und DMC auf Grund der leich-
ten Abweichungen in der Korrelationsenergie unterschiedliche Werte an, die in 2.1
tabelliert sind.
Tabelle 2.1.: Fitparameter fu¨r die Bestimmung von Tq nach VMC und DMC
QMC Methode a b c
DMC 1,594 −0,3160 0,0240
VMC 1,3251 −0,1779 0
Die Classical-Map Methode fu¨r die HNC-Na¨herung wurde somit zuna¨chst fu¨r vollsta¨ndig
ionisierte Systeme bei einer thermodynamischen Temperatur von T = 0 eingefu¨hrt.
Im Rahmen dieser Arbeit wurde untersucht, inwieweit und mit welcher Qualita¨t
der Ergebnisse sich der Ansatz auf endliche Temperaturen und Systeme u¨bertragen
la¨sst, in denen auch gebundene Elektronen vorliegen.
Es gibt weitere Versuche, CHNC zu verfeinern [85, 117, 118]. Liu und Wu ha-
ben 2014 eine Variante vero¨ffentlicht [85], bei der die Berechnung der klassischen
Fluid-Temperatur Tcf gea¨ndert wurde. Sie wird in ihrem Ansatz ohne Umwege u¨ber
eine Quantentemperatur Tq direkt u¨ber die Fitparameter des Korrelationsenergieab-
gleichs ermittelt. Die Begru¨ndung erfolgt daru¨ber, dass nach Formel (2.11.1) zwar
Tcf → T fu¨r T → ∞ gilt und die Korrelationsenergien fu¨r T = 0 gut an die
QMC-Rechnungen angepasst wurden, bei endlichen Temperaturen die Korrelations-
energien aber keine gute U¨bereinstimmung mehr liefern. Es wurde eine neue, direkte
und temperaturabha¨ngige Fitformel erstellt,
Tcf =
1
a(T ) + b(T )
√
rs + c(T )rs
, (2.11.11)
welche die klassische Fluid-Temperatur ohne den quadratischen Zusammenhang
(2.11.1) in Abha¨ngigkeit von der physikalischen Temperatur T bestimmt. Die Be-
dingungen fu¨r T →∞, sowie die Reproduktion der Korrelationsenergien bei T = 0,
wurden als feste Vorgabe erhalten. In Erweiterung wurden jedoch Korrelationsener-
gien bei endlichen Temperaturen ebenfalls in den Fit aufgenommen. Auf diese Weise
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wurden folgende Parameter erlangt:
a(T ) = 4772,126 T 2e−5,13
√
T + 1/(T + 0,627)
b(T ) = (−201,552 T 2 − 0,316)e−2,687 T
c(T ) = (21,96 T 2 + 0,024)e−2,7 T
(2.11.12)
Dieser Ansatz fu¨hrt fu¨r Mehrkomponentenrechnungen in dem Parameterbereich, der
in dieser Arbeit von Interesse ist, zu einer deutlich erho¨hten numerischen Instabilia¨t
und wird deswegen nicht weiter verfolgt.
2.12. Thermodynamische Potentiale
Ein Aspekt dieser Arbeit ist die Analyse, inwieweit sich CHNC eignet, um Daten zu
der inneren Energie U und dem Druck p u¨ber einen hinreichend großen Parameter-
bereich zu erlangen, um Hugoniot-Rechnungen durchzufu¨hren. XRTS-Experimente,
die Materie in stark komprimierten Zusta¨nden untersuchen, eignen sich fu¨r das Auf-
stellen von Druck-Dichte-Profilen, um zu ermitteln, welchem Druckverlauf die durch
starke Lasereinwirkung initiierten Stoßwellen innerhalb der Probe folgen. Von theo-
retischer Seite aus lassen sich Energie U und Druck p u¨ber eine Auswertung der
Paarverteilungsfunktion oder des Strukturfaktors erlangen. Der Kern der Rechnung
ist dabei die Integration u¨ber das Produkt aus Paarverteilungsfunktion g(r) und


























































dk eaeb(Sab(k)− δab) .
(2.12.2)
Hierbei gibt der erste Term auf der rechten Seite den Idealanteil an, wa¨hrend der
zweite Term dem Korrelationsanteil entspricht. Angegeben sind die Formulierungen
unter Nutzung der strukturspezifischen Gro¨ßen im Ortsraum und im Impulsraum.
Fu¨r letzteren Fall wurde eine Schreibweise gewa¨hlt, die direkt den nach Ku¨rzen
u¨brig bleibenden Ausdruck des Potentials im k-Raum angibt, um Missversta¨ndnisse
zu vermeiden. Dabei geben na die Teilchendichten der Partialsysteme an, Z den
Ionisationsgrad und T die Temperatur. Hier und im folgenden soll zudem die Ladung
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einer Komponente a als ea beschrieben werden.
Auf Grund zahlreicher ungenauer Publikationen zu diesem Thema, die nicht ein-
deutige oder vollsta¨ndig richtige Formen dieser Rechnungen angeben, soll an dieser
Stelle eine Herleitung der Formeln folgen. Zudem werden sie fu¨r den Debye-Hu¨ckel-
Grenzfall angewendet, woraus sich die Richtigkeit der aufgestellten Formeln besta¨ti-
gen la¨sst. Es geht dabei hauptsa¨chlich um die Formulierungen im k-Raum. Die Be-
rechnung von Druck und innerer Energie unter Nutzung der Paarverteilungsfunktion
wird fast ausnahmslos mit den oben angegebenen Formeln (2.12.1) vorgenommen.
Es soll daher zuna¨chst ein kurzer Beweis folgen, der die Ausdru¨cke (2.12.1) besta¨tigt.





























wird fu¨r die Paarverteilungsfunktion der Ausdruck (2.12.4) und fu¨r das Potential
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und einer Erweiterung mit (kBT )/(16π

















Dies ist der bekannte Ausdruck fu¨r die innere Energie nach Debye-Hu¨ckel (2.12.5).
Die Herleitung eignet sich gut um die Doppelza¨hlung der Abschirmung aufzuzeigen,
welche auftritt, wenn sowohl das Potential als auch die Paarverteilungsfunktion den
entsprechenden e−κr-Term enthalten. Setz man in (2.12.7) das Debye-Potential ein,
statt mit einer Coulomb-Wechselwirkung zu rechnen, wird sich nach Ku¨rzen und
Umstellen ein Term e−2κr ergeben. Dies hat nach der Integration die Folge, dass
1/2κ u¨brig bleibt, was sich letztendlich in eine Halbierung des Endergebnisses in der
Form U/V = −kBTκ3/16π u¨bersetzt. Das Ergebnis wa¨re um den Faktor 1/2 falsch.
Es soll der Vollsta¨ndigkeit halber die Beweisrechnung fu¨r den Druck folgen. Die
Rechnung verla¨uft a¨hnlich, so dass sie in verku¨rzter Form ausgefu¨hrt wird. Der Aus-
druck fu¨r den Druck p in (2.12.1) ergibt nach Einsetzen der Coulomb-Wechselwirkung


















































was dem korrekten Resultat fu¨r den Korrelationsdruck nach Debye-Hu¨ckel ent-
spricht.
Ausgehend von den nunmehr besta¨tigten Formeln zur Berechnung von Druck und
innerer Energie im Ortsraum sollen im folgenden zuna¨chst die Formeln in den Im-
pulsraum umgeschrieben werden und anschließend in knapper Form auf Korrektheit
gepru¨ft werden. Mit der inneren Energie beginnend, wird in dem Korrelationsterm
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dr r2Vab(r)hab(r) . (2.12.14)
Obwohl fu¨r den Zusammenhang zwischen der totalen Korrelationsfunktion und der
Paarverteilungsfunktion eigentlich h(r) = g(r)−1 gilt, kann das direkte Umschreiben
angewendet werden, da sich nach Beru¨cksichtigung der Vorzeichen der Ladungen
von Elektronen und Ionen im Mehrkomponentensystem durch die Summation ein
Auslo¨schen der 1-Terme ergibt. Es sei an dieser Stelle kurz erwa¨hnt, dass diese
Behandlung von g(r) fu¨r eine numerische Umsetzung der Berechnungen von p und
U essentiell ist, da andernfalls die Integration ins Unendliche la¨uft. Es soll nun die














d3k eikrhab(k) . (2.12.15)
Die vorliegende dreidimensionale Radialsymmetrie der Strukturgro¨ßen erlaubt es,














dk k sin(kr)hab(k) (2.12.16)
zu bringen. Ordnet man die Integrationen zweckma¨ßig um und ku¨rzt die Radien, so
























ausrechnen la¨sst. Schreibt man die totale Korrelationsfunktion im Impulsraum h(k)
in den Strukturfaktor um,
h(k) = (1/
√
nanb)(Sab(k)− δab) , (2.12.19)











dk eaeb(Sab(k)− δab) , (2.12.20)
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welches vorerst ohne Beweis als Ausdruck fu¨r die innere Energie in Abha¨ngigkeit
von dem Strukturfaktor angenommen wird. Es soll nun noch der Druck in den
Impulsraum umgerechnet werden, bevor die Beweise folgen.
Der Korrelationsterm des Drucks in (2.12.1) wird, wie zuvor fu¨r die innere Energie

























dr reaebhab(r) , (2.12.22)













dk hab(k)k sin(kr) . (2.12.23)
Analog zu (2.12.17) wird die Integration zweckma¨ßig umgestellt, so dass mit (2.12.18)
und (2.12.19) die Berechnung des Drucks im Impulsraum die Form







dk eaeb(Sab(k)− δab) (2.12.24)
annimmt. Die Motivation einer Berechnung der Gro¨ßen p und U im Impulsraum
liegt in einer mo¨glichen ho¨heren numerischen Stabilita¨t und Genauigkeit gegenu¨ber
Rechnungen im Ortsraum. Zum Tragen kommt dieser Vorteil jedoch hauptsa¨chlich
in Parameterbereichen, die extreme Formen der Paarverteilungsfunktionen nach sich
ziehen, was sich insbesondere in sehr steilen Anstiegen im Bereich r → 0 a¨ussert.
Eine Erla¨uterung dieses Pha¨nomens wird in Kapitel 4 folgen. In der Literatur lassen
sich ha¨ufig ungenaue Angaben dazu finden, welcher Art die verwendete Formeln im
Detail sind, mit denen Druck und innere Energie aus dem Strukturfaktor berechnet
werden. Aus diesem Grund soll hier als Abschluss auch die Beweisfu¨hrung nach
Debye-Hu¨ckel im Impulsraum stehen.
Die Paarverteilungsfunktion nach Debye-Hu¨ckel lautet im Impulsraum





und soll hier ohne Beweis als gegeben angenommen werden. Der Korrelationsterm
der inneren Energie im Impulsraum (2.12.20) kann unter Umkehr von (2.12.19) und
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der Ru¨cksubstitution h(r) = g(r) rasch wieder in eine Form gebracht werden, die






























































liefert. Es wird, wie schon bei den Beweisfu¨hrungen im Ortsraum, mit kBT/16π
2







aufzulo¨sen. Somit liefert die Impulsraumformel fu¨r die innere Energie das gleiche Er-
gebnis, welches sich im Ortsraum ergibt. Ein Vergleich mit der Formel fu¨r den Druck
p zeigt, dass in der gewa¨hlten Schreibweise lediglich ein Unterschied im Vorfaktor
vorliegt, so dass man, den Faktor beru¨cksichtigend, in einer analogen Rechnung auch





Die fu¨r die Berechnung des Drucks und der inneren Energie angegebenen Formeln
(2.12.1) und (2.12.2) konnten in diesem Unterkapitel besta¨tigt werden. Die spe-
zifische Nutzung der analytisch bekannten Debye-Hu¨ckel-Ergebnisse schra¨nkt die
Allgemeinheit der Aussage nicht ein.
2.13. Bru¨cken-Funktionen 43
2.13. Bru¨cken-Funktionen
HNC wird in dieser Arbeit als eine Methode vorgestellt, welche die totale Korrelati-
onsfunktion h(k) unter Vernachla¨ssigung der sogenannten Bru¨ckenfunktionen B(r)
mit der direkten Korrelationsfunktion c(r) verbindet, um eine Abschlussrelation fu¨r
die OZR zu erlangen [119]. Der große Vorteil dieses Ansatzen liegt in seiner Einfach-
heit, was die hohe numerische Effizenz von HNC- und CHNC-Rechnungen u¨berhaupt
erst ermo¨glicht. Dennoch ergeben sich aus der Vernachla¨ssigung der Bru¨ckenantei-
le Einflu¨sse auf die berechneten Strukturinformationen, die insbesondere bei stark
korrelierten Systemen zu Abweichungen fu¨hren ko¨nnen, die bei Vergleichen mit ab
initio-Rechnungen oder auch experimentelle Daten auftreten. Der Grund dafu¨r liegt
in den starken, kurzreichweitigen Wechselwirkungen, die durch Fehlen der Bru¨cken-
terme nicht in die Berechnungen einfließen.
Es soll zuna¨chst eine kurze Analyse der Wechselwirkungen vorgenommen werden,
welche in B(r) enthalten sind. In dem Kapitel zu den Mayerschen Clusterfunk-
tionen wurde anschaulich dargestellt, dass es bei der Visualisierung der Vielteil-
chenwechselwirkungen sogenannte Nodalterme und Parallelterme gibt, welche bei
der Formulierung der Korrelationswege zwischen zwei Teilchen zwar weitere Teil-
chen beru¨cksichtigen, aber dennoch nur direkte Korrelationen zwischen den beiden
betrachteten Quellteilchen und den weiteren beteiligten Teilchen darstellen. Letzte-
re sollen im folgenden einer anschaulichen Vereinfachung halber Vermittlerteilchen
genannt werden. Die Bru¨ckengraphen enthalten nun Wechselwirkungen, die aus-
schließlich zwischen den Vermittlerteilchen auftreten. Bedenkt man nun, dass die
Sta¨rke der Wechselwirkungen mit 1/r abnimmt, wird deutlich, warum diese Ter-
me hauptsa¨chlich die kurzreichweitigen Korrelationen enthalten. Fu¨r kleine r ist
der Betrag der Bru¨ckenfunktion in der Gro¨ßenordnung der Korrelationen zwischen
den Quell- und den Vermittlerteilchen. Erho¨ht sich nun entweder die Distanz zu
den Quellteilchen oder die Bru¨ckenla¨nge, so verliert der entsprechende Term an Ge-
wicht gegenu¨ber dem korrespondierenden Nodalterm N(r), welcher sich nur durch
die fehlende Bru¨cke unterscheidet. Die Korrelation wird in diesem Fall durch N(r)
hinreichend stark beru¨cksichtigt.
Insbesondere sehr dichte Systeme oder solche mit starken kurzreichweitigen Struk-
turmerkmalen verlangen also nach einer Beru¨cksichtigung der Bru¨ckenterme B(r),
um mit guter Qualita¨t u¨ber die OZR beschrieben werden zu ko¨nnen. Dies steht
nicht im Widerspruch zu dem HNC-Ansatz, der wie erla¨utert genau diese Terme
vernachla¨ssigt. Es geht dabei immer um die dynamische Beru¨cksichtigung der ent-
sprechenden Anteile. Wa¨hrend der Iteration wird der Nodalanteil in jedem Lauf
neu bestimmt um letztendlich den Ausdruck zu erhalten, der den gegebenen Para-
metern unter Verwendung des gegebenen Potentials bei Lo¨sung der OZR genu¨gt.
Verwendet man nun einen statischen Bru¨ckenterm, so stellt er lediglich eine weitere
Einschra¨nkung der Lo¨sung dar und bleibt wa¨hrend des gesamten Iterationsprozesses
konstant. In diesem Abschnitt sollen nachfolgend verschiedene Ansa¨tze zur Formu-
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lierung von Bru¨ckentermen B(r) vorgestellt werden, die im Rahmen dieser Arbeit
fu¨r Rechnungen genutzt wurden.
Fu¨r die Nutzung einer Bru¨ckenfunktion in HNC- und CHNC-Rechnungen wird
zuna¨chst die Abschlussrelation erweitert, so dass die Formulierung
c(r12) = g(r12)− 1− ln g(r12)− βV (r12)− B(r) (2.13.1)
den entsprechenden, konstanten Zusatz der verbru¨ckten Korrelationswege B(r) entha¨lt.
Einen fru¨hen Ansatz zur Bestimmung dieses Terms lieferten Rosenfeld und Ashcroft
1979 [104]. Er basiert auf dem Modell harter Kugeln mit Radius σ und wurde fu¨r
Einkomponentenplasmen entwickelt. Als relevanten Bereich, in dem endliche Werte
fu¨r B(r) beru¨cksichtigt werden mu¨ssen, wird der Abstand bis zum ersten Maximum
der Paarverteilungsfunktion g(r) hervorgehoben. Die Bru¨ckenfunktion selbst wird
u¨ber
B(r) = g(r)− 1− C(r)−H(r) (2.13.2)
definiert, wobei sich die Gro¨ßen auf der rechten Seite auf den Bereich r < σ be-
schra¨nken und u¨ber parametrisierte Na¨herungen bestimmt sind. Mit dem relativen
Abstand x = r/σ wird fu¨r x ≦ 1 die kerninnere totale Korrelationsfunktion als
Entwicklung zur Basis x mit
H(x) = a0 + a1x+ a2x
2 + a3x
3 (2.13.3)
angegeben. Analoge Ausdru¨cke gibt es auch fu¨r g(r) und C(r), wobei die jeweiligen
Parameter ai aus den thermodynamischen Funktionen fu¨r harte Kugeln gewonnen
werden ko¨nnen. Eine Verallgemeinerung dieses Ansatzes hat Lado [77] vorgenom-
men.
Eine weitere Bru¨ckenfunktion, welche urspru¨nglich fu¨r Einkomponentensysteme
entwickelt und in dieser Arbeit auf ihre Anwendbarkeit fu¨r Mehrkomponentensyste-
me analysiert wurde, basiert auf einem Ansatz von Iyetomi [57]. Die Art der Herlei-
tung des Ausdrucks fu¨r B(r) kann als Prototyp fu¨r die Extraktion von Bru¨ckenter-
men aus ab initio-Rechnungen angesehen werden, deren Ergebnisse man als in hohem
Maße vollsta¨ndig bezu¨glich der beru¨cksichtigten Korrelationen ansieht. Die durch
Iyetomi vorgeschlagene Herangehensweise stu¨tzt sich auf MC-Rechnungen flu¨ssiger
Systeme bei vier hohen Kopplungsparameter im Bereich von Γ = 10− 160. Es wird
allgemein angenommen, dass die Relevanz der Bru¨ckenterme ab Kopplungen von
Γ = 20 so stark zunimmt, dass eine Vernachla¨ssigung der verbru¨ckten Korrelations-
pfade die Qualita¨t der Paarverteilungsfunktionen und insbesondere Strukturfakto-
ren deutlich mindert. Die Paarverteilungsfunktionen der MC-Rechnungen wurden
anschließend in drei Phasen ausgewertet, um den Bru¨ckenterm zu gewinnen. Es soll
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an dieser Stelle noch einmal in Erinnerung gerufen werden, dass bei Kenntnis der
Paarverteilungsfunktion
g(r) = exp [−βV (r) + h(r)− c(r) +B(r)] (2.13.4)
unter Kenntnis von N(r) = h(r)−c(r) die Bru¨ckenfunktion B(r) entnommen werden
kann, wenn man das HNC-Iterationsschema unter Nutzung eines effektiven Potenti-
als V (r) umkehrt. Es wird ersichtlich, dass auf diese Weise potentialspezifische, nicht
allgemeine Bru¨ckenterme ermittelt werden ko¨nnen. Aus Konsistenzgru¨nden haben
Iyetomi et al. daher eine Methode angewendet, die auf der mathematischen Analy-
se der Paarverteilungsfunktionen g(r) in bekannten Grenzfa¨llen und Entwicklungen
basiert. Fu¨r die MC-Rechnungen wurden Systeme mit 1024 Partikeln in kubischen
Zellen der Kantenla¨nge L = 16,2di verwendet, welche durch periodische Randbe-
dingungen kombiniert werden. Hierbei entspricht di dem mittleren Teilchenabstand
(2.8.1). Daraus ergibt sich eine Begrenzung der extrahierten Paarverteilungsfunktio-
nen auf endlichen La¨ngen 0 < r < L/2. Die exakten Grenzbedingungen auf kurzen
Distanzen und Summenregeln fu¨r den Strukturfaktor S(k) wurden fu¨r die Extrapo-





+ ln g(r) (2.13.5)
vorgenommen werden. Es formuliert coulombsche Abschirmung in Abha¨ngigkeit der
Paarverteilungsfunktion und macht bei einem Vergleich mit (2.13.4) ersichtlich, dass
es einem Bru¨ckenterm schon a¨hnelt. Das Abschirmpotential la¨sst sich auf kurzen
Distanzen in einer Reihe von Potenzen der Form x2 = (r/d2i ) entwickeln,
βH(r) = ho − h1x2 + h2x4 + . . . , (2.13.6)
wobei h1 = Γ/4 dominiert. Durch Kombination der ermittelten Bedinungen fu¨r kur-
ze Distanzen mit den Ergebnissen der vier MC-Rechnungen konnte eine allgemeine
Fitformel in Abha¨ngigkeit von Γ aufgestellt werden, auf deren genaue Angabe an
dieser Stelle verzichtet werden soll. Sie kann in [57] nachgelesen werden.
Die Extrapolation der Paarverteilungsfunktion fu¨r große Absta¨nde, welche bei
einer MC-Rechnung auf Grund der begrenzten Boxgro¨ße nicht direkt zur Verfu¨gung
steht, wurde im Impulsraum durchgefu¨hrt. Langreichweitiges Verhalten u¨bersetzt
sich nach einer Fouriertransformation in den Bereich kleiner k-Werte. Es wurde die
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genutzt, um mit ihrer Hilfe, der bekannten Umrechnungen zwischen g(r) und S(k)
und der Bedingung, dass g(r) fu¨r sehr große Absta¨nde gegen 1 geht, die Paar-
verteilungsfunktion u¨ber die Grenzen der kubischen Zellen hinaus zu extrapolie-
ren. Der Ausdruck kD = (4πnZ
2/kBT )
1/2 entspricht hierbei der Debye-Wellenzahl,
κ = (∂n/∂P )T /n und κ0 = 1/nkBT den isothermen Kompressibilita¨ten des Ein-
komponentensystems und des entsprechenden idealen Gases.
Die noch fehlende direkte Korrelation wird nun aus den aufgestellen Strukturfak-
toren ebenfalls im Impulsraum nach der OZR u¨ber
nc(k) = 1− 1
S(k)
(2.13.8)
berechnet. Mit h(r) = g(r)− 1 lautet die Formel zur Berechnung des Bru¨ckenterms
B(r) = βH(r)− h(r) + c(r) , (2.13.9)
in die letztendlich die Ergebnisse der MC-Paarverteilungsfunktion mit den Extra-
polationen und Fits auf Basis der beschriebenen Grenzbedingungen einfließen. Es
bleibt bei dieser Vorgehensweise zu bedenken, dass die Qualita¨t des Ergebnisses
von Fits auf zwei Ebenen abha¨ngt. Zum einen muss die Einschra¨nkung der Lang-
reichweitigkeit durch die begrenzte Boxgro¨ße u¨berwunden werden, und zum anderen
wurden bei lediglich vier unterschiedlichen Kopplungsparametern Referenzrechnun-
gen durchgefu¨hrt, u¨ber die ein allgemeiner Fit in Abha¨ngigkeit von Γ gelegt werden
musste. Zudem wurde die Bru¨ckenfunktion B(r) fu¨r ein Einkomponentensystem er-
mitteln.
Eine Erweiterung des Ansatzes von Iyetomi et al. wurde durch Daughton et al.
umgesetzt [17]. Der Hauptaspekt war dabei die Annahme, dass die kurzreichweiti-
gen Korrelationen der Bru¨ckenterme insbesondere davon abha¨ngig sind, wie stark
die Abschirmung im System wirkt. So skaliert die neuformulierte Funktion B(r)
direkt mit einem Faktor, der die Abschirmla¨nge entha¨lt. Es wird damit ersicht-
lich, dass auch diese Herangehensweise wieder prima¨r auf Yukawa-Systeme zuge-
schnittet ist, in denen fu¨r eine Komponente die Abschirmung vorbestimmt u¨ber
das Potential in die Rechnung einfließt. Es kann an dieser Stelle vorwegnehmend
zusammengefasst werden, dass bisher fast ausschließlich Bru¨ckenterme formuliert
wurden, die entweder direkt u¨ber einkomponentige Referenzrechnungen extrahiert
wurden, oder deren analytischer Ansatz auf ein System mit nur einer Komponente
aufbaut. Fu¨r mehrkomponentige HNC- und CHNC-Rechnungen, wie sie in dieser
Arbeit behandelt werden, ergibt sich ein doppelter Nachteil, der insbesondere an
dem durch Daughton erweiterten Iyetomi-Ansatz ersichtlich wird. Durch eine vor
Beginn der Rechnung festgesetzte Abschirmung bleibt diese u¨ber den Iterations-
prozess konstant und kann nicht dynamisch aus einer konsistenten Behandlung der
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Wechselwirkung von Elektronen und Ionen beru¨cksichtigt werden. Bru¨ckenterme,
welche direkt in Abha¨ngigkeit zur Abschirmung stehen, ko¨nnen in Mehrkomponen-
tenrechnungen womo¨glich die Bestimmung der Nodalterme konterkarieren, wenn
man die ermittelte Abschirmung des vorherigen Iterationsschritts dynamisch durch
den Bru¨ckenterm mitnimmt.
Daughton et al. schlagen eine Skalierung der Bru¨ckenterme in der Form







vor. Der Ausdruck BOCP (Γ, r) bezieht sich auf die Bru¨ckenfunktion, wie sie Iyetomi
et al. berechnet haben. Hintergrund der Skalierung ist die Annahme, dass mit stei-
gender Abschirmung die Wirkung der Bru¨ckenterme auf das System reduziert wer-
den muss. Die Formel (2.13.10) wurde durch Vergleich der Paarverteilungsfunktionen
mit Referenzrechnungen aus Molekulardynamik-Simulationen fu¨r unterschiedliche
Kopplungssta¨rken ermittelt. Fu¨r vier unterschiedliche Kopplungssta¨rken und Ab-
schirmla¨ngen wurden MD- und HNC-Rechnungen verglichen, wobei die HNC-Na¨he-
rung fu¨r die drei Fa¨lle ohne Bru¨ckenterm, mit Bru¨ckenterm nach Iyetomi und mit
modifizierten Iyetomi-Bru¨ckenterm durchgefu¨hrt wurde. Die Ergebnisse lassen sich
so zusammenfassen, dass die HNC-Rechnungen ohne Bru¨ckenfunktion die auftreten-
den Extrema in den Paarverteilungsfunktionen unterscha¨tzen, wa¨hrend die Erweite-
rung nach Iyetomi sie u¨berscha¨tzt. Daughton haben die Skalierung des Bru¨ckenterm
so angepasst, dass mit exp(−κ2/4) als Faktor der Bru¨ckenterm hinreichend an die
Abschirmsta¨rke angepasst wurde, um das MD-Ergebnis zu reproduzieren. Um die
Genauigkeit der Skalierung weiter zu optimieren, wurde die Skalierung zudem u¨ber
den Vergleich des Drucks und der inneren Energie besta¨tigt.
Von Kin-Chue Ng stammt ein weiterer Ansatz zur Formlierung eines Bru¨ckenterms
[91], welcher in dieser Arbeit untersucht wurde. Die Argumentation zur Struktur der
Funktion B(r) leitet sich in diesem Fall von der Debye-Hu¨ckel-Na¨herung der direkten




eine simple Form annimmt. Ng schla¨gt vor, diese Darstellung nur um einen Faktor




fu¨hrt. Das γ ist hierbei ein zu bestimmender Vorfaktor. Durch Abgleich mit Refe-
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renzrechnungen auf Basis von MC wurde bestimmt, dass
γ = 0,6 erf(0,024 Γ) (2.13.13)
die beste U¨bereinstimmung der Paarverteilungsfunktionen und thermodynamischen
Gro¨ßen liefert. Auf diese Weise wurde eine fu¨r Einkomponentensysteme im betrach-
teten Parameterbereich zuverla¨ssige Bru¨ckenfunktion abgeleitet, die ihre besten Er-
gebnisse im Kopplungsbereich von 0 ≤ Γ ≤ 160 liefert.
2.14. COMPTRA
Fu¨r die Nutzung von CHNC fu¨r Mehrkomponentenrechnungen ist als wesentlicher
Eingabeparameter die Verteilung der Ionisationsstufen wichtig, sofern eine Kompo-
nente in mehreren Ionensorten vorkommen kann. In Abha¨ngigkeit von Dichte und
Temperatur wird sich die relative Ha¨ufigkeit der einzelnen Ladungszusta¨nde a¨ndern,
was von HNC oder CHNC selbst nicht errechnet werden kann. Fu¨r jede Komponente
ist es no¨tig, die Ladung, die Ionenmasse und die Partialdichte anzugeben. Zum Er-
langen verla¨sslicher Plasmazusammensetzungen wurde das Programm COMPTRA
genutzt, das hier mit Verweis auf die Originalarbeiten der Entwickler [74, 75] kurz
vorgestellt werden soll.
Das Programmpaket COMPTRA ist in Fortran geschrieben und ermo¨glicht die
Berechnung der Zusammensetzung sowie der Transportkoeffizienten von Plasmen,
die nur partiell ionisiert sind. Die theoretische Grundlage liefert das chemische Bild,
in dem elektronische Bindungszusta¨nde in Gruppen zusammengefasst werden und
nicht, wie im physikalischen Bild, die unabha¨ngige Berechnung aller Kerne und
Elektronen im Sinne einer Lo¨sung der Schro¨dingergleichung erfordert. Unter der
Annahme eines thermodynamischen Gleichgewichts mit minimierter freier Energie
werden fu¨r ein solchen System gekoppelte Massenwirkungsgesetze gelo¨st, die soge-
nannten Saha-Gleichungen. Sie wurden um Parameter erweitert um Korrekturen
fu¨r bekannte Einflu¨sse mitzunehmen. Ausgehend von den chemischen Reaktionen
im Gleichgewicht
I(Z−1)+ ⇋ IZ+ + e , (2.14.1)
µZ−1 = µZ + µe + E
(Z)
ion , (2.14.2)
zwischen den Ionen des Systems IZ+ und den Elektronen e, wird das chemische
Potential in einen idealen (id) und einen wechselwirkenden (int) Term zerlegt, µ =
µid+µ
int




















Fu¨r die Spinfaktoren gZ findet die Hundsche Regel Anwendung. Es soll im System
Ladungsneutralita¨t vorliegen, ne =
∑
Z ZnZ . Die gekoppelten Gleichungen werden
nun bezu¨glich der Partialdichten nZ der einzelnen Ionensorten I
Z+ fu¨r bestimmte
Temperaturen und Teilchendichten ausgewertet. Die angesprochenen Korrekturen
werden durch den Term







ausgedru¨ckt. Zwischen geladenen Teilchen werden Coulombkra¨fte angenommen, die
u¨ber Pade´ bestimmt sind. Fu¨r die Wechselwirkungen zwischen den Elektronen oder
Ionen mit den Atomen wird aus dem zweiten Virialkoeffizienten ein Polarisationterm
bestimmt. Im Bereich sehr hoher Dichten kommt ein Modell harter Kugeln zum
Einsatz, so dass die Zusammensetzung von Plasmen fu¨r einen sehr breiten Dichte-
und Temperaturbereich bestimmt werden kann.
Die Anwendung des Programmpakets COMPTRA auf Metallplasmen und Edel-
gase lassen sich in [59, 64, 108] sowie [36, 129] nachlesen.

3. Experimentelle Grundlagen
Nachdem die theoretischen Grundlagen dieser Arbeit ausfu¨hrlich dargestellt wurden,
soll es in diesem Kapitel um den experimentellen Blick auf warme, dichte Materie
gehen. Unter Ausnutzung der HNC-Approximation und der Modifikation nach dem
Modell klassischer Fluide (CHNC) ko¨nnen Struktureigenschaften von Materie unter
Bedingungen simuliert werden, wie sie auf der Erde nicht direkt zu beobachten sind.
Es soll auf den folgenden Seiten somit um Experimente gehen, die auf verschiedene
Arten Festko¨rper und Fluide in Zusta¨nde zwingen, wie sie beispielsweise in astro-
physikalischen Objekten wie große Planeten und Sternen vorkommen. Ziel solcher
Untersuchungen ist es, umfangreiche Materialforschung zu betreiben, die Schlu¨ssel-
elemente wie beispielsweise Aluminium, Beryllium, Kohlenstoff oder Wasserstoff und
Verbindungen wie Kohlenwasserstoff in ihren Eigenschaften und Zusta¨nden u¨ber
einen sehr breiten Dichte- und Temperaturbereich beschreibt. Die gewonnenen Er-
kenntnisse finden umfangreiche Anwendung, auf theoretischer Seite beispielsweise
in der Modellierung der inneren Struktur von Planeten, sowie auch in der Fusi-
onsforschung [83, 84]. So hat sich unter den gewonnenen Erkenntnissen der letzten
Jahre bei der Suche nach einem geeigneten Ablatormaterial fu¨r die Tra¨gheitsfusions-
experimente am NIF der Fokus von Beryllium auf Kohlenwasserstoffverbindungen
verlagert.
3.1. Thomsonstreuung
Fu¨r die experimentelle Untersuchung von Materieeigenschaften bietet sich der ge-
zielte Beschuss einer Probe mit einem Laser an. Insbesondere wenn es um innere
Struktureigenschaften geht, geben die uns heute zur Verfu¨gung stehenden Lasertech-
nologien ein ma¨chtiges Werkzeug an die Hand, das es ermo¨glicht, Materie innerhalb
eines sehr breiten Parameterbereichs bezu¨glich Dichte und Temperatur zu untersu-
chen [110]. Von verdu¨nnten Systemen, die bei einem Bruchteil ihrer Festko¨rperdichte
untersucht werden, bis hin zu stark komprimierten Proben sind bei prinzipiell allen
Temperaturen Experimente vorstellbar [27, 35, 41, 73, 78, 86, 120].
Der grundsa¨tzliche Ablauf solcher Experimente kann dabei in der Regel auf ein
wiederkehrendes Schema heruntergebrochen werden. Das zu untersuchende Material
muss zuna¨chst in den Zustand versetzt werden, bei dem die Struktureigenschaften
untersucht werden sollen. Ist dieser erreicht wird durch den gezielten Beschuss mit
einem Laser zum Beispiel ein Streusprektrum erzeugt, das mit Detektoren aufge-
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nommen wird. Aus diesem erhofft man sich, Ru¨ckschlu¨sse auf die strukturellen und
thermodynamischen Bedingungen in der Probe ziehen zu ko¨nnen. Die Fragestellung,
der man dabei nachgeht, lautet: Welcher spektrale Anteil des eingestrahlten Laser-
lichts kommt unter welchem Winkel in welcher Intensita¨t bei einem Detektor an?
Warme und dichte Materie, wie sie in dieser Arbeit von theoretischer Seite aus
untersucht wird, kann grob in einen Elektronendichtebereich von ne ≈ 1023 cm-3
und ho¨her angesiedelt werden, fu¨r welchen sich insbesondere Ro¨ntgenstreuung eig-
net [51]. Der Grund liegt darin, dass diese Materie fu¨r Licht im sichtbaren Be-
reich undurchla¨ssig ist. Ro¨ntgenstrahlung durchdringt die Probe, jedoch mit kleinem
Streuquerschnitt σT als Maß fu¨r die Korrelation zwischen einstrahlenden Photonen
und den Elektronen. Fu¨r eine hinreichende Streustatistik werden somit hohe Pho-
tonenzahlen Nphot > 10
23 in einem Laserpuls beno¨tigt, was eine hohe Brillanz der
Laserquelle fordert. Alternativ besteht die Mo¨glichkeit, u¨ber mehrere Pulse mit ge-
ringerer Photonenzahl zu kumulieren.
Die Laser-Materie-Wechselwirkung [39, 56, 58] la¨sst sich u¨ber die Plasmafrequenz
ωP beschreiben. Dabei handelt es sich um die Kreisfrequenz, mit der die Elektro-
nendichte um die mittlere Dichte oszilliert. Zu verstehen ist diese Schwingung mit
der Tra¨gheit der Elektronen, die in einem stabilen Elektronengas verhindert, dass
Elektronen durch die auftretende Coulombkraft die homogene Ladungsverteilung
wieder einnehmen, sobald sie sie einmal verlassen. Die Tra¨gheit fu¨hrt bei wirkender
ru¨cktreibender Kraft zu einem periodischen U¨berschwingen. Sie ist ausschließlich




an. Einfallende Strahlung der Frequenz ωL < ωP kann anna¨hernd vollsta¨ndig re-
flektiert und absorbiert werden, da sich in dem Elektronensystem eine Oszillation
mit der Laserfrequenz ωL einstellen kann. Laser und Elektronen koppeln somit reso-
nant, was zu Reflexion und Absortion fu¨hrt. Der Laser dringt bis zu der sogenannten
Skin-Tiefe l = c/ωP in das Material ein und bewirkt durch die Wechselwirkung mit
dem elektronischen System ein Aufheizen sowie Ionisation. Der Beschuss der Probe
mit einer entsprechenden Frequenz ωL ermo¨glicht es somit, die Bedindungen herzu-
stellen, unter denen das Streuverhalten untersucht werden soll. Liegt die Frequenz
des Lasers u¨ber der Plasmafrequenz, ωL > ωP , so kann das Elektronensystem nicht
hinreichend schnell auf die Strahlung reagieren, und sie durchdringt die Probe fast
ohne Energieu¨bertrag. Damit eignet es sich fu¨r den eigentlichen Streuprozess. Fu¨r
die Diagnostik dichter Plasmen ist somit insbesondere die Ro¨ntgenstreuung von Be-
deutung [42].
Die Kopplung des Streulasers mit dem Elektronensystem berechnet sich im klas-
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Abbildung 3.1.: Die Abbildung zeigt schematisch den Vorgang eines Streuprozesses
von Licht an Materie. In Rot ist hier der eingehende Laser mit dem
Wellenzahlvektor k0, in Orange das gestreute Licht ks dargestellt.





In Vielteilchensystemen mu¨ssen die Wechselwirkungen zwischen den Elektronen
beru¨cksichtigt werden, so dass fu¨r den differentiellen Streuquerschnitt ein Zusam-






S(k, ω) . (3.1.3)
Der Strukturfaktor S(k, ω) la¨sst sich aus der Chihara-Formal (2.4.11) gewinnen und
kann fu¨r den Fall ω = 0 mit CHNC berechnet werden.
3.2. Streuparameter
Als direkter Streuparameter wird in der Regel α = 1/kλD verstanden. Diese dimen-
sionslose Gro¨ße setzt Abschirmla¨nge λD und Laserwellenla¨nge λ = 2π/k in Relation
und ermo¨glicht so eine Zuordnung der vorliegenden Streuart. Nimmt er einen Wert
α < 1 an, so wird von nicht-kollektiver Streuung gesprochen. In diesem Fall ist die
einstrahlende Wellenla¨nge kleiner als der Bereich abschirmender Elektronen um ein
Ion, so dass diese einzeln aufgelo¨st werden. Fu¨r einen Wert α > 1 wird kollektive
Streuung angenommen. Die Wellenla¨nge liegt im Bereich der Gro¨ße der Abschirm-
wolke, so dass der Streuprozess sensitiv fu¨r die kollektive Schwingung der korrelierten
Elektronen wird. Die Oszillation der Elektronen um die Ionen wird als Plasmon be-
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zeichnet.
Von weiterem Interesse ist zudem der Zusammenhang zwischen Streuwinkel σ und
dem Betrag des Wellenzahlvektors k. Er kann geometrisch hergeleitet werden und
nimmt fu¨r die einfallende Wellenla¨nge λ und den Streuwinkel θ die Form
k = |k| = 4π
λ
sin θ/2 (3.2.1)
an. Der Ausdruck (3.2.1) erlaubt es, fu¨r berechnete statische Strukturfaktoren direkt
den Bereich S(k) zu ermitteln, der fu¨r ein vorliegendes Experiment von Relevanz
ist. Abbildung 3.1 bieten eine grafische Veranschaulichung der Relation.
3.3. Pump-Probe-Experimente
Eine typische Art von Experimenten, bei denen Materie mit Lasern geheizt und un-
tersucht wird, sind Pump-Probe-Experimente. Sie erlauben insbesondere eine Un-
tersuchung der zeitlichen Entwicklung des Probensystems nach dem Aufheizen, zum
Beispiel durch einen Heizlaser. Das Grundprinzip basiert darauf, dass eine Verzo¨ge-
rung zwischen aufheizendem Pumplaser und dem Streulaser vorliegt. Durch Variie-
ren des zeitlichen Abstands ∆t kann auf diese Weise das thermische Relaxations-
verhalten des Materials, die Propagation der Schockwelle im System und weitere
Pha¨nomene auf ultrakurzen Zeitskalen u¨ber das Streubild aufgelo¨st werden. Die
Probe wird zuna¨chst mit einem Laserpuls im optischen oder Ro¨ntgenbereich er-
hitzt (Pumplaser), auf den nach ∆t der Probelaser (aus dem Englischen: to probe)
im Ro¨ntgenbereich folgt. Der Pumplaser deponiert den Großteil seiner Energie im
Elektronensystem, was ein thermodynamischen Nichtgleichgewicht erzeugt. Ein Teil
der Elektronen kann durch die aufgenommene Energie von der Probenoberfla¨che
ablatiert werden. Das Ionensystem nimmt durch Elektron-Ion-Sto¨ße einen Teil der
thermischen Energie auf, so dass auf Zeitskalen von Pikosekunden wieder ein thermo-
dynamisches Gleichgewicht angestrebt wird. Durch Elektron-Elektron-Sto¨ße kommt
es zudem zu einem Wa¨rmetransport in umliegende, nicht direkt oder nicht intensiv
durch den Laser geheizte Bereiche. Das rasche Aufheizen im Laserfokus kann durch
Ablationsdruck zur Ausbildung einer schockverdichteten Materialfront fu¨hren, die
durch die Probe propagiert. Diese Prozesse bewirken Vera¨nderungen des Streubilds
am Detektor, das durch Mittelung u¨ber alle Streuprozesse in der Probe entsteht. Die
Dichtegradienten sowie die Aufheiz- und Ku¨hlprozesse beeinflussen die inhomogen
u¨ber die Probe verteilten Streubeitra¨ge, was durch A¨nderung von ∆t zeitlich auf-
gelo¨st werden kann. In der Regel fa¨hrt man den zeitlichen Abstand zwischen Pump-
und Probelaser von ∆t = 0 bis einige Pikosekunden durch.
3.3. Pump-Probe-Experimente 55
Abbildung 3.2.: Die linke Abbildung zeigt
ein Thomsonstreuspektrum fu¨r Alumi-
nium bei Festko¨rperdichte (blau), sowie
im komprimierten Zustand (rot). Zu er-
kennen ist die energetische Verschiebung
des Signals der Plasmonen mit steigender
Dichte, woraus sich die Kompression
ermitteln la¨sst. Der Intensita¨tsanstieg des
elastischen Signals la¨sst Ru¨ckschlu¨sse auf
die Temperaturerho¨hung zu. Die rechte
Abbildung zeigt die aufgenommenen
Beugungsspektren, von unten nach oben
mit steigender Temperatur. Der U¨ber-
gang von diskreten Maxima zu einem
Kontinuum entspricht dem U¨bergang von
fest zu flu¨ssig. Aus [35].
In Abbildung 3.2 sind die Ergebnisse eines Experiments dargestellt, dass am LCLS
an Aluminium durchgefu¨hrt wurde [35]. Dabei wurden 50 µm du¨nne, mit Parylene
u¨berzogene Aluminiumfolien zuna¨chst mit zwei optischen Lasern geheizt. Durch den
Ablationsdruck des Parylenes sind in den Aluminiumproben Schockwellen ausgelo¨st
worden, die durch das Material propagierten. Die zeitliche Entwicklung des Systems
wurde dann mit der Ro¨ngtenstrahlung von E0 = 8 keV Photonenenergie des FELs
aufgenommen. Die rechte Seite von Abbildung 3.2 zeigt das XRTS-Spektrum, wobei
die Plasmonen in hoher Qualita¨t aufgenommen werden konnten. Dargestellt ist die
Streuintensita¨t u¨ber die Energie (siehe Abb. 2.1) fu¨r unkomprimiertes und kompri-
miertes Aluminium. Aus der Vergro¨ßerung der Energieverschiebung der Plasmonen
la¨sst sich auf eine Kompression um den Faktor ρ1/rho0 = 2,3 schließen. Bei einer
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Energie von E = 8 keV liegt die Streuintensita¨t des elastischen Streubeitrags. Die
Relation der Intensita¨ten dieses Beitrags la¨sst Ru¨ckschlu¨sse auf die Temperatur zu,
die in diesem Fall fu¨r komprimiertes Aluminium bei T1 = 1,75± 0,5 eV lag.
Die rechte Seite von Abbildung 3.2 zeigt die Entwicklung der Beugungsspektren
mit steigender Temperatur. Sie kommen durch Interferenz nach Beugung der Ro¨ng-
tenstrahlung an den Gitterebenen des Materials zustande, die als winkelaufgelo¨ste
Intensita¨tsverteilungen in sogenannten Debye-Scherrer-Ringen detektiert werden ko¨n-
nen. Die Winkel ko¨nnen direkt in die Wellenzahlen u¨bersetzt werden, so dass in
der Grafik die Ion-Ion-Struktufaktoren dargestellt sind. Mit steigender Temperatur
lo¨sen sich die Gitterstrukturen auf. Die zuna¨chst diskret auflo¨sbaren Maxima bei
den Bragg-Winkeln der korrespondierenden Gitterebenen der kalten Probe gehen
mit Anstieg der Temperatur in kontinuierliche Strukturfaktoren u¨ber. Erste Aus-
wertungen wurden mit HNC unter Nutzung eines Yukawa-Potentials und DFT-MD
durchgefu¨hrt [121,126]. Mit Yukawa + SRR ist in der Abbildung eine HNC-Methode
angefu¨hrt, die einen Short-Range-Repulsion-Term (SRR) nutzt. Dieser modifiziert
das effektive Potential, um die Abstoßung gebundener Elektronen auf kurzen Ionen-
distanzen zu beru¨cksichtigen. Er muss jedoch u¨ber DFT-MD bestimmt werden [126].
3.4. Lasertypen
Die Experimente, zu denen in dieser Arbeit Rechnungen und theoretische Auswer-
tungen vorgestellt werden, finden an optischen Lasern und FEL statt. Sie zeigen
herausragende Eigenschaften im Bezug auf Kohera¨nz, Parallelita¨t und Monochro-
mie der ausgesendeten Strahlung, und bilden somit ein ideales Diagnosewerkzeug fu¨r
Streuversuche an warmer und heißer, dichter Materie. Dieser Abschnitt soll einen
kurzen U¨berblick u¨ber die Grundlagen und Unterschiede dieser Lasertypen bilden.
Freie-Elektronen-Laser
FEL ermo¨glichen es, durch sehr kurze Wellenla¨ngen von λ = (0,13−6,2) nm wie am
Linac Coherent Light Source (LCLS) in Stanford, USA, oder λ = (0,05−4,7) nm am
European XFEL in Hamburg im Bereich harter Ro¨ntgenstrahlung zu operieren. Im
Gegensatz zu optischen Lasern basiert ihre Emission nicht auf Besetzungsinversionen
in einem laseraktivem Medium. Es wird vielmehr die Abstrahlung elektromagneti-
scher Wellen von beschleunigten Ladungstra¨gern, in diesem Fall Elektronen, genutzt.
Sie werden auf langer, gerader Bahn durch im Wechsel ausgerichtete Magnetfelder
in rasche Oszillation gezwungen. Die geringen Auslenkungen und die Geschwin-
digkeit der Elektronen im relativistischen Bereich erzeugen eine Abstrahlkeule, die
einen schmalen Raumwinkel in Bewegungsrichtung der Elektronen aufspannt. Der
grundlegende Aufbau besteht nun aus einem Beschleunigungsabschnitt, in dem die
Elektronen auf die beno¨tigte, relativistische Geschwindigkeit gebracht werden. Es
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schließt sich der sogenannte Undulator an, der die Oszillation bewirkt. Es kommt
innerhalb der Undulatorstrecke zur Wechselwirkung zwischen Elektronen und der
von ihnen emittierten Synchrotronstrahlung.
Fu¨r die gewu¨nschte hohe Qualita¨t der Strahlung ist es notwendig, dass die Elek-
tronen nicht statistisch chaotisch strahlen, sondern kollektiv und gleichzeitig. Die
Wechselwirkung zwischen der emittierten Strahlung und den Elektronen zwingt letz-
tere durch einen permanenten Wechsel von Energieaufname und -abgabe u¨ber die
Zeit in geordnete Bahnen und Gruppen, sogenannten Microbunches. Im Abstand
einer Wellenla¨nge bewegen sich die scheibenfo¨rmigen Elektronenpakete durch die
Undulatorstrecke, was zu einer kohera¨nten und gleichzeitigen Abstrahlung fu¨hrt,
die sich u¨berlagert und zu hoher Intensita¨t und Brillianz fu¨hrt. Die hier beschrie-
bene Methode wird als self-amplified spontaneous emission (SASE) bezeichnet. Das
simultante Streuverhalten fu¨hrt zu einer quadratischen Proportionalita¨t aus emit-
tierter Intensita¨t und Elektronenzahl, I ∼ N2e . Es gibt auch die Mo¨glichkeit, einen
externen Laser passender Wellenla¨nge zu nutzen, um die beschriebene Kollektivie-
rung der Elektronen zu erreichen. Es liegt dann ein Seeded FEL vor, der eine ho¨here
longitudinale Kohera¨nz aufweist. Eine erweiterte Form besteht in der sogenannten
Self-Seeding-Methode [2,38], bei der statt einer externen Laserquelle die Undulator-
strecke geteilt wird. Die initiierte Strahlung des ersten Abschnitts wird durch einen
Monochromator geleitet, was die spektrale Bandbreite verengt. Im Anschluss trifft
diese Strahlung in einem zweiten Undulatorabschnitt wieder auf die Elektronen, wo
ein optimierter Seedingprozess stattfinden kann.
Optische Laser
Optische Laser sind mit der Art ihrer Entstehung die eigentlichen Namensgeber die-
ses Strahlungstyps. Laser ist ein Akronym fu¨r Light Amplification by Stimulated
Emission of Radiation. Die Versta¨rkung von Licht kann in diesem Sinne so ver-
standen werden, dass Laser in der Regel dadurch erzeugt werden, dass durch eine
gepulste Lichtquelle in einem geeigneten (laseraktiven) Medium ho¨here Elektronen-
zusta¨nde in dem Maße angeregt werden, dass eine Besetzungsinversion erfolgt. Es
befinden sich mehr Elektronen in einem ho¨heren Energieniveau als in den darun-
terliegenden. Die beim lawinenartigen Zuru¨ckfallen freigesetzte Strahlung sorgt in
einer Falle aus halbdurchla¨ssigen Spiegeln fu¨r eine Erhaltung der Inversion und somit
einer exponentiellen Intensivierung der vom Medium abgegebenen Strahlung.
Entscheidender Nachteil ist, dass optische Laser nur bis in den Nah-UV-Bereich
vordringen. Ro¨ngtenstrahlung la¨sst sich mit ihrer Hilfe nur durch Konversion errei-
chen. Die intensive Anregung eines geeigneten Mediums fu¨hrt zur spontanen Emissi-
on von Ro¨ngtenstrahlung. In der Regel werden Festko¨rper genutzt. Es ko¨nnen aber
auch bestimmte Plasmen genutzt werden. Die Qualita¨t dieser Ro¨ngtenstrahlung liegt
aber nicht auf dem Niveau, das ein FEL ermo¨glicht.
Ein bekannter optischer Laser befindet sich an der OMEGA Laser Facility in Ro-
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chester, USA. Er arbeitet im UV-Bereich und ist mit einer Energie von 30 kJ einer
der sta¨rksten der Welt. Der sta¨rkste Laser der Welt im Sinne der deponierbaren
Energie befindet sich an der NIF in Livermore, USA. Wie der OMEGA wird er un-
ter anderem fu¨r der Erforschung der Tra¨gheitsfusion genutzt. In einer kugelfo¨rmigen
Experimentierkammer werden 192 Laser auf eine fingerkuppengroße Kapsel fokus-
siert. In ihr befindet sich die eigentliche Probe aus Wasserstoffisotopen bei einer
Temperatur von T = 20K. Die Intensita¨ten gehen fu¨r wenige Pikosekunden in den
Bereich von 500 Terawatt, was nur wenige Schu¨sse pro Tag zula¨sst. Die Gesamtener-
gie betra¨gt dabei maximal 1,85MJ und soll mit Hilfe des Ablatormaterials in der
Kapsel die Probe extrem komprimieren, so dass Fusionsprozesse initiert werden [43].
Ein vergleichbares Projekt befindet sich im stufenweisen Ausbau bei Bordeaux,
Frankreich. Der Laser Me´gajoule (LMJ) soll in der vollen Ausbaustufe 2025 mit 176
Einzelstrahlen vergleichbare Energien und Laserleistungen zur Verfu¨gung stellen,
um ebenfalls Tra¨gheitsfusionsexperimente durchfu¨hren zu ko¨nnen.
Weitere große Forschungseinrichtungen, die sich der laserbasierten Diagnostik von
Materie widmen, sind das Laboratoire pour l’Utilisation des Lasers Intenses (LULI)
in Palaiseau, Frankreich, der Phelix Laser am GSI in Darmstadt, sowie die Laser
Vulcan und Orion in England [101].
4. Numerische Umsetzung
In den vorangegangenen Kapiteln wurde die theoretische Basis dieser Arbeit vorge-
stellt, auf welcher HNC und CHNC aufbaut. Die numerische Umsetzung dieser Mo-
delle zur Berechnung von Struktureigenschaften in Vielteilchensystemen soll nun in
diesem Kapitel eingefu¨hrt und erla¨utert werden. Es war ein Ziel dieser Arbeit, HNC
und CHNC-Rechnungen fu¨r Systeme mit beliebig vielen Komponenten zu ermo¨gli-
chen, die sich zudem nicht im thermischen Gleichgewicht befinden mu¨ssen. Auf den
na¨chsten Seiten wird dargestellt, wie das entsprechende Programm aufgebaut ist,
welche Modifikationen vorgenommen wurden, die stabile Rechnungen u¨ber einen
weiten Parameterbereich ermo¨glichen, und wie Erweiterungen umgesetzt wurden,
die beispielsweise Bru¨ckenfunktionen beru¨cksichtigen oder automatisierte Rechnun-
gen durchfu¨hren.
4.1. Grundlagen der Umsetzung
Bei der Umsetzung physikalischer Modelle in einer numerische Simulation gilt es vor
Projektbeginn zwei entscheidende Punkte zu kla¨ren. Zum einen muss man sich u¨ber-
legen, wie die mathematischen Formeln am effizientesten von einem Computer be-
handelt werden ko¨nnen. Und auf der anderen Seite muss im Vorfeld mo¨glichst pra¨zise
analysiert werden, welche Probleme innerhalb der Rechnung auftreten ko¨nnen, auf
Grund der Art und Weise, wie ein Computer bina¨r mit Zahlen umgeht. Die nume-
rische Umsetzung von HNC und CHNC unterscheiden sich nur im Detail, so dass
in den folgenden Abschnitten zuna¨chst beide Modelle gemeint sind, wenn von HNC
gesprochen wird. Die Besonderheiten von CHNC werden im Anschluss erla¨utert.
Es soll hier der grundlegende Ansatz vorgestellt werden, der fu¨r die Simulation
gewa¨hlt wurde, um insbesondere die Mehrkomponentenrechnungen zu ermo¨glichen.
In Kapitel 2 wurde bereits erla¨utert, dass das Abschlussintegral (2.7.11) die finale
Gleichung der HNC Na¨herung darstellt. Sie soll iterativ gelo¨st werden, wobei es Sinn
macht, sie innerhalb des Iterationsprozesses in mehrere Teilrechnungen aufzuspal-
ten. Die Iteration ist um die OZR (2.5.13) aufgebaut und mit der Abschlussrelation
(2.7.8) gekoppelt. Dies dient zum einen der U¨bersichtlichkeit des Quelltextes, zum
anderen aber auch der Effizienz der Simulation an sich. Unter dem Aspekt der
Mehrkomponentenrechnung werden bekannte Lo¨sungsstrategien fu¨r einkomponenti-
ge Systeme auf beliebig viele Komponenten verallgemeinert. Es bietet sich an, die
OZR in eine Matrixschreibweise umzuformen, u¨ber die sich die Kopplungen zwischen
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den Komponenten effizient berechnen lassen. Von großem Vorteil ist zudem der Fal-
tungscharakter der OZR (2.5.13). Es gilt nach dem Faltungssatz fu¨r ein Integral,
das eine Faltung zweier Funktionen beschreibt, dass die Fouriertransformierte der
Faltung gleich dem Produkt der Fouriertransformierten der beiden Funktionen ist.
Damit wird es mo¨glich, das Integral im Fourierraum zu lo¨sen, ohne eine numerische
Integration durchfu¨hren zu mu¨ssen. Das ist ein enormer Vorteil, da eine numeri-
sche Integration immer Ungenauigkeiten aufweist und nur innerhalb finiter Grenzen
umgesetzt werden kann. Natu¨rlich ko¨nnte jetzt argumentiert werden, dass eine Fou-
riertransformation rein mathematisch eine Integration erfordert. Moderne Techniken
der Fast-Fourier-Transformation (FFT) umgehen diese Notwendigkeit durch tief in
die Numerik eingreifende Tricks bina¨rer Rechen- und Speicheroperationen.
Die Fouriertransformierte OZR fu¨r Mehrkomponentensysteme nimmt die Form




an. Die Herleitung der Matrixschreibweise la¨sst sich anschaulich ableiten, wenn die-




1− nc˜(k) . (4.1.2)
Es ergibt sich hieraus die elegante Lo¨sung, dass die Einkomponentenschreibweise
direkt auf Matrizen umgeschrieben werden kann, wodurch sich alle relevanten Kom-






Die Einheitsmatrix wird durch E angegeben, wa¨hrend D die Dichtematrix darstellt.
Sie ist auf der Diagonalen mit den Dichten des entsprechend indizierten Partial-
systems jeder Komponente besetzt, wa¨hrend die u¨brigen Elemente verschwinden.
Die totalen Korrelationsfunktionen und die direkten Korrelationsfunktionen sind als
H˜(k) und C˜(k) in ihren jeweiligen Matrizen u¨ber alle Komponentenkombinationen
hinweg angegeben, wobei die Matrix die Form
H˜(k) =

h˜(k)11 . . . h˜(k)1b... . . . ...
h˜(k)b1 . . . h˜(k)bb

 (4.1.4)
und analog fu¨r C˜(k) annimmt. In Kombination mit der komponentenweisen Behand-
4.2. Kurzreichweitige Potentiale 61
lung von
gab(r) = hab(r) + 1 = exp(−βVab(r) +Nab(r)) , (4.1.5)
cab(r) = hab(r)−Nab(r) , (4.1.6)
stellt (4.1.3) das zu lo¨sende Gleichungssystem und somit die numerische Basis von
HNC dar. Der Iterationsprozess erfa¨hrt in jedem Schritt einen Wechsel zwischen
Matrizenrechnungen, u¨ber welche die Komponenten gekoppelt sind, und fu¨r jede
Komponente unabha¨ngige Zwischenrechnungen entlang der gesamten betrachteten
Radien r. Ausserdem werden die Einzelrechnungen abwechselnd im Orts- und im
Fourierraum durchgefu¨hrt. Somit ergeben sich neben den enormen Datenmengen,
die behandelt werden mu¨ssen, noch die Probleme, die eine FFT und die Matizen-
rechnung, insbesondere die Inversion, mit sich bringen. Sie stellen die relevanteste
Quelle fu¨r Instabilia¨ten wa¨hrend des Iterationsprozesses dar. In den folgenden Un-
terabschnitten soll erla¨utert werden, welche Mo¨glichkeiten es gibt und angewendet
wurden, um die Stabilita¨t zu erho¨hen und numerische Schwierigkeiten zu umgehen.
4.2. Kurzreichweitige Potentiale
Die Verwendung der schnellen Methode zur Fouriertransformation erfordert eine
Anpassung der Daten. Der Grund dafu¨r liegt darin, dass Funktionen ohne Nullstel-
len und endlichem Argument nicht vollsta¨ndig richtig in den Impulsraum u¨berfu¨hrt
werden. Das Ergebnis ist meist eine stark oszillierende Funktion, die nicht weiter
systematisch behandelt und somit fu¨r weitere Rechenschritte nicht verwendet wer-
den kann. Es handelt sich dabei um ein starkes numerisches Artefakt. Die HNC-
Rechnungen behandeln fast ausschließlich Systeme, die ein coulomb-a¨hnliches Ver-
halten aufweisen, und deren Potentiale somit im Unendlichen gegen Null konver-
gieren, V (r → ∞) = 0. Um die Fouriertransformation richtig auf sie anwenden zu
ko¨nnen, mu¨ssen die Datensa¨tze zuna¨chst mit einer geeigneten Methode so modifi-
ziert werden, dass sie sich numerisch korrekt behandeln lassen und ihr Informati-
onsgehalt erhalten bleibt. 1973 haben Springer, Pokrant und Stevens ein Verfahren
vorgestellt [115], das diesen Anforderungen entspricht. Der langreichweitige Anteil
in N(r) = h(r)− c(r), welcher sich aus dem Coulomb-Verhalten des Potentials er-
gibt, wird dabei extrahiert. Es entstehen Formulierungen fu¨r die kurzreichweitigen
(s) und die langreichweitigen Beitra¨ge (l):
N s(r) = N(r)− βV l(r) ,
cs(r) = c(r) + βV l(r) ,
V s(r) = V (r)− V l(r) .
(4.2.1)
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Die kurzreichweitigen Terme sind so gestaltet, dass sie das Verhalten bei kleinen
Absta¨nden wiedergeben, jedoch rasch auf Null abfallen. Der langreichweitige Anteil
des Potentials ist am Ursprung endlich definiert und gibt fu¨r große Absta¨nde das





[1− exp(−αr)] , (4.2.2)
wobei u¨ber den Parameter α das Abklingen modifiziert werden kann. Durch den
Einfluss auf die Stabilita¨t der Rechnung ist es nicht sinnvoll, den Wert fu¨r alle
Rechnungen konstant zu halten. Es gibt Werte, die sich besonders gut eignen, so
dass im Rahmen dieser Arbeit α nur selten angepasst wurde. Dennoch kann es bei
einer abgebrochenen Rechnung mo¨glich sein, dass mit einem anderen Wert fu¨r α
stabile Iterationen mo¨glich sind.
Ein großer Vorteil der Definition des langreichweitigen Potentials ist die Mo¨glich-
keit, die Fouriertransformation analytisch durchzufu¨hren. Die bekannte Lo¨sung lau-
tet




und fu¨hrt in Kombination mit dem numerisch fouriertransformierbaren kurzreich-
weitigen Potential dazu, dass im Fourierraum die volle Information zur Verfu¨gung
steht. Der wa¨hrend des Iterationsprozesses no¨tige Wechsel zwischen Orts- und Im-
pulsraum ist somit gesichert, wobei sich die no¨tigen Gleichungen fu¨r die Paarvertei-
lungsfunktion und die direkte Korrelationsfunktion a¨ndern:
gab(r) = exp(−βV sab(r) +N sab(r)) , (4.2.4)
csab(r) = hab(r)−N sab(r) . (4.2.5)
4.3. Da¨mpfungsmethoden
Rechnungen in kritischen Parameterbereichen ko¨nnen anfa¨llig fu¨r ein weiteres Pro-
blem von Iterationsverfahren sein. Das Endergebnis eines Iterationsschritts hat di-
rekten Einfluss auf die Startbedingung des na¨chstes Schritts. Nach einer gewissen
Anzahl an Schritten kann es nun dazu kommen, dass diese Zwischenergebnisse so
unvorteilhaft voneinander abweichen, dass das Iterationsverfahren aus dem Konver-
genzbereich la¨uft und in einer Oszillation endet oder vollsta¨ndig divergiert. Eine
Lo¨sung des Problems stellt die Da¨mpfungsmethode dar. Sie basiert im Wesentlichen
darauf, nur einen bestimmten Anteil der Lo¨sung eines Iterationsschritts n in den
na¨chsten Durchlauf n + 1 zu u¨bertragen. Allgemein la¨sst sich das Iterationsverfah-
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ren vereinfacht in der Form [10]
fn+1 = Afn (4.3.1)
darstellen, so dass mit fn und fn+a die Lo¨sungen des n-ten und des darauf folgenden
Iterationsschritts beschrieben werden und A die mathematischen Operationen des
Verfahrens zusammenfasst. Ausgehend von einer Startna¨herung f0 kann so mit dem
nichtlinearen Operator A die Folge der Funktionen f1, f2, . . . aufgestellt werden.
Liegt Konvergenz vor, so erha¨lt man ab hinreichend großem n die Funktion F als
Lo¨sung des gesamten Verfahrens. Die Da¨mpfung greift in diesen Ablauf ein, und
u¨bernimmt in den na¨chsten Schritt nur einen bestimmten Anteil d der Lo¨sung des
aktuellen Schritts:
fn+1 = d(Afn) + (1− d)fn . (4.3.2)
Diese Vorgehensweise ero¨ffnet die Mo¨glichkeit, dass ein ungu¨nstiges Abweichen der
Ergebnisse aufeinander folgender Glieder der Iterationskette abgeschwa¨cht wird und
das Verfahren nicht durch Divergenz zusammenbrechen la¨sst. Der Erfolg ist dabei
nicht gesichert, da das Verhalten der Iteration ab einer gewissen Komplexita¨t der
Rechnungen von aussen nicht intuitiv vorhersehbar wird. Die Da¨mpfung kann im
schlimmsten Fall selbst eine Divergenz provozieren, da es nicht prima¨r darum geht,
mo¨glichst kleine Schritte auf dem Weg zur Lo¨sung zu machen, sondern Zwischener-
gebnisse zu vermeiden, welche eine Divergenz einleiten. So ist es durchaus mo¨glich,
dass ungeda¨mpft eine Lo¨sung gefunden werden kann, wa¨hrend sich bei einem be-
stimmten Da¨mpfungsfaktor d keine Lo¨sung mehr finden la¨sst. Ebenso denkbar ist
der Erfolg einer schwachen Da¨mpfung (großes d), wa¨hrend bei kleinem d ein nicht-
konvergentes Verhalten die Iteration abbrechen la¨sst. In der folgenden Grafik soll
das noch einmal veranschaulicht werden.
b
Dargestellt sind Iterationsverla¨ufe mit unterschiedlicher Da¨mpfung, wobei die Schnitt-
punkte mit der schwarzen Grundlinie die Zwischenergebnisse fn darstellen soll. Le-
diglich die blaue und die gru¨ne Kurve durchlaufen das Verfahren ohne Divergenz.
Die sta¨rkere Da¨mpfung der blauen Kurve fu¨hrt letztendlich zu dem gleichen Er-
gebnis, jedoch mit einer ho¨heren Anzahl an Iterationsschritten. Man hat durch die
starke Da¨mpfung die Rechnung ku¨nstlich verla¨ngert, aber auch einen Abbruch ver-
hindert. Die rote Kurve durchla¨uft das Verfahren nicht stabil und bricht ab. Das
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verantwortliche Zwischenergebnis wurde in den beiden anderen Durchla¨ufen u¨ber-
sprungen. Es wird in Anhang A.3 eine detaillierte Beschreibung des spezifischen
numerischen Problems geben, das speziell bei HNC-Rechnungen auftritt.
Es macht mit diesem Wissen also Sinn, die Da¨mpfung d variabel zu gestalten
und in Abha¨ngigkeit von den Parametern der jeweiligen Rechnung zu wa¨hlen. HNC-
Rechnungen sind ein Verfahren, das im Bereich der Strukurinformationen u¨ber einen
sehr breiten Dichte- und Temperaturbereich Ergebnisse zu Verfu¨gung stellt, die an-
dere Methoden nicht oder nur mit deutlich gro¨ßerem Aufwand liefern ko¨nnen. Insbe-
sondere CHNC ermo¨glicht im Bereich niedrigerer Temperaturen und ho¨herer Dichte
eine erho¨hte numerische Stabilita¨t. Und dennoch ist es no¨tig, gerade bei anspruchs-
vollen Mehrkomponentenrechnungen die Iteration noch robuster zu gestalten, um
auch bei Rechnungen mit sehr vielen Iterationsschritte n > 500 Divergenzverhalten
zu vermeiden. Aus diesem Grund wurden in das Programm mehrere Da¨mpfungs-
verfahren integriert und umfangreich getesten. Im folgenden soll ein U¨berblick u¨ber
die einzelnen Methoden gegeben werden, wobei der sehr komplexe und dynamische
Ansatz von Ng ausfu¨hrlich dargestellt wird.
Das mit Gleichung (4.3.2) beschriebene Verfahren ist ein einfacher, statischer An-
satz. Vor der Rechnung wird ein Da¨mpfungsfaktor d festgesetzt, der u¨ber die ge-
samte Rechnung hinweg die Zwischenergebnisse verknu¨pft. Diese Art der Da¨mpfung
kann man an verschiedenen Stellen wirken lassen. Zum einen ko¨nnen, wie bisher
geschrieben, die Endergebnisse zweier aufeinander folgender Schritte u¨ber (4.3.2)
zusammengefu¨gt werden, um die Basis des na¨chsten Iterationsschritts zu bilden. Es
besteht auch die Mo¨glichkeit, dass das Endergebnis fn eines Schritts nicht direkt die
Startna¨herung an+1 des na¨chstes Schritts bildet, sondern noch eine Zwischenrech-
nung
an+1 = Bfn (4.3.3)
durchgefu¨hrt wird. Ein mathematischer Zusammenhang, der wie Gleichung (4.3.1)
direkt die Lo¨sungen der Iterationsschritte verknu¨pft, entha¨lt offensichtlich B bereits
in dem Operator A. Am Beispiel von HNC kann kurz gezeigt werden, warum der
Unterschied dennoch wichtig sein kann. Das Lo¨sungsschema von HNC sucht zu ge-
gebener Startna¨herung der direkten Korrelation c0(r) einen Nodalanteil N . Ist N
gefunden, dienen alle folgenden Rechnungen von Schritt n nur noch dazu an+1 zu
bilden, um den na¨chsten Schritt n + 1 einleiten zu ko¨nnen. Je nachdem, wie kri-
tisch diese Rechnungen ausfallen, kann es Sinn machen, die Da¨mpfung vor, wa¨hrend
oder nach Anwendung von B umzusetzen. Kritische Rechnungen sind beispielswei-
se Exponentialterme, deren Exponenten fn enthalten. Bei HNC ist dies der Fall.
Entsprechend wurde untersucht, welcher Zwischenwert am besten fu¨r die Da¨mpfung
geeignet ist.
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Ein weiterer Ansatz ist es, mehr als 2 Iterationsschritte zu beru¨cksichtigen. So
wird aus (4.3.2) die erweiterte Form
fn+1 = (1− d1 − d2)(Afn) + d1fn + d2fn−1 , (4.3.4)
welche fu¨r die Bildung einer neuen Lo¨sung zwei vorangegangene Lo¨sungen beru¨ck-
sichtigt. Man kann dieses Verfahren beliebig weit treiben, wobei sich die Zweckma¨ßig-
keit rasch erscho¨pft. Zum einen bedeutet jede Da¨mpfung eine Verlangsamung des ge-
samten Verfahrens. Zum anderen ist mit steigender Zahl beru¨cksichtigter Vorga¨nger-
schritte nicht zwangsla¨ufig eine ho¨here Stabilita¨t garantiert. Letztendlich kommt
hinzu, dass die Ergebnisse fn−x . . . fn auch schon vorliegen mu¨ssen, damit die Da¨mp-
fung wirkt. Gerade zu Beginn der Iteration, der fu¨r die Stabilita¨t schon kritisch sein
kann, ist das noch nicht der Fall.
Eine adaptierte Variante der Da¨mpfung unter Beru¨cksichtigung von 2 vorangegan-
genen Schritten ist die Methode nach Kin-Chue Ng [91]. Sie hat gegenu¨ber den bisher
beschriebenen Verfahren den Vorteil einer dynamischen Wahl der Da¨mpfungsfakto-
ren. Es handelt sich dabei um einen verha¨ltnisma¨ßig komplexen Ansatz, der nach
jedem Schritt die Gu¨te der Ergebnisse evaluiert und die Da¨mpfung entsprechend
modifiziert. Anschaulich kann der Vorgang so beschrieben werden, dass der Anteil,
zu dem ein Ergebnis fn in die neue Lo¨sung einfließt, umso kleiner wird, je sprung-
hafter es sich von den anderen Ergebnissen unterscheidet. Diese Herangehensweise
bringt verschiedene Vorteile mit sich. Zum einen fa¨llt bei einer gutmu¨tigen Konver-
genz die Evaluierung so aus, dass die Da¨mpfung schwach gewa¨hlt und entsprechend
schneller ein Ergebnis erzielt wird. Zum anderen erkennt der zugrundeliegende Al-
gorithmus Instabilia¨ten im Verlauf der Iteration und kann zwei Schritte lang darauf
reagieren. Dies erho¨ht die Erfolgsaussichten gegenu¨ber einer statischen Da¨mpfung
mit ungu¨nstig gewa¨hlter Sta¨rke.
Das Verfahren definiert zuna¨chst das Ergebnis eines Iterationsschritts u¨ber
gn ≡ Afn (4.3.5)
und die Differenz als
dn ≡ gn − fn = (A− 1)fn . (4.3.6)







Um Verwechslungen mit den bisherigen Formulierungen zu vermeiden, soll die ge-
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suchte Lo¨sung hier als
f = (1− c1 − c2)fn + c1fn−1 + c2fn−2 (4.3.8)
geschrieben werden. Die Da¨mpfungsparameter c1 und c2 sollen jetzt so ermittelt wer-
den, dass f die beste Lo¨sung des Schritts n darstellt. Die Anwendung des Operators
A auf (4.3.8) liefert
Af = (1− c1 − c2)gn + c1gn−1 + c2gn−2 , (4.3.9)
womit die Definition
△≡ ‖Af − f‖ = ‖dn − c1d01 − c2d02‖ (4.3.10)
aufgestellt werden kann. Es gilt jetzt, △2 zu minimieren. Fu¨r die Normen d gilt:
d01 = dn − dn−1 ,
d02 = dn − dn−2 .
(4.3.11)
Fu¨r die Bestimmung der Da¨mpfungsparameter ergibt sich daraus das Gleichungs-
system
(d01, d01)c1 + (d01, d02)c2 = (dn, d01) ,
(d01, d02)c1 + (d02, d02)c2 = (dn, d02) ,
(4.3.12)




dargestellt ist. Sind die Da¨mpfungsfaktoren ermittelt, so ergibt sich letztendlich fu¨r
die Eingangsfunktion f des na¨chsten Iterationsschritts n + 1
fn+1 = (1− c1 − c2)gn + c1gn−1 + c2gn−2 , (4.3.14)
wobei besonders darauf hingewiesen sei, dass die Ausgabefunktionen g der einzelnen
Schritte genutzt werden, um den Lo¨sungsbereich nicht auf den durch f1 und f2 auf-
gespannten Raum zu beschra¨nken. Ferner ist anzumerken, dass die Methode speziell
fu¨r lineare Operatoren A entwickelt wurde. Die Mo¨glichkeiten, die Ng-Da¨mpfung fu¨r
HNC zu nutzen, wurden im Rahmen dieser Arbeit untersucht.
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4.4. Hochtemperaturstartna¨herung
Neben der Da¨mpfung der Iteration bietet sich eine weitere Mo¨glichkeit an, Rechnun-
gen in kritischen Parameterbereichen noch zu einer Lo¨sung zu bringen. Der Ansatz
ist, dass bei einer fehlgeschlagenen Rechnung die Temperatur T0 des Systems erho¨ht
wird, um bei dieser Temperatur T1 das Iterationsverfahren stabil durchlaufen zu
ko¨nnen. Ergibt sich daraus eine Lo¨sung, so wird sie als Startna¨herung fu¨r eine an-
schließende Rechnung verwendet, die wieder bei der Temperatur T0 durchgefu¨hrt
wird. Wird auch bei der erho¨hten Temperatur keine stabile Iteration mo¨glich, so
kann die Temperatur weiter erho¨ht werden. In diesem Fall wa¨re das Ergebnis einer
erfolgreichen Rechnung bei T2 > T1 als Startna¨herung fu¨r einen Durchlauf bei T1 zu
wa¨hlen, der bei Erfolg die Startna¨herung fu¨r den urspru¨nglich gewu¨nschten Iterati-
onsdurchlauf bei der Temperatur T0 liefert. Prinzipiell kann diese Idee beliebig weit
ausgelegt werden, wobei ab einer bestimmten Anzahl an der Temperaturerho¨hungen
die Effektivita¨t und die Erfolgsaussichten auf ein vernu¨nftiges Endergebnis fu¨r T0
kritisch zu bewerten sind.
Fu¨r das Programm CHNC wurde der Ansatz so umgesetzt, dass die Anzahl N
der Versuche, u¨ber eine Temperaturerho¨hung eine verwertbare Startna¨herung fu¨r
die Iteration bei der na¨chstniedriegen Temperatur zu erhalten, zuna¨chst frei gewa¨hlt
werden kann, wobei der Standardwert bei N = 10 liegt. Mit jedem erfolglosen Ite-
rationsdurchlauf wird die Temperatur um den Faktor x = 1,10 erho¨ht, so dass
Tn+1 = xTn = 1,10Tn gilt. Der gesamte Ablauf ist so gestaltet, dass die Rechnung
mit der gewu¨nschten Temperatur T0 startet. Das Programm kontrolliert wa¨hrend
der Iteration alle Daten und bricht bei auftretenden Problemen die Rechnung ab.
Es erfolgt die erste Temperaturerho¨hung auf T1 und die Rechnung startet erneut. So
setzt sich das fort bis eine stabile Rechnung mo¨glich wird oder T10 erreicht ist. Wird
bei einer Temperatur T0 < Tx < T10 eine Lo¨sung gefunden, wird nacheinander die
Temperatur wieder vermindert und bei jedem Schritt die Lo¨sung der na¨chstho¨heren
Temperatur als Startna¨herung gewa¨hlt. Kann auf diese Weise ein Endergebnis fu¨r
T0 ermittelt werden, war das Verfahren erfolgreich. Bei Ausbleiben einer Lo¨sung
wa¨hrend der Phase der Temperaturerho¨hung wird die gesamte Rechnung ergebnis-
los beendet. Gleiches gilt fu¨r den Fall, dass mit einer neuen Startna¨herung, die bei
erho¨hter Temperatur ermittelt wurde, letztendlich keine stabile Iteration mo¨glich
war. Eine erneute Temperaturerho¨hung ist offensichtlich nicht sinnvoll und das Pro-
gramm wird beendet. In Abbildung 4.1 ist das Verfahren noch einmal grafisch als
Flussdiagramm dargestellt.
4.5. Numerische Methoden: FFT und Matrixinversion
In vorangegangenen Abschnitten wurde beschrieben, wie fu¨r die Mehrkomponen-
tenumsetzung der HNC-Iteration eine Formulierung der OZR in Matrixschreibweise
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HNC Iterationsverfahren mit der relevanten Temperatur T0 durchfu¨hren
Lief die Iteration stabil durch und wurde eine Lo¨sung gefunden?
Temperatur erho¨hen Endergebnis gefunden
JaNein















Gesamtrechnung ohne Ergebnis beenden
Abbildung 4.1.: Dargestellt ist das Schema nach dem die Startna¨herungssuche durch
Temperaturerho¨hung umgesetzt wurde. Um die U¨bersicht zu wah-
ren, wurde im rechten Abschnitt bei der Phase der Temperaturver-
ringerung die Lo¨sung fx verwendet, wobei das x = +,− die Werte
der Lo¨sungen aus beiden Phasen annehmen kann, abha¨ngig davon,
aus welchen Kreislauf man kommt.
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gewa¨hlt wurde, fu¨r deren Umsetzung nach (4.1.3) eine Inversionsrechnung der Matrix
beno¨tigt werden. Ferner wird fu¨r das effiziente Berechnen des Faltungsintegrals der
OZR die Fouriertransformation genutzt, so dass fu¨r den raschen Wechsel zwischen
Orts- und Impulsraum eine Fast-Fouriertransformation (FFT) zum Einsatz kommt.
Auf Grund der enormen Ha¨ufigkeit, mit der diese Wechsel pro Iterationsschritt vor-
kommen, muss eine ho¨chst effiziente Methode gewa¨hlt werden. Fu¨r die Implemen-
tierung in das Programm CHNC wird eine FFT aus dem numerischen Kompen-
dium von Numerical Recipes [1] genutzt. Der Danielson-Lanczos-Algorithmus zur
Summenzerlegung bildet die mathematische Basis zur Umrechnung der Ausgangs-
funktionen. Dabei kommen numerische Mo¨glichkeiten zum Einsatz, die gegenu¨ber
dem direkten Rechenweg speicherschonend und mit verringertem Rechenaufwand
mathematische Operationen umsetzen, die die Eingangsdatenmenge in den Fourier-
raum u¨berfu¨hren. Fu¨r die Anwendung innerhalb des Iterationsschemas von HNC
ergibt sich der Vorteil, dass ein radialsymmetrisches Problem zu behandeln ist. Die
allgemeine Darstellung der eindimensionalen Fouriertransformation [76]
F˜ (k) =
∫





dk F˜ (k) exp(ikr) (4.5.2)













dk kF˜ (k) sin(kr) . (4.5.4)
Hier wurden jeweils die Hin- und Ru¨cktransformationen angegeben. Eine Einschra¨n-
kung folgt aus der verwendeten Methode fu¨r die Wahl der Stu¨tzstellenzahl, die der
Form 2N gehorchen muss, da alle von Potenzen von 2 abweichenden Zahlen innerhalb
des Algorithmus aus Symmetriegru¨nden nicht korrekt behandelt werden ko¨nnen. Es
wurden fu¨r das Programm Konvergenztests durchgefu¨hrt, die eine Wahl von N = 13
nahelegen, was 8192 Stu¨tzstellen entspricht. Die Abweichung gegenu¨ber N = 14
lagen im Bereich von δ < 10−6.
Es soll nicht unerwa¨hnt bleiben, dass beim Umgang mit Methoden aus Numerical
Recipes die zum Teil lu¨ckenhafte Dokumention beachtet werden muss. Insbesonde-
re die Vorfaktoren der FFT sind unter Umsta¨nden falsch oder nicht fu¨r jeden Fall
geeignet angegeben. Es empfiehlt sich daher, wa¨hrend der Implementierung die Vor-
faktoren u¨ber bekannte Fouriertransformationen zu ermitteln.
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Fu¨r die Implementierung der Matrixinversion wurde ein Algorithmus aus Nume-
rical Recipes [1] gewa¨hlt, der im Wesentlichen darauf basiert, die Matrix zuna¨chst
in Dreiecksmatrizen zu zerlegen. Das Verfahren ermo¨glicht eine rasche Umrechnung
mit verringerter Rechenintensita¨t gegenu¨ber einer direkten, rein mathematischen
Behandlung des Problems. Die Matrixinversion stellt insbesondere in Kombination
mit mit der FFT die gro¨ßte Quelle fu¨r Instabilia¨ten im Iterationsprozess dar. Nu-
merische Artefakte fu¨hren in der Regel rasch zu extremen Werten, die die Matrix
numerisch singula¨r erscheinen lassen. Singula¨re Matrizen lassen sich nicht invertie-
ren, was zwangsla¨ufig zu einem Abbruch der Rechnung fu¨hrt.
4.6. Iterationsschema
Bisher wurde die Basis der numerischen Umsetzung der HNC-Approximation vorge-
stellt, sowie Details in der Behandlung der Daten und der U¨bersetzung der mathema-
tischen Methoden in numerische Mathematik erla¨utert. Es soll hier abschließend der
gesamte Iterationsablauf beschrieben werden. Das Programm wurde schlicht CHNC
genannt, wobei sich die Versionsnummer direkt anschließt. Im Rahmen dieser Ar-
beit wurde hauptsa¨chlich auf CHNC1.4 zuru¨ckgegriffen. Es umfasst im Wesentlichen
alle fu¨r die Behandlung einer HNC-Rechnung no¨tigen Methoden sowie die Erweite-
rungen, die fu¨r die Umsetzung des Classical-Map-Ansatzes no¨tig sind. Der gesamte
Ablauf umfasst:
1. Berechnung der Potentiale, Berechnung des Pauli-Potentials, ggfs. Berechnung
der Bru¨ckenfunktion
2. Lang- und kurzreichweitige Potentiale aufstellen, langreichweitiges Potential
analytisch fouriertransformieren
3. Startna¨herung bestimmen, Dichtematrix vorbereiten
4. Fu¨r die Da¨mpfung relevante Daten zwischenspeichern
5. Fouriertransformation der aktuellen Na¨herung
6. c˜(k) = c˜s(k)− V˜ l(k) ausfu¨hren
7. Ornstein-Zernike-Relation als Matrix lo¨sen
8. Kurzreichweitige Nodalanteile berechnen
9. Nodalanteile in den Ortsraum ru¨cktransformieren
10. Paarverteilungsfunktionen berechnen
11. Pru¨fung der aktuellen Abweichung
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12. Geda¨mpfte verbesserte Korrelationsfunktion aufstellen
Die ersten 3 Punkte laufen in Vorbereitung der Iteration nur zum Start der Rechnung
einmal durch. Die u¨brigen Punkte beschreiben den Ablauf der Iteration, die mit der
in Punkt 12 aufgestellten verbesserten Korrelationsfunktion wieder in den Punkt 4
springt. Als Startna¨herung wird aus den berechneten Potentialen zuna¨chst
csij(r) = e
−βV sij(r) − 1 (4.6.1)
erstellt. Die Iteration beginnt demnach zuna¨chst mit vernachla¨ssigtem Nodalanteil
N(r). Seine Bestimmung ist Teil der Iteration. Jeder Durchlauf eines Iterations-
schritts liefert einen Wert fu¨r den Nodalterm auf Basis der direkten Korrelations-
funktion csij(r), die jeden Schritt einleitet und sich mit jedem Durchlauf auf Grund
des einfließenden Nodalanteils a¨ndert. Die Lo¨sung der OZR in Matrixschreibweise
findet im Impulsraum statt, so dass die langreichweitigen Anteile analytisch fou-
riertransformiert werden, die kurzreichweitigen Anteile u¨ber die FFT. Anschließend
werden in Schritt 6 die Anteile zusammengefu¨gt und die OZR gelo¨st. Die sich daraus
ergebenden Nodalanteile werden in den Ortsraum zuru¨cktransformiert und zuna¨chst








durchgefu¨hrt. Allgemein wird eine Abweichung von δ < 10−6 als hinreichend genau
erachtet. Wird sie nicht erreicht, so wird unter Ausnutzen eines der zuvor beschrie-
benen Da¨mpfungsverfahren eine neue Korrelationsfunktion csij(r) fu¨r den na¨chsten
Durchlauf berechnet. Wurde die gewu¨nschte Genauigkeit hingegen erreicht, so wird
die entsprechende Paarverteilungsfunktion als Endergebnis angesehen und u¨ber sie
auch der Strukturfaktor S(k) berechnet. In Abbildung 4.2 ist der gesamte Iterati-
onsablauf noch einmal grafisch dargestellt.
Das gesamte Schema wird von der in Abbildung 4.1 dargestellten Methode um-
schlossen, die es ermo¨glicht, bei abbrechenden Rechnungen eine bessere Startna¨he-
rung als (4.6.1) zu finden, indem die Iteration bei ho¨heren Temperatur danach sucht.
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Wechselwirkungspotentiale Vij(r) aufstellen
Vij(r) in kurz- und langreichweitige Potentiale u¨berfu¨hren: V
s
ij(r) = Vij(r)− V lij(r)
Startna¨herung wa¨hlen: csij(r) = e
−βV s(r) − 1 oder csij(r) = −βV s(r)
FFT durchfu¨hren: csij(r)→ c˜sij(k)
Kurz- und langreichweitige Anteile wieder zusammenfu¨gen: c˜ij(k) = c˜
s
ij(k)− V lij(k)





Kurzreichweitigen Nodalanteil bestimmen: N˜ sij(k) = h˜ij(k)− c˜sij(k)
FFT des Nodalanteils: N˜ sij(k)→ N sij(r)
Paarverteilung aufstellen: gneuij (r) = exp
[









ij (r)− 1−N sij(r) Lo¨sung: gneuij (r)
JaNein
Abbildung 4.2.: Dargestellt ist das Iterationsschema des Programms CHNC1.4. Nu-
merisch relevante Zwischenspeicherung sowie die Berechnung des
Strukturfaktors sind nicht mit aufgefu¨hrt.
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4.7. Anpassungen fu¨r Classical-Map HNC
Mit der Erweiterung des urspru¨nglichen HNC-Programms um den Classical-Map
Ansatz von Perrot und Dharma-wardana [23,98] ergeben sich mehrere Modifikatio-
nen, die implementiert werden mu¨ssen. Zum einen basiert der Ansatz insbesondere
auf der Anpassung der physikalischen Elektronentemperatur im Sinne der klassi-
schen Fluidtemperatur Tcf nach (2.11.1). Es la¨sst sich ohne Umsta¨nde direkt in die
Programmphase integrieren, die die Rechnung vorbereitet. Im Vorfeld der Iteration
wird die Elektronentemperatur entsprechend modifiziert, so dass sie wa¨hrend des
Iterationsablaufs zur Verfu¨gung steht und die tatsa¨chliche Elektronentemperatur Te
ersetzt.
Die Implementierung des Pauli-Potentials P (r) ist dagegen nur mit gro¨ßerem Auf-
wand umzusetzen. Zwar wird auch diese Berechnung im Vorfeld der Hauptiteration
vorgenommen, sie basiert jedoch auf einem invertierten Iterationsschema nach dem
HNC-Muster. Es wird zuna¨chst die Berechnung der wechselwirkungsfreien Paar-
verteilungsfunktion (2.11.2) vorgenommen. Im Anschluss durchla¨uft diese Funktion
einen von der Hauptrechnung abgekapselten HNC-Iterationsschritt in umgekehrter
Reihenfolge. Die Idee ist, ausgehend von einer bekannten Paarverteilungsfunktion
g0T (r) das Potential P (r) zu finden, mit dem man eine HNC-Rechnung starten mu¨ss-
te, um als Ergebnis g0T (r) zu erhalten. In Abschnitt 2.11 ist der Ansatz im Detail
dargestellt.
Sind beide Gro¨ßen ermittelt worden, stehen sie der Hauptiteration vollumfa¨nglich
zur Verfu¨gung. Es bedarf wa¨hrend des Iterationsprozesses keiner weiteren Anpas-
sung, so dass die fu¨r CHNC no¨tigen Modifikationen ausschließlich in der Phase
zur Vorbereitung der Rechnung durchlaufen werden. In der Hauptrechnung ersetzen
Tcf und VCoul + P (r) die entsprechenden Funktionen einer herko¨mmlichen HNC-
Rechnung.
Desweiteren wurden zur Analyse des CHNC-Programms, seiner Vorteile gegenu¨ber
HNC und zur Verbesserung der Ergebnisse verschiedene Ansatze implementiert, wo-
bei die wichtigsten in den Abschnitten Bru¨ckenfunktionen, Hochtemperaturstartna¨he-
rung und Da¨mpfungsmethoden erla¨utert wurden. Weitere Modifikationen des Pro-
gramms, die ohne Ergebnis geblieben sind, sollen nicht Gegenstand dieser Arbeit
sein.

5. Ergebnisse der Arbeit
5.1. Grundsa¨tzliches Verhalten von
Paarverteilungsfunktionen und Strukturfaktoren
Ein wesentlicher Bestandteil dieser Arbeit war das Ermitteln eines allgemeinen
Versta¨ndnisses fu¨r das Verhalten von HNC und CHNC bei der Berechnung der
bina¨ren Paarverteilungsfunktionen g(r) und statischen Strukturfaktoren S(k) bezu¨g-
lich typischer Parametera¨nderungen. Von Interesse sind dabei insbesondere die A¨nde-
rung der Ladung Z, der Teilchendichte der Ionen ni, der Temperatur T sowie ein
gea¨ndertes Verha¨ltnis von Elektronentemperatur zu Ionentemperatur, Te/Ti.
Auf der linken Seiten der Abbildung 5.1 sieht man die Entwicklung des Struk-
turfaktors eines vollsta¨ndig ioniserten Wasserstoffplasma bei T = 5 eV, wie CHNC
sie fu¨r eine ansteigende Teilchendichte ni berechnet. Es sind alle partiellen Struk-
turfaktoren dargestellt, wobei das Hauptaugenmerk auf die ionische Struktur Sii(k)
gerichtet ist. Zu sehen ist die mit steigender Dichte sinkende Idealita¨t, was sich in
dem niedrigsten Wert fu¨r Sii(0) bei der gro¨ßten Teilchendichte a¨ussert. Das elek-
tronische System verha¨lt sich erwartungsgema¨ß analog. Auffa¨llig ist, dass zwischen
ni = 1,0 × 1023 cm-3 und ni = 5,0 × 1023 cm-3 ein starker Sprung der Kurven-
verla¨ufe auftritt, der bei der gleichen Relation zwischen ni = 1,0 × 1022 cm-3 und
ni = 5,0× 1022 cm-3 noch nicht zu beobachten ist. Dies kann als Indiz fu¨r den U¨ber-
gang des Kopplungsparameters Γ oder des Entartungsparameters Θ in den Bereich
starker Korrelation oder Entartung angesehen werden. Wa¨hrend der Kopplungspa-
rameter fu¨r alle Dichten bereits bei Γ > 1,0 liegt, fa¨llt der Entartungsparameter fu¨r
die angesprochenen Paramater in den Bereich starker Entartung, Θ < 1,0, so dass
Quanteneffekte entscheidenden Einfluss nehmen.
Die rechte Grafik in 5.1 zeigt, wie CHNC die Struktur eines Wasserstoffplasma
bei T = 2,5 eV und einer Dichte von ni = 5,0× 1022 cm-3 berechnet, wenn die effek-
tive Ladung gea¨ndert wird. Der ionische Strukturfaktor Sii sinkt im Bereich kleiner
k-Werte mit steigender Ladung Z, was u¨ber den sich aus den sta¨rkeren Potenti-
alkra¨ften ergebenden Korrelationsanstieg zu erkla¨ren ist. Das System verha¨lt sich
weniger ideal wenn die effektive Ladung ansteigt, wobei die Staffelung der Werte
bei k = 0 den Relationen der 5 beispielhaften Ladungszusta¨nde folgt. Es ist im
Fall von Wasserstoff anzumerken, dass die Rechnungen Beispielcharakter haben, die
interionischen Strukturen aber nur mit Einschra¨nkungen wiedergeben ko¨nnen. Das
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Abbildung 5.1.: Die Abbildungen zeigen das Verhalten des mit CHNC berechne-
ten Strukturfaktors fu¨r ein Wasserstoffplasma mit steigender Dich-
te (links) und mit steigender effektiver Ladung (rechts). Im ers-
ten Fall liegt die Temperatur des vollsta¨ndig ionisierten Plasmas
bei T = 5 eV. Rechts wurde bei T = 2,5 eV und einer Dichte von
ni = 5× 1022 cm-3 gerechnet.
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Abbildung 5.2.: Die Grafik links zeigt mit CHNC berechnete Strukturfaktoren fu¨r
ein vollsta¨ndig ionisiertes Wasserstoffplasma im Gleichgewicht fu¨r
verschiedene Temperaturen. Die Teilchendichte betra¨gt ni = 1,0 ×
1023 cm-3. Auf der rechten Seite wird bei gleicher Dichte und Ladung
die Elektronentemperatur auf Te = 12,5 eV festgesetzt, wa¨hrend
sich die Ionentemperatur Ti aus dem Ka¨lteren na¨hert und letztend-
lich Te u¨bersteigt.
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grundsa¨tzliche Verhalten der statischen Strukturfaktoren gleicht den Ergebnissen
von Rechnungen fu¨r Aluminium oder Kohlenstoff. In diesen Fa¨llen liegt aber in der
Regel kein atomarer Anteil vor. Ist das Wasserstoffplasma nicht vollsta¨ndig ionisiert,
kann der atomare Anteil nicht hinreichend durch eine effektive Ladung beschrieben
werden. Sie schwa¨cht zwar das Potential zwischen den Ionen, beru¨cksichtigt aber
keine Kra¨fte zwischen neutralen Teilchen und den Elektronen oder Ionen. Die Ab-
schwa¨chung fu¨r ein System der Dichte ni und einer Ladung Z < 1,0 wird u¨berscha¨tzt,
basiert sie physikalisch doch nur auf der Sto¨rung der Abstoßung zwischen den Ionen
durch neutrale Atome. Rechnet man hingegen fu¨r ein teilweise ionisiertes System mit
entsprechend anteilig verringerter Dichte und Z = 1,0 nur das Ionensystem durch,
so wird der Einfluss der Atome vollsta¨ndig vernachla¨ssigt. Das Programm CHNC
ist grundsa¨tzlich in der Lage, neutrale Teilchen zu behandeln. Auf Grund der Viel-
zahl an Potentialen, welche fu¨r alle Kombinationen zwischen Elektronen, Ionen und
Atomen genutzt werden mu¨ssen, entbehrt der Ansatz in seiner jetzigen Form aber
der no¨tigen Konsistenz, um verla¨ssliche Ergebnisse zu liefern.
5.2. Vorteile von CHNC
In diesem Abschnitt sollen zuna¨chst die grundsa¨tzlichen Vorteile von CHNC-Rech-
nungen gegenu¨ber der herko¨mmlichen HNC-Methode dargestellt werden. Ein funda-
mentaler Vorteil ergibt sich im Bereich starker Kopplung. Eine HNC-Rechnung mit
zwei Komponenten hat im Bereich tiefer Temperatur T < 5 eV je nach Material
schnell zu starken Divergenzen im Iterationsprozess gefu¨hrt, die auch mit den vor-
gestellten Hilfsmethoden wie Da¨mpfung oder Hochtemperaturstartna¨herung nicht
kontrolliert werden konnten. Schon bei verha¨ltnisma¨ßig moderaten Teilchendichten
im Bereich von ni ≈ 1022 cm-3 ergab sich damit ein Bereich, fu¨r den keine Struktur-
daten mehr erlangt werden konnten. CHNC liefert durch eine systembedingt kontrol-
liertere Behandlung der Korrelationen einen stabileren Iterationsprozess, der seinen
Vorteil gro¨ßtenteils auf numerischer Seite ausspielt. Eine Analyse der Abbruchbe-
dingung der Iteration, wie sie im Rahmen dieser Arbeit durchgefu¨hrt wurde, liefert
als auslo¨senden Faktor fu¨r die Einleitung einer Divergenz einen Nodalanteil, der fu¨r
bestimmte Absta¨nde in Relation zu den wirkenden Paarpotentialen einen zu großen
Wert annimmt (siehe Anhang A.3). Durch die Anpassung der Elektronentemperatur
wird dies in sta¨rkerem Maße unterdru¨ckt, wodurch sich fu¨r sehr hohe Dichten auch
bei tiefen Temperaturen gute Strukturdaten berechnen lassen.
Als beispielhafte Rechnung soll hier zuna¨chst Wasserstoff unter extrem hoher
Kompression vorgestellt werden. Durch die verha¨ltnisma¨ßig tiefe Temperatur von
T = 0,34 eV und einer enormen Ionendichte von ni = 1,8 × 1025 cm-3 kann die
durch die Nutzung von CHNC ermo¨glichte Erweiterung des Parameterbereichs auf-
gezeigt werden. HNC erreicht unter solchen Bedingungen keine stabile Iteration.
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Abbildung 5.3.: Dargestellt sind die Paarverteilungsfunktionen gii(r) (links) und sta-
tischen Strukturfaktoren Sii(k) (rechts) eines Wasserstoffplasmas
unter den Bedingungen T = 0,34 eV und ni = 1,8 × 1025 cm-3. Die
blauen Kurven zeigen die Ergebnisse von QMC-Rechnungen durch
Liberatore et al. [82], wa¨hrend die schwarzen Kurven die im Rahmen
dieser Arbeit mit CHNC errechneten Strukturdaten darstellen [9].
Die Qualita¨t der Ergebnisse kann durch einen Vergleich mit QMC-Rechnungen von
Liberatore et al. evaluiert werden [81, 82]. Die Ergebnisse fu¨r die ionische Struktur
sind in 5.3 dargestellt. Ersichtlich wird, dass trotz der extremen Bedingungen mit
einem Kopplungsparameter Γ ≈ 180 und einem Entartungsparameter θ ≈ 0,04 die
CHNC-Rechnungen die qualitativen Eigenschaften des Systems durch gute U¨berein-
stimmung der Extremumspositionen wiedergeben. Die Ho¨he der Maxima wird durch
CHNC hingegen nicht reproduziert. Eine ha¨ufige Argumentation sieht die Gru¨nde
fu¨r diese Art der Abweichung in der Vernachla¨ssigung der Bru¨ckenfunktionen, die
bei hohen Kopplungsparametern eine immer gro¨ßere Rolle spielen. Kontrollrechnun-
gen konnten dies nicht besta¨tigen. Beide Methoden ermitteln fu¨r Wasserstoff unter
solchen Bedingungen Strukturen, wie sie fu¨r Systeme mit ultrahoher Dichte typisch
sind. Die Paarverteilungsfunktionen gii weisen die fu¨r Fluide typischen Oszillationen
auf.
5.3. Strukturdatenrechnungen
Mit dem Programm CHNC wurden umfangreiche Studien zu den Struktureigen-
schaften von Materialien durchgefu¨hrt, die in der aktuellen Wissenschaft fu¨r Expe-
rimente im Bereich warmer dichter Materie relevant sind. Im Verlauf dieser Untersu-
chungen wurde immer wieder nach Mo¨glichkeiten gesucht, das Programm dahinge-
hend zu verbessern, dass die simulierten Strukturen die in Experimenten ermittelten
Eigenschaften wiedergeben. Ferner war es ein Ziel, auch gute ¨
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Abbildung 5.4.: Die Abbildungen zeigen die Paarverteilungsfunktionen und Struk-
turfaktoren, wie sie mit DFT-MD (gestrichelt, Plagemann et al.
. [100]), HNC (Strich-Punkt) und CHNC [9] fu¨r unkomprimiertes
(u) und komprimiertes (c) Beryllium berechnet wurden. Deutlich
wird die verbesserte U¨bereinstimmung von CHNC und DFT-MD
bei S(0). Die Plasmaparameter liegen bei nui = 1,24×1023 cm-3 und
T u = 12 eV, sowie T c = 13 eV und nci = 3,676 × 1023 cm-3. U¨ber
DFT-MD wurden daraus effektive Ladungen von Zu = 2,105 und
Zc = 2,21 berechnet. Fu¨r die HNC-Rechnung kam das Deutsch-
Potential zum Einsatz.
mit den Ergebnissen zu erhalten, die durch numerisch und zeitlich wesentlich aufwen-
digere ab-initio-Simulationen gewonnen wurden. In dem nun folgenden Abschnitt
sollen an Hand von Rechnungen zu Aluminium, Beryllium, Lithium, Kohlenstoff
und Kohlenwasserstoff die Mo¨glichkeiten dargelegt werden, mit CHNC Strukturda-
ten von hoher Qualita¨t zu berechnen. Sie zeigen auf, dass das Programm im Rahmen
der Begleitung von Experimenten genutzt werden kann, um rasch und zuverla¨ssig
grundlegende Parameter des untersuchten Materials zur Verfu¨gung zu stellen. Damit
sind im laufenden Betrieb ad hoc Anpassungen und Kontrollen mo¨glich, die Expe-
rimentatoren mit aufwendigen Methoden wie QMC und QMD nicht zur Verfu¨gung
stehen.
Beryllium
Basierend auf Experimenten an Beryllium bei Festko¨rperdichte ni = 1,24×1023 cm-3
und bei dreifacher Kompression ni = 3,676× 1023 cm-3 wurden durch Plagemann et
al. QMD-Simulationen durchgefu¨hrt [100]. Anlass waren die bereits 2003 durch Glen-
zer et al. vero¨ffentlichten experimentellen Daten [40], sowie die Ergebnisse eines an-
schließenden Experiments von 2007 [41]. Die Auswertung der Ro¨ntgen-Streuspektren
beider Experimente erregt auf Grund der großen Bedeutung von Beryllium fu¨r astro-
physikalische Modelle und als Ablatormaterial fu¨r ICF-Experimente noch immer
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großes Interesse [5,80,113]. Hierbei ist die Beobachtung von Plasmonen hervorzuhe-
ben, die 2007 erstmals geglu¨ckt ist. In diesem Fall lag somit eine Streuung an den
kollektiven Moden der Elektronen vor, die wie ein synchron resonant schwingendes
Teilchenensemble einen entsprechenden Streubeitrag erzeugen. Fu¨r das vorliegende
Plasma wurde ein Streuparameter von α = 1,6 berechnet [41], womit die Bedingun-
gen fu¨r das Auflo¨sen kollektiver Effekte erreicht wurden. In dem Experiment von
2003 lag ein Wert von α < 1,0 vor, was zur Auflo¨sung der einzelnen Elektronen in
der Abschirmwolke fu¨hrt und somit die Detektion von Plasmonen unmo¨glich macht.
Die Streudaten fu¨r komprimiertes Beryllium bei dreifacher Festko¨rperdichte ent-
stammen einem Experiment an der Omega Laser Facility, dessen Ergebnisse 2009
von Lee et al. vero¨ffentlicht wurden [78]. Unter Ausnutzung der Chihara-Formel
(2.4.11) wurden den verfu¨gbaren Streudaten zuna¨chst grundlegende Plasmaparame-
ter entnommen [41]. Die Analysen ergaben eine Ionendichte von nui = 1,24×1023 cm-3
bei einer Temperatur von T u = 12 eV fu¨r unkomprimiertes Beryllium, wa¨hrend fu¨r
den verdichteten Fall die Temperatur mit T c = 13 eV geringfu¨gig ho¨her ausfa¨llt und
eine anna¨hernd dreifache Ionendichte nci = 3,676×1023 cm-3 ermittelt wurde. Mittels
DFT-MD-Rechnungen wurden effektive Ladungen von Zu = 2,105 und Zc = 2,21
ermittelt. In beiden Fa¨llen ergibt sich ein Kopplungsparamater von Γ > 2,0, womit
die Systeme als stark gekoppelt ausgewiesen sind. Die Werte liegen dennoch weit
unter Γ = 20, was die Nutzung einer Bru¨ckenfunktion in den HNC- und CHNC-
Rechnungen erfordern wu¨rde. Fu¨r Beryllium bei diesen Parametern wurden bereits
von Kathrin Wu¨nsch und Volker Schwarz HNC-Rechnungen durchgefu¨hrt [107,125].
Abbildung 5.4 zeigt die Ergebnisse der im Rahmen dieser Arbeit durchgefu¨hrten
HNC- und CHNC-Rechnung, sowie die Paarverteilungsfunktionen gii(r) und Struk-
turfaktoren Sii(k) der DFT-MD-Rechnungen von Plagemann et al. [100]. Es la¨sst
sich dabei zuna¨chst feststellen, dass die drei Methoden eine gute qualitative U¨ber-
stimmung aufweisen. Im Detail fa¨llt jedoch auf, dass der Strukturfaktor fu¨r kleine
k durch HNC offenbar unterscha¨tzt wird. Dieser Makel wird durch Nutzung von
CHNC behoben. DFT-MD-Rechnungn stehen in diesem Bereich keine detaillierten
Informationen zur Verfu¨gung. Die Ursache liegt in der endlichen Boxla¨nge, die kei-
ne langreichweitige Auflo¨sung ermo¨glicht, was sich in den Impulsraum zu kleinen k
u¨bersetzt. U¨ber die isotherme Kompressibilita¨t (2.4.13) la¨sst sich dennoch ein Wert
fu¨r S(0) gewinnen. CHNC und DFT-MD stimmen in diesem sehr gut u¨berein.
Es soll nun abschließend noch die methodenunabha¨ngige Analyse der Ergebnisse
erfolgen. Es liegen fu¨r beide Systeme, unkomprimiert und komprimiert, hohe Tem-
peraturen von T > 10 eV vor, womit sich keine ausgepra¨gten Strukturen mehr erge-
ben. Entsprechend flach fallen die Maxima der Paarverteilungsfunktionen aus. Mit
der Verdichtung auf dreifache Festko¨rperdichte verschiebt sich die Aufenthaltswahr-
scheinlichkeit der Ionen zu kleineren interionischen Absta¨nden. Fu¨r den Strukturfak-
tor ergibt sich das reziproke Verhalten. Der Zusammenhang zwischen S(0) und der
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Abbildung 5.5.: Dargestellt sind Strukturfaktoren fu¨r Aluminium fu¨r zwei unter-
schiedliche Temperaturen, wobei die Dichten auch leicht variieren.
Die Grafiken zeigen den Vergleich zwischen CHNC und HNC, mit
(+B) und ohne Bru¨ckenterm, sowie DFT-MD-Rechnungen.
Kompressibilita¨t spiegelt sich dahingehend wieder, dass das bereits komprimierte
Beryllium einen niedrigeren Wert aufweist, woraus sich ein geringeres Kompressi-
onsvermo¨gen ableitet. Auffa¨llig ist das insbesondere fu¨r komprimiertes Beryllium
erkennbare Minimum des Strukturfaktors bei k ≈ 0,5. Ein solcher Verlauf ist ein
verha¨ltnisma¨ßig seltenes Pha¨nomen. Evans und Sluckin stellten in einer Vero¨ffentli-
chung von 1981 [31] theoretische Modelle zur Beschreibung und Erkla¨rung des Mini-
mums mit Hilfe von Lennard-Jones-Fluiden vor. Bei verdu¨nntem Argon konnte mit
diesem Modell in der Na¨he des Triplepunkts ein Minimum des Strukturfaktors bei
kleinen k berechnet werden. Ursa¨chlich sei der im Gegensatz zum repulsiven Term
dichteunabha¨ngige attraktive Term des Potentials, welcher zu einem Umschwenken
des Vorzeichens im Verlauf des Strukturfaktors mit der Dichte fu¨hrt.
Beryllium liefert bei den hier untersuchten Parametern jedoch keine der Voraus-
setzungen, die nach dieser Theorie zu einem Minimum fu¨hren sollten. Vielmehr
tritt der Effekt versta¨rkt bei besonders hoher Dichte auf. Auch liefert CHNC u¨ber
das Potential keine direkt attraktiven Beitra¨ge fu¨r das Ionensystem. Entsprechen-
der Einfluss kann aussschließlich durch die Ionen-Elektron-Terme in die Rechnung
einfließen.
Aluminium
Aluminium ist im Bereich der warmen dichten Materie Gegenstand intensiver Un-
tersuchungen [24, 35, 86, 87, 103, 127]. Die leichte Verfu¨gbarkeit und experimentelle
Handhabung haben es zu einem bevorzugten Material fu¨r XRTS- und Beugungsex-
perimente werden lassen, so dass u¨ber einen breiten Parameterbereich experimen-
telle Daten zur Verfu¨gung stehen. Die theoretische Auswertung fa¨llt entsprechend
umfangreich aus. Mit Hilfe von Simulationen wie DFT-MD und QMC wurden we-
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sentliche thermodynamische und strukturelle Eigenschaften bestimmt und mit Ex-
perimenten verglichen.
Es soll hier beispielhaft ein Vergleich zwischen CHNC, HNC und DFT-MD [105]
vorgestellt werden, wobei fu¨r erstgenannte auch Bru¨ckenterme zum Einsatz kommen.
Die Ergebnisse sind in Abbildung 5.5 dargestellt. Aluminium wird fu¨r die meisten
Fa¨lle in einem moderaten Temperaturbereich von T < 15 eV als dreifach ionisiert
angenommen, was auf Grund der verna¨chla¨ssigbaren Anteile ho¨herer Ionisierung und
der grundsa¨tzlich metallischen Eigenschaften von Aluminium als hinreichend genau
gilt. Verglichen wurden zwei Temperaturen bei T = 3,5 eV und T = 10 eV mit leicht
unterschiedlichen Dichten von ni = 1,18 × 1023 cm-3 und ni = 1,81× 1023 cm-3. Die
Grafiken heben den ionischen Strukturfaktor hervor, wobei fu¨r HNC und CHNC
auch die u¨brigen Kombinationen dargestellt sind.
An Hand der gewa¨hlten Beispiele lassen sich mehrere Erkenntnisse erla¨utern. Der
grundsa¨tzliche Strukturtrend, der mit DFT-MD berechnet wurde, la¨sst sich durch
beide HNC-Methoden besta¨tigen, wobei es Abweichungen bei der Ho¨he und Posi-
tion der Maxima gibt. Der Bereich kleiner k wird fu¨r den ionischen Strukturfaktor
Sii von allen Methoden a¨hnlich berechnet. Mit steigender Temperatur wird der Un-
terschied zwischen HNC und CHNC geringer. Das ist auf Grund der abnehmenden
Quanteneffekte im System auch zu erwarten, durch deren Behandlung sich die Me-
thoden hauptsa¨chlich unterscheiden. Der Einfluss der Bru¨ckenfunktion fa¨llt moderat
aus und sinkt mit steigender Temperatur. Dieses Verhalten ist ebenfalls zu erwarten.
Die mit der Bru¨ckenfunktion behandelten Korrelationen tragen im Bereich sta¨rke-
rer Kopplung ebenfalls sta¨rker bei. Besta¨tigt werden kann auch der Trend, dass
Bru¨ckenfunktionen in HNC und CHNC die Auspra¨gung des Maximums schwa¨chen.
Die Mitnahme der starken kurzreichweitigen Wechselwirkungen legt in der Regel die
Vermutung nahe, dass Strukturbildung begu¨nstigt wird. Eine genaue Erkla¨rung der
gegenteiligen Wirkung la¨sst sich auf Grund der komplexen Korrelationen zwischen
den Termen der einzelnen Komponenten in der OZR nicht leicht erbringen, so dass
das Verhalten zuna¨chst als Erkenntnis hingenommen werden muss.
Gravierende Unterschiede werden ersichtlich, wenn man sich die Ergebnisse der
elektronischen Strukturfaktoren See und des Mischterms Sei anschaut. Sowohl zwi-
schen den Methoden, als auch der Einfluss des Bru¨ckenterms werden hier deut-
lich sichtbar. Die prima¨re Wirkung des CHNC-Ansatzes setzt in einer Modifikation
der Temperatur des Elektronsystems an. Entsprechend große Unterschiede zwischen
HNC und CHNC werden somit fu¨r den elektronischen Strukturfaktor sichtbar. Ins-
besondere fu¨r k → 0 ergeben sich starke Abweichungen, die mit steigender Tempera-
tur deutlich zunehmen. Der Bru¨ckenterm hingegen modifiziert bei T = 10 eV einen
Bereich bei kleinen k < 2,0 a-1B , was sich mit sinkender Temperatur zum Nullpunkt
verschiebt. Fu¨r den Elektron-Ion-Strukturfaktor gilt a¨hnliches, wobei er seine ausge-
pra¨gte Struktur mit steigender Temperatur ha¨lt. Zudem a¨hnelt sich der qualitative
Verlauf von Sei fu¨r HNC und CHNC bei der kleineren Temperatur noch, was bei
T = 10 eV jedoch nicht mehr gilt. Wa¨hrend sich ein Anstieg der Temperatur somit
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Abbildung 5.6.: Die Abbildung zeigt ionische Strukturfaktoren Sii fu¨r Lithium bei
einer Temperatur von T = 4,5 eV. Die Massendichte betra¨gt ̺ =
0,6 g/cm3. Gezeigt werden Ergebnisse von Saiz et al. [106], beste-
hend aus den experimentellen Daten sowie Einkomponenten-HNC-
Rechnungen, DFT-MD Ergebnisse von Witte et al. [124], sowie die
CHNC-Resultate dieser Arbeit.
auf eine Anna¨herung beider Methoden im ionischen Verhalten auswirkt, erfahren
das elektronische Partialsystem und der Wechselwirkungsterm zwischen Elektron
und Ion immer deutlichere Abweichungen. Eine Erkla¨rung kann der relative Anstieg
der Elektrontemperatur durch die Methode der klassischen Fluide in CHNC liefern.
Er fa¨llt mit steigender Systemtemperatur T immer gro¨ßer aus, was das Elektronen-
system in CHNC schneller in einen idealen Bereich fu¨hrt, als es bei HNC der Fall
ist, wo die Temperatur des Elektronensystems langsamer und im Gleichgewicht mit
dem Ionensystem wa¨chst.
Lithium
Als Vertreter der Alkalimetalle mit niedriger Ordnungszahl soll Lithium vorgestellt
werden. Der bevorzugte Ladungszustand in einem Plasma wird mit leerer 2s-Schale
Li+ sein. Ein Aufbrechen der dann vorliegenden Heliumkonfiguration wird erst bei
sehr hohen Temperaturen zu erwarten sein. Es sollen hier Ergebnisse zu einem Ex-
periment von Saiz et al. [106] vorgestellt werden. Ziel des Experiments war insbe-
sondere die Untersuchung des Grenzbereichs langer Wellenla¨ngen, was u¨bersetzt in
den Strukturfaktor den Bereich kleiner k-Werte entspricht. Somit wurde gerade der
Bereich untersucht, in dem die theoretischen Modelle die gro¨ßten Unterschiede auf-
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weisen ko¨nnen. Die Ergebnisse sollen Aussagen daru¨ber zulassen, welche theoretische
Basis das Strukturverhalten von Lithium am besten beschreibt. Dafu¨r wurde eine
d = 250µm dicke Lithiumfolie mit einem optischen Laser erhitzt und anschließend
ein Ro¨ntgenstreuspektrum unter 2 Winkeln aufgenommen.
Die Ergebnisse sind in Abbildung 5.6 dargestellt. Es wird zuna¨chst von einer Dich-
te von ̺ = 0,6 g/cm3 und einer Temperatur von T = 4,5 eV ausgegangen. Dargestellt
sind die experimentellen Ergebnisse von Saiz et al. sowie eine erste Auswertung mit-
tels einkomponentiger HNC-Rechnungen aus der gleichen Arbeit [106]. Ausserdem
sind die ionischen Strukturfaktoren von Witte et al. [124] dargestellt, die mit DFT-
MD-Rechnungen bestimmt wurden. Verglichen wird mit den CHNC-Ergebnissen
dieser Arbeit. Auswertungen der Rechnungen von Witte et al. haben ergeben, dass
eine Ladung von Z ≈ 1,0 wahrscheinlicher ist. Comptra liefert fu¨r die dargestellten
Bedinungen eine Plasmakomposition, die auf eine Ladung von Z ≈ 1,25 schließen
la¨sst. Es wurden daher CHNC-Rechnungen mit beiden effektiven Ladungen durch-
gefu¨hrt. Es zeigt sich zuna¨chst, dass die Methoden mit Abstrichen die experimen-
tellen Ergebnisse reproduzieren. Bei k ≈ 0,75 zeigt lediglich die CHNC-Rechnung
mit Z = 1,25 eine deutliche Abweichung. Die u¨brigen Modelle variieren erst mit
sinkendem k. Der experimentelle Wert bei k ≈ 0,5 wird von keiner Methode u¨ber-
zeugend reproduziert, jedoch liegen alle im unteren Fehlerbereich des Experiments.
Die CHNC-Rechnungn mit ho¨herer effektiver Ladung bildet erneut eine Ausnahme.
Die durch DFT-MD vorhergesagte Ladung von Z ≈ 1,0 wird somit durch CHNC
besta¨tigt. COMPTRA liefert fu¨r Lithium unter den vorliegenden Bedingungen of-
fenbar eine zu hohe Ladung.
Saiz et al. haben in ihren Auswertungen ebenfalls eine effektive Ladung fu¨r das
System bestimmt und kommen auf eine Ladung von Z = 1,35 ± 0,1. Mit diesem
Wert wurden HNC-Rechnungen mit einem nicht na¨her spezifizierten Potential durch-
gefu¨hrt. Sie liefern die beste U¨bereinstimmung mit den experimentellen Daten und
den DFT-MD-Rechnungen von Witte et al. Da es sich um Einkomponentenrechnun-
gen handelt, ist davon auszugehen, dass mit einer Art Yukawa-Potential gearbeitet
wurde. Der schwarze Punkt bei k = 0 stellt den aus der isothermen Kompressibilita¨t
(2.4.13) gewonnenen Wert fu¨r S(0) der DFT-MD von Witte et al. dar. CHNC un-
terscha¨tzt diesen Bereich im Vergleich zu den u¨brigen Methoden. Die genaue Ursache
ist bei den untersuchten Parametern schwer auszumachen. Die Dichte ist verha¨lt-
nisma¨ßig gering, die Temperatur mit T = 4,5 eV moderat und es liegt lediglich ein-
fach Ladung vor. U¨ber alle Rechnungen hinweg konnte beobachtet jedoch werden,
dass sowohl HNC als auch CHNC dazu neigen, bei du¨nnen Systemen mit einfach
geladenen Ionen nur eine sehr schwache Abschirmung zu berechnen. Die Elektronen
sind im Vergleich zu DFT-MD und QMC somit homogener verteilt, was dazu fu¨hrt,
dass die Ionen eine sta¨rkere Abstoßung erfahren. Entsprechend verringert sich die
Kompressibilita¨t, was den Wert fu¨r S(0) dru¨ckt.
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Abbildung 5.7.: Die Abbildungen zeigen die Paarverteilungsfunktion gii(r) und den
Strukturfaktor Sii(k) fu¨r ein Kohlenstoffplasma bei einer Ionendich-
te von ni = 2,5 × 1023 cm-3, was in etwa einer Massedichte von
̺ = 5 g/cm3 entspricht. Die Methoden DFT-MD und CHNC wer-
den fu¨r drei Temperaturen gegenu¨bergestellt, wobei sich klar her-
ausstellt, dass CHNC nicht in der Lage ist, die komplizierten Struk-
turen zu reproduzieren.
Kohlenstoff
Kohlenstoff ist ein Element, an dem aktuell intensive Forschung betrieben wird
[11,44,69,97,123]. Es kommt in vielen Phasen mit aussergewo¨hnlichen Eigenschaften
vor, von denen insbesondere der Bereich bei sehr hohen Dru¨cken und Temperaturen
u¨ber T = 5000K noch wenig verstanden ist. Ferner ist es fu¨r die Beschreibung von
astrophysikalischen Objekten von großer Bedeutung und kommt beispielsweise in
flu¨ssiger Form im inneren großer Planeten wie Neptune und Uranus vor. Kohlenstoff
bietet zudem die Mo¨glichkeit, CHNC fu¨r einen Ha¨rtefall zu testen. Der Grund liegt
darin, dass es fu¨r Temperaturen im Bereich weniger Elektronenvolt und im Umfeld
der Festko¨rperdichte von Diamant komplizierte Strukturen bildet, bei der sich zwei
flu¨ssige Verhalten u¨berlagern. Im konkreten Fall liegen DFT-MD-Rechnungen von
Plagemann et al. [99] vor, die Kohlenstoff bei ̺ = 5 g/cm3 und Temperaturen zwi-
schen T = (1−3) eV untersuchen. Die Ergebnisse sind in Abbildung 5.7 dargestellt.
Die mit DFT-MD berechneten Strukturfaktoren Sii(k) zeigen fu¨r T = 1 eV deutlich
ein dem Hauptmaximum vorgelagertes Nebenmaximum. Mit steigender Tempera-
tur zeigt sich dieses Verhalten immer weniger ausgepra¨gt, bleibt aber deutlich als
Sto¨rung der regula¨ren Oszillation einer fluiden Struktur sichtbar. Ein derartiges
Nebenmaximum kann als Zeichen fu¨r eine langreichweitige U¨berstruktur im System
gewertet werden. Daraus la¨sst sich ableiten, dass CHNC nicht in der Lage sein sollte,
die Strukturfaktoren zu reproduzieren. Die bina¨r definierte Behandlung der Korre-
lationen auf Basis paarweiser Potentiale kann so ein Verhalten nicht abbilden. Es
werden stets zwei Teilchen in gegenseitiger Wechselwirkung berechnet und als fluide
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Verteilung dargestellt. Fu¨r Plasmen ist dieser Ansatz ausreichend. Ergeben sich im
System jedoch Fernstrukturen, wird die gleichzeitige Behandlung von drei Teilchen
no¨tig. Denkbar wa¨re eine modifizierte OZR ho¨herer Ordnung, die auf Grundlage von
Dreiteilchenkorrelationen aus der BBGKY-Hierarchie abgleitet wird. Die in Abbil-
dung 5.7 dargestellten Strukturfaktoren aus CHNC-Rechnungen zeigen somit auch
die erwarteten Abweichungen. Die Rechnungen gehen gema¨ß COMPTRA fu¨r die
ho¨chste Temperatur von dreifacher Ionisation aus, fu¨r kleinere T wird Kohlenstoff
als zweifach ionisiert betrachtet. Die temperaturbedingte Aufweichung der stark aus-
gepra¨gten Oszillation ist beim Vergleich zwischen T = 1 eV und T = 2 eV zu sehen.
Die bei Steigerung auf T = 3 eV erho¨hte Ladung der Kohlenstoffionen wirkt der Auf-
weichung entgegen und la¨sst die Struktur fu¨r diese Temperatur wieder ausgepra¨gter
erscheinen. Nebenmaxima kommen nicht vor.
Analog verha¨lt es sich fu¨r die Paarverteilungsfunktionen gii(r). Auch hier ko¨nnen
die DFT-MD-Ergebnisse nicht reproduziert werden. Mit Hilfe der eingezeichneten
Linie g(r) = 1 la¨sst sich gut erkennen, dass sich das Nebenmaxima des statischen
Strukturfaktors im Ortsraum in eine Sto¨rung der Oszillation u¨bersetzt. Die Betrags-
differenz der ersten zwei Maxima und dem dazwischenliegenden lokalen Minimum
zur Linie g(r) = 1 schwankt ebenfalls, statt wie u¨blich kontinuierlich abzunehmen.
Eindeutig erkennbar ist dieses Verhalten bei T = 1 eV. Fu¨r die ho¨heren Tempera-
turen nimmt es ab, wobei das erste Minimum sogar u¨ber g(r) = 1 liegt. CHNC
kann das erwartungsgema¨ß nicht wiedergeben. Was zuna¨chst nicht u¨berrascht, muss
nicht unbedingt immer zutreffen. Sehr ha¨ufig lassen sich Auffa¨lligkeiten der Struk-
turfaktoren im Ortsraum nicht so deutlich ausmachen, wie in diesem Beispiel. Die
Paarverteilungsfunktionen zeigen dann nur geringfu¨gige Abweichungen, wa¨hrend die
Strukturfaktoren enorme Unterschiede aufweisen. In dem hier gewa¨hlten Beispiel
sind die Abweichungen zwischen DFT-MD und CHNC aber in beiden Fa¨llen sehr
ausgepra¨gt.
Kohlenwasserstoffe
Numerische Umsetzungen von CHNC, die fu¨r Mehrkomponentensysteme ausgelegt
sind, bieten die Mo¨glichkeit, sich im Detail den komponentenweisen Einfluss auf die
Struktureigenschaften anzuschauen [8, 9]. Voraussetzung dafu¨r ist, dass eine hinrei-
chend genaue Vorstellung der Zusammensetzung vorliegt. Rechnungen im physika-
lischen Modell beru¨cksichtigen keine Aufspaltung nach Ionisationsstufen. Lediglich
die Teilchenarten werden separiert betrachtet. Aus diesem Ansatz ergibt sich somit
auch immer nur ein allgemein kumulierter oder gemittelter Beitrag fu¨r jede Art. Fu¨r
viele Probleme ist eine genauere Auflo¨sung nach Ladungszusta¨nden nicht weiter rele-
vant. Es kann aber fu¨r das Versta¨ndnis besonderer Pha¨nomene durchaus interessant
sein, den Einfluss der einzelnen Ionisationsstufen zu untersuchen. Treten in einem
System beispielsweise plo¨tzliche Spru¨nge oder Wendepunkte einer thermodynami-
schen Gro¨ße auf, so ist die Analyse der Ladungszusta¨nde im System von besonderem
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Interesse. Mit CHNC lassen sich Rechnungen mit beliebig vielen Ionisationsstufen
realisieren, von denen jede fu¨r sich auch manipuliert werden kann, um die A¨nderung
ihres spezifischen Beitrags zu ermitteln.
Der Vorteil dieser Mo¨glichkeiten greift jedoch erst, wenn fundierte Rechnungen
zur Zusammensetzung des zu untersuchenden Systems vorliegen. Die hier vorge-
stellten Ergebnisse basieren auf Kompositionsrechnungen, die mit dem Programm
COMPTRA [75] berechnet wurden. Fu¨r die Untersuchung von Kohlenwasserstoffen
ergeben sich zwei Mo¨glichkeiten. Zum einen kann der Kohlenstoffanteil detailliert bis
zu seiner ho¨chsten Ionisationsstufe aufgeschlu¨sselt werden. Es liegen in diesem Fall
Rechnungen mit bis zu acht Komponenten vor. Andererseits kann das betrachtete
System auf drei Komponenten heruntergebrochen werden: Elektronen, Wasserstoff
und Kohlenstoff. In diesem Fall wird das Kohlenstoffsystem mit einer effektiven
Ladung behandelt. Daraus ergibt sich wiederum die Mo¨glichkeit, zu untersuchen,
wie die OZR intern einen totalen Strukturfaktor erstellt. Unter der Annahme, dass
beispielsweise eine Rechnungen mit einer Komponente C2,5+ dem totalen Struk-
turfaktor Stot(k) entspricht, der sich fu¨r ein System aus zu gleichen Anteilen C
2+
und C3+ ergibt, kann man den Vergleich mit den theoretisch formulierten totalen
Strukturfaktoren anstellen. Gleichung (2.4.9) sei hier als Beispiel fu¨r einen gewichtet
formulierten Ansatz eines totalen Strukturfaktors genannt.
In einem der spa¨ter folgenden Abschnitte werden Rechnungen zur Ermittlung der
Hugoniotkurve fu¨r ein Kohlenwasserstoff mit gleichen Anteilen an Wasserstoff und
Kohlenstoff vorgestellt. Als vorweggenommener Auszug aus diesen Rechnungen sol-
len hier beispielhaft einzelne Ergebnisse der CHNC-Rechnungen vorgestellt werden.
Dabei soll sich zuna¨chst auf die Art der komponentenweisen Behandlung der Ioni-
sationsstufen konzentriert werden. Kohlenwasserstoffe unter extremen Bedingungen
sind wie Kohlenstoff von besonderem Interesse bei der Modellierung der Struktur
und Evolution von Planeten und Weißen Zwergen. Es ist zudem ein potentielles Ab-
latormaterial fu¨r die Fusionskapseln bei den Experimenten zur Tra¨gheitsfusion am
NIF. Eine genaue Kenntnis der Materialeigenschaften, insbesondere bei sehr hohen
Dichten und Temperaturen, liegt somit im Fokus aktueller Untersuchungen [68].
Abbildung 5.8 zeigt fu¨r Zusta¨nde entlang einer Hugoniotkurve fu¨r Polystyrol
die mittels CHNC berechneten Strukturfaktoren, wobei nur die relevantesten fu¨r
die dominierende Ionisationsstufe von Kohlenstoff, C4+, dargestellt sind. Zuna¨chst
la¨sst sich die mit steigender Temperatur zu erwartende Abschwa¨chung auftreten-
der Strukturbildung erkennen. Das Maximum des Kohlenstoffstrukturfaktors bei
k ≈ 2 a-1B verschwindet bei T = 400000K anna¨hernd. Der Verlauf des gru¨n darge-
stellten Mischterms ist a¨hnlich. Besonders auffa¨llig sind die Verhalten der Elektronen
und des Kohlenstoffs bei kleinen k. Beide weisen große Spru¨nge auf, die jedoch zur
ho¨chsten Temperatur hin wieder abfallen. Erkla¨rbar ist das durch die Wechsel des
dominanten Beitrags zur Kompressibilita¨t von der Temperatur auf die Dichte. Die
Temperaturverdopplung bei moderat steigender Dichte fu¨hrt zu einem sprunghaften
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Zustand (1) Zustand (2) Zustand (3)
T = 60000 K T = 120000 K T = 400000 K
ρ = 3.379 g/cm3 ρ = 3.681 g/cm3 ρ = 4.136 g/cm3
Abbildung 5.8.: Die Grafik zeigt den statischen Strukturfaktor einer CHNC-
Rechnung fu¨r Polystyrol fu¨r drei Zusta¨nden entlang der Hugoniot-
kurve, ausgehend von Normalbedingungen.
Anstieg auf eine Art gesa¨ttigtes Niveau. Dadurch verliert die noch gro¨ßere Tempe-
ratura¨nderung zum dritten Zustand an Bedeutung gegenu¨ber der weiter steigenden
Dichte. Ein leichter Abfall von S(0) ist die Folge.
Desweiteren la¨sst sich fu¨r die gezeigten interionischen Strukturfaktoren zwischen
den H+-Ionen und den C4+-Ionen das schon zuvor fu¨r Beryllium erla¨uterte Verhal-
ten erkennen. Die Strukturfaktoren weisen fu¨r kleine k ein Minimum auf und erfah-
ren fu¨r k → 0 einen erneuten Anstieg. Auch hier liegen die Dichten weit u¨ber den
verdu¨nnten Systemen, fu¨r die in [31] Erla¨uterungen gegeben werden. Besonders in-
teressant ist hier zudem, dass das Wasserstoffpartialsystem Minima fu¨r die Zusta¨nde
1 und 2 aufweist, fu¨r die ho¨chste Dichte und Temperatur aber nicht, wa¨hrend das
Kohlenstoffpartialsystem bei der geringsten Dichte und Temperatur die klassische
Struktur ohne Minimum annimmt. Der fu¨r Beryllium und in [31] erla¨uterte Ver-
zeichentausch durch den Wechsel der Dominanz der abstoßenden Komponente zur
anziehenden Komponente des Potentials la¨sst darauf schließen, dass sich zwischen
den 3 hier dargestellten Zusta¨nden wesentliche Physik a¨ndert. Dabei findet er fu¨r
die Partialsysteme des Wasserstoffs und des Kohlenstoffs bei verschiedenen Para-
metera¨nderungen statt. CHNC arbeitet im Gegensatz zu den Modellen in [31] nicht
mit Lennard-Jones-artigen Potentialen. Die dort fu¨r das Minimum verantwortlich
gemachten anziehenden und abstoßenden Komponenten mu¨ssen in den Mehrkom-
ponentenrechnungen mit CHNC durch die Elektron-Ion-Korrelationen substituiert
werden. Nur sie liefern wa¨hrend der Rechnung einen anziehenden Term in der OZR.
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Abbildung 5.9.: Die Abbildungen zeigen die Strukturfaktoren, wie sie fu¨r ein 3-
Komponenten- (links) und ein 6-Komponentensystem (rechts) be-
rechnet wurden. Dargestellt sind die relevantesten Ionenstruktur-
faktoren sowie See(k). Die Anteile fu¨r die nur sehr verdu¨nnt vor-
kommenden Ionisationsstufen C+ und C2+ wurden in Orange nur
beispielhaft dargestellt und liegen auf Geraden bei S(k) = 0 und
S(k) = 1. Die Plasmaparameter liegen bei ni = 1,56 × 1023 cm-3
und T = 60000K.
Eine Erkla¨rung, warum dieses Verhalten, welches bisher nur fu¨r verdu¨nnte Systeme
beschrieben und analysiert wurde, hier bei solch hohen Dichten eine Rolle spielt, la¨sst
sich mo¨glicherweise u¨ber besonders starke Abschirmwolken aus Elektronen um die
Ionen liefern. Sie liefern bei interionischen Betrachtungen einen anziehenden Anteil,
wenn man annimmt, dass Ion a mit Ion b und den Elektronen in der Abschirmwolke
um Ion b wechselwirkt. Der erste Term ist abstoßend, der zweite Term liefert durch
die Bindung der Abschirmwolke an Ion B indirekt einen anziehenden Term zwischen
a und b. Bei sehr hohen Ionendichten mit vielen Elektronen im System wird der Ion-
Elektron-Strukturfaktor immer ausgepra¨gter, die Abschirmwolken sta¨rker. Kohlen-
stoff C4+ liefert den ho¨chsten Beitrag an Elektronen fu¨r das System und entwickelt
die sta¨rksten Anziehungskra¨fte zu ihnen. Dies wu¨rde auch den Unterschied zwischen
Wasserstoff und Kohlenstoff erkla¨ren. Zustand 1 weist den geringsten Anteil an C4+
auf. Ein entsprechend ho¨herer Anteil an Elektronen kann sich um die Wasserstof-
fionen sammeln und den anziehenden Term sta¨rken. Mit zunehmender Dichte und
Temperatur steigt die Dominanz von C4+ im System und schwa¨cht die Elektronen-
wolken um den Wasserstoff. Kohlenstoff sammelt den Hauptteil der Elektronen in
seinen Abschirmwolken und erzeugt entsprechend ausgepra¨gte Minima. Zustand 3
liefert auf Grund der dichtebedingt abfallenden Komprimierbarkeit des Kohlenstoffs
dann auch fu¨r dieses Partialsystem nur noch ein schwaches Minimum bei kleinen k.
In Abbildung 5.9 ist ein Vergleich zweier Rechnungen dargestellt, von denen
eine das Kohlenstoffsystem vollsta¨ndig mit vier beteiligten Ionisationsstufen auf-
schlu¨sselt, wa¨hrend die andere mit einer effektiven gemittelten Ladung durchgefu¨hrt
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wurde. Dargestellt sind die auffa¨lligsten Beitra¨ge. Interessant ist hierbei der Ver-
gleich, inwiefern sich diese Reduzierung auf eine Drei-Komponentenrechnung auf das
Kohlenstoffsystem sowie die anderen beteiligten Komponenten auswirkt. Wa¨hrend
der Wasserstoffstrukturfaktor nicht sichtbar vera¨ndert wurde, treten bei den Elek-
tronen trotz unvera¨nderter Gesamtelektronenzahl leichte Abweichungen um See(0)
auf. Fu¨r Kohlenstoff wird ersichtlich, dass der mit effektiver Ladung berechnete
Strukturfaktor qualitativ dem Verhalten der dominaten Spezies C4+ folgt. Es fa¨llt
jedoch auf, dass S(0) deutliche Unterschiede aufweist, wobei die effektive Ladung
einen niedrigeren Wert berechnet. Daraus la¨sst sich schließen, dass die zum Teil
ins Negative gehenden Mischterme wie C3+ − C4+ bei der Berechnung eines tota-
len Kohlenstoffstrukturfaktors einfließen. Dies ist insofern erwa¨hnenswert, als dass
nicht alle in der Literatur abgeleiteten Definitionen eines totalen Strukturfaktors die
Mischterme beachten. Die OZR nimmt diese Anteile auch ohne Aufspaltung in alle
Ionisationsstufen mit.
5.4. 2-Temperatur-Rechnungen
Ein Vorteil von HNC und CHNC ist die Mo¨glichkeit, bei Rechnungen mit mindestens
zwei Komponenten Nichtgleichgewichtszusta¨nde darstellen zu ko¨nnen. Unterschei-
den sich das Elektronensystem und jenes der schweren Teilchen in den Temperaturen
Te und Ti, so liegt ein nicht equilibrierter Zustand vor. Relevant ist dies insbesondere
fu¨r die Simulation des Zustands von Plasmaproben direkt nach dem Beschuss durch
hochenergetische Laser. Die Laserfrequenz koppelt gut mit den leichten Elektronen
und deponiert entsprechend den Großteil der insgesamt an die Materie abgegebe-
nen Energie in deren Partialsystem. Die Ionen hingeben verbleiben auf Grund der
hohen massebedingten Tra¨gheit und entsprechender Plasmafrequenz kalt. Sie erfah-
ren eine Erwa¨rmung durch anschließend stattfindende Sto¨ße mit den aufgeheizten
Elektronen. Auf ultrakurzen Zeitskalen liegt somit ein Zwei-Temperatursystem vor.
In dieser Arbeit sollen die Untersuchungen vorgestellt werden, die mit HNC und
CHNC fu¨r Rechnungen mit unterschiedlicher Ionen- und Elektronentemperatur durch-
gefu¨hrt wurden. Es soll dabei hervorgehoben werden, dass die bei solchen Rech-
nungen auftretende Wechselwirkungstemperatur im Zusammenwirken mit der OZR
einer klaren Definition folgen muss, um nichtphysikalische Ergebnisse zu vermeiden.
Ferner wird der Vergleich mit der Theorie von SVT hergestellt [109], der den Vorteil
des Ansatzes auf Basis des geometrischen Mittels verdeutlicht, Tei =
√
TeTi.
Abbildung 5.10 zeigt zuna¨chst eine HNC-Rechnung, mit der die Unterschiede ver-
deutlicht werden sollen, die sich bei der Verwendung unterschiedlicher Ansa¨tze fu¨r
die Behandlung von Tei ergeben. Hier dargestellt ist die in dieser Arbeit ausschließ-
lich verwendete Formulierung u¨ber das geometrische Mittel, sowie der massenge-
wichtete Ansatz nach SVT (2.9.1). Es ist zu betonen, dass letzterer eine modifi-
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Te = 13.6 eV
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Abbildung 5.10.: Strukturfaktoren fu¨r ein Zwei-Temperatur-Wasserstoffplasma. Die
Rechnungen wurden mit HNC durchgefu¨hrt und veranschaulichen
zuna¨chst die Unterschiede zwischen den verschiedenen Ansa¨tzen
zur Berechnung der Wechselwirkungstemperatur Tei. Dabei ist der
Ansatz u¨ber das geometrische Mittel als durchgezogene Linie dar-
gestellt, die massengewichtete Definition gepunktet.
zierte Form der OZR beno¨tigt. Zu sehen ist zuna¨chst, dass der SVT-Ansatz das
aus Gleichgewichtssystemen bekannte Verhalten fu¨r einfach geladene Systeme kon-
serviert, dass alle Strukturfaktoren der Partialkombinationen am Ursprung gleich
sind, See(0) = Sei(0) = Sii(0). Durch den Zusammenhang des Strukturfaktors am
Ursprung S(0) mit der Kompressibilita¨t la¨sst sich nun argumentieren, dass in einem
Nichtgleichgewicht die Partialsysteme unterschiedlich zur Komprimierbarkeit beitra-
gen sollten. Unter Verwendung der Definition (2.9.13) u¨ber das geometrische Mittel
zeigen die Strukturfaktoren am Ursprung einen Zusammenhang (2.9.15), der u¨ber
die Temperaturen der Partialsysteme bestimmt wird und somit zu unterschiedlichen
Werten am Ursprung fu¨hrt. Dies ermo¨glicht die zuvor angesprochene Interpretati-
on als Folge der temperaturbedingt unterschiedlichen Beitra¨ge zur Kompressibilita¨t
der Partialsysteme aus Elektronen und Ionen. Die heißeren Elektronen verhalten
sich demnach idealer.
Es soll nun auf die angedeutete Einschra¨nkung bei der Wahl einer Definition von
Tei fu¨r unmodifizierte OZR eingegangen werden. Abbildung 5.11 zeigt auf der rech-
ten Seite die Ergebnisse zweier Rechnungen, die unter Nutzung von HNC fu¨r die
gleichen Parameter durchgefu¨hrt wurden. Es soll Wasserstoff im Nichtgleichgewicht
vorliegen, wobei die Elektronentemperatur bei Te = 13,6 eV liegt, die Ionentempe-
ratur bei Ti = 2,72 eV. Es wird von einem vollionisierten Plasma mit einer Teil-
chendichte von ne = ni = 1,0 × 1023 ausgegangen. Die dargestellten Strukturfakto-
ren machen deutlich, dass fu¨r eine Mehrkomponentenrechnung mit unmodifizierten
OZR die Wechselwirkungstemperatur ausschließlich u¨ber das geometrische Mittel
Tei =
√
TeTi definiert werden darf. Sobald davon abgewichen wird, fallen die Werte
92 5. Ergebnisse der Arbeit















Te = 13.6 eV
Ti = 13.6 eV
ne = ni = 1.0e23 cm-3















Te = 13.6 eV
Ti = 2.72 eV
ne = ni = 1.0e23 cm-3
Abbildung 5.11.: Die linke Grafik zeigt den Vergleich der statischen Strukturfakto-
ren einer 1T-Rechnung zwischen HNC und CHNC. Die Aufspal-
tung in unterschiedliche Werte der Strukturfaktoren am Ursprung
durch die Nutzung einer modifizierten Elektronentemperatur in
CHNC wird deutlich. Rechts ist dargestellt, dass bei Abweichung
der Wechselwirkungstemperatur Tei vom geometrischen Mittel die
Strukturfaktoren am Ursprung auf S(k) = 0 fallen.
fu¨r alle Partialsysteme am Ursprung auf S(0) = 0, was als unphysikalisch angesehen
werden muss. Beispielhaft wird eine Rechnung unter Nutzung der Definition von
SVT gezeigt. Es sei betont, dass die Sta¨rke der Abweichung nicht relevant ist. So-
bald Tei von Gleichung (2.9.13) abweicht, schla¨gt das Verhalten am Ursprung um.
Auch das ist als unphysikalisch anzusehen. Bewegt sich ein System aus dem thermo-
dynamischen Gleichgewicht, sollte eine stetige strukturelle Reaktion zu beobachten
sein.
Die linke Seite von Abbildung 5.11 zeigt beispielhaft das durch CHNC vera¨nderte
Verhalten der Strukturfaktoren um den Ursprung im Gleichgewichtsfall. Der Ansatz,
durch eine modifizierte Elektronentemperatur Te die Ergebnisse der HNC Abschluss-
relation an Referenzergebnisse aus QMC-Rechnungen anzupassen, fu¨hrt letztendlich
dazu, dass jede Rechnung intern im Nichtgleichgewicht stattfindet. Unabha¨ngig von
der physikalischen Temperatur des Systems ergeben sich somit auch die Auswirkun-
gen auf die Strukturfaktoren im Bereich um k = 0, die zuvor diskutiert wurden.
Wa¨hrend HNC im Gleichgewicht alle Strukturfaktoren der Partialsystem am Ur-
sprung angleicht, See(0) = Sei(0) = Sii(0), lo¨st CHNC dieses Verhalten nach (2.9.15)
auf, da sich die Elektronentemperatur vom Ionensystem unterscheidet, Te > Ti. Die
zugeordneten Kompressibilita¨tsbeitra¨ge weisen das Elektronensystem somit trotz
thermodynamischen Gleichgewichts als idealer aus, wa¨hrend die schweren Ionen ge-
genu¨ber der HNC-Rechnung bei gleichen Bedindungen einen geringeren Wert bei
k = 0 aufweisen.
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5.5. Bestimmung der Hugoniotkurve
Ein Ziel dieser Arbeit ist es, zu evaluieren, inwieweit CHNC die Mo¨glichkeit liefert,
entlang der Hugoniotkurve Rechnungen durchzufu¨hren. Es geht dabei insbesondere
um die Berechnung der Kurve zum Verlauf von Druck und Kompression bei Schock-
experimenten, die alle mo¨glichen Endpunkte des Probenmaterials im Verlauf des
Experiments darstellt, ausgehend von einer urspru¨nglichen Konfiguration, welche
meist bei Raumtemperatur und -druck liegt. Bei einem einzelnen Beschuss der Pro-
be folgt das Material dieser Hugoniotkurve, was von theoretische Seite bedeutet, dass
man u¨ber einen sehr breiten Temperatur- und Dichtebereich zuverla¨ssige Struktur-
daten beno¨tigt. Die drei wesentlichen Gro¨ßen, Dichte ̺, Temperatur T und Druck p,
u¨berschreiten dabei mitunter mehrere Gro¨ßenordnungen. Wa¨hrend die Dichte mit
meist unter zehnfacher Kompression noch einen kleinen Bereich beschreibt, umfas-
sen die Temperatura¨nderung nicht selten den Bereich T = 300K bis T > 1000000K,
was letztendlich Dru¨cke bis in den Gigabarbereich nach sich zieht.
Ausnahmslos alle ga¨ngigen Methoden zur Berechnungen thermodynamischer Gro¨-
ßen und Strukturdaten erfahren in einer derart weit aufgespannten Parameterebene
Bereiche, in denen sie methodischen Schwa¨chen unterliegen, welche die Rechnungen
entweder enorm aufwendig werden lassen oder die Verla¨sslichkeit der Ergebnisse un-
tergraben. DFT-MD la¨uft beispielsweise bei geringen Dichten und hohen Tempera-
turen in große Probleme bezu¨glich der Effizienz, auf Grund der no¨tigen Boxgro¨ße be-
ziehungsweise der hohen Anzahl an zu beru¨cksichtigenden Elektronenba¨nder. HNC
kann bei niedrigen Temperaturen und hohen Ladungszusta¨nden oder Elektronen-
dichten oft keine stabile Mehrkomponentenrechnung mehr garantieren. Ein mo¨gli-
cher Ausweg ist eine HNC-Rechnung mit einer Komponente, die fu¨r diese kritischen
Parameter dann jedoch in der Regel unphysikalische Oszillationen bei den Paarver-
teilungsfunktionen und statischen Strukturfaktoren aufweist.
CHNC hat gegenu¨ber HNC den Vorteil, dass bis in den Bereich hoher Kopp-
lung und Entartung auch fu¨r Mehrkomponentensysteme stabile Rechnungen mo¨glich
sind. Damit besteht die Mo¨glichkeit, die Methode auf ein breites Gitter aus Punkten
entlang von Dichte- und Temperaturachsen anzuwenden. Es werden so die Basisda-
ten erlangt, aus denen Hugoniotkurven errechnet werden ko¨nnen. Zur effizienten
Behandlung beliebiger Materialien wurde ein Programm entwickelt, das automati-
siert entlang vorgegebener Parameterpfade das Hilfsprogramm COMPTRA aufruft
und auswertet, um im Anschluss auf Basis der berechneten Plasmazusammenset-
zungen das Programm CHNC auszufu¨hren. Der Ablauf wiederholt sich Punkt fu¨r
Punkt bis der gesamte Parameterbereich diskretisiert auf bis u¨ber 1000 Stu¨tzstellen
abgearbeitet wurde. Im Anschluss erfolgt die ebenfalls automatisierte Auswertung
hinsichtlich der Berechnung von Druck p und innerer Energie U auf Basis der Struk-
turfaktoren nach (2.12.2). Der nun zur Verfu¨gung stehende Satz an thermodynami-
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Abbildung 5.12.: Die Abbildung zeigt Ergebnisse zur Berechnung der Hugoniotkurve
eines Kohlenwasserstoffplasmas, basierend auf den Ausgangspara-
metern T0 = 300K, ̺0 = 1,085 g/cm
-3 und p0 = 1bar. Die CHNC
Ergebnisse sind in schwarz dargestellt und weichen deutlich von
den gru¨nen QMD-Ergebnissen von Hu et al. und der SESAME
7592 in rot ab.
schen Daten kann einem Hugoniotrechner als Grundlage dienen. Dieser analysiert
den gesamten Datensatz gema¨ß Gleichung (A.1.6) und erzeugt somit fu¨r beliebige
Anfangsbedingungen die zugho¨rige Hugoniotkurve. Der Ablauf erfordert einen ge-
ringen Rechenaufwand von wenigen Stunden (t < 10 h) auf einem aktuellen PC.
Kohlenwasserstoff
Ein erster Test des Verfahrens wurde fu¨r Kohlenwasserstoff durchgefu¨hrt. Abbildung
5.12 zeigt die Ergebnisse auf Basis der CHNC-Rechnungen im Vergleich zu QMD-
Rechnungen von Hu et al. und der SESAME 7592. Das Plasma wird hier aus einer
Ausgangssituation unter Normalbedingungen bei T0 = 300K, ̺0 = 1,085 g/cm
-3
und p0 = 1bar heraus erhitzt und verdichtet. Es wird deutlich, dass die u¨ber
CHNC berechneten Strukturfaktoren zu Dru¨cken und inneren Energien fu¨hren, die
bei der Berechnung der Hugoniotkurve wesentlich fru¨her hohe Dru¨cke annehmen.
Im Vergleich zu den beiden anderen Kurven wird schon bei einer Kompression un-
ter ̺/̺0 = 3,5 der Bereich von p = 50Mbar u¨berschritten, was gegenu¨ber den
QMD-Daten in etwa einer Abweichung um den Faktor 5 entspricht. Eine ho¨here
Kompression als ̺/̺0 = 3,5 wird auf Basis der CHNC-Daten zudem nicht erreicht,
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wa¨hrend andere Methoden unter diesen Parametern Kompressionen bis in den Be-
reich ̺/̺0 > 4,0 nahelegen. Erst bei derartiger Verdichtung werden zudem Dru¨cken
jenseits von p = 50Mbar erreicht.
Es ist nun zu analysieren, wie CHNC derartige Abweichungen erfahren kann, und
in welchen Parameterbereichen die Qualita¨t der Ergebnisse Schwa¨chen aufweist. Der
fru¨he Anstieg des Drucks in Relation zur Kompression deutet darauf hin, dass der
CHNC-Datensatz eine deutlich andere Entwicklung von Druck p und innerer Energie
U u¨ber die Temperatur T und die Dichte ̺ mit sich bringt. Sie setzt somit in einem
anderen Parameterbereich U und p in eine Relation zueinander, welche Gleichung
(A.1.6) erfu¨llt. Die Berechnung der beiden Gro¨ßen ist u¨ber (2.12.2) klar definiert. Die
Entwicklung dieser Gro¨ßen innerhalb des Parametergitters ist u¨ber den Strukturfak-
tor und das Coulombpotential bestimmt, so dass keine systematisch falsche Relation
zwischen den beiden Gro¨ßen auftreten kann, die durch den fehlerhaften Verlauf von
nur einer thermodynamen Gro¨ße, p oder U , zustande kommt. Aus Gleichung (A.1.6)
ergibt sich nur eine weitere Abha¨ngigkeit von der Dichte. Daraus folgt, dass sich bei
definitionsgema¨ß festgelegtem Coulombpotential ausschließlich der Strukturfaktor
S(k) so mit der Dichte entwickeln kann, dass die Hugoniotgleichung in einem zu
kleinen Kompressionen verschobenen Bereich erfu¨llt wird.
Die Berechnung der beiden Schlu¨sselgro¨ßen Druck p und innerer Energie U er-
folgt durch Integration u¨ber den Strukturfaktor. Fu¨r eine Analyse, inwiefern die
u¨ber CHNC berechneten Strukturfaktoren S(k) Abweichungen aufweisen, die im
Vergleich zu anderen Methoden wie QMD zu schnell zu hohe Dru¨cke liefern, muss
diese Integration untersucht werden.
Aluminium
Auf Grund der unerwartet starken Abweichung bei Kohlenwasserstoff in Abbildung
5.12 wurde eine weitere Rechnung auf Basis von CHNC fu¨r Aluminium durchgefu¨hrt.
Auch hier kam es zu enormen Abweichungen gegenu¨ber ga¨ngigen SESAME-Daten.
Diese sind sogar so gravierend, dass sich aus den Daten keine physikalisch sinnvolle
Hugoniotkurve berechnen la¨sst. Fu¨r Aluminium liegen durch Witte et al. Struktur-
faktoren in den hier relevanten Bereichen vor, die mit DFT-MD berechnet wurden.
Abbildung 5.13 zeigt die Ergebnisse von Rechnungen mit DFT-MD [124] und CHNC
bei Festko¨rperdichte und verschiedenen Temperaturen. Es wird ersichtlich, dass im
Bereich hoher Temperaturen um T = 6 eV eine gute U¨bereinstimmung zwischen
den Methoden vorliegt. Eine Integration u¨ber den Strukturfaktor Sii(k) fu¨hrt zu
gleichen Ergebnissen mit vernachla¨ssigbaren Abweichungen. Sinkt die Temperatur
jedoch in den Bereich niedrigerer Temperaturen, so errechnet CHNC eine wesentlich
ausgepra¨gtere Struktur, wobei das Maximum ho¨her ausfa¨llt und zusammen mit dem
Verlauf bei kleinen k leicht verschoben ist. Mit Abstrichen entspricht der Struktur-
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DFT-MD, T = 6 eV
CHNC, T = 6 eV
DFT-MD, T = 0.5 eV
CHNC, T = 0.5 eV
DFT-MD, T = 0.3 eV
Abbildung 5.13.: Dargestellt sind Ion-Ion-Strukturfaktoren Sii(k), wie sie fu¨r ein
Aluminiumplasma bei Festko¨rperdichte ̺ = 2,71 g/cm3 fu¨r ver-
schiedene Temperaturen mit Hilfe von DFT-MD und CHNC be-
rechnet wurden.
faktor, den CHNC bei T = 0,5 eV berechnet, dem Ergebnis einer DFT-MD-Rechung
bei T = 0,3 eV. Diese Abweichung wirkt sich auf das berechnete Integral aus und
fu¨hrt dazu, dass CHNC bei niedrigen Temperaturen Dru¨cke und innere Energi-
en liefert, die sich stark von DFT-MD unterscheiden. Die Korrelation wird offen-
bar u¨berscha¨tzt und beschreibt bei kleinen Temperaturen zu strukturierte Plasma-
zusta¨nde. Die durch CHNC berechnete Sta¨rke und U¨berbewertung der Korrelationen
nimmt im Bereich hoher Temperaturen ab und verschiebt so die Verla¨ufe von Druck
und Temperatur gegenu¨ber den Ergebnissen von Witte et al.
Es bleibt zu analysieren, warum CHNC zu einer solchen U¨berscha¨tzung der Kor-
relationen im Bereich kleiner Temperaturen neigt. Es scheint zuna¨chst paradox, da
die hohen Werte des Kopplungsparameters Γ > 20 in diesem Temperaturbereich die
Nutzung einer Bru¨ckenfunktion erfordern sollte, welche zusa¨tzlich kurzreichweitige
Korrelationen beru¨cksichtigt und die Strukturauspra¨gung versta¨rken mu¨sste. Um die
methodischen Ma¨ngel von CHNC einzugrenzen, wurden mehrere Testrechnungen fu¨r
Aluminium und Kohlenwasserstoff mit gea¨nderten Parametern durchgefu¨hrt. Dabei
wurde insbesondere der Einfluss der Bru¨ckenfunktion und einer effektiven, gemit-
telten Ladung ohne Aufschlu¨sselung der einzelnen Ladungszusta¨nde getestet. Beide
Ansa¨tze vera¨ndern die Strukturfaktoren nur marginal, so dass sich fu¨r die Hugoniot-
rechnungen nur minimale Verschiebungen ergeben.
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Erweiterung um den Bindungsanteil
CHNC wurde fu¨r vollsta¨ndig ionisierte Systeme entwickelt. Damit wird neben den
festgestellten Unterschieden bei der Strukturberechnung die Vernachla¨ssigung der
Beitra¨ge der Bindungszusta¨nde eine wesentliche Ursache fu¨r die Verschiebung der
Hugoniotkurve sein. Aluminium weist gegenu¨ber Kohlenstoff zudem u¨ber einen brei-
ten Parameterbereich eine ho¨here Anzahl an gebundenen Elektronen auf, was den
Einfluss des Korrelationsterms versta¨rkt. Dies erkla¨rt, warum sich auf Basis von
CHNC fu¨r Aluminium keine physikalisch sinnvolle Hugoniotkurve berechnen la¨sst.
Es stellt sich die Frage, inwiefern die Beitra¨ge der gebundenen Elektronen be-
handelt werden ko¨nnen. Die volle Thermodynamik ist durch die totale freie Energie
F = F 0+F 0ei+F
1
ei+Fii bestimmt. Der Anteil F
0
ei ergibt sich aus der Wechselwirkung
der Ionen mit den gebundenen Elektronen und kann u¨ber CHNC nicht direkt be-
rechnet werden. Mo¨glichkeiten, die den Term konsistent in die Methode aufnehmen,
befinden sich aktuell in der Phase der Diskussion [22]. Ein anderer Ansatz besteht








fu¨r alle im System vorkommenden Ladungszusta¨nde. Die totale innere Energie be-
rechnet sich dann aus der Summe beider Terme, Utot = Ub + UCHNC Diese Methode
bringt nicht den gewu¨nschten Erfolg. Es hat sich herausgestellt, dass eine nachtra¨gli-
che Behandlung der gebundenen Zusta¨nde kaum Einfluss auf den Verlauf der Hugo-
niotkurve nimmt. Der Ansatz ist auch nicht konsistent, da die gebundenen Zusta¨nde
schon bei der Berechnung der Struktur nicht beru¨cksicht werden. Zum jetzigen Zeit-
punkt muss somit zum Ausdruck gebracht werden, dass CHNC keinen verla¨sslichen
Datensatz fu¨r den Druck p und die innere Energie U liefert, der Berechnungen unter
Nutzung der Hugoniotgleichung hinreichend genu¨gt.
Re´sume´
Zum Abschluss des Kapitels soll ein vorweggenommenes Re´sume´ der Ergebnisse zur
Berechnung der Hugoniotkurve stehen. Es konnte gezeigt werden, dass CHNC in
vielen Fa¨llen bei der Berechnung der statischen Struktufaktoren S(k) die großen
Geschwindigkeitsvorteile gegenu¨ber DFT-MD oder MC ausspielen kann, ohne da-
bei die wesentlichen Strukturmerkmale der Systeme falsch zu beschreiben. Dennoch
ko¨nnen die aktuell vorliegenden Defizite klar benannt werden. Bei geringen Tem-
peraturen fu¨hrt die Methode zu Abweichungen bei kleinen k. Fu¨r die Berechnung
des Drucks p und der inneren Energie U ist das besonders kritisch, da sich die
wesentlichen thermodynamischen Informationen der freien Teilchen aus diesem Be-
reich ergeben. Die Beitra¨ge der gebundenen Elektronen werden zudem vollsta¨ndig
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vernachla¨ssigt, was sich umso sta¨rker auszuwirken scheint, je gro¨ßer der Anteil der
gebundenen Elektronen im System ist. Die Herausforderung wird darin bestehen,
ein robustes, effektives Potential sowie eine Erweiterung von CHNC abzuleiten, die
die Beitra¨ge der gebundenen Elektronen hinreichend beru¨cksichtigen und Struktur-
details bei geringen Temperaturen genauer beschreiben.
6. Zusammenfassung
Ziel dieser Arbeit war die Untersuchung der Mo¨glichkeiten zur Berechnung von
strukturellen und thermodynamischen Eigenschaften warmer, dichter Materie mit
Hilfe von CHNC. Dazu wurde ein Programm entwickelt, das in großem Umfang Me-
thoden und Modifikationen zur Verfu¨gung stellt, mit denen CHNC fu¨r Gleichgewichts-
und Nichtgleichgewichtssysteme mit beliebig vielen Komponenten genutzt werden
kann. Die Rechnungen, welche damit mo¨glich sind, wurden in großer Vielzahl fu¨r
verschiedene Systeme mit Elementen niedriger Ordnungszahl bis Z = 13 durch-
gefu¨hrt und mit Ergebnissen verglichen, die u¨ber HNC, DFT-MD und QMC er-
langt wurden. Besonderes Augenmerk galt dabei der Qualita¨t der berechneteten
Struktureigenschaften, sowie die Anwendbarkeit dieser auf Stoßwellenexperimente,
wie sie beispielsweise am LLNL, SLAC, Sandia National Labs (alle USA), DESY
(Deutschland) oder SACLA (Japan) durchgefu¨hrt werden. Zu diesem Zweck wur-
den Rechnungen zu Wasserstoff, Beryllium, Kohlenstoff, Aluminium, Lithium und
Kohlenwasserstoff in Parameterbereichen durchgefu¨hrt, die fu¨r die aktuellen Expe-
rimente relevant sind.
Eine wesentliche Erkenntnis, die gewonnen werden konnte, ist der enorme Vorteil
von CHNC gegenu¨ber HNC, was die Breite des Parameterbereichs bezu¨glich Tempe-
ratur T und Dichte ̺ angeht, sowie die Gu¨te der berechneten Paarverteilungsfunk-
tionen g(r) und statischen Strukturfaktoren S(k). Der tatsa¨chliche Bereich, in dem
HNC stabile Mehrkomponentenrechnungen erlaubt und physikalisch sinnvolle Er-
gebnisse liefert, beginnt fu¨r die meisten Teilchendichten ni > 10
22 cm-3 erst bei einer
Temperatur von T > 5 eV. CHNC hingegen liefert bis T < 1 eV qualitativ verla¨ssli-
che Ergebnisse u¨ber die Struktur der behandelten Systeme. Beispielhaft wurde das
in dieser Arbeit mit einer Rechnung fu¨r Wasserstoff bei einer extrem hohen Teilchen-
dichte von ni = 1,8×1025 cm-3 gezeigt. Die Temperatur lag fu¨r diesen Fall, der einen
Vergleich zu QMC-Rechnungen von Liberatore et al. [82] bildet, bei T = 0,34 eV.
Fu¨r Mehrkomponentenrechnungen mit HNC stellen solche Bedindungen eine große
Hu¨rde dar. CHNC ha¨lt dem Vergleich mit QMC bezu¨glich der Struktureigenschaften
solch hochverdichteten Wasserstoffs stand.
Im Detail ergeben sich jedoch auch mit CHNC Schwa¨chen, was die thermodynami-
sche Eigenschaften betrifft. So liegen bei verha¨ltnisma¨ßig niedrigen Temperaturen
T < 2 eV stets Abweichungen gegenu¨ber experimentellen Daten und Ergebnissen
von DFT-MD- und QMC-Rechnungen vor, wenn mann sich die statischen Struk-
turfaktoren bei kleinen k und insbesondere die Ho¨he der Maxima anschaut. Diese
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Diskrepanzen haben unmittelbare Auswirkungen auf thermodynamische Gro¨ßen wie
Druck p und innere Energie U , welche sich durch Integration u¨ber den Strukturfak-
tor berechnen lassen. Mit steigender Temperatur werden diese Abweichungen ge-
genu¨ber den numerisch wesentlich aufwendigeren Methoden immer geringer, wobei
sich die Anna¨herung mit CHNC deutlich schneller vollzieht. Fu¨r Beryllium konnte
dies fu¨r Parameterbereiche gezeigt werden, die als Vergleich mit QMD-Rechnungen
von Plagemann et al. [100] gewa¨hlt wurden. Sie basieren auf Experimenten fu¨r un-
komprimiertes und dreifach komprimiertes Beryllium bei nui = 1,24× 1023 cm-3 und
T u = 12 eV, sowie nci = 3,676× 1023 cm-3 und T c = 13 eV. Es wurde mit effektiven
Ladungen von Zu = 2,105 und Zc = 2,21 gerechnet. Die Methoden wiesen eine gute
U¨bereinstimmung fu¨r den Bereich des Maximums auf. Bei kleinen k und insbesonde-
re bei k = 0 zeigt HNC hingegen deutliche Abweichungen. Der Strukturfaktor wurde
dort stark unterscha¨tzt, wa¨hrend CHNC eine sehr gute U¨bereinstimmung mit den
u¨ber die isotherme Kompressibilita¨t berechneten DFT-MD-Werten bei k = 0 liefern
kann.
Weitere Untersuchen an Lithium und Aluminium wurden in Temperaturbereichen
und bei Dichten durchgefu¨hrt, die die zuvor beschriebende Schwa¨che der thermo-
dynamischen Konsistenz auch bei CHNC sichtbar machen. Fu¨r Aluminium wurden
Rechnungen durchgefu¨hrt die bei Temperaturen von T = 3,5 eV und T = 10 eV
und Dichten von ni = 1,18 × 1023 cm-3 beziehungsweise ni = 1,81× 1023 cm-3 einen
Vergleich mit DFT-MD von Ru¨ter und Redmer [105] und HNC bieten sollten. Da-
bei kamen auch Bru¨ckenfunktionen zum Einsatz, womit die Unterschiede zwischen
CHNC und DFT-MD bei den Ergebnissen des ionischen Struktufaktors Sii(k) jedoch
nicht behoben werden konnten. Das Maximum und der Wert bei k = 0 wurden durch
CHNC und HNC bei T = 3,5 eV unterscha¨tzt, was sich durch die Anwendung der
Bru¨ckenfunktion noch verscha¨rft hat. Fu¨r die ho¨here Temperatur von T = 10 eV galt
das gleiche, wobei CHNC die Kompressibilita¨t nun leicht u¨berscha¨tzt. Somit stimm-
ten die Methoden bei der wesentlichen qualitativen Strukturinformation u¨berein, im
Detail liegen aber Differenzen vor.
Fu¨r Lithium ergibt sich das gleiche Bild. Es wurde unter Bezug auf ein Experi-
ment von Saiz et al. [106] bei einer Dichte von ̺ = 0,6 g/cm3 und einer Temperatur
von T = 4,5 eV untersucht. Ein Vergleich mit DFT-MD-Ergebnissen von Witte et
al. zeigt erneut, dass die grundlegende Struktur durch CHNC reproduziert werden
kann, der Verlauf bei kleinen k jedoch niedriger ausfa¨llt. U¨ber alle Rechnungen hin-
weg la¨sst sich der Trend ausmachen, dass CHNC dazu neigt, die Systeme als weniger
ideal zu beschreiben.
Rechnungen fu¨r Kohlenstoff und Kohlenwasserstoff haben in dieser Arbeit die
Mo¨glichkeit aufgezeigt, Systeme mit einer gro¨ßeren Zahl an Ionisationsstufen in
Mehrkomponentenrechnungen mit CHNC aufzuschlu¨sseln. Daraus ergibt sich die
Mo¨glichkeit, detailliert die Beitra¨ge der einzelnen Ionensorten zu den Struktureigen-
schaften des Systems zu untersuchen. Es wurden fu¨r beide Systeme Rechnungen mit
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bis zu vierfach ionisiertem Kohlenstoff vorgestellt und die aussagekra¨ftigsten Struk-
turfaktoren dargestellt. Durch den Vergleich unterschiedlicher Dichten und Tem-
peraturen konnte zudem ein Effekt erla¨utert werden, der im Bereich kleiner k fu¨r
bestimmte Strukturfaktoren ein Minimum entstehen la¨sst. Es wurde ferner ein Er-
kla¨rungsversuch auf Basis der Abschirmwolken um die Ionen erbracht.
In einem gesonderten Abschnitt wurde noch auf die Fa¨higkeit des im Rahmen die-
ser Arbeit genutzten Programms eingegangen, auch Systeme im Nichtgleichgewicht
behandeln zu ko¨nnen. Nichtequilibrierte Systeme liegen beispielsweise bei laserindu-
ziertem Aufheizen von Plasmen vor, bei denen auf kurzen Zeitskalen der Großteil der
Energie im Elektronensystem der Probe deponiert wird. Das Programm bietet so-
mit die Mo¨glichkeit, Strukturen derarter Plasmazusta¨nde zu berechnen. Dies wurde
beispielhaft fu¨r Wasserstoff dargestellt, wobei insbesondere noch darauf eingegangen
wurde, dass die fu¨r diese Arbeit genutzte Definition einer Wechselwirkungstempe-
ratur Tei die einzige ist, die auf unmodifizierte OZR angewendet werden kann. Das
Anwenden des geometrischen Mittels Tei =
√
TeTi fu¨hrt zu einer Aufspaltung der
Strukturfaktoren der Partialsysteme nach ihrer Temperatur. Geringfu¨gige Abwei-
chungen der Wechselwirkungstemperatur fu¨hren zu einem unstetigen Abfall aller
Strukturfaktoren auf S(0) = 0. Durch einen Vergleich mit einer massegewichteten
Definition von Seuferling et al. [109] wurde der Umstand im Detail erla¨utert.
Eine weitere Schwa¨che von CHNC musste fu¨r die Berechnung von Hugoniotkurven
festgestellt werden. Sie leitet sich unmittelbar aus den zuvor besprochenen Abwei-
chungen der Strukturdetails ab. Untersucht wurde die Mo¨glichkeit, auf Basis der
von CHNC berechneten Strukturfaktoren S(k) oder Paarverteilungsfunktionen g(r)
die thermodynamischen Gro¨ßen der inneren Energie U und des Drucks p u¨ber einen
sehr breiten Dichte- und Temperaturbereich zur Verfu¨gung zu stellen. Innerhalb die-
ses umfangreichen Datensatzes sollten Lo¨sungen fu¨r die Hugoniotgleichung zu be-
stimmten Ausgangsparametern gesucht werden. Fu¨r Stoßexperimente stellen solche
Kurven den Verlauf aller mo¨glichen Endpunkte dar, zu denen sich das komprimierte
System entwickeln kann. Der Ansatz wurde fu¨r Kohlenwasserstoff getestet, um einen
Beitrag fu¨r die Auswertung zahlreicher Experimente mit Polystyrol zu liefern. Die
Lo¨sungen, die der CHNC-Datensatz ermo¨glicht, fu¨hrten letztendlich zu Kurven, die
weit ab der experimentellen Verla¨ufe und anderer theoretischer Methoden wie DFT-
MD liegen. CHNC la¨sst das System bei im Vergleich wesentlich geringeren Dichten
sehr hohe Dru¨cke bis in den Bereich p > 100Mbar annehmen.
Als Ursache fu¨r dieses Verhalten konnte der Strukturfaktor ermittelt werden. Die
bereits fu¨r Wasserstoff beschriebenen Abweichungen bei kleinen k und bei der Aus-
pra¨gung auftretender Maxima fu¨hren u¨ber die Intergration letztendlich zu sich von
anderen Methoden deutlich unterscheidenden Dru¨cken und inneren Energien, insbe-
sondere bei niedrigen Temperaturen und hohen Dichten. Dabei ist die Stabilita¨t der
Verla¨ufe der Strukturfaktoren so hoch, dass Mo¨glichkeiten zur Verbesserung der Be-
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handlung von Korrelationen in stark gekoppelten Systemen keinen entscheidenden
Einfluss nehmen. So konnte das Ergebnis mit allen getesteten Bru¨ckenfunktionen
B(r) nicht verbessert werden. Auch alternative Berechnungsmethoden der Tem-
peraturmodifikation von CHNC auf Basis der Ideen von Liu und Wu [85] fu¨hren
zu keiner hinreichenden Anpassung der Strukturfaktoren. Ein weiterer umfang-
reicher Test wurde zusa¨tzlich mit Aluminium durchgefu¨hrt, wobei die Ergebnisse
noch gravierend unphysikalischer ausfielen. Letztendlich muss konstatiert werden,
dass CHNC qualitativ sehr gute Strukturergebnisse in kritischen Parameterberei-
chen starker Kopplung und hoher Entartung liefern kann. Die exakten Verla¨ufe der
bina¨ren Korrelationsfunktionen und damit auch der Paarverteilungsfunktionen und
statischen Strukturfaktoren weisen aus thermodynamischer Sicht jedoch Ma¨ngel auf.
Bei kleinen Temperaturen und sehr hohen Dichten fa¨llt die Qualita¨t der Ergebnisse
fu¨r thermodynamische Potentiale ab.
Zuku¨nftige Untersuchungen an CHNC und HNC werden sich darauf konzen-
trieren mu¨ssen, die beschriebenen Ma¨ngel durch eine konsistente Behandlung der
Kopplungs- und Quanteneffekte u¨ber einen breiten Parameterbereich hinweg zu be-
heben. Eine große Rolle muss dabei die Suche nach einer vernu¨nftigen Beschreibung
nicht vollsta¨ndig ionisierter Systeme spielen. CHNC wurde unter der Annahme ent-
wickelt, dass ein System beschrieben werden soll, in dem keine gebundenen Elek-
tronen vorliegen. Die entsprechenden Referenzrechnungen und Modifikationen der
Elektronentemperatur wurden darauf aufbauend gewa¨hlt. Diese Arbeit stellt die
erste umfangreiche Untersuchung dar, inwieweit sich der Ansatz auch fu¨r Systeme
eignet, in denen Elektronen frei und gebunden vorliegen.
A. Anhang
A.1. Hugoniot-Rechnungen
In Kapitel 3 geht es um Experimente an Materie unter extremen Bedingungen. So
werden Mo¨glichkeiten vorgestellt, Proben in Zusta¨nde extremer Dru¨cke zu treiben
und zum Beispiel durch Streuexperimente Struktureigenschaften zu ermitteln. In
diesem Abschnitt soll auf die Theorie zur Beschreibung von Stoßwellenexperimen-
ten eingegangen werden. Aus ihr ergeben sich Mo¨glichkeiten, mit Hilfe der verha¨lt-
nisma¨ßig eingeschra¨nkten direkten Messungen, welche an einer komprimierten Pro-
be mo¨glich sind, Aussagen auf grundlegende thermodynamische Eigenschaften zu
treffen. Bei einem Stoßwellenexperiment werden in der Probe Kompressionswellen
ausgelo¨st, die mit einer Geschwindigkeit vS ≫ cS durch das Material propagieren.
Hierbei ist cS die Schallgeschwindigkeit in dem entsprechenden Medium. Der einge-
hende schockartige Stoß auf die Probe kann dabei verschiedenartig erzeugt werden.
Zum einen gibt es klassische Kompressionsverfahren wie der ballistische Beschuss
durch eine Gaskanone oder chemische Explosionen. Weitere Methoden sind neben
der Drahtexplosion, bei der in Millisekunden mehere Kiloampere durch einen Draht
geschickt werden, die sogenannte Z-Pinch oder Hochleistungslaser. Letztere werden
in dem Kapitel zu den experimentellen Grundlagen noch einmal genauer beschrie-
ben.
An derartigen Anlagen lassen sich Kompressionsdru¨cke bis in den Gigabarbereich
erreichen, wobei sich der Großteil der Experimente eher bei einigen Megabar ab-
spielt. In diesem Bereich la¨sst sich die Strukturdiagnostik noch sicherer beherrschen,
und fu¨r die Vorhersage des zu erwartenden Verhaltens der Probe nach der Kompres-
sion liegen fundierte Theorien vor. Eine direkte Untersuchung der durch die Probe
getriebenen Stoßwelle la¨sst sich u¨ber Laser realisieren, die an der sich bewegenden
Stoßfront reflektiert werden. U¨ber die Auswertung der Dopplerverschiebung lassen
sich Ru¨ckschlu¨sse auf die vorliegenden Geschwindigkeiten ziehen. Als etablierte Ver-
fahren seien das X-Ray-Backlighting oder VISAR (Velocity Interferometer System
for Any Reflector) genannt. Mit Kenntnis der Geschwindigkeiten des komprimieren-
den Treibers (engl.: Pusher) up und der propagierenden Stoßfront us la¨sst sich die
Hugoniot-Gleichung aufstellen. Sie beschreibt den Verlauf des Drucks zur Verdich-
tung der Probe bei einem einzelnen Kompressionsstoß und kann u¨ber die Erhaltung
von Impuls P , Energie E und Masse m hergeleitet werden.
104 A. Anhang
Seien A die Querschnittsfla¨che der Probe, ρ0 die Ausgangsdichte und ρ1 die kom-
primierte Dichte zu einem beliegigen Zeitpunkt t nach dem initialen Auslo¨sen der
Stoßwelle. Es gilt, dass die Masse m in der Stoßfront der Masse entsprechen muss,
die sich vor dem Stoß in dem Bereich der Stoßfront und dem durch den Treiber
verdra¨ngten Volumen befunden hat, was sich u¨ber
ρ0ustA = ρ1(us − up)tA (A.1.1)
ausdru¨cken la¨sst. Unter Beru¨cksichtigung des Kompressionsfaktors η = ρ1/ρ0 =












bilden. Die Herleitung der Impulserhaltung ergibt sich u¨ber die Betrachtung des auf
die Stoßwelle u¨bertragenen Impuls durch den Treiber. U¨ber geometrische Betrach-
tungen la¨sst sich die Impulsformel als Produkt von Masse m und Geschwindigkeit
u fu¨r die Stoßwelle zuna¨chst als
ρ0UstAup =△ p = p(t)− p(0) = Ft = (P1 − P0)At (A.1.3)
schreiben. Es la¨sst sich hieraus die fu¨r die Hugoniot-Gleichungen ga¨ngige Formulie-
rung
P1 − P0 = ρoupus (A.1.4)
ableiten. Bei der Erhaltung der Energie mu¨ssen zwei Beitra¨ge beachtet werden. Zum
einen ist die propagierende Stoßwelle Tra¨ger innerer Energie, und zum anderen wur-
de das sich mit ihr bewegende Material komprimiert, was somit u¨ber die geleistete
Volumenarbeit die innere Energie des Systems erho¨ht. U¨ber den Impuls des Treibers





+ ǫ1 − ǫ0
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= P1uptA (A.1.5)
formulieren, wobei die spezifische innere Energie ǫ = U/m genutzt wurde.
Aus den gewonnenen Erhaltungsformeln la¨sst sich durch Umformen die bekannte
Hugoniotgleichung [54]










ableiten, mit der sich das Verhalten komprimierter Systeme nach einfachem Stoß
im Sinne der zu erwartenden Druck- und Dichteentwicklung na¨herungsweise vor-
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hersagen la¨sst. Zu bekannten Ausgangspunkten ρ0 und ǫ0 muss sich das Material
der Probe bei Stoßwellenexperimenten mit einem einzelnen Stoß entlang der durch
(A.1.6) bestimmten Kurve entwickeln. Daraus ergeben sich neben Dru¨cken im Me-
gabarbereich auch relativ hohe Temperatur bis T ≤ 106K, so dass offenbar ein hoher
Anteil der durch den Stoß ins System gebrachten Energie thermisch deponiert wird.
U¨ber multiple Sto¨ße lassen sich hingeben noch ho¨here Dru¨cke bei geringerer Tempe-
raturentwicklung erreichen. Bei entsprechender Wahl der Stoßparameter lassen sich
Systeme dann na¨herungsweise entlang einer Isentropen entwickeln.
U¨ber die Wa¨rmekapazita¨ten CP und CV lassen sich fu¨r das ideale System Aussagen
zur maximal mo¨glichen Kompression treffen. So kann mit γ = CP/CV fu¨r den Fall





γ − 1 (A.1.7)
bestimmt werden, so dass sich fu¨r einatomige System mit γ = 5/3 eine maximale
Kompression von η = 4 einstellen wird. In Moleku¨lsystemen kann der Wert auf η = 8
steigen. Am Beispiel von Wasserstoff kann gezeigt werden, dass bei Moleku¨lsyste-
men die einsetzende Druckdissoziation den Kurvenverlauf bei hohen Dru¨cken in die
atomare Hugoniotkurve u¨berfu¨hren wird. Die fu¨r die Ableitung einer Hugoniotkurve













Abbildung A.1.: Hugoniotkurven fu¨r atomare und molekulare Systeme, die ein theo-
retisches Kompressionsmaximum von ηa = 4 bzw. ηm = 8 an-
nehmen. Auf Grund einsetzender Druckdissoziation verla¨uft die
tatsa¨chliche Kurve fu¨r molekulare Systeme zuna¨chst wie erwartet,
wendet jedoch und geht bei hinreichend umfangreichen Aufbrechen
der Moleku¨le wieder in den atomaren Verlauf u¨ber.
no¨tigen Schlu¨sselgro¨ßen, innere Energie U und Druck p, lassen sich u¨ber die Paar-
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verteilungsfunktion g(r) ermitteln, so dass mit einem hinreichend umfangreichen
Datensatz u¨ber einen breiten Parameterbereich aus Dichte ̺ und Temperatur T
fu¨r ein beliegiges Material die Hugoniotkurve in Abha¨ngigkeit von den Startbedin-
gungen bestimmt werden kann. In Abschnitt 2.12 wird die Herleitung des no¨tigen
Formalismus im Detail erla¨utert.
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Durch die Mo¨glichkeit, beliebig viele Partialsysteme in die Rechnung einfließen zu
lassen, sollen die korrelativen Beitra¨ge in Systemen mit beispielsweise vielen Ioni-
sationsstufen eines Elements pra¨ziser berechnet werden ko¨nnen. Auf der anderen
Seite muss die Konvergenz des iterativen Lo¨sungsschemas gesichert werden. In den
angestrebten Rechnungen ha¨ngt sie unter anderem explizit vom Radius r ab, bis
zu dem die Korrelationsfunktionen berechnet werden. Wa¨hlt man das Maximum zu
klein, so werden mitunter Strukturdetails auf langen Absta¨nden vernachla¨ssigt und
die Endergebnisse entsprechen nicht den Werten, die sich einstellen wu¨rden, wenn
alle relevanten Merkmale der Korrelationen u¨ber r hinreichend genau mitgenommen
werden. Bei sehr großen Absta¨nden werden auftretende Details allerdings so schwach
sein, dass sie vernachla¨ssigt werden ko¨nnen. Bei der Wahl des Maximalradius ergibt
sich auf Grund der genutzten FFT-Technik die Einschra¨nkung, dass die Stu¨tzstel-
lenanzahl, also die Punkte entlang r, fu¨r die Werte in den Rechnungen behandelt
werden, nur in Potenzen von 2 gewa¨hlt werden kann. Funktionen ko¨nnen nume-
risch nicht infinitesimal fein aufgelo¨st werden. Entsprechend werden die Funktionen
entlang des konvergenztechnisch beno¨tigten Radius in mo¨glichst kleinen Schrittwei-
ten diskret aufgelo¨st, woraus sich die Anzahl der Stu¨tzstellen ergibt. Dynamische
Schrittweiten sind auf Grund der FFT nicht mo¨glich, so dass in Verbindung mit
der beno¨tigten Zweierpotenz und der gewu¨nschten Auflo¨sung der Korrelationsfunk-
tionen Stu¨tzstellenzahlen in der Gro¨ßenordnung von 214 bis 217 beno¨tigt werden.
Zusammen mit der Komponentenzahl, die quadratisch als Faktor die Datenmen-
ge erho¨ht, ergeben sich rasch enorme Datenmenge, auf die schnell, dynamisch und
ha¨ufig zugegriffen werden muss. Beispielhaft sei hier ein System aus Kohlenstoff mit
vier beru¨cksichtigten Ionisationsstufen erla¨utert. Es liegen mit den Elektronen also
C = 5 Komponenten vor, e, C+ . . . C4+, so dass mit nSt = 8192 Stu¨tzstellen eine
Rohdatenmenge M von
M = C · C · nSt · 64 bit = 5 · 5 · 8192 · 64 bit = 13107200 bit = 1,56MB (A.2.1)
anfa¨llt, wenn die Elemente in doppelter Pra¨zision behandelt werden. In einem Zeital-
ter, in dem Desktop-PCs Arbeitspeicher in der Gro¨ßenordnung von Gigabyte (GB)
haben, klingt 1,56 Megabyte (MB, pra¨ziser MiB fu¨r bina¨re Daten) vernachla¨ssig-
bar klein. Es gilt allerdings zu bedenken, dass die Anzahl der Operationen und
Zugriffe wa¨hrend des Iterationsprozesses in die Gro¨ßenordnung bis 106 gehen und
ausserdem große Mengen an Zwischenergebnissen und Teilrechnungen vorliegen. Da
die Rechnungen hauptsa¨chlich auf einem normalen PC und nicht auf Großrechnern
stattfinden sollen, muss ein effizientes Datenmanagement gewa¨hlt werden. Wird dies
vernachla¨ssigt, spielt es mitunter keine Rolle, ob auf einem PC oder einem Groß-
rechner gearbeitet wird, da beim Lesen und Schreiben der Daten ein Flaschenhals
entstehen kann, der die Vorteile von Hochleistungsrechnern relativiert. Durch den
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raschen Wechsel von Matrizenrechnungen u¨ber alle Komponenten an einer Stu¨tz-
stelle und direkten Rechnungen u¨ber alle Stu¨tzstellen an einer Komponente soll
das Lesen und Schreiben der einzelnen Datenelemente mehrdimensional unabha¨ngig
und gleich aufwendig sein. Erreicht wird dies mit einem dreidimensionalen Daten-
vektor, der u¨ber den Radius und quadratisch u¨ber die Komponentenzahl indiziert
wird. Anschaulich kann man sich das als Datenwu¨rfel verstellen, u¨ber dessen x−
und y−Achse die Komponenten laufen und u¨ber die z−Achse der Radius.
Die Speicherzugriffe werden bei vektorieller Datenbehandlung so durchgefu¨hrt,
dass ein direkter Zugriff auf jedes einzelne Element mo¨glich ist, wobei unabha¨ngig
vom gewa¨hlten Element der Aufwand stets gleich bleibt. Es wird zu der Speicherstel-
le gesprungen, an welcher der gewu¨nschte Wert geschrieben wurde. Ein sequentielles
Durchlaufen der Datenkette findet nicht statt und wa¨re auch unpraktikabel.
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CHNC ist eine verha¨ltnisma¨ßig robuste Methode zur Berechnung grundlegender
Strukturdetails von warmer, dichter Materie, die gegenu¨ber herko¨mmlichen HNC-
Rechnungen auch bei Multikomponentenrechnungen einen deutlich breiteren Para-
meterbereich aufspannt, in dem stabile Rechnungen mo¨glich sind. Beispielhaft seien
Temperaturen im Bereich von T = 0,1 eV bis T > 100 eV und Elektronendichten
von ne = 10
20 bis ne = 10
25 genannt. Dennoch kann es passieren, dass wa¨hrend der
Iteration bei Rechnungen mit zwei oder mehr Komponenten Artefakte in den Funk-
tionen auftreten, die sich auf Grund der Korrelationen zwischen den Komponenten
schnell auf die gesamte Rechnung auswirken und diese zum Abbruch bringen ko¨nnen.
Bei Rechnungen mit einer Komponente kann dies nicht passieren. Auf Grund der
fehlenden Matrixinversion resultieren a¨hnliche numerische Singularita¨ten hier in der
Regel darin, dass zwar ein Ergebnis berechnet werden kann, dieses aber hochgra-
dig unphysikalisch, meist extrem oszillierend ist. Die Region der Instabilia¨t kann
dabei qualitativ abgescha¨tzt werden. Bei niedrigen Temperaturen T ≤ 1 eV und
hohen Dichten ne > 10
23 steigt die Wahrscheinlichkeit rasch an, dass die Iterati-
on abbricht. Die Systematik ist dabei allerdings nicht strikt. Es kann vorkommen,
dass bei fester Temperatur T die Dichte hochgefahren wird und dabei Bereiche
u¨berschritten werden, in denen die Rechnung nicht sauber durchla¨uft, wa¨hrend sie
bei weiter steigender Dichte wieder stabil wird. Gleiches gilt bei fester Dichte und
sinkender Temperatur. Die genauen Ursachen, welche zum Abbruch der Iteration
fu¨hren, wurden daher im Detail untersucht.
Zuna¨chst kann u¨ber die Ausgabe der Methode zum Abfangen von Fehlern, die
wa¨hrend des Programmdurchlaufs auftreten, die Matrixinversion als Quelle der In-
stabilia¨t ausgemacht werden. Es treten Singularita¨ten auf. Zur na¨heren Bestimmung
der Ursache wurden die Zwischenergebnisse jedes Rechenschritts analysiert, der im
Vorlauf des Abbruchs durchlaufen wird. Vorab kann zusammengefasst werden, dass
sich der Fehler u¨ber lediglich zwei Iterationsschritte aufschaukelt. Bei der Berech-
nung der Nodalanteile am Ende eines Iterationsschritts kann es passieren, dass dieser
fu¨r bestimmte Radien r bei einer Komponentenkombination ij einen gro¨ßeren Wert
annimmt, als das Potential an dieser Stelle aufweist. Die Berechnung der Korrelati-
onsfunktionen erfolgt nun aber u¨ber einen Term der Paarverteilungsfunktion nach
gij(r) = e
NSij(r)−βV Sij (r) , (A.3.1)
womit sich die Exponentialfunktion auch schon bei kleinen Differenzen von Nij(r)
und βVij(r) zu einem stark ausgepra¨gten Extremum aufschwingt. Bei der anschlie-
ßenden Fouriertransformation u¨bersetzt sich dieses Maximum in eine Oszillation,
die sich wie eine Art Tra¨gerwelle u¨ber die zugeho¨rige Funktion legt. Werden nun
die Matrizenrechnungen zur Lo¨sung der OZR durchgefu¨hrt, u¨bertra¨gt sich die Os-
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zillation auf alle anderen Komponentenkombinationen. Ab diesem Zeitpunkt ist die
Rechnung nicht mehr zu retten, da sich mit jeder weiteren Ausfu¨hrung einer Fou-
riertransformation der Effekt versta¨rkt.
Es soll dieses Verhalten hier an einem Beispiel dargestellt werden, bei dem ein
zweikomponentiges Aluminiumplasma berechnet wird. Dabei wird fu¨r eine Tempe-
ratur von T = 1000K und eine Teilchendichte von ni = 5 · 1022 cm-3 angenommen,
dass das Aluminium dreifach ionisiert ist. Bei diesen Bedingungen kann eine rasche
Instabilia¨t wa¨hrend der Iteration erzwungen werden. Bereits nach vier Iterations-
schritten bricht die Rechnung ab. In den Abbildungen A.2 bis A.5 sind die fu¨r den
Abbruch relevanten Zwischenergebnisse grafisch dargestellt.
Zuna¨chst zeigt sich in A.2, dass der Nodalanteil der Ionen Nii(r) im Ortsraum
bereits nach dem Lo¨sen der OZR im ersten Iterationsschritt fu¨r bestimmte r Werte
annimmt, die u¨ber dem Potential βVii(r) an diesen Stellen liegen, Nii(r) > βVii(r).
Daraus folgt unmittelbar, dass die Exponentialfunktion innerhalb der Berechnung
der Paarverteilungsfunktion gii(r) bei diesen Absta¨nden einen unnatu¨rlichen, sehr
starken Ausschlag ergibt. Dies zeigt sich in Abbildung A.3, wobei das sich abzeich-
nende Extremum ausserhalb der Grafik einen Wert von gmaxii > 35000 annimmt. Die
Rechnung la¨sst sich zuna¨chst fortsetzen und ergibt am Ende des Iterationsschritt die
direkte Korrelationsfunktion c(r)new, mit welcher der na¨chste Iterationsschritt gest-
artet wird. Fu¨r die Ionenkomponente ergibt sich auf Grund der Da¨mpfung ein im
Vergleich zur Paarverteilungsfunktion abgeschwa¨chter Ausschlag. In der Grafik A.4
la¨sst sich gut erkennen, dass der Extremwert die natu¨rliche Stetigkeit der Funktion
an dieser Stelle unterbricht. In dem Bereich vor r = 0,5 schla¨gt die Korrelations-
funktion entgegen dem betragsma¨ßig exponentiellen Abklingen aus. Ein derartiges
Verhalten u¨bersetzt sich nach der Fouriertransformation in eine starke Oszillati-
on, die in der abschließenden Abbildung A.5 fu¨r das Ionensystem erkennbar ist. Von
diesem Punkt an schaukelt sich das Problem unabha¨ngig von allen weiteren Rechen-
schritten mit jeder Fouriertransformation weiter auf und u¨bertra¨gt sich durch die
Matrizenrechnungen auf die anderen Komponenten. Es entstehen im Wechsel immer
sta¨rkere Extrema und die korrespondierenden Oszillationen. In der Regel erreicht
die verursachende Komponentenpaarung Werte jenseits der numerischen Beherrsch-
barkeit, bevor die anderen Komponenten nachziehen. Die Rechnung bricht dann mit
einer vermeintlich singula¨ren Matrix ab.
Im Rahmen dieser Arbeit wurden Mo¨glichkeiten untersucht, die numerische Arte-
fakte als Auslo¨ser eines Iterationsabbruchs zu verhindern oder abzumindern. Schaut
man sich die Korrelationsfunktion cii(r) in Abbildung A.4 an, die als Startna¨herung
fu¨r den na¨chsten Iterationsschritt dienen soll, so bietet es sich an, die Funktion u¨ber
das Extremum zu gla¨tten. Dabei wird der unphysikalische Bereich rausgeschnitten
und durch einen Fit des ungesto¨rten Funktionsverlaufs ersetzt. Die Erfolgsaussich-
ten dieser Methode sind aus zwei Gru¨nden nicht klar einzuscha¨tzen. Zum einen wird
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diese Gla¨ttung nicht zwangsla¨ufig die Ursache der Entstehung des Extremwerts be-
heben. In dem folgenden Iterationsschritt kann das Verha¨ltnis der neu berechneten
Nodalterme zu den Potentialen erneut zu positiven Exponenten bei der Berechnung
der Paarverteilungsfunktion fu¨hren. Zudem muss u¨berlegt werden, dass der Nodal-
term einerseits durch die Iteration einen ungu¨nstigen Zwischenwert angenommen
oder aber auch echten physikalischen Inhalt haben kann. Ein unnatu¨rlicher Aus-
schlag, wie Abbildung A.4 ihn fu¨r das Ionensystem zeigt, kann ein Hinweis darauf
sein, dass die gewa¨hlte Parameterkombination aus Temperatur T , Teilchendichte n
und Ionisationsgrad Z fu¨r dieses Element keine sinnvolle Struktur ergibt.
Bei mehreren Testla¨ufen konnte keine erfolgreiche Stabilisierung der Iteration
durch Gla¨ttung des Extremums erreicht werden. Die Iteration konvergierte zu keiner
Lo¨sung. Stattdessen sprang die Gla¨ttungsmethode in jedem Iterationsschritt an um
die wiederkehrenden Fehler zu beheben. Eine mutmaßlich effektivere Lo¨sung kann
darin bestehen, Iterationsschritte x, die einen großen Nodalanteil N(r) > βV (r)
ergeben vollsta¨ndig zu ignorieren und den vorangegangenen Schritt x − 1 mit ei-
ner angepasseten Startna¨herung zu wiederholen. Die Modifizierung muss dabei das
Ziel haben, dass schon der Schritt x − 1 ein Ergebniss liefert, das fu¨r den zuvor
ignorierten Schritt x keinen zu großen Nodalterm liefert. Dieser Ansatz funktioniert
nur unter der Annahme, dass N(r) > βV (r) nur ein ungu¨nstiges Zwischenergebnis
darstellt, das sich vermeiden la¨sst. Zusammen mit der Da¨mpfung und der Hochtem-
peraturstartna¨herung ist damit ein weiteres Mittel gegeben, um in kritischen Pa-
rameterbereichen Lo¨sungen zu finden. Eine solche Fehlererkennungsroutine wurde
im Rahmen dieser Arbeit nicht umgesetzt und sei an dieser Stelle nur als weitere
Mo¨glichkeiten zur Stabilisierung der Rechnung erwa¨hnt. Sie entspricht im Wesent-
lichen der Idee, fu¨r die gesamte Iteration mittels der Hochtemperaturmethode eine
bessere Startna¨herung zu finden, greift aber unmittelbar in die Rechnung ein. Ge-




























Abbildung A.2.: Dargestellt ist das Zwischenergebnis der Iteration zwei Schritte vor
dem Abbruch der Iteration. Die blaue Kurve zeigt das Potential
βV (r), das fu¨r das Ionensubsystem teilweise unterhalb des berech-
neten Nodalanteils (schwarz) liegt. Die kleine Grafik zeigt einen
entsprechenden Detailausschnitt. Die Rechnung wurde fu¨r Alumi-
nium bei T = 1000K, ni = 5,0·1022 cm-3 und Z = 3,0 durchgefu¨hrt.













Abbildung A.3.: In dieser Abbildung sind die Paarverteilungsfunktionen g(r) darge-
stellt, die aus den in Abbildung A.2 gezeigten Nodalanteilen N(r)
und den entsprechenden Potentialen βV (r) berechnet werden. Fu¨r
das Ionensubssystem ergibt sich ein extremes Maximum.
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Abbildung A.4.: Aus dem in Abbildung A.3 dargestellten Maximum der Paarver-
teilungsfunktion gii(r) ergibt sich am Ende des Iterationsschritts
fu¨r die direkte Korrelationsfunktion cii(r) ebenfalls ein unphysika-
lisches Extremum im gleichen Abstand r. Es fa¨llt durch die Da¨mp-
fung etwas schwa¨cher aus. Erkennbar ist das exponentielle Verhal-
ten der Korrelationsfunktion, dass durch den Auschlag unterbro-
chen wird.












Abbildung A.5.: In dieser Abbildung ist das Zwischenergebnis des folgenden Iterati-
onsschritts dargestellt, nachdem auf die Startna¨herung die Fourier-
transformation ausgefu¨hrt wurde. Das Extremum u¨bersetzt sich als
starke Oszillation in den Impulsraum.
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