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Abstract
The contribution of this article is twofold. First, it presents an encoding approach for seamless
bidirectional transitions between localist and distributed representation domains. Second, the
approach is demonstrated on the example of using Vector Symbolic Architecture for solving a
problem of ﬁnding common substrings. The proposed algorithm uses elementary operations on
long binary vectors. For the case of two patterns with respective lengths L1 and L2 it requires
Θ(L1 + L2− 1) operations on binary vectors, which is equal to the suﬃx trees approach – the
fastest algorithm for this problem. The simulation results show that in order to be robustly
detected by the proposed approach the length of a common substring should be more than 4%
of the longest pattern.
Keywords: VSA, the longest common substring problem, distributed data representation
1 Introduction
Distributed data representation is widely used in the area of cognitive computing for repre-
senting and reasoning upon semantically bound information [1], [2]. The transitions between
localist representations are normally done only during the encoding of concepts and their later
recalling from the item-memory. However, there is a limit on the number of individual concepts
being represented in one distributed representation after which the recalling becomes a tedious
and an error prone task [3]. That is why once encoded, all operations e.g., generalization and
reasoning, are performed in the domain of distributed representations only. There are, how-
ever, cases when the transition back to the localist representation is essential for interpreting
the results of intermediate operations with the distributed representation. This is speciﬁcally
needed if the distributed representation is used to characterize complex systems [4], e.g. like
industrial processes. This article presents an encoding approach, which allows seamless bidi-
rectional transitions between localist and distributed representation domains. The approach is
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demonstrated on the example of using Vector Symbolic Architecture for solving a problem of
ﬁnding common substrings.
Searching common substrings is a typical task in processing of strings of symbols. A typical
application is the search for plagiarism in two texts. The problem is exempliﬁed in Figure 1.
There given two strings of characters of diﬀerent lengths four common substrings are identiﬁed
and the longest common substring contains three symbols.
Figure 1: An example of common substrings in two strings.
The contribution of this article is twofold. First, it presents an encoding approach for seam-
less bidirectional transitions between localist and distributed representation domains. Second,
this article presents a solution for typically localist problem with the performance comparable
to traditional algorithms.
The article is structured as follows. Section 2 presents an overview of the related work
relevant to the context of this article. Section 3 provides the fundamentals of the theory of
Vector Symbolic Architecture and Binary Spatter Codes relevant to the scope of the article.
Section 4 presents the main contribution of this article – VSA based representation and search
of the common substrings. The performance evaluation of the proposed approach is given in
Section 5. The conclusions are presented in Section 6.
2 Related Work
Algorithms for strings analysis address a wide range of problems. The problem of exact string
matching is a common task for instance in web search. There are several algorithms for ad-
dressing this problem. The most known examples of such algorithms are Knuth-Morris-Pratt
algorithm [5], Rabin-Karp algorithm [6], Boyer-Moore algorithm [7], many more could be found
in [8]. This article considers a more general problem of ﬁnding common substrings in two arbi-
trarily long strings with lengths L1 and L2. This problem for example has several applications
in computational biology [9]. The brute-force solution to this problem has Θ(L3) complexity,
where L is the length of the longest string. The algorithms based on dynamic programming
[10] has Θ(L1 · L2) computational complexity. An approach using suﬃx trees [11], [12] solves
the longest common substring problem using Θ(L1 + L2) operations, i.e. in linear time. The
proposed in this article approach has the complexity of the suﬃx tree based algorithms.
Vector Symbolic Architecture is a bio-inspired representation of semantically bound informa-
tion. Similarly to brain activity where simple mental events involve the simultaneous activities
of very large number of dispersed neurons [1]. Information in VSA is represented distributively,
where a single concept is associated with multiple codes. In VSA this is achieved by using
codewords of very large dimension. There are several diﬀerent types of VSA using diﬀerent
representations, e.g. [2], [1], [13], [14], [15]. This article utilizes a subclass of VSA based on
so-called Binary Spatter Codes (BSC) [3].
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In the context of the problem of strings analysis VSA was previously used in [16], [17],
[18] for estimating the Levenshtein distance, a metric for measuring the diﬀerence between
two strings. In essence these methods perform the q-gram analysis of the sequences and use
VSA for distributed representation of the analysis results and subsequent comparison. Recent
applications of VSA for analysis of generic patterns are proposed in [19], [20].
3 Fundamentals of Vector Symbolic Architecture and Bi-
nary Spatter Codes
Vector Symbolic Architecture is an approach for encoding and operations on distributed rep-
resentation of information. VSA is so far mainly used in the area of cognitive computing for
representing and reasoning upon semantically bound information [1], [2].
The fundamental diﬀerence between distributed and localist representations of data as fol-
lows. In traditional (localist) computing architectures each bit and its position within a struc-
ture of bits are signiﬁcant. For example a ﬁeld in a database has a predeﬁned oﬀset amongst
other ﬁelds and a symbolic value has unique representation in ASCII codes. In the distributed
representation all entities are represented by binary random vectors of very high dimension
also called Binary Spatter codes. Further in the article for brevity reasons HD-vector term is
used when referring to BSC codes. High dimensionality means here several thousand of binary
positions for representing a single entity. In [1] it is proposed to use vectors of 10000 binary
elements.
Randomness means that the values on each position of an HD-vector are independent of
each other, and ”0” and ”1” components are equally probable, p0 = p1 = 0.5. On very high
dimensions, the distances from any arbitrary chosen HD-vector more than 99.99 % of all other
vectors in the representation space are concentrated around 0.5 Hamming distance. Interested
readers are referred to [1] and [21] for comprehensive analysis of probabilistic properties of the
hyperdimensional representation space.
3.1 Similarity metric
A similarity between two binary representation is characterized by Hamming distance, which
measures the number of positions in two compared vectors in which they are diﬀerent:
ΔH(A,B) =
‖A⊗B‖1
n =
∑n−1
i=0 ai⊗bi
n ,
where ai, bi are bits on positions i in vectors A and B of dimension n and ⊗ denotes the
bit-wise XOR operation.
3.2 Generation of HD-vectors
Random binary vectors with the above properties could be generated based on Zadoﬀ-Chu
sequences [22], a method widely used in telecommunications to generate pseudo-orthogonal
preambles. Using this principle a sequence of K pseudo-orthogonal vectors to a given initial
random HD-vector A is obtained by cyclically shifting A on i positions, where 1 < i ≤ K.
Further in the article this operation is denoted as Sh(A, i). Cyclic shift operation has the
following properties:
• Cyclic shift is invertible, i.e. if B = Sh(A, i) then A = Sh(B,−i);
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• Cyclic shift is associative in the sense that Sh(B, i+j) = Sh(Sh(B, i), j) = Sh(Sh(B, j), i);
• It preserves Hamming weight of the result:
‖B‖1 = ‖Sh(B, i)‖1 ;
• The result is dissimilar to the vector being shifted:
‖B⊗Sh(B,i)‖1
n = 0.5.
Note that the cyclic shift is a special case of the permutation operation [1]. In the context of
VSA permutations were previously used to encode sequences of semantically bound elements.
The associativity property of the cyclic shift operation as stated above was not used in the
context of VSA architectures since the task of aggregate transformation, e.g. comparison of the
similarity between two relatively displaced sequences of elements is not relevant in current VSA
applications. Thus, the cyclic shift based encoding scheme presented in this article represents
the novel usage of the previously known operation in the considered application.
3.3 Bundling of vectors
Joining several entities into a structure is done by a bundling operation. It is implemented
by a thresholded sum of the HD-vectors representing entities. A bit-wise thresholded sum
of K vectors results in 0 when n/2 or more arguments are 0, and 1 otherwise. Further terms
”thresholded sum” and ”MAJORITY sum” are used interchangeably and denoted as [A+B+C].
The relevant properties of the MAJORITY sum are:
• The result is a random vector, i.e. the number of “1” components is approximately equal
to the number of “0” components;
• The result is similar to all vectors included in the sum;
• Number of vectors involved into MAJORITY sum must be odd;
• The more HD-vectors involved into MAJORITY operations the closer is Hamming dis-
tance between the resultant vector and any HD-vector component to 0.5.
• If several copies of any vector are included into MAJORITY sum the resultant vector is
closer to the dominating vector than to other components.
The algebra on VSA includes other operations e.g., binding, permutation. Since in the scope
of this article they are not used the description of their properties is omitted.
4 VSA based search of the common substrings
This section presents the two main contributions of the paper: an encoding approach for seam-
less bidirectional transitions between localist and distributed representation domains and its
application for solving the longest common substring problem. In simple words in the proposed
approach patterns are ﬁrstly represented in a distributed way. Hamming distance is used as a
similarity metric between patterns’ representations the longest string is choses as a base line.
The cyclic shift of the distributively represented shorter string is used instead for checking of
all possible substrings combination in the localist representation. For each shift transformation
Hamming distance between the longest string and the shifted string is measured. is recorded
along with the shift value. The tuple (shift position, Hamming distance) for each shift value
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is stored in the list sorted in the descending order. After shifting along along all base line
string’s elements the minimal Hamming distance amongst all shifts is determined. This value
indicates the presence of the longest common substring when the shorter string is shifted on
the corresponding number of positions.
Suppose an alphabet of localist symbols is known and ﬁnite. Suppose also dictionary DHD
of random HD-vectors is generated for each symbol in the localist alphabet. Recall that the
task is formulated as ﬁnding common substrings in two given strings with lengths L1 and L2
respectively.
The proposed approach consists of three phases:
• Encoding of the strings into VSA distributed data representation.
• Search of the shift positions in which strings have common substrings.
• Extraction of the common substrings.
The following subsections present a detailed description of these phases.
4.1 Forming VSA representation of patterns
Figure 2: Illustration of the idea for VSA representation of a pattern by cyclic shift and MA-
JORITY sum of individual HD-vectors. As an example of the encoding scheme consider the
string of 3 letters ABC. The VSA based representation of the string is constructed as follows:
PABC = [Sh(A, I) + Sh(B, II) + Sh(C, III)].
Recall the property of the MAJORITY sum on similarity of the result to the dominating
vector. The idea with encoding strings into the distributed representation is to use a MA-
JORITY sum of the distributes representations of the individual characters. Since strings of
characters naturally contain repeating elements, in order to avoid similarity between two dis-
tributed representations of strings with the same elements on diﬀerent positions, it is necessary
to represent the same characters on diﬀerent positions by orthogonal HD-vectors. The core of
the proposed encoding scheme is to cyclically shift the initial HD-vector for a given symbol on
the value of its position in the considered string. More formally a symbol S on position i is
encoded as: Sh(DHD[Si], i).
Then the VSA representation of the particular pattern is a MAJORITY sum of the dis-
tributed representation of individual elements of the pattern. Recall that MAJORITY sum
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operation produces a HD-vector, which is similar to the all HD-vectors-components. Schemat-
ically the idea of encoding the localist string in its distributed representation is illustrated in
Figure 2, where a blue circle is 2D projection of the hyperdimensional space.
Algorithm 1 presents a high-level logic for the VSA-based string encoding. Now when VSA
based representations of strings is speciﬁed the next subsection presents procedure for the search
of the common substrings.
Data: Pattern to represent: P ; dictionary of HD-vectors: D HD.
Result: Distributed representation of the pattern: P HD.
/* Dimensionality of HD-vectors */
dimensionality:=10000;
/* Creating an empty vector for the VSA representation */
P HD:=zeros(1,dimensionality);
/* Forming representation of the pattern */
for (position:=1; position1¡=length(P); position++) do
/* Picking HD-vector for the current symbol from dictionary */
HDvect:=D HD(P[position]);
/* Shifting HD-vector for a symbol on the current position */
HDvect shifted:=Sh(HDvect, position);
/* Adding shifted vector to the representation */
P HD:=P HD + HDvect shifted;
end
/* Applying MAJORITY on the representation */
P HD:=MAJORITY(P HD);
Algorithm 1: An algorithm for forming distributed representation of patterns.
4.2 The search of the common substrings in distributed representa-
tions
Figure 3: Illustration of search principles in the distributed domain.
The common substrings search procedure in the distributed representation is straight-
forward and utilizes the following properties of the hyperdimensional space:
• If two strings have several individual elements in common, the Hamming distance between
their distributed representations is less than 0.5;
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• The larger number of overlapping in the two strings elements exist the closer is the Ham-
ming distance to zero;
• Associativity of the cyclic shift operation enables the shift transformation of the string.
Thus thanks to the associativity of the cyclic shift operation the distributed representation
of the pattern can be changed applying only one operation.
The principle of the search procedure is explained on an example illustrated in Figure 3 and
its high level logic is presented in Algorithm 2. There are two input strings to compare, string
P1=”bull” and string P2=”vocabulary”. The distributed representations for initial strings
have the following forms:
P1HD = [Sh(B, 1) + Sh(U, 2) + Sh(L, 3) + Sh(L, 4)]; P2HD = [Sh(V, 1) + Sh(O, 2) +
Sh(C, 3) + Sh(A, 4) + Sh(B, 5) + Sh(U, 6) + Sh(L, 7) + Sh(A, 8) + Sh(R, 9) + Sh(Y, 10)].
The longest sting is chosen as a base line. The search is implemented using only two
operations:
• Cyclic shift of the representation P1HD of the shortest string;
• Calculation of the Hamming distance between the ﬁrst shifted representation P1HD* and
the second representation P2HD.
In total one needs to perform L1 + L2 − 1 shifts in order to account all possible relative
positions of two strings. The range of possible shift transformations consists of positions between
−L1 + 1 (the ﬁrst case in Figure 3) and L2− 1 (the last case in Figure 3).
Graphically it can be illustrated as a shift of the ﬁrst initial string with respect to the second
initial string. In the example when applying shift on the 4th position the shifted strings will
take form:
P1HD* = Sh(P1HD, 4) = Sh([Sh(B, 1) + Sh(U, 2) + Sh(L, 3) + Sh(L, 4)], 4) =
[Sh(B, 5) + Sh(U, 6) + Sh(L, 7) + Sh(L, 8)].
Since the shifted representation P1HD* clearly has common elements with P2HD, the Ham-
ming distance between two strings will be the smallest as the two strings contain the largest
number of the overlapping characters.
4.3 Extraction of the common substrings
Figure 4: An illustration of extraction of the longest common substring.
The third phase of extracting the common is straight forward and happens in the local-
ist domain, thus avoiding the need for decoding for individual elements from the distributed
representation.
7
. .
110
On bidirectional transitions between localist and distributed representations . . . Kleyko and Osipov
Data: Length of patterns: L1, L2; Distributed representation for both patterns: P1 HD,
P2 HD.
Result: Shift position, which leads to the smallest Hamming distance between patterns
representations: min shift
/* Calculating Hamming distance for possible combinations */
for (shift:=-L1+1; shift¡=L2-1; shift++) do
/* Shifting the 1st pattern representation on the current shift */
P1 HD shifted:=Sh(P1 HD, shift);
/* Calculating Hamming distance between representations */
HDist[shift]:=HammingDistance(P2 HD, P1 HD shifted);
end
/* Arranging Hamming distance in the ascending order */
HDist:=SORT(HDist);
/* The first element in HDist is a shift for the longest common substring */
Algorithm 2: A procedure for the search of shift position of pattern representation with
the common substrings. The output of the algorithm is sorted Hamming distances and cor-
responding shift positions. Shift with the minimal Hamming distance contains the longest
common substring.
Figure 4 gives an intuitive illustration of this process. For the extraction the shortest localist
string is shifted on the number of positions for which the minimal Hamming distance is found
(in the considered example it is position number 4). The two strings are subtracted and the
task now is to ﬁnd the longest sequence of zeros, which is the mask for the common substring.
5 Illustrative performance and discussion
5.1 Computational complexity of the approach
This sections investigates performance of the proposed approach. The following aspects are
addressed: computational complexity, scalability and limitations.
Current hardware architectures operate on sizes of buﬀers equal to 32 or 64 bits. However,
hyperdimensional computing in turn uses vectors of very high dimensionality more than 1000
elements. Consider the case when the hardware operating with such vectors is available and it
could calculate such operations as cyclic shift, XOR, MAJORITY sum and Hamming distance
in one clock cycle. This assumption is feasible according to [23]. With this assumption one can
see that both Algorithm 1 and Algorithm 2 have maximal size of loop equal to L1+L2−1, this
statement is also relevant to the extraction of the common substring when the shift is known.
Thus the overall computational complexity of the proposed approach is Θ(L1+L2− 1), which
is the same as the complexity of the suﬃx trees approach and better than for the standard
approach using dynamic programming with Θ(L1 · L2) operations.
5.2 Simulation of the approach
The main limitations of the proposer approach stem from the nature of the distributed repre-
sentation. Namely amount of vectors, which can be merged into a single representation. Firstly,
the robustness of the algorithm depends on the number of vectors involved into MAJORITY
operation, because it aﬀects the similarity between the resultant vector and initial ones. In
other words it is not the same in terms of Hamming distance when the resultant vector consists
of 10 or 100 HD-vectors. In the second case the Hamming distance is very close to 0.5. Simi-
larly Hamming distance to the bundle of several initial HD-vectors more similar to the resultant
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vector than only one initial vector. Another restriction of the approach is its sensitivity i.e.,
the minimal length of the common substring, which can be robustly detected.
Figure 5: Hamming distance to the second
alternative.
Figure 6: Sensitivity of the approach
against the length of string.
To address these limitations two simulations were performed. In the ﬁrst simulation the
interval between the shift for the longest common substring and the second closest alternative
was investigated. For the simulation the length of the second string was ﬁxed to 100 elements.
The ﬁrst string was changed from 1 element of the second string to all 100 elements of the
second string. Figure 5 presents the simulation results.
One can see that the robustness of the algorithm increases with the increase in the length
of the common substring. The results for the second simulations are illustrated in Figure 6.
They present the minimal length of the common substring, which is detected correctly against
the length of the second string. The results give a practical restriction, in order to be robustly
detected the length of the common substring should be more than 4% of the longest string.
5.3 On search of the longest substring in a noisy string
One problem, which is not considered so far is the case where the compared strings contain
common elements, which do not form substring. An example of such case is the following strings
ABABABAB123 and ACACACAC*123. In this case the presented above algorithm would stop
after ﬁnding sequences of four ’A’ elements. This, however, is no a substring, which in the
example above must be ’123’. This problem can be resolved by collecting statistics of Hamming
distances for each iteration in Algorithm 2. In this case when transiting back into the localist
domain (subsection 4.3) one should consider the top N shift positions for the common substring.
The evaluation of the optimal number of candidates is a part of the future development of the
proposed solution.
6 Conclusion
This paper proposed an encoding approach for seamless bidirectional transitions between localist
and distributed representation domains. The approach was demonstrated on the example of
using Vector Symbolic Architecture for solving the problem of ﬁnding common substrings. The
complexity of the proposed approach for the common substrings search in terms of vector
operations is comparable with the traditional algorithms. The simulation results provided a
practical restriction to the approach that for the robust detection the length of the common
substring should be more than 4% of the longest string.
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