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A posteriori error estimators
Adaptive mesh refinement
a b s t r a c t
In this paper, we propose a posteriori error estimators for certain quantities of interest for
a first-order least-squares finite element method. In particular, we propose an a posteriori
error estimator for when one is interested in ‖σ−σh‖0 where σ = −A∇u. Our a posteriori
error estimators are obtained by assigning proper weight (in terms of local mesh size hT )
to the terms of the least-squares functional. An a posteriori error analysis yields reliable
and efficient estimates based on residuals. Numerical examples are presented to show the
effectivity of our error estimators.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Reliable error estimation for the finite element method has been the focus of intensive research during the last two
decades. A posteriori error estimators provide a measure for assessing the accuracy of the solution and provide a basis for
adaptive mesh refinement criteria for an efficient computation of numerical solutions. A number of papers and books deal
with the analysis and implementation of a posteriori error estimators for finite element methods (see, e.g., [1–7]). In spite of
the abundant literature on adaptivity, there are not somany references dealingwith a posteriori techniques for least-squares
methods [8–10] and the built-in least-squares functional is used to provide a posteriori error estimators for the adaptive
procedure. In [8], the authors established an a posteriori error estimate, with corresponding bounds, that is valid for any
FOSLS L2-minimization problem. An a posteriori least-squares finite element error analysis is given for the Navier–Stokes
equations in [11]. The adaptive least-squares mixed finite element method is studied for elasto-plasticity in [10].
Our aim is to construct an a posteriori error estimator based on the computation of adequate norms of the residual for the
model problem written in a first-order least-squares finite element setting. Our analysis is based on the argument in [12].
In the first-order least-squares method, the built-in functional provides a natural error estimator. However, when we are
interested in certain quantities of interest, for example, ‖σ − σh‖0, then the built-in energy error estimator may not be
optimal and may overestimate the actual error. In fact, this phenomenon is observed in our numerical experiments.
In this paper, we construct a posteriori error estimators for certain quantities of interest for a first-order least-squares
finite element method for second-order elliptic problems −div A∇u + cu = f . Our estimator for ‖σ − σh‖0, where
σ = −A∇u, is of the following form:
η2T = ‖A−1/2(σh +A∇uh)‖20,T + h2T‖f − div σh − cuh‖20,T
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where (uh, σh) is the finite element solution and T is a single element.Wewish to point out that comparedwith the standard
least-squares (LS) functional, the second term has strength weakened by the factor of the local mesh size h2T . An estimator
is referred to as reliable if it provides an upper bound of the error, whereas it is called efficient if it gives a lower bound. We
prove that our a posteriori error estimator yields the global upper bound and the local lower bound on the error measured
in the L2-norm. The effectivity indices computed from numerical examples show that our error estimator is asymptotically
exact. To the best of the authors’ knowledge, this is the first result providing an a posteriori error estimator different from
the usual built-in energy error indicators.
The least-squares method analyzed in this paper is developed in [13,14]. For other kinds of least-squares methods based
on a div–curl system or discrete inverse norm, we refer the reader to [15–19] and references therein.
The remainder of this paper is organized as follows: In Section 2 and Section 3, we describe the first-order least-squares
method and state known a priori error estimates in H(div;Ω)× H1(Ω). Then, in Section 4, we derive an a posteriori error
estimator based on the residuals of the least-squares finite element solution. We prove that an a posteriori error estimator
yields the global upper bounds and the local lower bounds on the error of interest. Finally, in Section 5, we present numerical
results to show the actual performance of the estimator obtained in this paper.
2. Some preliminaries
Let Ω be a bounded domain in Rn, n = 2, 3, with Lipschitz boundary Γ = ΓD ∪ ΓN . We take ΓN = ∅ for convenience.
We consider the boundary value problem
−divA∇u+ cu = f inΩ,
u = 0 on Γ , (2.1)
where A = (aij(x))ni,j=1, x ∈ Ω . The coefficients aij are bounded and the matrix A is symmetric and uniformly positive
definite, i.e., there exist positive constants α0 and α1 such that
α0ζ
T ζ ≤ ζ TAζ ≤ α1ζ T ζ ,
for all ζ ∈ Rn and all x ∈ Ω.
We assume that there exists a unique solution to (2.1). Also, we assume the following a priori estimate for u satisfying
(2.1): there exists a positive constant C independent of f satisfying
‖u‖2 ≤ C‖f ‖0. (2.2)
By introducing a new variable σ = −A∇u, we transform the original problem into a system of first order:
σ +A∇u = 0 inΩ,
div σ + cu = f inΩ, (2.3)
u = 0 on Γ .
Let Hs(Ω) denote the Sobolev space of order s defined onΩ . The norm in Hs(Ω)will be denoted by ‖ · ‖s. For s = 0,Hs(Ω)
coincides with L2(Ω). We shall use the spaces
V = {u ∈ H1(Ω) : u = 0 on Γ },
W = H(div;Ω) ≡ {σ ∈ (L2(Ω))n : div σ ∈ L2(Ω)},
with norms
‖u‖21 = (u, u)+ (∇u,∇u),
‖σ‖2H(div) = (div σ, div σ)+ (σ, σ).





is finite, where (v, φ) is the value of the functional at φ.
The least-squares functional J(v, q) for the first-order system (2.3) is
J(v, q) = (div q+ cv − f , div q+ cv − f )+ (A−1(q+A∇v), q+A∇v), (2.5)
where (·, ·) is the inner product in L2(Ω) or (L2(Ω))n.
Then the least-squares minimization problem is: Find u ∈ V , σ ∈ W such that
J(u, σ) = inf
v∈V ,q∈W
J(v, q).
By taking variations in (2.5) with respect to v and q, the weak statement becomes: Find u ∈ V , σ ∈ W such that
b(u, σ; v, q) = (f , div q+ cv) for all v ∈ V , q ∈ W, (2.6)
where
b(u, σ; v, q) = (div σ + cu, div q+ cv)+ (A−1(σ +A∇u), q+A∇v).
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3. Finite element approximation
Let Th be a regular triangulation of Ω (see [20,21]) with triangular/tetrahedra elements of size h = max{diam(K); K ∈
Th}. Let Pk(K) be the space of polynomials of degree k on K and define the local Raviart–Thomas space of order r on K :
RTr(K) = Pr(K)n + xPr(K),
with x = (x1, . . . , xn). Then the standard (conforming) continuous piecewise polynomials of degree k and the standard
H(div) conforming Raviart–Thomas space of index r [22] are defined, respectively, by
Vh = {v ∈ V : v|K ∈ Pk(K) for all K ∈ Th}
Wh = {τ ∈ W : τ|K ∈ RTr(K) for all K ∈ Th}.
It is well-known (see [21]) that Vh has the following approximation property: let k ≥ 1 be an integer and suppose
l ∈ [1, k+ 1];
inf
vh∈Vh
‖v − vh‖1 ≤ Chl‖v‖l+1, (3.1)
for u ∈ H l+1(Ω). It is also well-known (see [22]) thatWh has the following approximation property: let r ≥ 0 be an integer
and suppose l ∈ [1, r + 1];
inf
τh∈Wh
‖τ − τh‖H(div) ≤ Chl(‖τ‖l + ‖div τ‖l), (3.2)
for τ ∈ H l(Ω)with div τ ∈ H l(Ω). We assume the following inverse inequality for the element inWh:
‖div τh‖0,T ≤ ChT ‖τ‖0,T (3.3)
where hT = diam(T ) and C is independent of T , for all τh ∈ Wh.
Remark 3.1. The analysis in the paper can be generalized to any conforming finite element spaces. We choose the
conforming Raviart–Thomas family of elements as an approximate space forW since it does not require τ ∈ H l+1(Ω)n but
only requires div τ ∈ H l(Ω) to have the approximate property of (3.2). If the standard conforming piecewise continuous
polynomial spaces are used forW, then higher regularity, i.e., H3, is required for the solution of the adjoint problem; see
Remark 4.2.
The finite element approximation to (2.6) is: Find uh ∈ Vh and σh ∈ Wh such that
b(uh, σh; vh, qh) = (f , div qh + cvh), (3.4)
for all vh ∈ Vh, qh ∈ Wh. It is well-known that (3.4) has a unique solution since Vh ⊂ V ,Wh ⊂ W. Moreover, the error has
the orthogonality property
b(u− uh, σ − σh; vh, qh) = 0, for all vh ∈ Vh, qh ∈ Wh. (3.5)
The following theorem is proved in [13,14].
Theorem 3.2. Let s = min(k, r) and assume that u ∈ Hs+1(Ω) and σ ∈ (Hs+1(Ω))n. Then
‖u− uh‖1 + ‖σ − σh‖H(div) ≤ C inf
vh∈Vh,qh∈Wh
(‖u− vh‖1 + ‖σ − qh‖H(div))
≤ Chs(‖u‖s+1 + ‖σ‖s+1),
where the constant C is independent of h, u, or σ .
The following theorem is essentially proved in [23].
Theorem 3.3. There is a positive constant C independent of h such that
‖u− uh‖0 ≤ C
(∑
T∈Th
h2T‖A−1/2(σ − σh +A∇(u− uh))‖20,T + h2T‖div (σ − σh)+ c(u− uh)‖20,T
)1/2
.
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4. A posteriori error estimators
In this section,wedevelop aposteriori error estimators for the LSmethod. In particular,wewill develop an error estimator
for when one is interested in ‖u− uh‖1, ‖σ − σh‖0 and ‖div(σ − σh)‖0. Here and henceforth we use C to denote a generic
positive constant that is independent of the mesh size h, f , but that may depend on the coefficients in the problem as well
as the constant from the approximate properties.
Theorem 4.1. Let (u, σ) and (uh, σh) satisfy (2.6) and (3.4) respectively. Then,








h2T‖f − div σh − cuh‖20,T
)1/2 .
Proof. Bramble et al. [17, Lemma 2.2] proved that for ψ ∈ V ,
‖ψ‖1 ≤ C sup
v∈C∞0 (Ω)
a(ψ, v)
‖v‖1 , where C is independent of ψ.
By taking ψ = u− uh, we obtain




By the definition of a(·, ·) and integration by parts, we have
a(u− uh, v) = (A∇(u− uh),∇v)+ (c(u− uh), v)
= (div (σ − σh)+ c(u− uh), v)+ (σ − σh +A∇(u− uh),∇v). (4.2)
For recovering the bilinear form b(·, ·; ·, ·), letw be such that
−divA∇w + cw = −divA∇v + v inΩ, (4.3)
w = 0 on ∂Ω.
By a well-known a priori estimate and the definition of the negative norm (2.4), we have
‖w‖1 ≤ C‖ − divA∇v + v‖−1 ≤ C‖v‖1. (4.4)
From (4.3) and v = 0 on ∂Ω , we have
divA∇(v − w) = v − cw inΩ and v − w = 0 on ∂Ω. (4.5)
Set d = A∇(v − w). Then, we have div d = v − cw. That is
v = div d+ cw. (4.6)
Also, it is clear from d = A∇(v − w) that
A∇v = d+A∇w. (4.7)
By using equalities (4.6), (4.7) in (4.2) and by the definition of the bilinear form b(·, ·; ·, ·), we obtain
a(u− uh, v) = (div (σ − σh)+ c(u− uh), div d+ cw)+ (A−1(σ − σh +A∇(u− uh)), d+A∇w)
= b(u− uh, σ − σh;w, d). (4.8)
LetwI be the interpolation ofw; see e.g. [24]. It is well-known that
‖w − wI‖0,T ≤ Ch‖w‖1,N(T ) and ‖w − wI‖1,Ω ≤ C‖w‖1,Ω , (4.9)
where N(T ) =⋃T ′⋂ T 6=∅ T ′.
To approximate d = A∇(v − w), first note that d ∈ (H1)n and div d ∈ H1. Using a priori estimates (2.2) and (4.4), we
have
‖d‖1 ≤ C‖v − w‖2 ≤ C‖v − cw‖0 ≤ C(‖w‖1 + ‖v‖1) ≤ C‖v‖1. (4.10)
Also, by the triangle inequality and (4.4), we have
‖div d‖1 = ‖v − cw‖1 ≤ C(‖w‖1 + ‖v‖1) ≤ C‖v‖1. (4.11)
Let dI ∈ Wh be the interpolation of d satisfying
‖d− dI‖H(div),T ≤ ChT (‖d‖1,T + ‖div d‖1,T ) for any T ∈ Th. (4.12)
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Now, the triangle inequality with (4.4), (4.9) and (4.10) gives
‖d− dI +A∇(w − wI)‖ ≤ C‖v‖1. (4.13)
Using the orthogonality property (3.5) in (4.8), the definition of b(·, ·; ·, ·), the Cauchy–Schwarz inequality, A uniformly
positive definite, (4.9), (4.12) and (4.13), we have
a(u− uh, v) = b(u− uh, σ − σh;w, d)
= b(u− uh, σ − σh;w − wI , d− dI)
= (div (σ − σh)+ c(u− uh), div (d− dI)+ c(w − wI))




(div (σ − σh)+ c(u− uh), div (d− dI)+ c(w − wI))0,T




hT‖div (σ − σh)+ c(u− uh)‖0,T (‖d‖1,T + ‖div d‖1,T + ‖w‖1,N(T ))




h2T‖div (σ − σh)+ c(u− uh)‖20,T
)1/2 (‖d‖1 + ‖div d‖1 + ‖w‖1)




h2T‖div (σ − σh)+ c(u− uh)‖20,T
)1/2




h2T‖div (σ − σh)+ c(u− uh)‖20,T
)1/2












Plugging (4.14) into (4.1), we obtain the desired inequality. This completes the proof. 
Remark 4.2. The above proof is based on the conforming Raviart–Thomas family of elements as an approximate space for
W. In particular, the approximate property (4.12) does not hold when the standard piecewise polynomial spaces are used
to approximateW. In this case, the inequality (4.12) is replaced by
‖d− dI‖H(div),T ≤ ChT‖d‖2,T = ChT‖A∇(v − w)‖2,T , for any T ∈ Th.
Note that w, the solution of the adjoint problem defined in (4.3), should be in H3 in order to have A∇(v − w) ∈ H2 since
v ∈ C∞0 (Ω).
Corollary 4.3. Let (u, σ) and (uh, σh) satisfy (2.6) and (3.4) respectively. Then,








h2T‖f − div σh − cuh‖20,T
)1/2)
.
Proof. UsingA uniformly positive definite and by the triangle inequality, we have
‖σ − σh‖0 ≤ C‖A−1/2(σ − σh +∇(u− uh))‖0 + C‖A−1/2∇(u− uh)‖0
≤ C‖A−1/2(σ − σh +∇(u− uh))‖0 + C‖u− uh‖1.
Now, by using Theorem 4.1, we obtain the desired inequality. 
Remark 4.4. We wish to remind the reader that the right hand side of Theorem 4.1 and Corollary 4.3 is equivalent to the
least-squares functional developed in [15] for a quasiuniform mesh.
We also suggest the following a posteriori error estimator for ‖div(σ − σh)‖0.
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Theorem 4.5. Under the same assumptions,
‖div (σ − σh)‖ ≤ C
(∑
T∈Th







Proof. By the triangle inequality, we have
‖div (σ − σh)‖0 ≤ ‖div (σ − σh)+ c(u− uh)‖0 + ‖c(u− uh)‖0
≤ C
(
‖div (σ − σh)+ c(u− uh)‖0 + ‖u− uh‖0
)
.
Applying Theorem 3.3, we obtain the desired inequality. 
Remark 4.6. From Theorem 4.1, 4.5 and Corollary 4.3, we obtain the a posteriori error estimators for ‖u − uh‖1, ‖div(σ −
σh)‖0 and ‖σ − σh‖0 respectively.
Now we state the usual inverse inequality introduced in [7] which will be used to derive a local lower bound for the error.
Lemma 4.7. There exists a constant C which only depends on the ratio hT/ρT such that the following inequalities hold for all
polynomials v ∈ Pj(T ):
C‖v‖T ≤ ‖ψ1/2T v‖T ≤ ‖v‖T , (4.15)
Ch−1T ‖ψTv‖T ≤ ‖∇(ψTv)‖T ≤ Ch−1T ‖ψTv‖T . (4.16)
Here the function ψT ∈ C∞(T ,R) satisfies ψT ∈ P3(T ), ψT (xT ) = 1 and ψT = 0 on ∂T for the barycenters xT of T .
We denote by RT (f ) the residual of f on the element T :
RT (f ) = f − div σh − cuh
= div (σ − σh)+ c(u− uh).
Lemma 4.8. Let fh be any approximate polynomial of f . Then for any T ∈ Th,
hT‖RT (fh)‖0,T ≤ C
(
‖σ − σh‖0,T + hT‖u− uh‖0,T + hT‖f − fh‖0,T
)
.
Proof. Integration by parts and inequality (4.16) imply
(RT (f ), ψTRT (fh))T = (div (σ − σh)+ c(u− uh), ψTRT (fh))T
= (σ − σh),∇(ψTRT (fh))T + (c(u− uh), ψTRT (fh))T
≤ {Ch−1T ‖σ − σh‖0,T + ‖c‖∞,T‖u− uh‖0,T} ‖RT (fh)‖0,T . (4.17)
From (4.15) and the identity RT (fh)− RT (f ) = fh − f we obtain
C‖RT (fh)‖20,T ≤ (RT (fh), ψTRT (fh))T
= (RT (f ), ψTRT (fh))T − (f − fh, ψTRT (fh))T . (4.18)
Putting (4.17) into (4.18) we have
hT‖RT (fh)‖0,T ≤ C
(
‖σ − σh‖0,T + hT‖u− uh‖0,T + hT‖f − fh‖0,T
)
. 
Lemma 4.9. There is a positive constant C which is independent of mesh size h such that
‖A−1/2(σh +A∇uh)‖0,T ≤ C‖σ − σh‖0,T + C‖u− uh‖1,T .
Proof. It follows from the triangle inequality andA being uniformly positive definite that
‖A−1/2(σh +A∇uh)‖0,T = ‖A−1/2(σ − σh +A∇(u− uh))‖0,T
≤ C‖σ − σh‖0,T + C‖u− uh‖1,T . 
Combining Lemmas 4.8 and 4.9, we obtain the following efficiency estimate:
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(a) Effectivity index. (b) Convergence of ‖σ − σh‖0 .
Fig. 1. Effectivity index and convergence history: Proposed vs. least-squares functional.
Theorem 4.10. For the unique solution (u, σ) of the problems (2.6) and the unique approximation solution (uh, σh) of (3.4),
there is a positive constant C which is independent of mesh size h such that
ηT ≤ C
{‖σ − σh‖0,T + ‖u− uh‖1,T + ‖hT (f − fh)‖0,T} ,
where
η2T = ‖A−1/2(σh +A∇uh)‖20,T + ‖hTRT (fh)‖20,T . (4.19)
5. Numerical examples
In this section, we will use our a posteriori error estimator developed in the previous section and the least-squares (LS)
functional estimator for the self-adaptive procedure. We will compare the numerical results obtained from our estimator
and the LS functional used as an a posteriori error estimator. For themesh refinement strategy, we applied Dörfler’s strategy






We take θ = 12 . For the initial mesh, we apportion the square into 5 × 5 smaller squares and then into two triangles by
connecting the lower left and upper right corner vertices. For the mesh refinement, we use the Matlab function refinemesh
which refines any marked triangle into four same shaped triangles, and some unmarked triangles may also be refined to
preserve the triangulation and its quality.
As a representative test problem, we consider
−div (a(x, y)∇u) = f inΩ,
u = 0 on Γ ,
where a(x, y) = ex+y and Ω = [−1, 1] × [−1, 1]. For our experiment, we take the exact solution u = 110
√
x2 + y2
sin(pix) sin(piy). We use piecewise continuous linear polynomial spaces for both Vh andWh.




(‖∇(u− uh)‖20 + ‖σ − σh‖20)1/2
,
where ηT is defined in (4.19) for our proposed estimator and ηT = ‖A−1/2(σh + A∇uh)‖20,T + ‖f − div σh‖20,T for
the LS functional estimator. It is clear from Fig. 1 that our estimator is superior in terms of the effectivity index. In our
numerical experiment, it is observed that the standard LS functional estimator tends to overestimate while our estimator is
asymptotically exact. For the actual error of ‖σ − σh‖0, our procedure is slightly better.
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