We present a suite of algorithms designed to obtain accurate numerical solutions of the generalised eigenvalue problem governing inviscid linear instability of boundary-layer type of flow in both the incompressible and compressible regimes on planar and axisymmetric curved geometries. The large gradient problems which occur in the governing equations at critical layers are treated by diverting the integration path into the complex plane, making use of complex mappings. The need for expansion of the basic flow profiles in truncated Taylor series is circumvented by solving the boundary-layer equations directly on the same (complex) grid used for the instability calculations. Iterative and direct solution algorithms are employed and the performance of the resulting algorithms using nonlinear radiation or homogeneous Dirichlet far-field boundary conditions is examined. The dependence of the solution on the parameters of the complex mappings is discussed. Results of incompressible and supersonic flow examples are presented; their excellent agreement with established works demonstrates the accuracy and robustness of the new methods presented. Means of improving the efficiency of the proposed spectral algorithms are suggested.
Introduction
Interest in boundary-layer linear flow instability developed in the late parts of the 19th and the early parts of last century in the quest for the description of deterministic routes of laminarturbulent flow transition. Linear theory is still erroneously taken to be exclusively applicable to Computers & Fluids 32 (2003) www.elsevier.com/locate/compfluid flows in which two out of three spatial directions are taken to be homogeneous and treated as periodic, as required by the early analyses (the reader is referred to Drazin and Reid [5] for an overview), or to flows in which weak basic (boundary-layer type) flow variation is admitted in one spatial direction, the second spatial direction is taken to be periodic and the third is resolved [14] . Today we are in a position to redefine the boundaries of a linear analysis by considering the instability of flow to small-amplitude disturbances which are periodic in one spatial direction alone, the other two spatial directions being resolved numerically (e.g. [32] , and references therein). Discussion of the latter global linear theory is beyond the scope of the present paper; here we confine ourselves to the bounds of the classic linear analysis which is concerned with wave-like disturbances whose amplitudes are functions of one spatial direction alone. Such disturbances have been observed experimentally, although comparisons with the theory have been met with mixed success. Most notable verification of the classic linear theory has been the experiments of Schubauer and Skramstad [27] where Tollmien-Schlichting (TS) instabilities were observed in incompressible flat-plate boundary-layer flow at a time when only the G€ o ottingen school of Prandtl had faith in the theory; probably the most notable failure of the theory is its prediction of stability of pipe Poiseuille flow at all Reynolds numbers, although instability is known to exist in this flow at low Reynolds numbers at least since Reynolds [26] conducted his famous experiments in Manchester.
Strong impetus was offered to the theory of linear flow instability by the development of numerical techniques, based on finite-differences, for the solution of both the inviscid and the viscous linear eigenvalue problem. The pioneering efforts of Mack [18, 19] were crowned with the discovery of a sequence of new modes particular to compressible flow which have been verified experimentally to exist in both planar and axisymmetric geometries [21] . Here the term 'mode' is used to describe members of either the discrete or continuous finite spectrum of eigenvalues resulting from numerical solution of the generalised eigenvalue problem which forms the basis of a temporal or spatial linear instability analysis. The first mode of instability is the compressible analogue of the discrete TS mode of incompressible flow, while the second and higher so-called Mack modes are unique to supersonic (and hypersonic) flows. Mack's work on the problem of the linear instability of boundary-layer flow in planar geometries was complemented by the seminal work of Duck [6] who dealt with the inviscid instability problem of boundary-layer flow in axisymmetric geometries. Duck and Shaw [8] (DS) and Shaw and Duck [28] considered the effects that wall curvature has on the planar compressible observations of Mack, concentrating on the first two unstable modes.
What makes inviscid linear instability theory interesting from a physical point of view is that in compressible flow the existence of inflectional profiles of the basic flow results in the instability mechanism to be inviscid in nature with viscosity acting to diminish the growth rates of instabilities. On the other hand, what makes the inviscid instability problem interesting from a numerical point of view is the possible existence of what are termed critical points which correspond to singularities of the governing equations. In temporal linear instability theory these are locations where the disturbance phase speed equals that of the streamwise basic flow velocity, while in spatial theory it is where the ratio of frequency to wavenumber equals the streamwise basic flow velocity. Singularities only occur when the eigenvalue being sought is real, i.e., neutral disturbances. However, for complex eigenvalues (both growing and decaying disturbances) the imaginary part is typically small and thus results in sharp gradients in a region termed the critical layer. The existence of critical layers in an inviscid framework prohibits the use of straightforward spectral collocation techniques (e.g. [17] ) for the numerical solution of the inviscid incompressible or compressible linear instability problem. The numerical algorithms of Duck [6] are typical of methods currently used in linear instability analysis. The steady basic flow is obtained by employing the boundary-layer approximation, in which the resultant system of equations is solved using a Crank-Nicolson finite-difference scheme with suitable boundary conditions. The instability equations are solved using a fourth-order accurate Runge-Kutta shooting scheme, beginning the shooting process at a suitably chosen value in the far field where radiation (as opposed to homogeneous Dirichlet) boundary conditions are imposed and the computation proceeds inwards to the fixed boundary. The eigenvalues are determined so that the impermeability condition on the surface of the axisymmetric bodies is satisfied. This is achieved by making an initial guess and then, through the use of a Newton-iteration scheme, the shooting process is repeated until preset convergence criteria are met. To deal with critical layer problems the contour indentation method of Zaat [33] and Mack [18] is employed, with basic flow quantities being approximated by truncated power series in the complex plane.
While (real-grid) spectral methods have long been applied to the solution of the basic flow problem [25] their application to the resultant inviscid instability analysis has proved prohibitive due to the existence of the critical layers, as remarked upon above. Note, in many cases the eigenvalue lies sufficiently far from the real axis such that convergence rates are only slightly affected. In such cases a standard (real-grid) spectral discretisation is adequate. However, for most of the boundary layers of the type considered in this paper the imaginary parts of the eigenvalues are of the order of 10 À3 or less, as can be seen in Section 4. The simple-minded approach of grid refinement, aside from being computationally intensive on account of the dense spectral collocation matrices, does not alleviate the problem for neutral disturbances or where the eigenvalue imaginary part is very small. Two solutions are known to us in order to regain spectral accuracy. The first is to use a standard Chebyshev Gauss-Lobatto (real) grid [4] but Taylorexpand the basic flow around the critical layer. The second, followed herein, is to extend the Zaat-Mack technique for the integration of the instability equations in the complex plane and introduce complex collocation grids, forcing a spectral method to integrate the equations on a complex contour suitably adapted to avoid the critical layer. Use of this second approach was first suggested by Boyd and Christidis [2] and further investigated by Boyd [1] in the context of atmospheric and hydrodynamic instability calculations. These works were extended by Gill and Sneddon [11] , who gave an analytic formula for optimizing one family of complex (quadratic) maps. Gill and Sneddon [12] also developed a new technique based on composite complex maps to handle near-boundary critical points. Their work involved calculating the eigenvalues of linearized hydrodynamic instability and Sturm-Liouville eigenproblems of the fourth kind. Mayer and Powell [23] investigated the instability of a trailing vortex, while in the recent work of Fang and Reshotko [9, 10] the inviscid spatial stability of a developing axisymmetric mixing layer was investigated. Mayer and Powell [23] state that in the instability problem they considered:
''Without any deformation, the eigenvalue corresponding to the primary mode is inaccessible no matter how many basis functions are used.'' They showed that the combination of a complex grid and the spectral method is essential for the inviscid linear analysis of their trailing vortex model problem. Duck et al. [7] also found that the same approach for the instability equations of compressible plane Couette flow delivers accurate results (private communication, 2000) although no discussion of this issue using a spectral method was presented in [7] .
Here we revisit typical inviscid linear instability problems encountered in wall-bounded boundary-layer type of external aerodynamic flows and discuss a novel spectral scheme for the solution of the incompressible inviscid linear eigenvalue problem in planar geometries and that pertaining to supersonic flow in both planar and axisymmetric curved geometries. The first problem is governed by the classic Rayleigh equation while compressibility and curvature are discussed using the equations of Duck [6] or their planar limits. We employ complex spectral collocation grid techniques first to the solution of the basic flow problem and subsequently to both the incompressible and the compressible inviscid linear eigenvalue problems. The accuracy and the efficiency of the proposed algorithms are assessed in comprehensive comparisons of results obtained using our spectral approach against the work of Mack [19, 20] and the finite-difference algorithm of Duck [6] . In either the incompressible or the compressible case several concerns arise. First, the effect of closing either the incompressible or the compressible system of governing equations by the straightforward homogeneous Dirichlet boundary conditions or by the appropriate radiation far-field boundary conditions is unknown and must be examined. This issue has been successfully resolved by Macaraeg et al. [17] in the context of viscous real-grid spectral collocation calculations; here we extend the discussion to inviscid calculations based on complex spectral collocation grids for the case of compressible boundary layers. Second, the performance of complex-grid techniques in combination with the two most widely used strategies for the calculation of the eigenspectrum, namely global and local methods, must be examined; results have been obtained using the QZ algorithm as well as a Newton-iteration scheme. Algorithms for the solution of the individual numerical problems cited are combined to form a spectrally accurate method for the solution of inviscid linear instability problems in boundarylayer type of flows. In Section 2 we present the theoretical framework for the compressible inviscid linear instability problem in axisymmetric geometries from which the compressible and incompressible planar problems are derived. In Section 3 the building blocks of our numerical approaches are detailed. Results are presented first for the basic flow and subsequently for the incompressible and compressible eigenvalue problems in Section 4. Conclusions are furnished in Section 5. We use Appendices A and B to present technical details.
Inviscid linear instability theory of boundary-layer flow in axisymmetric geometries
We start by introducing the axisymmetric geometry, from which the planar limit is derived. The general layout of the problem is shown in Fig. 1 . The z Ã -axis lies along the body axis, r Ã is the radial coordinate and h the azimuthal coordinate (superscript Ã denotes dimensional quantities). The curved body surface is taken to lie along r
where a Ã is the tip radius, nonzero in the case of a cone and k 1 denotes the slope parameter. The velocity vector has components v viscosity and the temperature of the fluid, respectively. Central to the classic linear theory used herein (and a point of frequent criticism against it) is the parallel-flow assumption (i.e., v Ã 2 ¼ 0). A further assumption we make is that (owing to the symmetry of the chosen geometry) the basic flow is independent of h, an assumption only valid if the direction of the laminar steady upstream flow and the axisymmetric-body radius coincide. For generality, we present the equations from the compressible point of view and derive the corresponding incompressible equations by applying the relevant limits. The scaled disturbances are taken to be wave-like three-dimensional functions according to the Ansatz
where q denotes the vector of primitive variables in compressible flow, q b ¼ ðq; v 1 ; 0; v 3 ; T Þ T is the Oð1Þ steady basic flow, q p ¼ ðq q;v v 1 ;v v 2 ;v v 3 ;T T Þ T is the perturbation field superimposed at Oðe ( 1Þ upon the basic flow and the complex conjugation is introduced on account of q p being complex in general while q and q b are real.
Furthermore we assume that the gas is ideal and a linear Chapman law, l Ã ¼ CT Ã , holds where l Ã and T Ã denote viscosity and temperature respectively and C is a constant. The reasons for the latter assumption are twofold. Firstly, for moderate Mach numbers reasonable accuracy is maintained while the number of working parameters is reduced by one (no need for T
Basic flow
We assume that the axisymmetric body-tip radius is of the same order as the boundary-layer thickness. This in turn permits us to impose the boundary-layer approximation [6] . Thus, introducing the nondimensional variables 
and, in addition
where slender body divergence is assumed, i.e., k 1 ¼ C Re À1 k where k ' Oð1Þ, and implementing the transformation [8] 
where
the boundary-layer equations read [8] o og
where r ¼ 1 þ kf 2 þ fg, and c is the ratio of specific heats, M 1 the free-stream Mach number and r the Prandtl number. The boundary conditions, in the case of insulated walls with no mass transfer, are
Linear instability analysis
In order to determine the instability of the basic flow predicted by Eqs. (6)- (8) we now perturb this flow by small-amplitude nonaxisymmetric disturbancesp ¼ ðq q;ṽ v 1 ;ṽ v 2 ;ṽ v 3 ; e T T Þ T which have wavelengths of the same order as the boundary-layer thickness. The chosen frequency range of disturbances also means that the parallel-flow approximation is asymptotically correct. At a given streamwise location z 0 we represent the flow parameters by
Here q p ¼p E, e is a small parameter, H ¼ a az À xt þ nh with x the frequency and a a the nondimensional wavenumber in spatial theory, while H ¼ a aðz À ctÞ þ nh with a a and c respectively denoting wavenumber and wavespeed in temporal theory; in both cases n is the wavenumber in the azimuthal direction h (thus, a a i < 0 implies spatial instability while c i > 0 implies temporal instability). Note, R Ã denotes the universal gas constant. Substituting the above into the full NavierStokes, energy and continuity equations and taking the OðeÞ-terms with the leading order in Reynolds number (i.e., ignoring viscous terms), a sixth-order system is obtained which can be reduced to the system [8] 
where u ¼ṽ v 1 =f, a ¼ a af, x ¼ xf and b ¼ c (c complex and a real) for temporal instability calculations while b ¼ x=a (a complex and x real) for spatial instability calculations. The boundary conditions are [8] 
ð1=f þ kf þ gÞ, the sign of which is chosen such that the real part of the argument is positive in order for boundedness as g ! 1 to be ensured, u 1 is a constant and K n ðz 1 Þ denotes the modified Bessel function of order n and argument z 1 .
Alternatively, one may combine the system (20) and (21), into a single equation
subject to the boundary conditions
Planar limiting cases
To achieve the planar limits, we firstly set k ¼ 0 in (20) and (21), i.e., consider the cylinder form. Subsequently, the limit f ! 0 is applied, corresponding to flow in planar geometries. This yields
which describe the inviscid linear instability of compressible boundary-layer flow in planar geometries. Note, on applying the limit f ! 0, one collapses onto plane polar coordinates and not plane cartesian coordinates. The corresponding boundary conditions are
Combining Eqs. (28) and (29) results in d dg
In the incompressible limit M 1 ! 0 and T 0 ! constant, so that
which may be rearranged to obtain the classic Rayleigh equation
governing inviscid linear instability of incompressible boundary-layer flow in planar geometries.
Numerical methods
In this section we outline the numerical algorithms employed in this paper. We begin by presenting the complex mappings used in the wall-normal direction for both the basic flow and the instability calculations. Then the marching scheme for the basic flow is presented. We follow this with a discussion of the problems inherent in an inviscid linear instability analysis and present both global and iterative algorithms for their successful solution. The section concludes with a presentation of the boundary conditions used to close the alternative forms of the linear inviscid instability eigenvalue problem. All the calculations presented in this work were performed using 64-bit arithmetic.
Complex grids and corresponding mappings used
In all numerical work that follows we employ Chebyshev spectral collocation schemes for wallnormal calculations. The physical range of the type of boundary layer being considered extends from zero at the solid boundary to suitably chosen far-field positions. This necessitates the use of mapping transformations between this range and the domain upon which the Chebyshev spectral collocation points are defined. The nature of the problems addressed in the past (for example, [25, 30] ) permitted the use of real transformations. In the present work, for reasons which will be explained in detail later in this section, use of complex grids and associated complex mappings is required for both the incompressible and compressible problems considered. The standard (real) Gauss-Lobatto collocation points
form the basis of all complex grids constructed. The first of the complex grids employed (and the most straightforward) is based on transforming ½À1; 1 to a parabolic contour in the complex domain [1] . There are two ways to construct a complex grid which passes from the point g ¼ 0 to g max , the location on the real axis where the calculation domain is truncated. One way is to apply first the complex quadratic transformation [1] 
taking the parabola that cuts the real axis at y ¼ À1 and 1; this is shown in Fig. 2a . Here d 1 is a parameter whose effect on the resultant solutions will be discussed in Section 4. The physical domain is then mapped onto the computational domain using the following algebraic transformation [29] 
where s ¼ 2l=g max and l is a stretching parameter. Fig. 2b displays a typical complex grid used by the present algorithm, with d 1 ¼ À0:05 and g max ¼ l ¼ 25. The grid defined by (37) is parabolic and avoids the critical point/layer by passing below it. Alternatively the interval ½À1; 1 is transformed to the computational interval ½0; y max (where y max ¼ g max ) using the algebraic transformation and then mapped onto the complex domain, passing through the real points g ¼ 0, g ¼ g max , using
where m is an integer with m P 2 and c 2 is a parameter, both of which determine the characteristics of the integration path; as m increases (assuming that c 2 < 0 and remains constant) the maximum depth of the complex integration path increases and its minimum shifts towards the ReðgÞ ¼ 0 axis, thus enabling the handling of critical points/layers which lie close to g ¼ 0. This is useful in calculations of inviscid instability of incompressible wall-bounded flows. On the other hand, by changing the sign of c 2 , one can integrate above or below the real axis, for c 2 > 0 or c 2 < 0, respectively. Further, by increasing the absolute value of c 2 one can increase the maximum depth/height of the complex integration path. Note, the real parts of the complex-grid points (37) and (39) constructed using these alternate approaches are not identical. In other words, the real grid generated by setting d 1 ¼ 0 is not the same as the one obtained for c 2 ¼ 0.
The second complex grid considered in this paper is dependent on the availability of an estimate of the critical layer position. If an estimate exists, then the grid can be deformed locally into the complex plane using an exponential complex mapping such as that proposed by Boyd [1] 
where d 2 , c 0 , x 0 are parameters. This mapping, combined with the algebraic transformation (37), allows for a short detour around the critical layer while hugging the real axis for the rest of the interval. Alternatively, the algebraic mapping (38) combined with the transformation
could be used. Note, this complex grid may result in serious convergence problems in the Chebyshev polynomials expansion of the eigenfunctions [1] . Fig. 3 shows two typical grids, one exponential with c 1 ¼ À3:0 and one polynomial with c 2 ¼ À1:2.
As in the case of real-grid calculations, the chain rule is used to derive the modified collocation derivative matrices [4] which are employed in the computations.
Basic flow algorithm
The numerical scheme employed in this work to solve the boundary-layer equations for supersonic flow past axisymmetric bodies is a mixed finite-difference-spectral collocation marching algorithm. At the tip of the axisymmetric bodies (f ¼ f s ¼ 0), as a result of the transformation (4) and (5), the system of nonlinear partial differential equations reduces regularly to a system of nonlinear ordinary differential equations, in which only derivatives with respect to g appear. Note, if transformation (4) and (5) is not employed then the boundary-layer equations would be singular at the body tip. This system is discretised using the transformed Chebyshev collocation derivative matrices, providing the initial conditions for a marching procedure. For f > 0, the streamwise derivatives (f-derivatives) are discretised using a Crank-Nicolson type scheme, where derivatives with respect to f are approximated at a virtual point f iþ1=2 midway between two successive f-stations, using central finite differences. Applying this discretisation scheme, then for N þ 1 collocation points the basic flow terms v v 1 , v v 3 , T at f i are known while their values at f iþ1 , i.e.,
are to be determined. Evaluations at the virtual point do not enter explicitly into our calculations since the unknown functions and their derivatives are expressed in the following way:
of of
of og where f is one of v v 1 , v v 3 or T . Thus, in the resultant discrete nonlinear system 3ðN þ 1Þ unknowns appear, i.e., the values of the three unknowns v v 1 , v v 3 , T at the ðN þ 1Þ grid points, while the coefficients of these equations contain the known values of these quantities at the previous f-station, f i . In this way, at each streamwise station f iþ1 (for f > 0), a 3ðN þ 1Þ Â 3ðN þ 1Þ complex nonlinear algebraic system is formed. The real and imaginary parts of this system are separated yielding a 6ðN þ 1Þ Â 6ðN þ 1Þ nonlinear real algebraic system which is then solved using Broyden's and/or Newton's methods. In the present study, since the dimension of the nonlinear system is rather low (typical values range from 192 Â 192 to 384 Â 384) use of preconditioning may be circumvented. We will return to this issue in more detail later.
Compared with the solution approach of Pruett and Streett [25] ours is algorithmically simpler but their scheme discretises the f-derivatives with fifth-order accuracy as opposed to the secondorder accuracy that our scheme provides. However, since the type of boundary-layer flow we consider evolves slowly in the downstream spatial direction and we concentrate our instability analysis on the region close to the leading edge, which previous studies have shown to be the most important in the context of linear instability analysis from a physical point of view, it was not felt that a scheme of higher formal order of accuracy in the streamwise direction was necessary. Another difference between the algorithm of Pruett and Streett [25] and our scheme, is that ours solves the boundary-layer equations directly in the complex g plane; on the other hand, the techniques described herein could be combined with the scheme of [25] without conceptual difficulties. It should be clear that in choosing the outlined simple approach for the solution of the basic flow problem we did not aim at improving efficiency in comparison with the work of [25] ; rather, our intention has been to design an adequate and simple algorithm which is capable of providing reliable solutions of the basic flow problem for the subsequent instability analysis. The characteristics of the algorithm from the point of view of both accuracy and efficiency will be examined in what follows.
Inviscid instability algorithms
Methods for the determination of the eigenvalues of the inviscid linear instability equations can be divided into two classes--global or local. In a global calculation the eigenvalue problem is written as a matrix eigenvalue problem whose full spectrum is then calculated, typically using the QZ algorithm [13] . However, on account of the memory and corresponding CPU time requirements scaling with the square and the cube of the leading dimension of the matrix, respectively, global methods are often replaced by local methods where the focus is on the calculation of a single eigenvalue. Care has to be exercised here in the interpretation of the term 'local', which is also used in the context of the method utilised for the numerical calculation of derivatives. Within the framework of a local algorithm for the recovery of the eigenvalue one may use 'local' finitedifference based shooting algorithms, such as Runge-Kutta or Adams-Bashforth schemes, to calculate the eigenvalue. This was not done in the present work, but we rather use a 'global' spectral method to set up the matrix eigenvalue problem. The advantage of local methods for the calculation of the eigenspectrum is that all one's computing resources may be devoted to the resolution of a single eigenvalue/eigenvector pair. However, there is a need for a reasonably accurate initial guess. Both methods are described in what follows; in practice a combination of both is used with a global solution providing an estimate of the eigenvalue which is subsequently refined by a local search.
As was discussed in the introduction a major difficulty faced in conducting inviscid instability calculations is how to treat the critical layer region [31] . Since most of the eigenvalues correspond to growing/decaying (Imðb 6 ¼ 0Þ) disturbances a singularity will not explicitly exist in the critical layer, but strong gradients do cause solution problems. Finer grids in the neighbourhood of the critical layer might be one solution but this increases computational cost substantially on account of the dense spectral matrices introduced. As has been mentioned, the method we employ to alleviate the strong gradients problem is the use of complex grids, i.e., we solve the instability equations directly in complex space away from the strong gradients. This however presents a different problem in that how do we obtain the relevant basic flow velocity and temperature profiles at the complex-grid points? A common practice, which has been used by many investigators is the extension of the real basic flow profiles into the complex plane by means of truncated Taylor series expansions. This technique has been successfully adopted for both local shooting (for example, [6, 8, 19] ) and global spectral [9, 10] schemes. For example, to determine the valid streamwise basic flow velocity value W 0 at the complex-grid point g ¼ g r þ ig i one would evaluate
Clearly the accuracy of this approach is dependent on the truncation error and for the problem considered here effects the accuracy of the instability calculations (see Section 4.1.2). The existence of an alternative scheme can assist in assessing the accuracy and efficiency of the Taylor-expansion approach. The alternative we consider in this work is to solve the basic flow (boundary layer) equations in the g-direction directly in the complex plane using the same grids as those used for the subsequent instability analysis [16] .
Global algorithm for the entire eigenspectrum
The global algorithm which we employ in order to derive an approximation of the entire spectrum of eigenvalues is the standard QZ scheme. In order to formulate a generalised eigenvalue problem the inhomogeneous far-field boundary condition (27) was replaced by a homogeneous boundary condition, i.e.,p pðg max Þ ¼ 0 or by the asymptotic boundary conditionp p 0 þĉ cp ¼ 0 at g ¼ g max . Alternative boundary conditions will be presented in what follows in this section; their effect on the accuracy of the instability calculations will be examined in Section 4.3.3. In this work we only present (and consider) the spatial version of the QZ algorithm, although there is no conceptual problem in deriving the analogous temporal matrix system. As a first step, Eq. (25) is written in the following form:
where r ¼ 1 þ kf 2 þ fg. Then, the companion matrix approach of Bridges and Morris [3] is employed; using the appropriate collocation derivative matrices the above eigenvalue problem is approximated by a nonlinear algebraic eigenvalue problem of the form
where X ¼ ½p p 0 ;p p 1 ; . . . ;p p N T are the values of the pressure eigenfunction at the collocation points (i.e.,p p j ¼p pðg j Þ for j ¼ 0; . . . ; N ). The nonzero entries of the matrices E, F , G, H are given in Appendix A. The above ðN þ 1Þ Â ðN þ 1Þ nonlinear eigenvalue problem is then converted to the following 3ðN þ 1Þ Â 3ðN þ 1Þ linear eigenvalue problem:
while I is the unitary and O the zero matrix. Finally, the QZ algorithm is employed to solve the eigenvalue problem (49) for a.
Iterative algorithm for a single eigenvalue
In order to use the iterative algorithm at a given streamwise position f i Eqs. (20) and (21) are discretised at the ðN þ 1Þ spectral collocation grid points yielding a linear inhomogeneous algebraic system which can be expressed in the form
The elements of the submatrices A 1 , A 2 , A 3 , A 4 and the vector b are given in Appendix B. The Nth and 2N th lines of matrix A are reserved for the boundary conditions. All but two elements of the vector b are zero. The nonzero elements appear at the Nth and 2Nth positions corresponding to the asymptotic values of u andp p at the far-field position g max , i.e., conditions (23) and (24) .
Starting with a suitable initial guess of the required eigenvalue, the algebraic system (51) is solved iteratively, by means of a Newton-iteration scheme [19] , until the impermeability condition on the surface (i.e., uð0Þ ¼ 0) is satisfied. The above described scheme is able to perform temporal as well as spatial instability calculations giving spectrally accurate results at the same level of computing effort. A similar iterative scheme was proposed by Malik [22] for the solution of viscous, compressible instability equations on a real grid. Standard numerical library subroutines were used for the solution of the linear system (51) and the evaluation of the modified Bessel functions.
Far-field boundary conditions
Finally we discuss the boundary conditions closing the inviscid linear instability equations, which determine the strategy used for the recovery of the most interesting unstable/least damped eigenvalues; if the latter appear nonlinearly in the boundary conditions the iterative algorithm must be used, otherwise either the local or the global procedure for the recovery of the eigenspectrum may be applied. Boundary conditions considered in this work are:
(a) Asymptotic (inhomogeneous): The instability equations are used in the form (20) and (21) combined with the asymptotic values for the disturbance amplitudes (23) and (24) in the far field. The discrete system is inhomogeneous, so the iterative spectral technique, as described in Section 3.3.2, is employed.
(b) Homogeneous: The instability problem is described by Eq. (25) 
The instability equations are used in the form (20) and (21) but the far-field asymptotic conditions are discarded. Instead of the homogeneous boundary condition on the pressure derivative at the wallp pð0Þ ¼ constant is imposed and, further, this constant is taken to be equal to unity. This assumption is equivalent to a normalization of the eigenfunctions by the value of pressure amplitude on the solid surface (g ¼ 0). Thus, the boundary conditions now read
The discrete system (51) remains inhomogeneous and the spectral iterative technique described in Section 3.3.2 can also be used here. One only needs to redefine vector b in Eq. (51), which now becomes b ¼ ð0; 0; . . . ; 0; 0; 1Þ T .
Results
We now turn to the presentation of the results obtained by application of the algorithms discussed in the previous section. The effect of a critical layer location which progressively moves away from the solid wall is examined by focusing first on incompressible flow on flat-plate geometries, where critical layers form in the immediate vicinity of the wall, and then proceeding to the study of compressible flow over both planar and axisymmetric configurations, in both of which critical layers are present in the neighbourhood of the respective free-streams. Owing to the numerical nature of this work parametric studies are confined to those parameters related to the complex mappings which form the central theme of this paper. The remaining physical parameters were chosen to match those of the respective established works against which we compare our predictions.
Basic flow
In this section we ascertain the capability of the proposed coupled finite-difference/spectral collocation scheme to obtain accurate solutions to the compressible boundary-layer equations (6)- (8) . We assess the efficiency of the spectral methods in which dense matrices must be inverted at each streamwise location against the standard finite-difference scheme in which a much larger number of nodes is required to obtain the same order of accuracy, but sparse matrices are being inverted. Within spectral computations, we quantify the overheads incurred by the complex-grid algorithm and, finally, we compare basic flow results obtained by spectral solutions in the complex plane against those delivered by Taylor-expansion of profiles obtained on a real spectral collocation grid.
Direct solution in the complex plane
As a part of the validation process we first compare the numerically determined streamwise velocity v v 3 and temperature T profiles, obtained using the combination of mappings (36) and (37), with the corresponding predictions of the Crank-Nicolson scheme employed by DS at several streamwise locations for adiabatic flow over a cone (k ¼ 1) at M 1 ¼ 3:8. Both algorithms used a streamwise step size of Df ¼ 0:001 and the results obtained were found to be independent of the wall-normal location g ¼ g max at which the far-field boundary conditions (11) were employed, when taking 25 6 g max 6 40. Since the Crank-Nicolson scheme integrates along the real axis, while the spectral collocation scheme integrates directly in the complex plane, it was felt that a direct comparison could only be made for the mapping parameter d 1 ¼ 0, i.e., only when the collocation scheme is forced to integrate along the real axis as well. Line-thickness agreement of the results for the profiles of v v 3 and T obtained by the two schemes can be seen in Fig. 4 .
Next, we establish the computing requirements of each algorithm in order for results of comparable accuracy to be obtained. Table 1 displays three sets of results for the nondimensional wall temperature T w at the streamwise location f ¼ 0:05--those obtained using the spectral For a fair comparison to be made, the number of collocation points used in the spectral calculations and that of the nodes on which the finite-difference algorithm was set up were chosen so as to deliver results of comparable accuracy for T w . Basic flow timings were obtained on a workstation and the conclusions which may be drawn from these results are the following. Firstly, the finite-difference and both spectral algorithms predict the same converged results for the parameters chosen, a result which was confirmed to hold for all the parameter values examined. This holds for the results delivered by the two spectral calculations, pointing at the independence at convergence of the spectral predictions on the complex-grid parameter mappings chosen in these runs. Secondly, the number of discretisation points used by the complex-grid spectral and the finite-difference schemes is similar to known comparisons of real-grid spectral and finite-difference viscous linear instability calculations [17] ; typically, an order of magnitude larger number of points is required by the latter in order for the accuracy of the former scheme to be met. Thirdly, from the point of view of efficiency several points are highlighted by the total CPU time consumed by the algorithms examined.
Focusing on the two real-grid calculations, it is interesting to note that the advantage offered by the superior convergence properties of the spectral scheme over the finite-difference algorithm at the same level of discretisation is not offset by the inversion of sparse matrices in the latter as opposed to the dense matrices required by the former scheme; in addition to requiring less memory, the real-grid spectral algorithm is over a factor two faster than its finite-difference counterpart. On the other hand, obtaining the basic flow solution on the complex grid is the most computationally intensive of the three algorithms. However, one should note that the solution on the complex grid can be used directly in the subsequent instability analysis, while the real-grid solutions need to be transferred onto a complex grid by Taylor-expansion, as will be discussed in the next section. In view of the additional overhead that the latter procedure requires, obtaining the basic flow directly on a complex grid becomes a competitive alternative from the point of view of efficiency also. 
Taylor expansion of the basic flow
The most widely used approach for calculating the basic flow on the complex plane is that of performing real-grid basic flow calculations first and subsequently determining the necessary profiles for the instability analysis by a truncated Taylor expansion approach. Solutions have been obtained on the grid defined by (38) and then interpolated onto the complex grid defined by (39) via a fourth-order Taylor series expansion. In line with the parameters chosen in the previous section, adiabatic flow over a cone (k ¼ 1) was considered at M 1 ¼ 3:8. The complex-grid parameters were g max ¼ l ¼ 25, c 2 ¼ 0:1, m ¼ 2, N ¼ 64. The step size for the marching scheme was again taken to be Df ¼ 0:001. of velocity and temperature profiles with the real part of g at f ¼ 0:05. For the complex streamwise velocity profiles agreement was obtained to the second decimal place for the real parts and the third decimal place for the imaginary parts, while a larger deviation was observed for the temperature profiles, with agreement to the first and second decimal places having been obtained for the real and the imaginary parts of this quantity for the same parameters. This level of accuracy of the Taylor-expanded basic flow in comparison to that obtained directly on the complex grid is to be expected for the parameters chosen since the complex grid has maxðg i Þ ' À0:6 which results in a maximum truncation error Oðmaxðg i Þ 5 Þ ' À8 Â 10 À2 . We will return to this issue when we present our instability results.
Summarising our basic flow calculations, we have demonstrated that accurate results may be obtained by spectral methods on either real or complex collocation grids, in line with the analogous result of Pruett and Streett [25] obtained on real collocation grids. Results agreeing reasonably well with each other have been obtained either directly on the complex plane or interpolated from realgrid calculations using a Taylor series expansion. The adequacy of either approach from the point of view of accuracy will be quantified shortly by reference to the eigenvalue problem results. Regarding efficiency, both spectral timings may be improved by use of preconditioning; this is beyond the scope of the present work, the objective of which is provision of basic flow quantities for the instability analyses, and could be undertaken as an extension of the present work.
Incompressible inviscid linear instability
We commence with the presentation of the linear instability results by considering the classic Rayleigh equation which, despite its apparent simplicity, provides a good test for our proposed algorithms due to the fact that for incompressible boundary-layer flows the critical layer is typically located very close to the wall. The complex grids which we employ need to coincide with the real point on the fixed boundary, where the boundary conditions are applied. Thus the computational grid must be deviated around the critical layer an extremely short distance away from the boundary. In the case of Sturm-Liouville eigenproblems of the fourth kind and certain kinds of barotropic instability problems [1, 11] this was achieved by considering nonzero imaginary parts for the complex mapping parameters (d 1 ; d 2 ; c 1 ; c 2 ) or, additionally, by applying composite complex maps, as proposed by Gill and Sneddon [12] . Gill and Sneddon also provide explicit formulae for the calculation of the optimal values for the complex mapping parameters which depend on the location of the critical point [11] . For the problem at hand, the optimal complex grid given by the formulae of Gill and Sneddon was found to cause serious convergence problems and degraded the accuracy of the basic flow calculations. If such a grid were to be used, the basic flow and the instability equations must be solved on different grids.
Here we have chosen to solve the boundary-layer equations directly on the complex plane and use the same grid for the instability calculations. Although this is not the optimal grid in the sense of Gill and Sneddon [11] , it offers accuracy and robustness as will be shown next. In what follows we use two sets of complex mappings resulting from a combination of (38) with either (39) or (41), both of which have the ability to divert the complex grid over short distances. The test cases considered are two model inviscid linear instability problems, that of the Blasius boundary layer [19] and a modified asymptotic suction profile [24] . Both problems share the characteristic of critical layer location close to the solid wall.
The Blasius boundary layer
The basic flow profile W 0 ðgÞ was obtained by solving the Blasius equation on a real grid (i.e, c 2 ¼ 0 or c 1 ¼ 0) or directly on a complex grid. If the former case, a Taylor expansion along the lines of Section 3.3 was used to calculate the values of W ðgÞ on the complex nodes. The Rayleigh equation was discretised on the complex grid resulting from the combination of (38) and (39) or (38) and (41), using the appropriate collocation derivative matrices. The discrete eigenvalue problem was thus formulated as a generalised eigenvalue problem which was solved using the QZ algorithm.
In order to study the accuracy and efficiency of the proposed algorithm we compare our results to those of Mack [19] (Table 3 Table 2 . In this table we also compare eigenvalues calculated using a basic flow determined by Taylor expansion of the Blasius solution into the complex plane (case I) against the case where the Blasius equation is solved directly in the complex plane (case II). The conclusion which may be drawn from these results is that case II calculations are more robust, with results depending more weakly on the complex-mapping parameter values than those in the case I calculations; this conclusion holds for both exponential and algebraic mappings. In Table 3 we keep the complex-grid mapping parameters fixed and vary the number of collocation points. Exponential Table 2 Dependence of the eigenvalue on the exponential and the polynomial mapping parameters, for the case of the Blasius boundary layer using N ¼ 100 collocation points (m ¼ 5, g max ¼ l ¼ 50) convergence of the results is demonstrated when using either complex mapping in the present case II calculations.
A modified asymptotic suction profile
Another example of flow of the same class is asymptotic suction flow [15] . Theofilis [31] has shown that convergence of the instability results obtained for this flow on a real calculation grid does not necessarily imply accuracy of the instability results; reliable eigenvalues can only be obtained when the critical layer is well resolved. Since the profile W 0 ðgÞ ¼ 1 À e Àg is inviscidly stable we adopt a modified version
which is inviscidly unstable if j > 1 2 [24] . We solve the Rayleigh equation for this basic flow with j ¼ 3 2 using both the exponential and the polynomial (with m ¼ 5) complex mappings and l ¼ g max ¼ 30.
The convergence history of the unstable eigenvalue at a ¼ 0:25 for several values of the mappings parameters is shown in Table 4 . The accuracy of the eigenvalue calculation clearly depends on both the number of collocation points used to discretise the problem and the integration path. More precisely, highly accurate results may be obtained either by deviating the integration path far enough from the critical layer or by simply increasing resolution. Focusing on the exponential mapping, the dependence of the results on the parameter c 1 may be clearly seen. Although convergence may be achieved in a relatively wide range of c 1 , with values varying from c 1 ' À3:5 to )1.0, values outside this parameter range are inaccurate. The reason for this is that if c 1 takes values lower than )3.5 the computational grid becomes too sparse, while when c 1 is higher than )1.0 the integration path passes too close to the critical layer. In both cases accuracy improves by increasing resolution. On the other hand, choosing c 1 to lie within the interval quoted above, results are converged to ten digits using upwards of 64 collocation points. The qualitative difference between the polynomial and the exponential mappings is that in the former mapping the length of the complex integration path is larger, resulting in coarser effective resolution for the polynomial mapping grid compared with the exponential mapping when the distance between the complex grid and the critical layer is kept the same in the two mappings. Results obtained but not shown here demonstrated the effectiveness of either mapping in the case of relatively small values Table 3 Dependence of the eigenvalues on the number of collocation points (N) for the case of the Blasius boundary layer using the exponential mapping with c 1 ¼ À3:0 and the polynomial mapping with c 2 ¼ À0:
of a (a < 0:01), in which case the critical layer is very close to one of the boundaries of the (real) computational interval. A further result of interest, also shown in Table 4 , is that in this flow example, unlike the Blasius boundary layer, real-grid instability calculations are adequate given sufficient resolution. We attribute this to the relative size of the imaginary part of the calculated eigenvalues, which implies that the critical layer in the second flow example is sufficiently far from the real-g axis such that no observable numerical difficulties were encountered.
Compressible inviscid linear instability
It is well known that as the Mach number increases the critical layer moves away from the wall outwards towards the edge of the boundary layer [19] . Thus for compressible calculations it is easier to determine a suitable complex grid which avoids the large gradient problems in the critical layer. We commence by presentation of compressible inviscid linear instability results in planar geometries, which may be viewed either as the compressible extension of the results of the previous section or as the limiting case of the compressible inviscid linear instability results in axisymmetric geometries, which will be presented shortly. By contrast to the Blasius boundary layer, where an inviscid linear instability analysis is of largely academic interest, linear instability of (viscous) compressible flow on both flat-plate and axisymmetric geometries can be well approximated by an inviscid analysis. Interest in inviscid linear instability theory in both geometries may Table 4 Dependence of the eigenvalues on the polynomial (m ¼ 5) and the exponential mapping parameters, for the case of the modified asymptotic suction boundary layer with a ¼ 0: thus be justified from a physical point of view, although it should be noted that current hardware technology permits performing a viscous linear instability analysis for routine design purposes.
Supersonic flow in planar geometries
In this section we perform mode I and II inviscid linear instability calculations for supersonic boundary-layer flow over a flat plate, choosing the relevant parameters from the related work of Duck [6] who monitored the planar limit of the equations presented in [6] against the calculations of Mack [20] . The basic flow solution is obtained using Eqs. (6)- (8) at f ¼ 0 subject to boundary conditions (10) and (11) . Basic flow calculations were performed on the complex collocation points defined by the combination of (38) and (39) with m ¼ 5. The subsequent instability analysis was pursued in a temporal framework in order for comparisons with the aforementioned works to be possible. The analysis is based on Eqs. (28) and (29) together with boundary conditions (30)- (32) . First, we consider the incompressible planar limit taking M 1 ¼ 10 À4 and the mapping parameters of the incompressible calculations, N ¼ 100, g max ¼ l ¼ 50, c 2 ¼ 1:5. The calculated eigenvalue at a ¼ 0:179 is x ¼ ac ¼ 0:05750493 À i0:00657192, which agrees with the incompressible result in all decimal places. Next, supersonic inviscid linear instability calculations are performed at M 1 ¼ 3:8 for flow over an insulated flat-plate. We chose for all subsequent calculations g max ¼ l ¼ 25 and present in Table 5 the combined effect of grid resolution and variation of the single remaining complex-grid parameter c 2 on the mode II eigenvalue obtained at a ¼ 0:365. In these results it may be seen that a real grid is inadequate to cope with this instability problem The same conclusion may be drawn for calculations performed with c 2 P 0:15 at modest resolutions, while calculations at c 2 % 0:05 deliver the most accurate results at low resolutions. Finally, the results of Table 5 as well as others not shown here show that grid refinement in combination with a small positive value of c 2 , corresponding to a short detour into the complex plane, can deliver the converged eigenvalue. Taking the optimal parameters resulting from the present study, N ¼ 64 and c 2 ¼ 0:05, we present in Fig. 6 the dependence of the eigenvalue c on the wavenumber parameter a for both mode I and mode II calculations. Excellent agreement with the superimposed relevant inviscid instability analysis results of Duck [6] may be seen. At maximum growth rate conditions the viscous analysis of Mack [20] predicts a mode II instability wave that is about 10% more stable than the inviscid result of Duck [6] reproduced herein by the complex-grid analysis. 1 As pointed out by one Reviewer, the quality of the complex grid utilised, including resolution of the metric, can be assessed by presenting the eigenfunctions obtained by our algorithm; this result is shown in Fig. 7 .
Supersonic flow on a cone
The accuracy of the complex-grid spectral collocation algorithms presented in solving the linear instability equations for supersonic flow past axisymmetric bodies is now assessed. The temporal linear instability analysis results of DS are used for comparisons with our predictions. wavenumbers, n, as shown. The complex grid used is defined as a combination of (36) and (37) with N ¼ 64, d 1 ¼ À0:05, g max ¼ l ¼ 25. The graphical agreement of the results is very satisfactory. Next, we perform spatial calculations for the same physical parameters. We use a combination of (36) and (37) and the iterative algorithm of Section 3.3.2 at variable resolutions. The dependence of the eigenvalues determined by the spectral collocation scheme on the complex-grid mapping parameters is shown in Tables 6 and 7 . The bracket of d 1 values in which we were able to obtain accurate results is rather narrow; erroneous results were obtained when the mapping parameter exceeds a threshold value. For this set of physical parameters the threshold was found to be c 1 % À0:05, as can be seen in the results of Fig. 9 . In Fig. 10 the effect on the spatial eigenvalues determined using basic flows calculated either by truncated Taylor series (case I) or by direct solution in the complex plane (case II) is shown. Line-thickness agreement of the results obtained by using either basic flow can be seen over much of the respective mode range. The discrepancies are quantified at approximately maximum growth rate conditions in Table 8 . Returning to the discussion of Section 4.1.2, such discrepancies may well be tolerated in the context of the inviscid instability analysis.
Next we turn to the issue of efficiency; representative convergence history calculations and the respective CPU timings for the recovery of eigenvalues using both the spectral iterative technique Table 6 Dependence of the eigenvalue a on the complex mapping parameter d 1 in the case of compressible, adiabatic flow over a Table 7 Dependence of the eigenvalues on the number of collocation nodes and the mappings parameters, for the case of adiabatic cone flow with M 1 ¼ 3:8 and k ¼ 1, at f ¼ 0:05 and the QZ algorithm are displayed in Table 9 . The complex grid is defined as a combination of (36) and (37) with d 1 ¼ À0:05, g max ¼ l ¼ 25 and the basic flow is calculated directly on the complex grid (case II). Results on two different platforms are presented here--a 100 MHz PC processor and a EV6 500 MHz Alpha processor. The timings presented were found to be quantitatively the same for either spatial or temporal instability calculations. Table 10 displays the analogous result for a typical calculation of an eigenvalue using the Runge-Kutta shooting technique on the PC. Comparison of the results of the two spectral methods is satisfactory from the point of view of the ability of either of the proposed schemes to recover the converged eigenvalue. The decision on which type of calculation should be performed clearly depends on the platform used. On the modest machine a global search should be confined to calculations providing an estimate of the eigenvalue, to be subsequently refined by the iterative algorithm. On the fast processor the overhead of performing such operations sequentially may be larger than the time taken by the QZ algorithm to deliver the entire spectrum. Table 9 Representative CPU times (in seconds) for the calculation of (a) one eigenvalue using the spectral iterative technique and (b) an estimate of the entire eigenspectrum using the QZ algorithm Spatial calculations are performed using Temporal calculations are performed using
The effect of far-field boundary conditions
As a final issue, we discuss the performance of the complex-grid algorithm in combination with several different types of free-stream boundary conditions, typical of those used in inviscid linear instability analyses. We use the results of Fig. 10 as a reference and consider the combined effect of alternative boundary conditions with either the global or the local algorithm for the recovery of the eigenspectrum. Spatial instability is considered and three computational grids are used: (i) the first employs N ¼ 64 collocation points and the domain is truncated at g max ¼ l ¼ 25; (ii) in the second grid the domain is truncated at g max ¼ l ¼ 60, while the number of collocation points is kept the same as in grid (i); (iii) and finally, resolution is increased in the third grid to N ¼ 90 while Fig. 11 . Results of the iterative algorithm employing the inhomogeneous boundary conditions (a) (--) and the global algorithm employing the homogeneous boundary conditions (b) (---, -Á-Á-and Á Á Á). Upper: mode I calculations (n ¼ 3). Distribution of the spatial growth rate )a i (left) and the wavenumber a r (right) with the frequency x. Lower: analogous results for mode II calculations (n ¼ 0). g max ¼ l ¼ 60. In all three cases, the basic flow equations (6)- (8) are solved directly on the complex grids (i)-(iii) using the spectral algorithm described in Section 3.2. Fig. 11 presents the dependence of the eigenvalue a on frequency x for both mode I and mode II calculations. Here comparison of results obtained using boundary conditions (a) or (b) of Section 3.3.3 is shown. Grid (i) is employed for the results of the iterative technique (denoted by the continuous line) while all three grids are employed for the results of the global algorithm. It can be seen that the homogeneous boundary conditions (b) recover the results of the asymptotic boundary conditions (a) provided the solution domain extends sufficiently far away from the wall. The wavenumber prediction is good for all the grids and both the global and the iterative techniques. However, the growth rates of mode I are more sensitive to the choice of the grid than those Fig. 12 . Results of the iterative algorithm employing the inhomogeneous boundary conditions (a) (--) and the homogeneous far-field boundary conditions (c) (-Á-Á-and Á Á Á). Upper: mode I calculations (n ¼ 3). Distribution of the spatial growth rate )a i (left) and the wavenumber a r (right) with the frequency x. Lower: analogous results for mode II calculations (n ¼ 0). of mode II. Although the accuracy of the QZ results improves by taking g max further away from the cone surface, the number of collocation points considered is not sufficient for convergence. Increasing this to N ¼ 90; accurate results for the growth rates of mode I instabilities can also be obtained. Fig. 12 again presents spatial results at the same parameter values, now obtained using the iterative algorithm alone and boundary conditions (a) or (c). An analogous conclusion may be drawn regarding the effect of truncating the domain too near the wall, with results being indistinguishable when the domain is truncated far from the solid surface. In other words, within the context of an iterative algorithm, necessarily used on account of the inhomogeneity of the boundary conditions, either type of boundary condition (a) or (c) may be used; the gains from truncating the domain near the wall and applying type (a) boundary conditions is marginal.
Discussion
Our concern in this paper has been with the generalised eigenvalue problem resulting from an inviscid linear instability analysis of wall-bounded boundary-layer type of flows. Such an analysis is motivated from a physical point of view by compressible laminar-turbulent flow transition prediction and from a numerical point of view by the need to tackle critical layers, the location of which cannot be predicted analytically, by appropriate numerical approaches. The numerical challenge of the resolution of critical layers has long been successfully met by robust finite-difference/shooting algorithms [6, 18] . The rather large number of discretisation nodes necessary for converged results to be obtained in both basic flow and eigenvalue problem calculations when using finite-difference/shooting algorithms is compensated by the sparse nature of the matrices involved; the resulting storage requirements can be handled straightforwardly by current hardware technology.
Here we have discussed alternative self-consistent algorithms based on complex-grid spectral methods for the numerical solution of the boundary-layer equations and the resulting inviscid linear eigenvalue problem, in a wide variety of flows of both academic and practical interest. We focused on examining the robustness of complex-grid calculations against variations of the grid parameters and presented both global and local algorithms for the calculation of the eigenvalues. Within either approach we posed the question of the effect of alternative forms of the boundary conditions on the accuracy of the instability results. Further, we examined the influence on the eigenvalue problem results of basic flow data generated either directly on complex collocation grids or using the corresponding real collocation points with the large gradients avoided by Taylor-expansion around the critical layer. Results were obtained for incompressible flow on planar geometries and compressible flow on both planar and axisymmetric curved geometries. In all cases studied, adequate resolution of the critical layer by the complex collocation grid spectral approach was found to deliver results in excellent agreement with established works. Furthermore, we have identified the following directions for future research.
The most critical parameters on which instability results obtained on complex collocation grids were found to depend were those of the complex-grid mappings used. This is to be expected, since these parameters determine the means by which the critical layer is avoided and the resulting effective resolution used. Unfortunately, no general theory exists for the determination of the mapping parameters in the instability problem at hand and the optimal values can only be determined by convergence analysis studies and/or comparisons with results obtained by a finitedifference/shooting algorithm. The development of theoretical arguments for the choice of the complex-grid mapping parameters in the framework of a boundary-layer instability analysis is one of the needs identified by the present work. The key conclusion drawn from the present work, however, is that the complex-grid spectral algorithms presented can be considered as a viable alternative to finite-difference/shooting calculations. Further efficiency gains for the spectral method can be achieved in both basic flow and instability analysis calculations by preconditioning the matrices involved in the respective calculations; this is one possible avenue which could be pursued in future studies.
