On imprimitive multiplicity-free permutation groups the degree of which is the product of two distinct primes  by Hirasaka, Mitsugu
European Journal of Combinatorics 30 (2009) 30–38
Contents lists available at ScienceDirect
European Journal of Combinatorics
journal homepage: www.elsevier.com/locate/ejc
On imprimitive multiplicity-free permutation groups the
degree of which is the product of two distinct primes
Mitsugu Hirasaka
Department of Mathematics, College of Science, Pusan National University, Kumjung, Busan 609-735, Republic of Korea
a r t i c l e i n f o
Article history:
Received 9 September 2007
Accepted 2 March 2008
Available online 16 April 2008
a b s t r a c t
Let PQ denote the set of n ∈ N such that n is a product of two
primes with gcd(n,ϕ(n)) = 1 where ϕ is the Euler function. In
this article we aim to find n ∈ PQ such that any imprimitive
permutation group of degree n is multiplicity-free. Let R denote
the set of such integers inPQ. Our main theorem shows that there
are at most finitely many Fermat primes if and only if |PQ − R|
is finite, whose proof is based on the classification of finite simple
groups.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
LetPQ denote the set of n ∈ N such that n is a product of two primes with gcd(n,ϕ(n)) = 1 where
ϕ is the Euler function.
We say that a group action is multiplicity-free if its permutation character is multiplicity-free. Until
now there are many results to find multiplicity-free actions of a given group (see [9] for example).
In this article we aim to find n ∈ PQ such that any imprimitive permutation group of degree n is
multiplicity-free. Let R denote the set of such integers in PQ. Then our main theorem shows that
there are at most finitely many Fermat primes if and only if |PQ −R| is finite as follows:
Theorem 1.1. We have PQ −R = {pq | q ≡ 2 mod p} where q is a Fermat prime and p is a prime.
Notice that only {3, 5, 17, 257, 65 537} are the known Fermat primes and it is conjectured that
there are at most finitely many Fermat primes. This implies that any imprimitive permutation group
of degree n ∈ PQ is multiplicity-free except very restricted degrees as in Theorem 1.1. Remark that,
if {3, 5, 17, 257, 65 537} is the set of Fermat primes, then |PQ −R| = 10.
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We have to mention that our main theorem owes much to the classification of transitive
permutation groups of prime degree by W. Feit (see Theorem 3.3), which is based on the classification
of finite simple groups.
We shall mention what makes us focus on PQ.
Let G denote a transitive permutation group of a finite set Ω . Then G acts on Ω × Ω by (α,β)x :=
(αx,βx) where (α,β) ∈ Ω × Ω and x ∈ G. It is well known that the set of orbits under the action
of G on Ω × Ω forms an association scheme called Schurian, and it is commutative if and only if the
permutation character associated with the action of G on Ω is multiplicity-free (see [1,16] or [17] for
the basic concepts of association schemes).
Originally, our motivation is derived from commutativity of association schemes. In [8] it is proved
that each association scheme of prime order is commutative. In [5,6], partial results for commutativity
of association schemes of prime square order are obtained. So, it is natural to ask about commutativity
of association schemes of order in PQ, while it is still open that each association schemes of prime
square order is commutative.
Let MF denote the set of n ∈ N such that any transitive permutation group of degree n is
multiplicity-free.
Remark that each prime or prime square is a member ofMF and the order of a nonabelian group
is not a member ofMF . In this sense PQ seems to have nontrivial cases in determining members of
MF .
Here we notice that
PQ ∩MF ⊆ R ⊆ PQ,
and both inclusions are proper by the following examples:
Example 1.1. If r+ 1 is a Fermat prime, then PSL2(r) ' SL2(r) has a subgroup H isomorphic to AGL1(r),
and H has a subgroup L of index p where p is an odd prime divisor of r − 1. The action of PSL2(r)
on the right cosets of L induces an imprimitive permutation group of degree p(r + 1) which is not
multiplicity-free (see Lemma 3.6 for the proof). The graph obtained by an orbital under this action is
known as Marušič–Scapellato graphs (see [13]).
Example 1.2. According to [2] PSL2(13)has a subgroup of index 91, and the induced action is primitive
but not multiplicity-free. In [12] the primitive permutation groups of square-free degree are classified,
and in [14] the vertex-primitive graphs of order a product of two distinct primes are classified. Thus,
it remains to enumerate multiplicity-free permutation groups among the classification list.
As a combinatorial interest derived from this topic we refer [10] to introduce a special case of
generalized conference matrices.
Let m, n ∈ N. We call an n× n matrix M a generalized conference matrix over Cm := {z ∈ C | zm = 1}
if all diagonal entries of M are zero, each nondiagonal entry of M belongs to Cm and MM¯t is a scalar of
the identity matrix where M¯t is the transposed and conjugate matrix of M.
Let M denote a symmetric generalized conference matrix of degree n over Cp where p is a prime.
Then we can construct imprimitive association scheme of order pn (see Propositions 4.3 and 4.4),
which generalizes the association schemes derived from the group action given in Example 1.1.
In Section 2 we prepare notation and basic results, in Section 3 we prove our main theorem. In
Section 4 we will show a way of the above construction.
2. Preliminaries
We use the same notation on permutation groups as in [3] and that on association schemes as
in [17].
Let G denote a group acting on a nonempty finite set Ω . For each g ∈ G we denote by gΩ the
permutation of Ω mapping α ∈ Ω to αg . We set GΩ := {gΩ | g ∈ G} and G(Ω) := {g ∈ G | gΩ = idΩ} so
that they are the image and kernel of the action, respectively.
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Lemma 2.1. Let G denote a group acting on Ω and N ≤ G. If N is normalized by g, then (N{∆})g = N{∆g}
and (N(∆))g = N(∆g) for each ∆ ⊆ Ω .
Proof. Let a ∈ N{∆g}. Then∆ga = (∆g)a = ∆g , and, hence, gag−1 ∈ G{∆}∩N = N{∆} since gag−1 ∈ N. Thus,
a ∈ g−1N{∆}g = (N{∆})g . Conversely, let a ∈ (N{∆})g . Then gag−1 ∈ N{∆}. This implies that ∆gag−1 = ∆, or
equivalently, ∆ga = ∆g . Thus, a ∈ G{∆} ∩ N = N{∆}. Therefore, (N{∆})g = N{∆}g
Since N(∆g) = ⋂α∈∆ Nαg , the second equation follows from the first one. 
Lemma 2.2 ([3, Lemma 4.3A]). Let T1, . . . , Tm be simple nonabelian groups. Suppose that H is a group with
distinct normal subgroups K1, . . . , Km such that H/Ki ' Ti for each i and⋂mi=1 Ki = 1. ThenH ' T1×· · ·×Tm.
The following is obtained by applying [11] for classification of transitive permutation groups of
prime degree in [4]:
Theorem 2.3 ([4,11]). Let G be a transitive permutation group of degree p where p is a prime. Then there
are at most two conjugacy classes of subgroups in G with index p.
For an action of G on a finite set Ω we denote by Orb2(G;Ω) the set of orbits under the induced
action on G on Ω ×Ω . An element of Orb2(G;Ω) is called an orbital under the action. The vector space
spanned by the adjacency matrices of elements of Orb2(G;Ω) is called the centralizer algebra for the
action.
Remark 2.1. Let G acts transitively on a finite set Ω . Then the following are equivalent:
(i) The action is multiplicity-free;
(ii) The centralizer algebra for the action is commutative;
(iii) In the group algebra C[g], ∑x∈GαaGα x commutes with ∑y∈GαbGα y for all a, b ∈ G where α ∈ Ω .
Remark 2.2. In order to prove that a permutation group G is multiplicity-free, it suffices to show that
a transitive subgroup H of G is multiplicity-free, since the orbitals under H is a refinement of those
under G.
Let X denote a nonempty finite set and r a subset of X × X.
According to [17] we give terminology related to association schemes. We set r∗ := {(x, y) | (y, x) ∈
r} and xr := {y ∈ X | (x, y) ∈ r}where x ∈ X.
Let S denote a partition of X × X which does not contain the empty set. Then we say that (X, S) is
an association scheme or shortly scheme if it satisfies the following conditions:
(i) 1X := {(x, x) | x ∈ X} ∈ S;
(ii) For each s ∈ S, s∗ := {(x, y) | (y, x) ∈ s} ∈ S;
(iii) For all s, t, u ∈ S and x, y ∈ X, |xs ∩ yt∗| is constant whenever (x, y) ∈ u.
For each s ∈ S we denote by σs the adjacency matrix of s.
In [16] the complex product TU of two subsets T, U ⊆ S is defined as follows:
TU :=
{
s ∈ S | ∑
t∈T,u∈U
atus > 0
}
.
We say that t ∈ S is thin if |xt| = 1 for each x ∈ X.
Lemma 2.4 ([16, Thm. 1.2.7]). If t, s ∈ S and t is thin, then ts (resp. st) is a singleton.
A nonempty subset T of S is called closed if TT ⊆ T.
For each closed subset T of Swe define X/T := {xT | x ∈ X} and S//T := {sT | s ∈ S}where xT := ⋃t∈T xt
and sT := {(xT, yT) | y ∈ xTsT}. Then (X/T, S//T) is an association scheme called the factor scheme of
(X, S) over T (see [16, Thm. 1.5.4]).
Let (X, S) and (Y, T) denote association schemes.
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We define S× T := {s× t | s ∈ S, t ∈ T}where
s× t := {((x1, y1), (x2, y2)) | (x1, x2) ∈ s, (y1, y2) ∈ t}.
Then (X× Y, S× T) is an association scheme called the direct product of (X, S) and (Y, T) (see [17, Thm.
7.2.3]).
For each s ∈ S we define
s¯ := {((x1, y), (x2, y)) | (x1, x2) ∈ s, y ∈ Y}.
For each t ∈ T − {1Y}we define
t¯ := {((x1, y1), (x2, y2)) | x1, x2 ∈ X, (y1, y2) ∈ t}.
Then (X × Y, S o T) is an association scheme called the wreath product of (X, S) by (Y, T) where
S o T := {s¯ | s ∈ S} ∪ {t¯ | t ∈ T − {1X}}. Following [7] we obtain the following remark easily:
Remark 2.3. If (X, S) and (Y, T) are commutative, then both of (X× Y, S× T) and (X× Y, S o T) too are.
3. Proof of our main theorem
In this section we assume that G is a transitive permutation group of Ω with a nontrivial block ∆
where |Ω | ∈ PQ. Then G acts transitively on the system Σ of blocks containing ∆, i.e., Σ := {∆x | x ∈
G}.
We denote the kernel of the action by K, and the socle of K by N.
Here we remark that |Ω | = |∆||Σ | so that both |∆| and |Σ | are odd primes, and K = 1 if and only
if N = 1.
First, we will consider the case where K 6= 1.
Proposition 3.1. If K 6= 1, then G is multiplicity-free.
Proof. Since N is characteristic in K and K E G, N E G. Let α ∈ ∆. Then αN is a block for G and αN ⊆ ∆.
Since N 6= 1 and |∆| is a prime, αN = ∆. It follows from Lemma 2.1 that N acts transitively on each
element Λ of Σ . Since the socle of a nonidentity finite group is the direct product of simple group
(see [3, Thm. 4.3.A]), the homomorphic image N∆ too is. Since a transitive permutation group of prime
degree has a simple socle (see [3, Thm. 4.1.B]), the socle of N∆ is itself. It follows from [15, Thm. 11.7]
that N∆ is either cyclic or 2-transitive.
Put
Γ := {Λ ∈ Σ | N(∆) = N(Λ)}.
It follows from Lemma 2.1 that Γ is a block for the action of G onΣ . Since |Σ | is a prime, |Γ | ∈ {1, |Σ |}.
We divide our consideration into the following cases:
(i) |Γ | = 1 and N∆ is cyclic;
(ii) |Γ | = 1 and N∆ is 2-transitive;
(iii) |Γ | = |Σ | and N∆ is cyclic;
(iv) |Γ | = |Σ | and N∆ is 2-transitive.
Since G acts transitively on Σ and |Σ | is a prime, we can take g ∈ G such that gΣ is a cycle of
length |Σ |. We will show that L := 〈N, g〉 is multiplicity-free, implying that G is multiplicity-free by
Remark 2.2. Notice that L is transitive on Ω and Lα = Nα since g normalizes N and gΣ is fixed point free
on Σ .
Remark that, if |Γ | = 1, then {N(Λ)}Λ∈Σ are distinct for each other. On the other hand, if |Γ | = |Σ |,
then N(∆) = N(Λ) for each Λ ∈ Σ , and hence, N(∆) = 1. Moreover, N∆ ' N.
(i) Since N/N(∆) ' N∆ ' Z|∆|, N(∆) is a maximal subgroup of N. Since N(∆) ≤ Nα < N, Nα = N(∆).
Since Nα = N(∆) 6= N(Λ) for eachΛ ∈ Σ withΛ 6= ∆, Nα acts nontrivially onΛ. Since NΛ ' Z|∆|, it follows
that Nα acts transitively on Λ. Thus, the orbits under Nα on Ω are {{β} | β ∈ ∆} ∪ {Λ | Λ ∈ Σ − {∆}},
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and Orb2(L;Ω) forms the wreath product of Orb2(N;∆) by Orb2(〈gΣ 〉;Σ), which is commutative by
Remark 2.3.
(ii) Note that N/N(∆) ' N∆ is a nonabelian simple group and ⋂Λ∈Σ N(Λ) = 1. Since {N(Λ)}Λ∈Σ are
distinct by the above remark, it follows from Lemma 2.2 that N ' ΠΛ∈ΣNΛ. This implies that Nα acts
transitively onΛ for eachΛ ∈ Σ with∆ 6= Λ. Using the same argument as (i) we obtain that Orb2(L,Ω)
is the wreath product of Orb2(N;∆) by Orb2(〈gΣ 〉;Σ), which is commutative by Remark 2.3.
(iii) Since N ' N∆ ' Z|∆|, N acts semiregularly onΩ . Since g normalizes N, it follows from |Ω | ∈ PQ
that g centralizes N. Therefore, L is abelian and Orb2(L;Ω) forms a commutative association scheme.
(iv) We claim that there exist α,β ∈ Ω such that Nα = Nβ and α 6= β. Note that, for each i with
0 ≤ i ≤ |Σ |−1, {g−iNαgi | α ∈ ∆} are distinct subgroups of N with index |∆|, consisting one conjugacy
class in N. Since |Σ | > 2, it follows from Theorem 2.3 that there exist i, j with 0 ≤ i < j ≤ |Σ | − 1 such
that
{g−1Nαgi | α ∈ ∆} = {g−jNαgj | α ∈ ∆}.
Since |Σ | is a prime, it follows that
{Nα | α ∈ ∆} = {g−1Nαg | α ∈ ∆}.
Thus, there exists α, γ ∈ ∆ such that Nα = g−1Nγg. Since g−1Nγg = Nγg and γg 6∈ ∆, α and β := γg are
required elements in the claim.
Let t, s be the orbitals under L containing (α,β) and (α, γ) where γ ∈ ∆ with α 6= γ, respectively.
Then t is of valency one and σt centralizes σs. Since the adjacency matrix of each orbital forms σit or
σsσ
i
t for some i, it follows that Orb2(L,Ω) is commutative. 
For the remainder of this section we assume that K = 1 and H is the socle of G.
Lemma 3.2. If H is not transitive on Ω , then G is multiplicity-free.
Proof. An orbit of H on Ω is a nontrivial block for G and H is contained in the kernel of the action of G
on the system of imprimitive blocks. Therefore, G is multiplicity-free by Proposition 3.1. 
Remark 3.1. We have H(∆) ≤ Hα ≤ H{∆} ≤ H, H(∆) E H{∆}, |H : H{∆}| = |Σ | and |H{∆} : Hα| = |∆|.
According to the classification of transitive permutation groups of prime degree we divide our
consideration into the following:
Theorem 3.3 ([4]). Suppose that K = 1. Under the above notation and assumptions one of the following
holds:
(1) H ' Z|Σ | and H{∆} = 1;
(2) H ' Alt(Σ) and H{∆} ' Alt(Σ − {∆});
(3) |Σ | = 11, H ' PSL2(11) and H{∆} ' A5;
(4) |Σ | = 11, H ' M11 and H{∆} ' M10;
(5) |Σ | = 23, H ' M23 and H{∆} ' M22;
(6) |Σ | = rd−1
r−1 for some prime power r and d ∈ N, H = PSLd(r) and H{∆} ' AGLd−1(r).
Remark 3.2. If rd−1
r−1 is a prime, then d is a prime and r 6≡ 1 mod d. This implies that the center of SLd(r)
is trivial so that H ' SLd(r) and H{∆} ' AGLd−1(r).
Lemma 3.4. Under the same notation as in Theorem 3.3 H is multiplicity-free unless (6) holds.
Proof. (1) Since |H| < |Ω |, H is not transitive on Ω . By Lemma 3.2, G is multiplicity-free.
(2) By [3, Lemma 5.2.A], Alt(Σ−{∆}) has no subgroup of index |∆| if |Σ |−1 ≥ 5 by the assumption
|Σ | 6= |∆| (see [3]). If |Σ | − 1 ≤ 4, then |Σ | = 5 and |∆| = 3. Furthermore, Hα = H(∆) ' Z2 × Z2 and H
is not multiplicity-free. However, A5 ' PSL2(4) as in (6).
(3) Since |PSL2(11)| = 22 · 3 · 5 · 11, it follows from gcd(|∆|, |Σ | − 1) = 1 that |∆| = 3. But, A5 has
no subgroup of index three.
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(4) Since |M11| = 24 · 32 · 5 · 11, it follows from gcd(|∆|, |Σ | − 1) = 1 that |∆| = 3. But, M10 = A6 · 2
has no subgroup of index three.
(5) Since |M23| = 24 · 32 · 5 · 7 · 11 · 23, it follows from gcd(|∆|, |Σ | − 1) = 1 that |∆| ∈ {3, 5, 7}.
But, M22 has no subgroup of such indices (see [2, p. 39]). 
Lemma 3.5. Under the same assumption as (6) in Theorem 3.3 H is multiplicity-free unless d = 2.
Proof. Since H ' PSLd(r) ' SLd(r), H{∆} is isomorphic to the subgroup of SLd(r) which fixes the
subspace spanned by (1, 0, . . . , 0), namely,{(
c o
vt A
)
| v ∈ Frd−1, c ∈ Fr, A ∈ GLd−1(r)with c det A = 1
}
where o is the zero vector in Fd−1r .
If H(∆) = 1, then H{∆} ' H∆. By Theorem 3.3, d = 2, r + 1 = |Σ | and |∆| = r, which contradicts
|Ω | ∈ PQ.
If H(∆) 6= 1, then H(∆) contains the translation normal subgroup T, namely,
T :=
{(
1 o
vt I
)
| v ∈ Frd−1
}
where I is the identity matrix in GLd−1(r). Note that H{∆}/T ' GLd−1(r). Thus, we obtain that H{∆}/H(∆)
is a homomorphic image of GLd−1(r), namely, GLd−1(r)/M for some M E GLd−1(r).
If M does not contain SLd−1(r), then |∆| = rd−1−1r−1 by Theorem 3.3. But, we have |Σ | = r|∆| + 1, a
contradiction to |Ω | ∈ PQ.
If M contains SLd−1(r), then H{∆}/H(∆) is isomorphic to a subgroup of F×r where F×r is the
multiplicative group of Fr . Thus, H{∆}/H(∆) is cyclic and |H{∆}/H(∆)| = |∆| divides r − 1.
We may assume that
H(∆) =
{(
c o
vt A
)
∈ H{∆} | c det A = 1, det A ∈ U
}
where U is a subgroup of F×r with index |∆|.
LetD := diag(c, c−1, 1, . . . , 1) and P denote the permutation matrix induced by the 3-cycle (1, 2, 3)
where c 6∈ U. Then D ∈ H{∆} − H(∆) and P ∈ H − H{∆}.
We claim HαDPHα = HαPDHα = HαPHα.
Multiplying diag(1, c, c−1, 1, . . . , 1) and diag(1, c−1, c, 1, . . . , 1) ∈ Hα to DP from left and right
respectively we obtain P ∈ HαDPHα.
Similarly, we obtain P ∈ HαPDHα. Thus, the claim holds.
Let t, s denote the orbitals corresponding to HαDHα and HαPHα. Then t has valency 1 so that
σtσs = σsσt = σs by the claim. This implies that 〈t〉 is a normal closed subset and the orbitals of H
are {ti | 0 ≤ i ≤ |∆|−1}∪{s}. Thus, Orb2(H;Ω) is commutative, or, equivalently, H is multiplicity-free.

Lemma 3.6. The action given in Example 1.1 is imprimitive but not multiplicity-free.
Proof. Let U denote a unique cyclic subgroup of Fr with |U| = r−1p , and let
L :=
{(
b−1 0
a b
)
| a ∈ Fr, b ∈ U
}
.
Then we see that the normalizer of L is{(
b−1 0
a b
)
| a, b ∈ Fr, b 6= 0
}
.
This implies that L is not maximal, and, hence, the action is imprimitive. Let
A :=
(
0 1
−1 0
)
, B :=
(
c−1 0
0 c
)
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where c 6∈ U. Then we can obtain that AB 6∈ LBLAL = LBAL by direct computation. It follows from
Remark 2.1 that the action is not multiplicity-free. 
Proof of Theorem 1.1. By Lemma 3.6, the right-hand side in Theorem 1.1 is contained in the left-hand
side. Let n ∈ PQ−R. Then there exists an imprimitive permutation group G of degree n which is not
multiplicity-free. Let ∆ denote a nontrivial block for G and Σ := {∆x | x ∈ G}. By Proposition 3.1 and
Lemma 3.5, the socle H of G is isomorphic to PSL2(r) for some prime power r and the action of H on Σ
is permutation isomorphic to the action of PSL2(r) on the set of projective points. Thus, |Σ | = r + 1
and H{∆} ' AGL1(r). Since |Σ | is odd, r is a power of two. This implies that Σ is a Fermat prime. Note
that any normal subgroup of prime index in AGL(1, r) contains the translation subgroup. Thus, |∆|
divides |H∆| = |H{∆}/H(∆)| which is a divisor of r − 1. Thus, n = |∆||Σ | belongs to the right-hand side
of Theorem 1.1. Therefore, we conclude that the equality holds in our main theorem. 
4. Combinatorial observation
Throughout this section we assume that (X, S) is an association scheme and T is a closed subset of
S satisfying the following conditions:
(1) p := |T| = nT is an odd prime, i.e., T consists of a prime number of relations of valency one;
(2) |S//T| = 2, i.e., S//T consists of the diagonal one and its complement;
(3) T is normal in S, i.e., Ts = sT for each s ∈ S;
(4) (X, S) is not commutative.
These assumptions are derived from the association schemes given in Example 1.1.
Lemma 4.1. For each t ∈ T − {1X} and s ∈ S− T we have ts = st∗ 6= s and s∗ = s.
Proof. Since T is normal in S and S//T = {1TX, sT}, S = T ∪ Ts for some s ∈ S − T. Since p = |T| is odd,|Ts| is odd. It follows that there exists s1 ∈ S − T such that s∗1 = s1. Let t ∈ T − {1X}. Since T is thin and
normal in S, it follows from Lemma 2.4 that ts1 = s1t1 for some t1 ∈ T. Since s1 is symmetric, it follows
that
t∗s1t1 = s1 = s∗1 = (t∗s1t1)∗ = t∗1s1t.
This implies that (t1t∗)s1(t1t∗) = s1.
If t1 = t, then it is straightforward to check that (X, S) is commutative, a contradiction.
If t1 6= t, then ts1t = s1 since t ∈ 〈t∗1t〉. Since S = T ∪ Ts1, it follows that, for each s ∈ S − T and each
t ∈ T, tst = s. So, we have ts = st∗.
If ts = s or st∗ = s, then TsT = {s} since T is normal in S, implying that S is commutative, a
contradiction. So, we have ts = st∗ 6= s.
For each s ∈ S−T there exists t2 ∈ T such that s = t2s1. Then s∗ = s∗1t∗2 = s1t∗2. By the third paragraph
of this proof, s1t∗2 = t2s1 = s. This completes the proof. 
Lemma 4.2. Let s ∈ S− T. Then σsσs = nsσ1X + m
∑
t∈T σts for some m ∈ N.
Proof. Note that
σt∗σsσsσt = σsσtσt∗σs = σsσs.
Note that the coefficient of σs is equal to that of σt∗st = σst2 . Since t2 generates T, it follows that all the
coefficients of σst are the same.
We claim that the coefficient of σt with t ∈ T − {1X} is zero. Otherwise, σtσs = σs = σsσt , which
implies that (X, S) is commutative, a contradiction to (4).
This completes the proof. 
Proposition 4.3. Fix t ∈ T − {1X} and s ∈ S− T. Let Y denote a transversal for T in X, i.e., |Y ∩ xT| = 1 for
each x ∈ X. Then we have the following:
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(i) For all x, y ∈ Y with x 6= y there exists ixy ∈ Zp such that (xT × yT) ∩ s = {(xta, yt−a+ixy) | a ∈ Z};
(ii) Define M ∈ MY(C) such that Mxx = 0 for each x ∈ Y and Mxy := ξixy for all x, y ∈ Y with x 6= y where
ξ is a primitive p-th root of unity. Then M is a symmetric generalized conferecne matrix of degree |Y|
over Cp.
Proof. (i) We can take ixy ∈ Zp such that (x, ytixy) ∈ s since T is normal in S. By Lemma 4.1, such ixy is
uniquely determined by x, y, t and s.
Since tst = s, xtas = xst−a. Since ytixy is a unique element in xs ∩ yT, xtas ∩ yT = xst−a ∩ yT = ytixy−a.
Thus, (xT × yT) ∩ s = {(xta, ytixy−a) | a ∈ Z}.
(ii) Note that σs is partitioned into {Bx,y | x, y ∈ Y} where Bx,x is the zero matrix for each x ∈ X and
Bx,y is the permutation matrix of Zp defined by a 7→ ixy − a for all x, y ∈ Y with x 6= y. By Lemma 4.2,∑
z∈Y BxzBzy = mJ where J is the all one matrix of degree p. By Lemma 4.1, s = s∗, and, hence Bxy = Byx
for all x, y ∈ Y. Note that BxzBzy = (CixzE)(CizyE) = Cixz−izy where C and E are the permutation matrices of
Zp defined by b 7→ b + 1 and b 7→ −b, respectively. This implies that the size of {z ∈ Z | ixz − izy = j}
is constant whenever j ∈ Zp. Since ∑p−1i=0 ξi = 0, it follows that the (x, y)-entry of MM¯t = MM¯ is zero.
Therefore, M is as desired. 
Proposition 4.4. Suppose that M is a symmetric generalized conferecne matrix of degree n over Cp and p
is a prime where Mij = ξβij and ξ is a fixed primitive p-th root of unity and βij ∈ Zp. Define A := In ⊗ C
and B := (Bij)1≤i,j≤n where C and Bij are the permutation matrices of Zp defined by a 7→ a + 1 and
a 7→ −a+βij, respectively. Then there exists a unique association scheme containing A and B as adjacency
matrices. Furthermore, it satisfies (1)–(4).
Proof. Note that ABA = B by the definition of A and B, and that
B2 = (n− 1)A0 +
p−1∑
i=0
AiB, B = Bt
by the properties of H.
The set of {Ai | i ∈ Zp} ∪ {AiB | i ∈ Zp} forms the adjacency matrices of an association scheme.
Actually, A0 is the identity matrix, the sum of these matrices is the all one matrix, the transpose of AiB
is A−iB since B is symmetric and ABA = B. Moreover, the vector space spanned by these matrices is
closed under the ordinary multiplication since ABA = B and B2 = (n − 1)A0 +∑p−1i=0 AiB. Thus, there
exists an association scheme (X, S)whose adjacency matrices containA and B. Moreover, (X, S) satisfies
(1)–(4). Actually, {Ai | i ∈ Zp} is the adjacency matrices of a thin closed subset T of valency p, |S//T| = 2,
T is normal in S and (X, S) is noncommutative since BA = A−1B 6= AB.
The uniqueness follows from Lemma 2.4. 
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