We propose a novel statistical approach for color texture modeling and classification based on Co-occurrence matrices and discrete finite mixture models. Our statistical model assigns relevance weights to discrete Co-occurrence features that are considered as random variables. Experimental results are presented to illustrate the merits of our approach on a difficult problem which is the categorization of the well-known Vistex color texture images database.
INTRODUCTION
Texture-based image analysis has been successfully applied in modern applications of machine vision including image categorization [1] , vision-based road following in unmanned vehicles [2] , and facial feature analysis in thermal imagery [3] . Many approaches have been proposed for texture analysis and can be classified into three classes: structural, statistical and signal theoretic methods. The majority of these approaches, however, have been devoted to gray level images and their transfer to the color domain is still a challenging problem. According to [4] the techniques combining color and texture can be grouped into parallel, sequential and integrative. While parallel approaches separate the processing of color and texture, sequential approaches use color analysis as a preprocessing step to analyze texture. The most successful techniques are called integrative, since they take into account the dependency between color and texture features [4] . A well-known technique to analyze color texture is the use of Co-occurrence matrices [5] . Co-occurrence matrices are mostly used as intermediate features and dimensionality reduction is performed in computing features of the types described in [6] , such as Energy, Entropy, Contrast, Homogeneity and Correlation. The main drawbacks to using Co-occurrence matrices in this way is the fact that important information describing the distribution of texture features might be lost [7, 8, 9] .
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In this paper, we propose a statistical model, based on Cooccurrence matrices and finite discrete mixture, that integrates both color and texture to describe color texture images. Our approach to extract color texture information is described in the next Section. Section 3 presents the approach used to statistically model this information. Section 4 is devoted to experimental results.
COLOR TEXTURE INFORMATION EXTRACTION
In what follows, we will use
is the number of occurrences of the pair of gray levels c i and c j which are a distance d apart. Formally, it is given as:
where Card{} refers to the number of elements of a set. Generally, several Co-occurrence matrices have to be considered (one for each considered displacement d) to have a good representation of the image texture. Let I = (I 1 , . . . , I Z ) be a K ×L color image defined in a Z-dimensional cartesian space like RGB and LUV (so, in these cases Z = 3). Thus, we can associate to this image, for a given displacement vector d, Z Co-occurrence matrices (i.e one Co-occurrence matrix for each color channel I z , z = 1, . . . , Z). In this paper, we propose to model the color texture information using discrete finite mixture models by observing that for each pair (c i , c j ) in each color channel z, we can associate a T -dimensional vector of counts, by Considering T displacements d t :
Then, the color texture information is represented by Z × G 2 T -dimensional vectors of counts which can be modeled by a discrete mixture. 
THE FINITE DISCRETE MIXTURE MODEL AND FEATURE SELECTION

The Model
In order to improve the accuracy of the model, a well-known approach is feature selection. Indeed, we have to take into account the fact that all features are not equally important for clustering and also the sparsity of data to model in highdimensional space. Generally, feature selection has been applied to supervised problems and little works have been done in the unsupervised case. Unsupervised feature selection is not an easy task, because we do not have the class labels to guide the selection of relevant features [10] and traditional supervised approaches do not work. Many definitions have been proposed for feature irrelevance. A common used approach is to suppose that a given feature is irrelevant if its distribution follows a common density across classes and thus is independent of the class labels [10, 11] . Using this definition our model can be written as follows
is a set of binary parameters and φ t = 1 is feature t is relevant and 0 otherwise. Λ = (λ 1 , . . . , λ T ) are the parameters of a multinomial distribution considered as a common background model to explain nonsalient features. By defining the feature saliency as the probability that feature t is relevant ρ t = p(φ t = 1), straightforward manipulations give us [10, 12] 
where Θ = {Θ M , {ρ t }, Λ}. Notes that the previous model takes into account the fact that different features may have different effects on clustering (i.e creating clusters) and that unimportant irrelevant features t with low probability ρ t may be removed. Indeed, the added parameters can be viewed as additional degrees of freedom for the model to avoid overfitting the data.
Model Learning
An important step when using finite mixtures for modeling is the estimation of the associated parameters. The main approaches for parameters estimation are the maximum likelihood (ML) and the maximum a posteriori (MAP). However, in our case the ML approach gives poor estimates and may suffer from the zero counts, since it is based only on the frequencies [9] . Thus, we have used the MAP approach given as the followinĝ
where p(F|Θ) is the likelihood function:
and p(Θ) is the prior distribution and is taken as the product of the priors of the different model's parameters. We know that P , π m and Λ are defined on the following sim-
T t=1 λ t = 1}, respectively. Thus, a natural choice, as a prior, for these parameters is the Dirichlet distribution which is closed under multinomial sampling (i.e the Dirichlet is a conjugate prior for the multinomial distribution):
Besides, we take a Beta distribution as a prior for ρ t , since it is defined on the compact support [0,1]:
where {{η m }, {ω mt }, {σ t }, {α t }, {β t }} is the set of hyperparameters and can be viewed as a set of confidence measures of our prior probabilities. Then,
By maximizing log p(F|Θ) + log p(Θ) (Eq. 6), we obtain the following
where
(17)
and represents the posterior probability (i.e the conditional probability that f n,z ci,cj belongs to class m). Note that the previous equations are reduced to the ML estimates when all hyperparameters are set to one.
Complete Algorithm
A challenging and important problem in the case of clustering is the determination of the number of clusters. Indeed, M may affect the flexibility of the model and many approaches have been proposed [13] . For the selection of M , we have used the minimum description length (MDL)
where N p is the number of parameters in the model andΘ is the mode. Then, the complete algorithm is as follows: Algorithm For each candidate value of M :
1. Set ρ t ← 0.5, t = 1, . . . , T and initialization of the rest of parameters. 3. Calculate the associated MDL using Eq. 20.
4. Select the optimal model that yields the smallest MDL.
EXPERIMENTAL RESULTS
For experiments reported here, we used the Vistex texture database obtained from the MIT Media Lab 1 . In our experimental framework, each of the 512 × 512 images from the Vistex database was divided into 64 × 64 images. Since each 512 × 512 mother image contributes 64 images to our database, ideally all 64 images should be classified in the same class. In the experiment, six homogeneous texture groups, "bark", "fabric", "food", "metal", "water" and "sand", were used to create a new database. A database with 1920 images of size 64 × 64 pixels was obtained. Four images from the bark, fabric and metal texture groups were used to obtain 256 images for each of these categories, and 6 images from water, food and sand were used to obtain 384 images for those categories. Examples of images from each of the categories are shown in Fig. 1 . These images are separated into the unknown or test set of images, whose texture class is unknown, and the training set of images, whose texture class is known. After computing the Co-occurrence matrices for each color channel (we have considered the RGB color space 2 ), each category of training images was modeled by a discrete mixture model using the algorithm in subsection 3.3 (we consider 8 displacements). Finally, in the classification stage each unknown image is assigned to the class increasing more its loglikelihood. The confusion matrix for the texture images classification is given in Table 1 . The number of images misclassified was 23, which represents an accuracy of 98.80 %. For comparison, we used Multinomial mixture without feature selection (see Table 2 ). The number of images misclassified was 59 which represents an accuracy of 96.92 %. We have applied Gaussian mixture, also, used to model the following features derived from the Co-occurrence matrices: Mean, Energy, Contrast, and Homogeneity. The accuracy in this case was 94.32%. From the tables, we see that the performance when introducing feature selection is better. Note that the algorithm was executed different times (50 simulations) and the results were the same (the differences between the results were not statistically significant) which prove the stability of the algorithm used. Table 2 . Confusion matrix for image classification without feature selection.
CONCLUSION
The paper has presented a statistical approach for texture color classification. Our experiments showed that our statistical model mixed with feature selection is capable of efficiently processing high-dimensional Co-Occurrence texture features and then yields excellent classification results.
