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As a generalization of generalized linear model and nonparametric regres-
sion model, generalized partially linear single-index(GPLSI) model plays an
important role in advanced statistics. Bayesian spline technique with free-
knots is used to analyze GPLSI model in the present paper. We approximate
the unknown function by the truncated power basis spline, and treat the num-
ber and locations of knots as random variables that will be searched auto-
matically by the data. The proposed algorithm is carried out by the reversible
jump Markov chain Monte Carlo sampler. We also provide an efficient random
walk Metropolis algorithm to update the single-index vector. The proposed
method is verified by simulation, and is applied to a real data.
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p(yi|θi, φ) = exp
{
a−1i (φ)(yiθi − b(θi)) + c(yi, φ)
}
, i = 1, . . . , n. (1.1.1)O6 θi tKlJ; φ tRFTxt i QSbJ; ai(·), b(·) s c(·)tJm;Y ai(φ) = φ/ωi, ωi w5f;(d ωi = 1, i = 1, . . . , n.( θi "M
θi = G
(
g(αT xi) + β
T zi
)
, i = 1, . . . , n. (1.1.2)O6 xi, zi 58t dws dz wzL$α = (α1, . . . , αd)T s β = (β1, . . . , βdz )T58# d wy+;$s dz w	e;$ g #z$R|*m;! G #V$yhqm;tÆ"Mm;h89Q(y+;1 α #y}$Y α1 > 0. mI (1.1.1) s (1.1.2) Lj74b_E59y+;74 [1], 0Wt GPLSI 74S8| G t{	m;
θi = g(α
T xi) + β
T zi WtKl5
GPLSI 74#R|2Qb,74O#!lÆTb_974y9	e74 Logit 74 Probit 74 Poisson 	e74 Gamma 	e74sR(,774 [2] 	s!lÆ< 2J;74yE5974y+;74	<L=$y+;74
f!BsT B ob,fjO(3#jz$R|m;vw\V$	m;b!,b_974 [2] O^o9| β = 0, $o)1 Z,74 (1.1.2) .#R^oz$m;b_974! Weisberg s Welsh(1994) VTH`Æb_9746z$	m;W [3]; (74dN+; αT X, H`Æ

















(b) yg g(·) #y:#y+; α hYNR9746J;RMH)th!bI
(c) JÆ α Fy+;$~74lLGYOv\Æb_E59y+;74(;NX!y+; α, 	e; β sAvz$m; g. 
Tf!6ty+;s	e;hYjKa~;.&
[5][6][7](Stoker,1986; Härdles Stocker,1989; Horowitz s Härdle,1996) J;[X!.&vX!!tz$m;hYjZE "	e [1][8][9](Ichimura,1993;
Härdle et al.,1993; Carroll et al.,1997)#M`	e.& [10](Yus Ruppert,2002)vAvl!ZE "	esM`	e\3#RFv&voKJ;HlVToR(.&hYH`k|W{t&M(LX!<bk(hYj Bayes .&N6X!ty+;74 Antoniadis, Grégoire s McKeague(2004) VeÆR:%QA5Æ.& [11],jIn MetropolisG&X!y+;!j_%M`.&X!z$	m;O6KJ;L\b_: o'9Fvj
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§2.1  K1Rz$R|m; g(·) hYjC,M` [13][14] v+P(
g(u) = δ0 + δ1u + · · · + δpup + Σki=1δp+i(u − ri)p+, u ∈ [aα, bα] (2.1.1)O6 p# "QDBu+ = max(u, 0), kw5M`DÆF;r = (r1, · · · , rk)Tw5DÆ}1Y"M r1 < . . . < rk, aα s bα 58w5v {αT xi, i = 1, . . . , n}Q&*sQs*_M`;$
δ = (δ0, δ1, . . . , δp+k)
T ,sM`$
B(u) = (1, u, . . . , up, (u − r1)p+, . . . , (u − rk)p+)T ,m;hY5t
g(u) = BT (u)δ u ∈ [aα, bα],N!KlJ; θi 5t
θi = G
(
BT (αT xi)δ + β
T zi
)
, i = 1, . . . , n. (2.1.2)o!74Dlm; (1.1.1) hY5t
p(y|α, β, δ, k, r)
= exp
{
yTG(BT (Xα)δ + Zβ) − JT b(G(BT (Xα)δ + Zβ))
φ
+ JT c(y, φ)
}
,O6 yT = (y1, . . . , yn),XT = (x1, . . . , xn), ZT = (z1, . . . , zn),J #|Fat 1  nw$
GT (BT (Xα)δ + Zβ) = (G(BT (αT x1)δ + β
T z1), . . . , G(B
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bT (G(BT (Xα)δ+Zβ)) = (b(G(BT (αT x1)δ+β
T z1)), . . . , b(G(B
T (αT xn)δ+β
T zn))).
$W6M`DÆF; k s}1 r = (r1, . . . , rk)T , xJ; β sy+; α RM#z$;N&X!
§2.2 ^2BV(M`DÆF; k s}1 r |TI1tUÆ Bayes p*;N1J;K5CQK5CdfYv~9Ut/N}d-Z!G.09QQjK5C#SXK0y>ygK*|UL\TKJ;r~K*|U$M(~J;;/r&,f^odR95tdR|5CN(t;$ (δ, β) HjSXK5C [15][16], !tOOz$NVPRFv&SXK#yr;tÆh5Æ(0yHj	2KtÆUÆ
Bayes 5Æp*(Loz$	vKTy5H
π(α, β, δ, k, r) = π(δ, β|α, k, r) · π(r|α, k) · π(α) · π(k).
1. ; (δ, β) K*(:v (δ, β) SXK [15][16]







T (Xα)δ + Zβ) − JT b(G(BT (Xα)δ + Zβ))
]}
, (2.2.1)O6 a0 > 0 #RF2TJ; y0 = (y01, . . . , y0n)T # n wTJ;$
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3. DÆ}1 r K*mt k FDÆ aα < r1 < . . . < rk < bα 7b, (aα, bα) 5HY k + 1 FIb, (rl−1, rl)(l = 1, 2, . . . , k +1),%RFIb,Fb,R,*t
rl−rl−1
bα−aα
,Q(>,*9o Dirichlet(1, . . . , 1; 1) 5C (r1, r2, . . . , rk)tb, (aα, bα)  a5Cn>f!
f(r | k) = k!
(bα − aα)k
∆k,O6 ∆k = I{aα < r1 < . . . < rk < bα} t9m;






),O6 Γ(·) # Γ m;
§2.3  Vnm Bayes ~Loz$	v~K*t
p(α, β, δ, k, r | y, a0, y0)
∝ p(y|α, β, δ, k, r)π(δ, β|α, k, r)π(r|α, k)π(α|k)π(k)
∝ exp
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J;9
§2.4 a^2 a0, y0 gQ((DKSXK5C (2.2.1) 6TJ; a0, y0 d*.&y Diaconis s Ylvisaker[16](1979) L.9y0 = E(ḃ(θ)),O6 ḃ(θ)# b(θ)X$YNomK5C (2.2.1)mt
 GPLSI746E(y|θ) = ḃ(θ),(o
E(y) = Eθ[E(y|θ)] = E(ḃ(θ)) = y0. (2.4.1)bkNo (2.4.1)52 y0 # y -a*!YhYeT# E(y)KzLJ; a0 hYeYKM(s&
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Monte Carlo(0"t RJMCMC) G&v5Æ74X!J; (α, β, δ, k, r), Fi^;NTiY}FD>
(a). LoJ; α, β, δ, k, r :vd*
(b). [ β, δ, k, r *i Metropolis-Hastings G&O/+;$ α;
(c). [ α, i RJMCMC G&O/ β, δ, k, r.);N6 (b), (c) D(0.
Q~(j~KM(a*vX!Loz$
§3.1 '7 MCMC 6qg1/0yKR RJMCMCG&RJMCMCMS#Metropolis-HastingsG& [17] (Tierney,1994) jbO<1J;$w;(j p(k, θ(k))v5J; k s θ(k) 	v~K5CO6 k w574+2 θ(k) # nk wJ;$(|V Markov DR# (k, θ(k)), 
dw;m,&,B1odU|4 RJMCMC MSyD>N6M
(a) YB5C Jk,k′(r) o74 k 74 k′ 6dU|4 r.
(b) o5a5C pk,k′(u|θ(k)) d u.
(c) (θ(k′), u′) = hk,k′(θ(k), u),O6 h#V$hBm;Y nk+|u| = nk′+|u′|,
|u| w5$ u w;






















































§3.2 vJeg2F α( αw;t 2. (ioy+;$N6I :1}y+;$ [12]. /I α Fd|F"t αi s
αj , l~ob, [−π, π]  C R5C 0.9N(0, σ21)+0.1N(0, 1) 6Id*
η. iY1v58}$ α∗  i s j F|F
α∗i = αi cos η + αj sin ηs
α∗j = −αi sin η + αj cos η,<#`OO|F1#4In Metropolis G& α∗i x α∗j #
αi, αj ismYt60Yq℄=?B!O6TJ; σ1 hYDYPRFv~A2BQ~YB min{1,A1} A2}$O6
A1 =
p(α∗|β, δ, k, r, a0 , y0, y)


















)T G(BT (Xα)δ + Zβ) − JT b(G(BT (Xα)δ + Zβ))
]} .Hl
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 α∗, { α1 > 0 (	"M:#(58 α∗, r∗, aα∗ s bα∗ ℄Y -1, <DÆ}1N6;/F>
§3.3 vJ
mu2 k 8k r [^2 δ, β
oDÆF;s}1h YB bk = c ·min {1, π(k+1)π(k) }&RF/DÆYB dk = c·min{1, π(k−1)π(k) }gRF}oDÆYB ηk = 1−bk−dkUoDÆ6RFlo
bk · π(k) = dk+1 · π(k + 1).
§3.3.1 	℄r\gQ(/KJ; δ s β 5a5C(d.&mt δ s β h`4~K5C<2tRF2F5Cbk(j Laplace PD [19] vPD5C^ZmJ; δ, β, k, r 	v~K
L(δ, β, k, r|α, y, a0 , y0)
























)T G(BT (Xα)δ + Zβ) − JT b(G(BT (Xα)δ + Zβ))
]}
,O6 C tQ;O;m;
l(δ, β, k, r|α, y, a0 , y0)





ỹTG(BT (Xα)δ + Zβ) − JT b(G(BT (Xα)δ + Zβ))
]
+ C,O6 ỹ = (y+a0y0
a0+1
)
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