Neuroscientists postulate 3D representations in the brain in a variety of different coordinate frames (e.g. 'head-centred', 'hand-centred' and 'world-based').
Introduction
The discovery of place cells, grid cells, heading direction cells, boundary vector cells and similar neurons in the mammalian hippocampus and surrounding cortex has been interpreted as evidence that the brain builds up an allocentric, world-based representation or 'map' of the environment and indicates the animals movement within it [1] [2] [3] [4] . However, this interpretation is increasingly questioned and alternative models are proposed that do not involve a 'cognitive map' [5] [6] [7] . Computer vision and robotics provide a useful source of inspiration in the search for alternative models. Until recently, the predominant model for 3D navigation has been simultaneous localisation and mapping (SLAM) where a 3D reconstruction of the scene and the agents location within it are continually updated as new sensory information is received [8, 9] . However, since the advent of deep neural networks, there has been a move to try out a quite different approach to navigation, in which the agent is tasked with matching a particular camera pose (i.e. a image, not a 3D location), rewarding, however sparsely, the actions that lead it on a path to that goal. Eventually, after many trials, the agent learns to take a sequence of actions ('turn left', 'turn right', 'go forward') that take it from the current image to the goal although it never builds a map in the sense of a representation of the scene layout with an origin and coordinate frame.
In this paper, we explore in detail one of the key papers in this emerging field of reinforcement learning (RL) for navigation, Zhu et al. [10] . We illustrate what the system has learned by relating the stored vectors in the representation to the agent's location and orientation in space, discovering that the contexts the representation recognises are heavily dependent on the agent's current goal. This makes the representation quite different from a 'cognitive map' as envisaged by many neuroscientists and, instead, makes this a promising type model for biological spatial representation, in accordance with increasing evidence that human representation of 3D scenes is influenced by the observer's goal and is not a task-independent reconstruction or 'map' [6, 7, [11] [12] [13] .
Zhu et al. [10] showed that reinforcement learning could be applied successfully to a navigation task in which the agent was rewarded for arriving at a particular image (i.e. a given location and pose of the camera, although these 3D variables were not explicitly encoded in the input the agent received, only the current image and the goal image). Since then, various papers have built and expanded on this early result. For example, Mirowski et al. [14] adapted this method to cover much larger spatial regions using images from Google StreetView. Eslami et al. [15] have shown that behaviour one might have thought would require a 3D model (e.g. predicting a novel view from a novel location in a novel scene) can be learned by carrying out the same task in many similar scenes. Other approaches have resorted to an explicit use of (x, y) coordinates in the stored memory, including Mirowski et al. [14] , Chen et al. [16] , Gupta et al. [17] , Mirowski et al. [18] , Kumar et al. [19] , and Kanitscheider and Fiete [20] , who have built on the biologically-inspired (but allocentric, coordinate-based) RatSLAM model of Milford and Wyeth [21] . In contrast to these coordinate-based advances, progress since Zhu et al. [10] on pure image-based approaches to large-scale spatial representation for navigation has slowed, as the community has been primarily focused on improving the visual navigation testbeds [22] . Another interesting paper, incorporating an explicit biological perspective in relation to navigation is Wayne et al. [23] .
They have shown the importance of storing in memory, not the feature vectors derived from raw sensory input, but "predictions that are consistent with the probabilities of observed sensory sequences from the environment". They use a Memory Based Predictor to generate such predictions and claim that this strategy is closely analogous to the operation of the hippocampus, which acts as an auto-association network with similar consequences.
Of particular interest amongst recent work exploring reinforcement learning (rl)-based navigation, is work relating to perceptual-goal-driven navigation [24] [25] [26] [27] [28] [29] [30] -where the goal to achieve is defined in terms of what an agent "sees" (images). Here, we restrict ourselves to the case where the goal is defined in terms of a particular view (location, bearing) in the environment, similar to view-based navigation in biology [31] . Specifically, we examine the feature vectors in the stored representation after learning in the Zhu et al. [10] study to explore the extent to which they reflect the spatial layout of the scene. We show that, although spatial information is present in the representation, sufficient to be decoded, the organisation of the feature vectors is dominated by other factors such as the goal and the orientation of the camera (as one might expect, given the inputs to the network) and that it is possible to use these feature vectors to carry out simple spatial tasks such as interpolating between two learned locations.
We compare the performance of this rl network to a hand-crafted representation that is designed to display geometric consistency. The purpose of this comparison is to show how, in principle, a representation that does not include a 3D coordinate frame could, nevertheless, contain information to separate out the features in the image are likely to persist as the agent moves (translates) and those are likely to be more transient. In the search for a realistic, implementable model of the representation underlying human navigation, models of this sort are likely to be far more relevant than SLAM-like reconstructions of a scene.
Methods
Our goal is to compare performance of two algorithms, one based on a learned representation, developed by Zhu et al. [10] , and one based on a hand-crafted representation. To analyze these methods, we use two different tasks: the first is to find the mid-point in space between two locations that have been learned (or are 'known') already; the second is to do the same in the orientation domain, i.e. to find the mid-bearing between two 'known' bearings. These tasks test for geometric consistency within a representation. We also probe the representations more directly, looking for systematic spatial organisation in the arrangement of the learned feature vectors when related to corresponding locations in space.
We begin with an account of the contribution Zhu et al. [10] make in the con-text of reinforcement learning and describe how decoding can be used to query the information stored in the network. We then describe our hand-crafted representation which records information about the angles between pairs of visible points and about the extent to which these change as the optic centre translates. It is hardly a surprise that this representation performs well on geometric tasks, and we are not making a claim that this representation is in any sense 'better' than the learnt one -the representations are, after all, utterly different.
Nevertheless, it is informative to compare the performance of the representations side-by-side in order to inform the debate about more biologically-plausible learned representations that are not based on a 3D coordinate frame.
Reinforcement Learning for Visual Navigation
Reinforcement learning (rl) [32] is a framework for optimizing and reasoning [33] and its variants [34] , which regress a state-action value function; policy gradient methods, which directly approximate the policy [35] , and actor-critic methods [36, 37] , which combine value-based methods with policy gradient algorithms to stabilize the training of these policies. Drl methods have been successful in solving complex tasks such as Go and other popular board games [38, 39] , and have proved to be necessary to tackle decision making tasks with highdimensional or visual state representation [33, 40] . These breakthroughs in visual learning and control have also created a surge in work on active vision [41] , and several visual-based navigation [22] frameworks have recently been proposed to formalize and tackle many 3D navigation tasks.
We focus here on the task of goal-driven visual navigation, where the agent is asked to navigate to an entity in a high-fidelity 3D environment, given either an image of the entity, a natural language description, some coordinates, or other relevant information. Of particular interest is the framework proposed by Zhu et al. [10] , which aims to solve the problem of learning a policy conditioned on both the target image and the current observation. The architecture is composed as follows: the observation and target images are first separately passed through a set of siamese layers [42] , based on pretrained ResNet-50 network and a feedforward layer, embedding these images into the same embedding space. These embeddings are then concatenated and further passed through a fusion layer, which outputs a joint representation of the state. The joint representation is finally sent to scene-specific feedforward layers, which produce a policy output and a value as required by a standard actor-critic model. This split architecture allows for the embedding layers to focus on providing a consistent representation of the MDP instance based on the goal and the agent's observation, while providing capacity to the network to create separate feature filters that can condition on specific scene features such as map layouts, object arrangement, lighting, and visual textures, thus obtaining the capability to arbitrarily generalize across many different scenes.
Knowledge Decoder
The architecture described in the previous section however does not provide any indication of whether any of the environment properties relevant to the task (e.g., location / orientation of the target, agent position, angles to the target) are present in the transformations encoded in the network's weights.
To check whether any such information is encoded, we train a decoder which takes the agent's internal representation as input and outputs one of the desired properties, such as e.g., (x, y) coordinates of a chosen observation. More specifically, to build the dataset we use Zhu et al. [10] 's architecture trained on AI2-THOR [43] , generating an embedding up till the final feedforward layer (before it gets sent into the policy and value heads) for each target-observation pair of the training set, while also recording the agent's (x, y) coordinates and angle θ. The decoder is composed of two fully connected linear layers in the case of a single value regressor (i.e., the angle), or three linear layers, one shared and two heads, when regressing to (x, y) coordinates. We use an MSE loss trained with Adam [44] , together with dropout (see Table A1 for hyperparameters). Pj are scene points, C is camera location, C 1 − C 6 are sub-cameras. Figure 1a shows a 2D scene containing an optic centre C, surrounded by N random points P 1 , . . . , P N . The points in the scene are numbered and ordered clockwise with respect to the first point P 1 , marked in red (this is relevant for the task shown in Fig. 4 ). The angle subtended by a pair of points (P i , P j ) at the optic center C, indicating the relative visual direction, is denoted
Relative Visual Direction (RVD) representation
The vector of all such angles, between every possible pair of points P i and P j viewed from the optic center C is denoted ε (Fig. 1b ). We assume an omnidirectional view with no occlusions.
The dimensionality of ε is thus M = N 2 − N , since we exclude angles between a point and itself. The elements of ε are ordered in a particular way, following
An illustration of the magnitude of elements in ε is shown in Fig. 4d . The reason ε is ordered in such a manner is to assist in extracting subsets of elements when the task relates to visual direction (see Section 2.5). However, in the following section, we order elements of ε using parallax instead, since the task involves estimating the translation of the camera.
Mid-point for translation of the camera
Although ε contains all possible angular features, for certain tasks such as interpolating between locations ( Fig. 3 ) some angular features are more informative than others. In particular, angular features that arise from pairs of distant points are more stable (i.e. vary less) during translation of the optic centre and thus are more useful for the interpolation task than are the angles between nearby points since these vary rapidly with optic centre translation.
First, we will extract a subset of the elements of ε using a criterion based on parallax information. We define a measure of parallax that assumes we have access to more views of the scene, as if the camera has moved by a small amount as shown in Fig. 1b . For such individual 'sub-cameras' C k , k = 1, . . . , n C , where n C is the number of sub-cameras, we can construct angular feature vectors ε C k similar to that constructed at the optic centre, ε, with exactly the same ordering of elements. A 'mean parallax vector', ψ, can then be computed from the difference between these sub-camera views C k and the original view at C.
Since ψ has the same ordering of elements as ε, each element of ψ contains a parallax-related measure referring to that particular pair of points.
It will prove useful to identify the pairs of points that are more distant, using the observation that the parallax values recorded in ψ are small in these cases. For a particular threshold value T ψ on parallax, we define ρ as the mask Then, to find the midpoint, we searched over a fine regular grid (step = 1) of camera locations to find the camera C k that was best matched with the estimated feature ε Ci,Cj , that is,
Mid-bearing for rotation of the camera
We now consider a task of interpolating between camera bearing (viewing direction), rather than location. The goal is to estimate a bearing that is half way between two given views of the camera. A view, ϑ θ,ω , in this context, involves both a bearing, θ, and an angular range, ω, -typically taken to be a fixed value-specifying the field of view for that camera. ϑ θ,ω consists of all the elements of ε that appear within that field of view. Note that the goal here is closely related, but not identical, to the task of picking out an entire view that is half-way between two given views. The way ε is organised, such that elements are ordered by reference point (see Eqn. 1), means that there is a consistent (albeit approximate) relationship between the index of the element and the bearing of the reference point for that element.
To consider all the elements of ε that appear in a given view we construct a mask, κ, similar to ρ above, but now the mask is based on whether both scene points P i and P k that define an element in ε are visible in a particular view: 
and θ mid ∝ µ mid , as illustrated in Fig. 4d . and camera locations (coloured points) in a synthetic 2D scene that was used as input for the RVD method. In Zhu et al. [10] , the environment was a highly realistic 3D scene in which the agent was allowed to make 0.5m steps and turn by 0, +90 or -90 degrees (figures are from the Bathroom scene, see Appendix for others). Target views are marked by blue stars. For the RVD method, we generated a random 2D scene with 100 points. Cameras were placed in the middle of the scene as a regular 50×50 grid, which occupied 1/5 of the scene (Fig. 2b) . The colour indicates the distance of a camera from the central reference camera.
Results
For each learned context in Zhu et al. [10] (where a learned context is defined by an observation location, a camera orientation and a target), there is a corresponding feature vector (i.e. 20 feature vectors per location). Figure 2c shows the Euclidean distance between pairs of feature vectors (R 512 ) from the test set, for all possible pairings, and plots this distance against the distance between the corresponding observation locations (R 2 ). Figure 2c shows that there is only a weak correlation between distance in the embedding space and physical distance between observation locations for this scene in the Zhu et al. [10] paper (Pearson correlation coefficient, R, is 0.09, see Fig. A3 for other scenes) whereas Fig. 2d shows that, for the RVD method, there is a clear positive correlation (R = 0.99). (0,0); there is a gradation of colours along strips of a common camera orientation and this systematic pattern helps to explain why camera location can be decoded (see Fig. 3c ). For the RVD method, the configuration of feature vectors preserves the structural regularity of the camera positions, as can be seen from the t-SNE projection in Fig. 2f . We now explore how these differences affect the ability of each representation to support interpolation between learned/stored locations. Figure 3 shows the results of the location interpolation task which was to estimate the mid-point between two locations (e.g. in Fig. 3a For the RVD model, decoding is much more direct, as one would expect from the t-SNE plot (Fig. 2f ). Figure 3d shows estimated mid-points calculated this way. Figure 3e shows the absolute errors relative to the true mid-point for the Zhu et al. [10] method as a function of separation between O 1 and O 2 . Figure 3f shows the same for the RVD method: this is more accurate than the Zhu et al.
[10] model and, as expected from any geometrically consistent representation, has a monotonic rise with separation between stored locations. Figure 4a shows the scene layout from Zhu et al. [10] and two views from a single location (orange and purple). The goal in this case is to predict a view with an intermediate bearing half way between these two (as shown by the black arrow). Figure 4c shows the error in the decoded mid-bearing when the input images are taken from views that are 0, 90 or 180 o apart. Note that the two input images need not necessarily be taken from the same location in the room (either in training the decoder or in recovering a mid-bearing). Figures 4c and 4e show that there is no systematic bias to the mid-bearing errors but the spread of errors is large compared to that for the 'relative visual direction' (RVD) method (Fig. 4f ). The RVD method uses a very simple algorithm to estimate the mean bearing. It assumes that the ordering of elements in ε has a linear relationship to the bearing of a view, i.e. that as the bearing changes (going from orange view to purple view in Fig. 4d ) the index of the corresponding elements in ε will change systematically and hence the mean index of the elements within a view is useful in determining the bearing of that view. The fact that this is approximately the case is due to the way that the vector, ε, was set up in the first place (Eqn. 1). In a little more detail, Fig. 4b shows two input view-directions (orange and purple) and the ground-truth direction of the midview (black arrow). For the purposes of illustration only, Fig. 4d shows the i th element in the orange image (pair of dots outlined in orange) and the i th pair in the purple image (outlined in purple): Considering the indices of these two elements in ε, the rounded mean of these two indices corresponds to a pair of points, as shown by the black squares in Fig. 4d . In this case, the black points happen to lie close to the mid-bearing direction but this is not important (and is not always the case). The heuristic does not attempt to synthesise the midorientation image, it simply reports the estimated orientation of the mid-view ( Fig. 4d ) as described in Section 2.5. There is no systematic bias for either model (Fig. 4e ) but the range of errors is considerably greater for Zhu et al. [10] than for the RVD model ( Fig. 4f ). 
Discussion
There has been a long-standing assumption that the brain generates 3D representations in a variety of coordinate frames including eye-centred (V1), egocentred (parietal cortex) and world-centred (hippocampus and parahippocampal gyrus) coordinates. 3D navigation and computer vision research have also concentrated on algorithms that generate 3D representations (SLAM) [8] . This paper has focused instead on the implications of the recent advances in reinforcement learning where representations for navigation are developed through exploration and reward, not geometry. It has exciting implications for understanding the mechanisms underlying biological navigation because the method of learning and storing representations are likely to be much more similar to the ones animals employ than the computations that are used in SLAM-type algorithms.
We have chosen to examine in detail the rl method described by Zhu et al.
[10] because this has now become a general method on which several more recent and complex algorithms have been based [14, [16] [17] [18] [19] 46] . We have compared the Zhu et al. [10] representation to a hand-crafted representation (based on relative visual directions and using highly simplistic input) in order to illustrate two particular points. First, in Zhu et al. [10] , the relationship between stored feature vectors and the locations of the camera in the scene (Fig. 2a) is quite a complex one, while for the RVD model the relationship is simple and transparent. In the case of Zhu et al. [10] , it is possible to build a decoder to describe the mapping between feature vectors and location (as illustrated by the systematic distance information visible in Fig. 2e ) but this is quite different from the smooth, one-to-one relationship between stored feature vectors and space illustrated in Fig. 2f , at least over the range of camera locations illustrated here (Fig. 2b) ). This is relevant in biology since any motor output that depends on spatial location would need input that was in a form that could be interpolated: interpolation between stored inputs for generating motor outputs has been discussed in relation to models of the cerebellum [47] and evidence for it shown in human behaviour [48] . Clearly, interpolation of the outputs of the RVD model can generate a sensible result (e.g. Fig. 3d ) whereas interpolation of the output of the Zhu et al. [10] model Fig. 2e cannot without prior decoding of the information stored in the representation and even then the results are relatively erratic.
The second conclusion is that, in order to achieve the regularity of Fig. 2f and the consequent precision in interpolating between spatial locations with the 'relative visual direction' (RVD) method (Fig. 3f) , it was necessary to use a subset of elements of the stored feature vectors (a lower-dimensional vector). Motion parallax was critical in determining which elements to use. Essentially, we have ensured that elements whose values change slowly as the camera translates are used in Figs. 2f and 3f, while elements that change rapidly are excluded. One can imagine situations in which the filtering is reversed and only those elements that change rapidly as the camera translates are included for a particular task, for example a visual servo mechanism for stabilising the camera's location (see Answering the question 'where am I?' does not necessarily imply a coordinate frame [6, 7, [49] [50] [51] . Instead, one can offer a restricted set of alternative hypotheses. These potential answers to the question may correspond to widely separated locations in space, in which case the catchment area of each hypothesis is large, but the answer can be refined by adding more alternatives (i.e. more specific hypotheses about where the agent is). This makes the representation of space hierarchical [52, 53] and compositional. The sorting of feature vectors according to motion parallax information, as we have done here, offers a way to encode information in a hierarchical way. The main message from the comparison of Zhu et al. [10] and RVD models is that it is advantageous for an algorithm to separate out those visual features that are likely to be long-or short-lived in the scene as the camera translates. Neuroscientists will no doubt follow with interest the development of rl models of navigation develop, as they are likely to have an important influence in the debate over the nature of biological representations of space. Figure A1 : Consequences of using large-parallax elements in the RVD model.
a) re-plots the t-SNE projection of the RVD feature vectors from Fig 2f. b) shows the disruption in the representation caused by using a different subspace of ε, namely picking out the elements of ε that have the greatest magnitude of motion parallax (Eqn. 2) rather than the smallest parallax, as we have used in all the figures above. c) shows the effect of using all of ε rather than a subspace. d), e) and f ) show the distance between feature vectors plotted against distance to the central camera (see Fig. 2d ) using the feature vectors illustrated in a), b) and c) respectively. g), h) and i) show the consequence of using the vectors illustrated in a), b) and c)
for the mid-point task (so i is a repeat of Fig. 3d ). j), k), l) show the magnitude of the midpoint errors, following Fig. 3f . Table A1 : Hyperparameters for the original trained network and the two decoder networks. The original trained network from Zhu et al. [10] was used throughout the paper, eg the tSNE plot in Fig. 2e . The position decoder was used for the results shown in Fig. 3 . The angle decoder was used for Fig. 4 .
