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New Approach for Correction of Distortions in 
Spectral Line Profiles in Auger Electron 
Spectroscopy 
A. G. B. M. Saw,* H. Wormeester and A. van Silthout 
University of Twente, Faculty of Applied Physics, PO Box 217,7500 AE, Enschede, The Netherlands 
A new deconvolution method for Auger electron spectroscopy is presented. This method is based on a non-linear 
least squares minimizing routine (Levenberg-Marquardt) and global approximation using splines, solving many of 
the drawbacks inherent to the Van Cittert and Fourier transform based deconvolution methods. The deconvolution 
routine can be run on a personal computer. The application of this method goes beyond the electron spectroscopies 
and can be considered as a general deconvolution method. 
1. INTRODUCTION 
To obtain fundamental information from the electrons, 
the use of the first derivative (dN(E)/dE) of the kinetic 
energy distribution of the Auger process, background 
subtraction and an accurate unfolding of the broaden- 
ing of the spectrum are a prerequisite.'-'' This leads to 
the unbroadened Auger electron distribution D(E). 
Several papers"-'5 have discussed how to correct 
these distortions in the measured N ( E )  spectra. These 
corrections are mainly based on background subtrac- 
tion as outlined by Ramaker et a1.,I4 and deconvolution 
of the spectrum with the Van Cittert,I6-*' or Fourier 
transform based rnethods."~~*~' 
Although the Van Cittert method is commonly used 
by many investigators in research and industrial labor- 
atories, some drawbacks limit its use. One of the main 
disadvantages concerns the cut-off oscillations at the 
edges. The width of the broadening function should 
therefore be sufficiently small." Noisy spectra must be 
smoothed. Moreover, the method lacks a clear-cut set of 
analytical conditions which ensures convergence to the 
true functi~n.~, '  7 ~ 1 8  
new improvements have been reported 
on Fourier transform based deconvolution. However, 
problems such as noise amplification, divergence as a 
result of division by small values or zero and the choice 
of the frequency cut-off still remain. We are aware that 
these difficulties can be overcome to a large extent, but 
result in a less straightforward method. 
The aim of this paper is to present a straightforward 
deconvolution method, which does not suffer from the 
drawbacks of using Van Cittert or Fourier transform 
based deconvolution routines. Our deconvolution 
method is based on an iterative non-linear least squares 
minimization and global approximation. Global 
approximation determines automatically the line 
regions over the entire spectrum. This is obtained by 
constructing a trial function composed of splines.22 The 
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iterative minimizing procedure is based on a modified 
Levenberg-Marquardt routine (LM),23 which mini- 
mizes the sum of the squares of the difference between 
the convolution of the trial function with the broaden- 
ing function and the measured spectrum. 
Before the Auger spectrum can be deconvoluted the 
distortion due to the cascade of collisions of the second- 
ary electrons (secondary background) must be cor- 
rected. The background correction is outlined in 
Section 2. In Section 3 we explain the LM method and 
the approximation with splines. The application of our 
method to the deconvolution problem is presented in 
Section 4. Firstly, a deconvolution of noise containing 
artificial data, which is a good example of the potency 
of our method, is shown. Secondly, the application of 
the deconvolution technique to the Auger spectra of 
clean and heavily oxidized silicon is presented. The 
experimental set-up, surface cleaning procedure, and gas 
handling have been described elsewhere.24925 Conclud- 
ing remarks are given in Section 5. 
2. SECONDARY ELECTRON BACKGROUND 
Secondary electron background correction in electron- 
induced Auger spectra has been performed in several 
ways, 11-15*26*27728929 the results showing that the best 
correction for the secondary background is obtained by 
fitting a theoretical approximation on the low and high 
energy part of the measured spectrum, which is charac- 
teristic for the secondary electrons. Wolff3' derived such 
an approximation for metals, which was modified by 
Sickafus' and Seah.26 
c2 
( E  - E J 3  
B(E) = c1 + 
B(E) is the theoretical secondary background with the 
c values and E,  as adjustable parameters. Ramaker et 
~ 1 . ' ~  reported that this formula can also be used for 
semiconductors and insulators. The value of cj  will 
change in passing through the Auger transition energy 
region, as shown by Sickdus." In the high energy 
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region (55-100 eV) these changes are most pronounced. 
In this energy region, however, the secondary back- 
ground B(E) can, to at first order, be approximated by a 
straight line.27 A single value of c3  therefore suffices (1). 
Our fit routine operates in such a way that the areas 
above and below the fit-curve are made equaLZ7 The 
absence of structure on the high energy side assures that 
any point taken here to determine c1 does not alter the 
solution of our fit. This eliminates one degree of 
freedom in eqn (1). The values of c3 and E ,  are 2.0 and 
15 eV, re~pectively.~ 
3. DECONVOLUTION SCHEME 
3.1. Modified Levenberg-Marquardt method 
As an iterative minimizing method we used in this work 
a modified Levenberg-Marquardt routine (LM).23*31 
The LM method states that the direction of search for 
the minimum lies between the Gauss-Newton method 
and the steepest descent method. Furthermore, it com- 
bines the speed of the Gauss-Newton with the absolute 
convergence of the steepest descent method. The 
method minimizes the least squares sum F(x, dm)) =
fTfin an iterative way. 
f ( x ,  C(m))l = y(x,  c'm)) - y(x)* (2)  
(3) 
(4) 
p i - 1 )  = c (m)  + P) 
and 
(JTJ + P ) D ) P )  = -JTf(x,  c ( m ) )  
c = the set of spline coefficients 
y(x,  = trial spectriim 
y(x)* = measured spectrum 
J = Jacobian defined as 
D = diagonal matrix of FJ 
m = iteration number 
JiAx) = (.f;.(x, cj + S j )  - f i (x ,  C j ) ) / d j  
A('") = sequence of non-negative real constants 
For (2 6 1) the LM iteration behaves like a Gauss- 
Newton method, and lor (A + 1) like a steepest descent 
method. The magnitude of this constant (A) is properly 
chosen by a sequence developed by The 
parameter (2) ensures that the LM iteration follows the 
fast Gauss--Newton method as closely as possible 
without losing convergimce. It is obvious that the choice 
of (A) is of ultimate importance for the performance of 
this method. 
3.2. Splines 
Global approximation of the unbroadened Auger elec- 
tron energy distribution D(x), can be achieved by con- 
structing the trial function D(x, c) on a basis of 
piecewise continuous functions, which are connected to 
each other in such a way that the sum of these functions 
and their derivatives are continuous to a certain order 
(k - 1) over the entire spectrum, with k the order of the 
piecewise continuous function. A very convenient defini- 
tion of these piecewise continuous functions are 
splines.22*31 These splines, Bi, k(x), defined on a subinter- 
I I I I 
Figure 1. Three splines of fourth order and three left and right 
boundary splines. The summation of splines with all c ,  = 1 rep- 
resenting a block function is shown. 
Val ( x i ,  X i + k )  of the interval ( x l ,  xN) ,  can be constructed 
by a recursive sequence of variable order k. 
x - xi X i + k  - 
B i ,  k -  l ( x )  + Bi .  k ( X )  = 
X i + k - l  - x i  X i + k  - x i + l  
B i + l , k - l ( X )  
with 
1; x i  d x < 
0 ;  elsewhere 
k = 2, 3, 4, ... 
i = 1, ..., N Bi, I ( X )  = 
The number of intervals influenced by a spline, defined 
as support, is equal to the order of the spline. With the 
introduction of the boundary spline a larger class of 
functions can be represented (Fig. 1). High frequency 
oscillations (like noise) are suppressed when higher 
order splines (k 2 3) are used. Since the splines are nor- 
malized (6), a geometrical interpretation of the coeffi- 
cients ci (7) is straightforward. 
(6) 
This definition of piecewise continuous functions is very 
convenient for constructing simple computer algo- 
rithms. 
The deconvoluted spectrum D(x) can be approx- 
imated by N ,  splines. 
xi Bi, k ( X )  = 1 
D(X, c)  = x p c i ,  k Bi. k ( X )  (7) 
According to the definition of the convolution; 
S = D * V ,  with V the broadening function and D the 
deconvoluted spectrum, we can write. 
S ( X ,  C )  = D(x - A)V(A) dA 
(8) 
The function F(x, c), which is minimized in the LM 
method is defined as 
s 
= 1 xi ci, k Bi, k(X - A)V(A) dA 
f ( x ,  c) = S(x, c) - s* 
F(x, c )  =fTf (9) 
where S* is the measured signal. As input for the LM 
method, the array of points composing the spectrum, is 
defined as a vector. In the LM method a set of ci is 
calculated, from which a D(x, c) can be reconstructed 
(7). This is the derived approximation of the real D(x). 
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p) 
Figure 2. The iteration scheme of the deconvolution calculation. 
The scheme of our deconvolution routine is displayed 
in Fig. 2. The influence of the choice of the parameters 
in this routine on the result of the calculation is tested 
elaborately and showed to be negligible, if they are not 
tuned on extreme values. The number of points per 
interval should be larger than 5 and N / k  > 5. However, 
there is no principal limitation of k. A convenient choice 
is given in the caption of Fig. 5. 
4. APPLICATION TO AUGER ELECTRON 
SPECTROSCOPY 
Mularie and Peria13 have shown a method to obtain a 
broadening function V(E) that is believed to correct for 
distortions of the Auger line-shape as loss processes, 
transport and instrumental broadening. The Auger line- 
shape D(E) can either be derived from deconvolution of 
the energy distribution S(E) with the broadening func- 
tion V(E)  or from its derivatives. This mathematical 
property of the convolution can be easily derived from 
the definition of the convolution integral. 
S(E) = D * V = V * D = V(E - A)D(A) dA (10) I-: 
When D(E) and V(E)  are well behaved functions, 
which only differ from zero on a well-defined interval 
[0, E,] ,  (10) may be written as. 
The Auger spectra and the broadening function are 
0 
measured in the derivative mode as described in Refs 24 
and 25. By deconvoluting (1 1) instead of (lo), the Auger 
energy distribution S(E> and the broadening function 
V(E)  do not need to be integrated. Ramaker et ~ 1 . ' ~  
have shown that small differences in the background 
subtraction leads to an accumulation of the errors on 
one energy side of the integrated spectrum. Deconvolu- 
tion in the derivative mode therefore gives a more accu- 
rate fit over the entire energy region of S(E), i.e. BS/lJE. 
The virtue of our deconvolution procedure is its 
global nature, which prevents noise amplification. This 
in contrast to the Van Cittert method, where, owing to 
noise, convergence of the residue does not automatically 
imply convergence of the deconvoluted spectrum. The 
restrictions on S(E) and V(E), such as non-rapid fluctu- 
ating functions and the width of V(E), are no longer 
neces~ary.~"'"~ 
Furthermore, we do not suffer from instabilities 
inherent to the Fourier transform based deconvolution 
such as the divergence as a result of divi- 
sion by small numbers or zero, aliasing, etc. These 
Fourier transform based methods suffer more from 
noise amplification than the Van Cittert method and 
additional repeated smoothing is necessary, resulting in 
a less straightforward method. 
The number of mathematical solutions of the decon- 
volution problem, which can be obtained and their 
physical relevance is discussed in the Appendix. 
Therein, it is shown that D(E) can be uniquely deter- 
mined if all frequencies of the Fourier transform of the 
real solution D(E) are contained within the frequency 
spectrum of the broadening function. This condition is 
usually fulfilled for Si-L,, VV Auger spectra. 
The implemented computer program was tested with 
artificial noise containing data. Good agreement 
between the outcome of the deconvolution calculation 
and the initial artificial data was achieved. The results, 
depicted in Figs 3 and 4 were obtained after seven iter- 
ations and contain 200 points. The presumptions of the 
functions for applying the Van Cittert method are not 
fulfilled" in the data depicted in Fig. 4. 
The broadening function V(E), which arises from the 
finite resolution of the analyser, intrinsic loss effects 
(inelastic scattering etc.), has been obtained following 
the procedure as described by Mularie and Peria.13 We 
noticed in our tests that deviations in B / B E  did not 
yield large changes in our D(E). Deviations in aV/dE, 
however, have a significant effect on the final result. 
This difference in reponse is due to a mathematical pro- 
perty of the convolution. Therefore, aV/dE should be 
Figure 3. Test of the deconvolution method with artifi- 
cial data: (a) Top: S(E) ;  convolution of the deconvolut- 
ed result D(E)  (top curve Fig. 3(c)) of the noise 
contained spectrum S*(E) with the broadening function 
V(E) .  Bottom: S*(E) input signal of the deconvolution 
routine (S*(E) = D*(E) * D*(E) with 5% noise added). 
( b )  Broadening function V ( f )  (=D*(E) with 5% noise 
added). (c) Top: D(E), result of the deconvolution. 
Bottom: D*(E), original function. The residue of the 
minimizing is 3.8 * per point (200 data points). 
The parameters are of the same order as used in Fig. 5. 
and are not critical. 
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a 
#'I 
I 
0 
b l  
I 
measured as accurately as possible. The increase of the 
noise, inherent to a more sensitive measurement of 
a V / d E ,  is insignificant, because of the global nature of 
our newly developed method. On W / B E  the same back- 
ground correction procedure has been used as on the 
Auger spectra. 
To illustrate its performance for real measured 
spectra our newly developed deconvolution method has 
been applied to the actual Auger Si-L,, VV spectra of 
clean and oxidized silicon. The results are shown in Fig. 
4 4  6 4  0 4  104 
eL 
c 
4 0  60 80 100 
eV 
b 
eV  
e V  
Figure 5. (a) Clean Si secondary background corrected. (b) D(E)  
clean Si. (c) oxidized Si background corrected. (d) D(E)  of oxi- 
dized Si. Some characteristic parameters used in our deconvolu- 
tion method: k = 3, ci  = 0.2, Lo = 100, N,= 27, N = 30, data 
points = 200, N , .  = 0; Residue of the oxidized Si < 0.1, residue 
of clean Si < 0.042. 
Figure 4. Test of a deconvolution with artificial 
data: (a) Top: S(E);  convolution of the deconvol- 
uted result D(E) (top curve Fig. 4(c)) of the noise 
contained spectrum S*(E) with the broadening 
function V ( € ) .  Bottom: S*(E) input signal of the 
deconvolution routine (S*(E) = D*(E) * D*(E)  
with 10% noise added). (b) Broadening function 
V ( E )  (=D*(E)  with 10% noise added). (c) Top: 
D(E),  result of the deconvolution. Bottom: D*(E), 
original function. The residue of the minimizing is 
<5 * per point (200 data points). The param- 
eters are of the same order as used in Fig. 5. 0 
5. The overall shape is in a good agreement with the 
results of Knotek and Ho~s ton .~ '  In a forthcoming 
publication these and other spectra will be the subject 
of extensive discussion. 
5. CONCLUDING REMARKS 
In this paper we have presented a new method of 
deconvolution. The method uses splines in combination 
with a powerful iterative minimizing routine. Since the 
method has a global character noise amplification, 
inherent to the Van Cittert and Fourier transform 
based algorithms, has been suppressed. Also other 
drawbacks such as division by small numbers or values 
of zero in FFT based routines and the presumptions of 
the functions used in the Van Cittert method are elimi- 
nated. This allows us to use relatively large fluctuating 
and noise containing functions as input for our decon- 
volution method. Data processing can therefore be per- 
formed in the sensitive derivative mode, thus avoiding 
integration-induced errors. Our method can be con- 
sidered to be essentially free of artefacts. Furthermore 
splines have convenient numerical properties. 
The deconvolution routine can be executed on a 
small personal computer (Olivetti M24, 64 Kb; calcu- 
lation time about a few seconds, lo00 points, 7 
iterations) and is easy to implement.33 
Not only the deconvolution problem can be solved 
by this method but also many problems of the form, 
D(x) = A-' (S(x) )  (12) 
with A being a well-defined operation on an unknown 
spectrum D(x) and S(x) a known function. Often it is 
not easy, or even impossible, to compute A-' explicitly. 
This class of problems can in principle be solved by 
applying our iterative scheme. As example, numerical 
differentiation of noisy spectra could be achieved suc- 
cesfully by implementing an integration procedure 
instead of convolution in our scheme (Fig. 2).33 Another 
example of this scheme is discussed in Ref. 33. 
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The main objection to deconvolution is the infinite 
number of solutions which can be generated. In this 
appendix we show the relation between the mathemati- 
cal solutions and their physical relevance. The convolu- 
tion integral is defined as 
S(Y) = S_h+)YY - X)V(X) dx (Al) 
with D and Y being well-defined functions. The decon- 
volution problem is defined as follows: the functions S 
and Y are known and the convolution operation is 
defined by (Al), then the function D can be calculated as 
follows 
D = A-'(S, V )  (A21 
with A-'  being the inverse operation of the convolu- 
tion. 
Assume N is a well-defined arbitrary function, which 
is under the constraint of 
0 = j - r N ( y  - x)V(x) dx (A31 
All functions D*(x) = D(x) + N(x) are mathematical 
solutions of the deconvolution problem. An infinite 
number of functions N exists. This is easily seen by 
Fourier transforming (A3). 
0 = N(w)V(w) 644) 
If we assume that the highest frequency of Y is w, , then 
N is a function containing only frequencies [o, ,001. 
Fortunately, the determination of the solution of the 
deconvolution is less difficult in real physical cases. 
High frequencies can be characterized as noise. There- 
fore, the amount of functions N ,  which contributes to 
D* is limited on physical grounds. If the maximum fre- 
quency od of D is lower than o,, D can be uniquely 
determined. If > o, , then (on mathematical grounds) 
D cannot be determined in any deconvolution method 
and the information related to the frequency interval 
[o,, oJ is lost. In Si-L,. VV Auger electron spectro- 
scopy we can satisfy the condition wd < 0, so that D 
can be determined. Noise amplification in the Van 
Cittert and Fourier transform based methods is a conse- 
quence of the mathematical existence of functions N. 
This amplification can be suppressed by repeated 
smoothing during the calculation, however physically 
relevant information will also be distorted. 
The global approximation with splines implies that 
one fits with a fixed range of frequencies, which must 
include all frequencies of D. The frequency spectrum in 
polynome fitting will change during the approximation 
and introduces additional noise, in contrast to the 
unchanged frequency spectrum of a spline. 
The deconvolution method discussed in this paper 
uses only the properties of the convolution integral, 
therefore the theoretical limit can be obtained. This 
statement implies that the deconvolution method for 
od < w, is restricted by numerical limitations only. 
