This paper considers the single machine scheduling problem with linear earliness and quadratic tardiness costs. The research on the version with inserted idle time focused on an exact approach, while several heuristics had already been proposed for the version with no idle time. These heuristics were then the basis for the development of new heuristic procedures for the version with idle time. Some improvement procedures were also considered.
Introduction
This paper considers the single machine scheduling problem with linear earliness and quadratic tardiness costs. Formally, the problem can be stated as follows. A set of n independent jobs {1, 2, … , n} has to be scheduled on a single machine that can handle at most one job at a time. The machine is assumed to be continuously available from time zero onwards, and preemptions are not allowed. Job j, j = 1, 2, … , n, requires a processing time p j and should ideally be completed on its due date d j . For a given schedule, the earliness and tardiness of job j are respectively defined as E j = max {0, d j -C j } and T j = max {0, C j -d j }, where C j is the completion time of job j. The objective is then to find a schedule that minimizes the sum of the linear earliness and quadratic tardiness costs Single machine scheduling environments actually occur in several practical operations; for a specific example in the chemical industry, see Wagner, Davis and Kher (2002) . Also, the performance of many production systems is frequently determined by the quality of the schedules for a single bottleneck machine. Moreover, results and insights obtained for single machine problems can often be applied to more complex scheduling environments, such as flow shops or job shops.
Scheduling models with both earliness and tardiness costs have received considerable and increasing attention from the scheduling community, due to their practical importance. Indeed, early/tardy scheduling problems are compatible with the concepts of just-in-time production and supply chain management. These production strategies, which have been adopted by many organisations, view both early and tardy deliveries as undesirable.
The objective function considered in this paper includes linear earliness and quadratic tardiness costs. Indeed, early deliveries result in unnecessary inventory, and the costs incurred with this inventory tend to be proportional to the time held in stock.
Late deliveries, on the other hand, can result in lost sales and loss of customer goodwill. A quadratic penalty is then used for the tardy jobs, since a customer's dissatisfaction tends to increase quadratically with the tardiness, as proposed in the loss function of Taguchi (1986) .
The considered problem is of practical relevance and interest when idle time may be inserted, as well as when the insertion of idle time is not allowed. Both of these versions of the problem have been previously studied. Schaller (2004) analysed the problem with inserted idle time. He presented a timetabling algorithm and a lower bounding procedure, as well as a branch-and-bound algorithm and simple heuristics.
For the problem with no idle time, both an exact procedure and several heuristic techniques have been considered. Valente (2008) developed a lower bounding procedure and a branch-and-bound technique. Among the heuristics, dispatching rules (Valente, 2007b) , beam search procedures (Valente, 2007a) and genetic algorithms (Valente and Gonçalves, 2008 ) have all been proposed.
A large number of papers have been published on scheduling models with earliness and tardiness costs. Baker and Scudder (1990) provide an excellent survey of the initial work on early/tardy scheduling. A recent survey of multicriteria scheduling which includes problems with earliness and tardiness penalties is given in Hoogeveen (2005) , while Kanet and Sridharan (2000) review scheduling models with inserted idle time.
Previous research proposed a large number of heuristics for the problem with no idle time. Among these heuristics, the EQTP_EXP dispatching rule (henceforth denoted simply as EQTP) developed in Valente (2007b) is the heuristic of choice for large instances, while the MA_IN genetic algorithm of Valente and Gonçalves (2008) provides the best results for small and medium size problems. This paper investigates heuristic procedures for the version with inserted idle time, taking as its starting point the existing heuristics for the problem where idle time is not allowed. In this context, the performance of the EQTP dispatching rule, suitably adapted in order to take into account the insertion of idle time, was first analysed. Since the results were not as good as desired, several additional dispatching heuristics were then developed, as well as a modification of the genetic algorithm MA_IN. Some improvement procedures were also considered, in order to improve the schedule obtained by the heuristics.
These new heuristics performed quite well for the problem with inserted idle time. Therefore, this raised the question of whether they would also perform well for the version with no idle time. Consequently, the new heuristics were also then applied, after the appropriate modifications, to the problem without idle time. These new procedures outperformed the existing heuristics, so the procedures developed in this paper are the new heuristics of choice for both versions of the considered problem.
The remainder of this paper is organized as follows. In section 2, the heuristic procedures are described. The improvement procedures are presented in section 3. In section 4, the computational results are reported. Finally, some concluding remarks are provided in section 5.
The heuristic procedures
In this section, the considered heuristic procedures are described. First several dispatching rules are proposed. These rules include the forward scheduling EQTP procedure and several backward scheduling dispatching rules. Finally, a modified version of the MA_IN genetic algorithm is also considered.
Throughout this section, the focus will be on the problem version with inserted idle time. Therefore, the pseudo-codes and the algorithm descriptions provided are for this idle time version. These heuristic procedures can also be implemented for the problem with no idle time by removing all the procedures that insert idle time.
Dispatching rules
Dispatching rules were proposed and tested in Valente (2007b) for the problem without inserted idle time and the EQTP heuristic was found to be the best.
In this section several new dispatching rules are proposed.
Since inserted idle time is allowed, a key consideration in developing the dispatching heuristics is how to incorporate inserted idle time. Schaller (2004) developed a procedure that determines the optimal amount of idle time to insert before each job in a given sequence of the jobs, i.e. the amount of idle time that minimizes the objective function value for that sequence. In this paper, a slightly modified version of this procedure is used. This modification consists only in a preprocessing phase that is performed prior to applying the procedure developed in Schaller (2004) .
In this preprocessing phase, the lateness of all jobs is first calculated assuming that no idle time is used. Then, if all the jobs in the sequence are early, the minimum earliness value is calculated. Finally, this value is inserted as idle time before the first job. This preprocessing phase reduced considerably the computation time required by the timing procedure for the instances where most jobs are early. This modified version of the optimal timing procedure for the problem with inserted idle time will be denoted by OPT_IIT.
In the following, let S be the ordered set of the currently scheduled jobs and U be the set of the yet unscheduled jobs. Also, let idle[i] represent the amount of idle time to be inserted before the ith position in the sequence, i = 1, 2, … , n. Finally, let LB_IIT denote the lower bounding procedure proposed by Schaller (2004) 3. Use a dispatching rule to determine the sequence of jobs.
4. Apply procedure OPT_IIT to the sequence in set S and set idle[i], i = 1, 2, … , n, equal to the corresponding optimal idle times computed in procedure OPT_IIT.
5. Calculate the objective function value of the schedule corresponding to the sequence in set S and the idle times in idle[i], i = 1, 2, … , n.
6. Return sequence S, the idle times idle[i], i = 1, 2, … , n and the objective function value of the corresponding schedule.
In step 2, the amount of idle time before each position in the sequence is first set equal to the idle time values calculated in the lower bounding procedure LB_IIT. This approach proved greatly superior to another strategy that was considered in preliminary experiments, more specifically setting all idle times equal to 0.
Step 3 uses one of the dispatching rules, to be described next, to generate a job sequence. In step 4, procedure OPT_IIT is used to obtain the optimal idle times for the sequence generated in step 3. The objective function value of the corresponding schedule is calculated in step 5, and these elements are then returned in step 6.
The forward scheduling EQTP dispatching rule
The EQTP heuristic is the best of the existing dispatching rules for the problem with no idle time. The EQTP rule is a forward scheduling heuristic, i.e. the schedule is built from the front to the back, with jobs being added to the end of the current partial sequence. When the machine becomes available, the EQTP heuristic calculates a priority index for each unscheduled job, and the job with the highest priority value is then selected to be processed next. Let I j (t) denote the priority index of job j at the current time t (i.e. t is the time at which the next scheduled job will start). The EQTP heuristic uses the following priority index I j (t):
where s j = d j -t -p j is the slack of job j, p is the average processing time of the remaining unscheduled jobs and k is a lookahead parameter.
The effectiveness of the EQTP rule depends on the value of the lookahead parameter k, which should reflect the number of competing critical jobs, i.e. the number of jobs that may clash each time a sequencing decision is to be made. The following procedure is used to calculate the value of k at each iteration. First, a critical slack value crit_slack is calculated. This critical slack value is calculated as crit_slack
, where n U is the number of unscheduled jobs, and 0 ≤ slack_prop < 1 is a user-defined parameter. Then, each job is classified as critical if 0 < s j ≤ crit_slack, and non-critical otherwise. Therefore, a job is considered critical if it is not already tardy (s j > 0), but is about to become tardy (s j ≤ crit_slack). Finally, the lookahead parameter k is set equal to the number of critical jobs. Note that in this procedure and other procedures proposed in this paper for the problem with inserted idle time, critical slack is defined as a proportion of the sum of the remaining processing time and idle time. This differs from the definition for critical slack used in the problem without idle time, in which critical slack is defined as a proportion of the remaining processing time.
Dispatching Rule 1. EQTP dispatching rule for the version with inserted idle time 1. Set t = 0.
For
2.2. Calculate the EQTP priority index I j (t) for all jobs j ∈ U.
2.3. Let l be the job with the largest priority index I j (t) for j ∈ U.
2.4. Add job l to the end of set S and remove it from set U.
2.5. Set t = t+ p l . Table 1 provides the data for a numerical example that will be used to illustrate the proposed heuristics. When applied to the instance in example 1, the EQTP heuristic generates the sequence 3-5-4-2-1-6, with an objective function value of 3268. The details of the iterations performed by the EQTP procedure are provided in Table 2 .
Backward scheduling dispatching rules
Preliminary experiments showed that the performance of the EQTP heuristic fell short of that desired, particularly for instances with relatively loose due dates, and therefore with a higher proportion of early jobs and larger amounts of inserted idle time. Comparisons with optimal sequences showed that the EQTP rule would sometimes erroneously select a job with a large processing time early in the construction of the sequence. This is due to the fact that at the beginning of the EQTP procedure, most or all jobs could be early, and the priority index would then lead to choosing a job with a large processing time, so as to reduce the earliness costs.
However, this could cause a job to become tardy later in the sequencing process.
Since the earliness costs are linear, while the tardiness costs are quadratic, and therefore more heavily penalized, the initial reduction in the earliness costs would be more than offset by the later increase in the tardiness of one or more jobs.
Due to this particular nature of the objective function, which penalizes tardiness much more heavily, backward scheduling procedures were then considered.
In backward scheduling heuristics, the schedule is built from the end to the front, with jobs being added to the beginning of the current partial sequence. With backward scheduling, the tardy jobs are considered first. Therefore, the backward heuristics consider right at the start the most important decisions, since they begin by scheduling the tardy jobs, which contribute the most to the objective function value.
In this subsection, four backward scheduling heuristics are presented. Two rules are first proposed that are standard in the sense that, at each iteration, they select the job with the largest priority. Then exchange checks are incorporated into these rules to create two additional rules. In these modified versions, the job with the largest priority value may not actually be the job selected for processing. Indeed, two types of exchange checks are performed, and these may lead to choosing a different job to be sequenced next.
The two backward scheduling dispatching rules without exchange checks are denoted by EQTP_Back and DR_Back. These rules share the same framework, and differ only in their priority index. The pseudo-code for these two backward scheduling rules without exchange checks is given next. 3.2. Calculate the priority index I j (t) for all jobs j ∈ U.
3.3. Let l be the job with the largest priority index I j (t) for j ∈ U.
3.4. Add job l to the beginning of set S and remove it from set U.
In step 1, the completion time t is initialized to the sum of the processing times of all jobs and the idle times calculated by procedure LB_IIT. In step 3.1, before calculating the priority of the unscheduled jobs, a procedure denoted by Adjust_T_IIT is applied. This procedure may modify the current completion time t, as well as the amount of idle time to be inserted before previous positions in the schedule. In order to do this, the Adjust_T_IIT procedure uses information previously obtained in step 2 by the application of procedure CT_Check.
The CT_Check and Adjust_T_IIT procedures were introduced after preliminary experiments showed that it was sometimes possible to detect that the existing inserted idle times were excessive. The two procedures were therefore developed to identify when LB_IIT inserted extra idle time, in order to then reduce the inserted idle times and the completion times. The introduction of these two procedures significantly improved the performance of the backward scheduling heuristics, particularly for instances with a higher proportion of early jobs.
The pseudo-code for the CT_Check and Adjust_T_IIT procedures, as well as two propositions that identify the presence of excessive inserted idle time (and therefore provide the theoretical basis for the two procedures), are presented in the appendix. The appendix also contains an example that is used to illustrate the CT_Check and Adjust_T_IIT procedures. As previously mentioned, the EQTP_Back and DR_Back heuristics differ only on the priority index. The EQTP_Back dispatching rule is basically a conversion of the EQTP heuristic to backward scheduling, and uses the following priority index I j (t):
As in the EQTP heuristic, the priority index of the EQTP_Back dispatching rule depends on the value of a lookahead parameter k. This parameter is again set equal to the number of critical jobs. However, a job j is now considered to be critical if 0 < td j ≤ tardy_prop × t, where 0 ≤ tardy_prop < 1 is a user-defined parameter.
The priority index of the DR_Back heuristic utilizes a value denoted by min_tardy which equals the minimum value of the tardiness among all jobs that are currently tardy. This priority index is given by the following expression:
where j p' (a modified processing time) = min{p j , min_tardy}. Both the EQTP_Back and DR_Back heuristics select an early job whenever such a job exists. This not only prevents the earliness of this job from increasing, but also decreases the tardiness of the unscheduled jobs that are currently still late. Whenever several early jobs exist, the expression of the priority index when t -d j ≤ 0 assures that those jobs are scheduled in longest processing time order (when looking at the schedule from the front to the back), since this reduces the earliness costs of those jobs.
When all jobs are tardy (or quite tardy, in the case of the EQTP_Back heuristic), the priority index favours jobs with a low tardiness and a high processing time. Indeed, choosing a job with a low tardiness means that the increase in the objective function will be small. Also, selecting a job with a large processing time allows for a larger reduction in the tardiness of the remaining unscheduled jobs.
As previously mentioned, the reason for favouring jobs with larger processing times is the fact that this allows a larger decrease in the tardiness of the other jobs.
However, if a job has a processing time that is equal to min_tardy, choosing this job now will allow the selection, at the next iteration, of a job that will then be right ontime. Giving more importance to jobs with processing times that are larger than min_tardy does not provide a benefit in this situation, since it would actually increase, in the next iteration, the earliness of the job that has currently the minimum tardiness min_tardy. Therefore, the original processing time was then replaced by the modified processing time j p' in the second branch of the priority index of the DR_Back heuristic, which improved the results. Table 3 and Table 4 3.2. Calculate the priority index I j (t) for all jobs j ∈ U.
3.4. Apply procedure Exchange_Checks.
3.5. Add job l to the beginning of set S and remove it from set U.
This procedure performs two sets of checks that may lead to selecting a job different from the one with the largest priority index I j (t). The pseudo-code for Exchange_Checks is given in Procedure 1. Procedure 1. Exchange_Checks 1. Consider, in decreasing order of due dates, all jobs h ∈ U \ {l} such that d k > d l :
1.1. Let k be the job currently being considered.
1.2. Calculate the cost C k,l of scheduling job l in position i and job k in position i -1.
1.3. Calculate the cost C l,k of scheduling job k in position i and job l in position i -1.
1.4. If C l,k < C k,l , set l = k and move to step 2. Otherwise, consider the next job h.
2. Consider, in increasing order of processing times, all jobs h ∈ U \ {l} such that p k < p l : 2.1. Let k be the job currently being considered. 2.4. If C l,k < C k,l , set l = k and stop. Otherwise, consider the next job h.
Calculate the cost
Procedure Exchange_Checks performs two sets of checks that may change the job that will be chosen for processing at the current iteration. These checks were motivated by the several preliminary tests that were performed, as well as by the comparison of the EQTP_Back and DR_Back results with optimal sequences.
The first set of exchange checks is performed in step 1. In this step, the job currently selected is compared, in decreasing order of due dates, with the remaining unscheduled jobs that have a larger due date. For each candidate job the cost of that job and the currently selected job is then calculated when those jobs are scheduled in the next two positions, in the two possible orders. If the cost when the candidate job is scheduled at the current position is lower, that candidate job becomes the currently selected job, and the procedure then skips to step 2. Otherwise, the next candidate job is considered. The reason for including this set of checks is to avoid large squared tardiness penalties. Checking jobs with later due dates may reduce the squared tardiness enough to offset the benefits of scheduling the job with the largest priority index.
In step 2, the second set of exchange checks is performed. This second step is similar to the first, since it also calculates the cost of scheduling the currently selected job and the candidate job in the next two positions in the sequence, in the two possible orders. However, the candidate jobs are now the remaining unscheduled jobs that have a smaller processing time than the currently selected job. Furthermore, these candidate jobs are considered in increasing order of their processing times. The reason for including this set of checks was that it was found that sometimes scheduling the job with the largest priority index (if it had a large processing time) caused the remaining jobs to be quite early. It was found that incorporating this set of checks sometimes scheduled a job with a lower processing time and a higher tardiness than the original job chosen, which resulted in a lower objective when the entire schedule was completed.
Again, example 1 is used to illustrate the application of the EQTP_Back_Ex and DR_Back_Ex heuristics. When applied to this instance, both of these procedures generate the sequence 3-5-4-1-6-2, with an objective function value of 1981.
Although the two procedures give the same final sequence, they perform different exchange checks. The details of the iterations performed by the EQTP_Back_Ex and DR_Back_Ex heuristics are provided in Table 5 and Table 6 , respectively.
Genetic algorithm
The MA_IN genetic algorithm is the best performing heuristic for the problem with no idle time. However, due to its computational requirements, this procedure can only be applied to small and medium size instances. In this procedure, a so-called initialization of the initial population is performed. This initialization consists in introducing in the initial population chromosomes that correspond to the sequences of four of the dispatching rules analysed in Valente (2007b) . One of these four dispatching rules is precisely the EQTP heuristic that has been previously presented.
Also, an adjacent pairwise interchange procedure is used to improve each chromosome in the successive populations. Therefore, the MA_IN procedure can be seen as a memetic algorithm, since it incorporates a local search procedure.
In this section, a modified version of this procedure, denoted as MA_IN_New, is proposed. The MA_IN_New heuristic is essentially identical to the MA_IN procedure, with the exception that, in the generation of the initial population, the chromosome corresponding to the solution of the EQTP heuristic has been replaced by a chromosome that contains the solution of the DR_Back_Ex heuristic. Indeed, the DR_Back_Ex procedure provided the best results among the dispatching rules that were considered, and its solution then replaced the EQTP sequence in the initial population of MA_IN_New. Furthermore, in the calculation of the fitness value of each chromosome, procedure OPT_IIT is also necessarily applied in order to optimally insert idle time when calculating the objective function value of the sequence corresponding to that chromosome.
The MA_IN_New genetic algorithm was also applied to the version with no inserted idle time. For this version the procedure OPT_IIT is not required. However, and in addition to this usual difference between the procedures for the versions with and without idle time, there is one other distinction between the MA_IN_New algorithms for the two versions of the problem. This difference is in the way the local search procedure is applied. The discussion of this difference, however, will be deferred to the next section, where the improvement procedures are presented.
The improvement procedures
In this section, the proposed improvement procedures are described. Four improvement procedures have been considered. The first three are quite common in scheduling problems, and will only be briefly described. These three methods are the adjacent pairwise interchanges (API), 3-swaps (3SW) and first-improve interchanges (INTER) improvement procedures. The fourth procedure, even though it uses insertions, which are also common in scheduling problems, is more problem-specific. Therefore, this procedure, which will be denoted as INS, will be described in more detail.
The API procedure considers adjacent job positions. A pair of adjacent jobs is then swapped if such an interchange improves the objective function value. This process is repeated until no further improvement is found, i.e. until no additional improvement is possible through an adjacent swap.
The 3SW procedure is similar to the API method, but it considers three consecutive job positions, instead of only an adjacent pair of jobs. All possible permutations of these three jobs are then analysed, and the best configuration is selected. Once more, the procedure is applied repeatedly until no further improvement is possible.
The INTER procedure starts at the first position in the sequence, and then considers all the successive positions, until the end of the sequence is reached. For each position in the sequence, the INTER method considers interchanging the job that is currently scheduled in that position with the jobs that are scheduled in the following positions. Whenever such an interchange improves the objective function value, that interchange is performed. If any interchange is performed before the end of the sequence is reached, the procedure starts again at the beginning of the schedule.
Otherwise, no further improvement is possible, and the procedure terminates.
The application of improvement procedures to the version where idle time is allowed is made more complicated precisely due to that inserted idle time. Indeed, when an interchange is performed, there is a change in the sequence, and consequently the optimal amount of inserted idle time may therefore also change.
In Schaller (2004) , an INTER improvement procedure had already been proposed. This method applied the OPT_IIT procedure to re-optimize the inserted idle times each time an interchange was performed. However, this made the procedure too computationally intensive, and therefore it could only be applied to small instances.
Applying the OPT_IIT procedure each time an interchange was performed would still make the improvement procedures too computationally demanding, and incapable of handling medium or large instances. Therefore, in this paper the API, 3SW and INTER procedures are first applied while keeping constant the idle times from the original schedule. Once no further improvement is possible, the OPT_IIT procedure is then used to re-optimize the inserted idle time. If the new idle times are different from the original ones, the improvement procedure is again applied (keeping the new idle times constant). This is repeated until there is no change in the idle times after the application of the improvement procedure. This approach was not only much more computationally efficient, but also performed well in terms of the improvement in the objective function value.
In the previous section, it was mentioned that there was a difference in the way the API local search procedure was applied in the MA_IN_New genetic algorithms for the two versions of the considered problem. For the version with no idle time, the API procedure is applied until no further improvement is possible. In the version with inserted idle time, however, only a single pass of the API procedure is performed.
Therefore, in the MA_IN_New algorithm for the version with idle time the API procedure is not applied as described above. That is, while for the dispatching rules the API procedure is applied repeatedly until there is no change in the idle times, for the MA_IN_New genetic algorithm only a single pass of this procedure is performed. This is due to computational efficiency concerns. Indeed, the MA_IN_New algorithm The INS improvement procedure was motivated by the comparison of the sequences generated by the dispatching rules with optimal sequences. Indeed, these comparisons showed that in some cases a job with a large processing time should have been scheduled earlier in the sequence. Therefore, in step 2, the INS procedure considers the jobs in non-increasing order of their processing times.
Let the job being currently considered for insertion earlier in the sequence be denoted as the insertion job. For each insertion job, its position in the sequence is first determined in step 2.1. Then, in step 2.2, a search is performed, in previous positions, for a candidate position for inserting the insertion job. In this search, and as can be seen by step 2.2.1, only positions that contain a job with a processing time that is not larger than the processing time of the insertion job are considered.
If one of those positions contains a job that will not be tardy even if the insertion job is inserted before it, then that position becomes the candidate position.
Otherwise, the cost of the insertion job and the job in the current position is then calculated, when those two jobs are scheduled in the current and the next positions, in the two possible orders. If the cost when the insertion job is scheduled first is lower, then the current position becomes the candidate position.
If a candidate position is found, step 2.3 is then executed. In this step, the cost of the current schedule is first calculated. Then, a trial schedule is generated in step 2.3.2. This trial schedule is obtained by moving the insertion job to the candidate position, and rescheduling all the jobs between the next position and the original position of the insertion job using the DR_Back_Ex rule. The cost of this trial schedule is then calculated. If this cost is lower than that of the current schedule, the current schedule is replaced by the trial schedule. Table 7 provides the data for an example that will be used to illustrate the INS procedure. The DR_Back_EX heuristic, when applied to the instance in example 2, will generate the sequence 3-6-1-2-4-5, with an objective function value of 3420.
After the application of the INS improvement procedure, the sequence has been modified to 3-5-1-2-6-4, with a lower cost of 3384. The details of the iterations performed by the INS procedure are given in Table 8 .
Computational results
In this section, the computational experiments and results are presented. First, the set of test problems used in the computational tests, and the parameter values that were selected for several heuristics, are described. Then, the computational results for the version with inserted idle time are presented. Finally, the results for the version where idle time is not allowed are analysed.
More extensive results are presented for the version with inserted idle time, since this is the main focus of this paper. For this version, the heuristics are first compared with the EQTP rule. Then, the effectiveness of the improvement procedures is analysed. Finally, the heuristic results are compared with optimum results. For the version with no idle time, only a summary of the main results is presented.
Throughout this section, and in order to avoid excessively large tables, results will sometimes be presented only for some representative cases.
Experimental design and parameter values
The computational tests were performed on a set of problems with 10, 15, 20, 25, 30, 40, 50, 75, 100, 250, 500, 750 and 1000 jobs. These problems were randomly generated as follows. For each job j, an integer processing time p j was generated from one of two uniform distributions [45, 55] and [1, 100] , to create low (L) and high (H) variability, respectively. For each job j, an integer due date d j is generated from the uniform distribution [P(1 -T -R/2), P(1 -T + R/2)], where P is the sum of the processing times of all jobs, T is the tardiness factor and R is the range of due dates.
The range of due dates parameter was set at 0.2, 0.4, 0.6 and 0.8 for both the idle time and no idle time versions of the problem. The tardiness factor T was set at 0.0, 0.2, 0.4 and 0.6 for the version with inserted idle time. When idle time is not allowed, the additional values of 0.8 and 1.0 were also considered for this parameter.
These two values were not used for the version with idle time, since for these high values of T most jobs are tardy, and the insertion of idle time does not improve the objective function.
For each combination of problem size n, processing time variability (var), T and R, 10 instances were randomly generated. Therefore, a total of 160 (240 for the problem without idle time) instances were generated for each combination of problem size and variability. The procedures for the version with inserted idle time were coded in Turbo Pascal, and executed on a HP 1965 2.4 GHz personal computer. For the version with no idle time, all the algorithms were coded in Visual C++ 6.0, and executed on a Pentium IV 2.8 GHz personal computer.
The EQTP, EQTP_Back and EQTP_Back_Ex heuristics, require a value for the slack_prop and the tardy_prop parameters, respectively. For the EQTP heuristic on the problem with no idle time, a value of 0.60 was used, as recommended in Valente (2007b) . Preliminary experiments were then performed to determine an appropriate value for slack_prop for the EQTP rule on the version with inserted idle time, as well as for the tardy_prop parameter for the EQTP_Back and EQTP_Back_Ex heuristics, for both versions of the problem.
The values {0.00, 0.05, 0.10, … ,0.95} were considered, and the objective function value was computed for each slack_prop or tardy_prop value and each
instance. An analysis of these results then showed that slack_prop = 0.60 also proved adequate for the EQTP heuristic when idle time is allowed. For the EQTP_Back and EQTP_Back_Ex heuristics, and for both versions of the problem, the best results were obtained by setting tardy_prop at 0.05.
The MA_IN_New genetic algorithm requires values for several parameters.
These parameters were set at the values that were previously used in Valente and Gonçalves (2008) for the MA_IN procedure for the version with no idle time.
Results for the version with inserted idle time
In this section, the computational results are presented for the version with inserted idle time. The heuristics are first compared with the EQTP rule. Then, the effectiveness of the improvement procedures is analysed. Finally, the heuristic results are compared with optimum results.
Comparison with the EQTP heuristic
In this section, the backward scheduling dispatching rules and the MA_IN_New genetic algorithm are compared with the forward scheduling EQTP heuristic. Table 9 provides the mean relative improvement in objective function value over the EQTP rule. The relative improvement is calculated as (eqtp_ofv -heur_ofv) / eqtp_ofv × 100, where eqtp_ofv and heur_ofv are the objective function values of the EQTP rule and the appropriate heuristic, respectively.
The backward scheduling rules and the MA_IN_New genetic algorithm clearly outperform the EQTP heuristic. The best performance, as expected, is provided by the MA_IN_New genetic procedure. However, the best performing of the backward dispatching heuristics gives results that are extremely close to those of the genetic algorithm.
The performance of the backward scheduling rules is somewhat similar.
However, slightly better results are obtained when the DR priority index and / or the exchange checks procedure are used. In fact, the DR_Back(_Ex) heuristic is usually marginally superior to its EQTP_Back(_Ex) counterpart. Also, the EQTP_Back_Ex and DR_Back_Ex procedures are superior to the respective versions that do not incorporate the exchange checks.
The processing time variability has a significant impact on the improvement provided by the heuristic procedures. As can be seen by the results in Table 9 , the improvement over the EQTP rule is much higher for the instances with high variability. Indeed, the relative improvement is about 4% when the variability is low, but it usually ranges from 15% to 19% for high variability instances. Table 10 gives the effect of the T and R parameters on the relative improvement over the EQTP rule, for instances with 100 jobs. The heuristic results are quite close when T = 0.6. For these instances, there are a larger proportion of tardy jobs, and little or no inserted idle time is required. The relative improvement is also quite minor when T = 0.4 and the due dates are not widely spread. However, the relative improvement is quite high (larger than 40% for some parameter combinations) for the lower values of the tardiness factor (as well as for the T = 0.4 and R = 0.8 parameter combination). Therefore, a larger improvement is obtained for instances with a higher proportion of early jobs (T = 0.0 or 0.2), where larger amounts of inserted idle time are needed.
The heuristic runtimes (in seconds) are provided in Table 11 . The MA_IN_New genetic algorithm is computationally quite demanding, and can only be applied to small and medium size instances. The dispatching rules, however, are very efficient, and can quickly solve even quite large problems. The versions that incorporate the exchange checks do require a little additional time when compared with their EQTP_Back and DR_Back counterparts, but are nevertheless still quite efficient.
The DR_Back_Ex dispatching rule then seems to be the heuristic procedure of choice. Indeed, its performance in terms of solution quality is virtually identical to that of the MA_IN_New genetic algorithm, which provides the best results. Also, the DR_Back_Ex rule is computationally quite efficient, and can quickly solve even quite large instances.
The improvement procedures
In this section, the computational results for the improvement procedures are presented. As mentioned in the previous section, the DR_Back_Ex dispatching rule is the most effective of the considered heuristics, since it not only performs well in terms of solution quality, but is also computationally quite efficient. Therefore, in this section the improvement procedures are only applied to the DR_Back_Ex dispatching rule, in order to see if it is possible to further improve the schedules generated by this heuristic. Due to the large computational times that would be required, the improvement procedures were only applied on instances with up to 500 jobs. Table 12 provides the mean relative improvement in objective function value provided by the improvement procedures. The improvement procedures only provide a minor improvement. Nevertheless, the processing time variability has a major impact on the effect of the improvement procedures. Indeed, when the variability is low, the improvement procedures are nearly ineffective. For instances with high variability, however, the relative improvement increases significantly, although it is still usually less than 0.5%. The INTER and INS procedures usually provide a larger improvement than the API and 3SW methods. Also, the relative improvement given by the 3SW procedure is higher than that provided by the API method. Table 13 gives the effect of the T and R parameters on the relative improvement provided by the improvement procedures, for instances with 100 jobs. Table 14 . The INTER procedure is computationally quite intensive, and can therefore only be applied to small or medium size instances. The INS procedure is also somewhat demanding, but it is much faster than the INTER procedure, and can be applied to large instances. The 3SW and API procedures are quite fast, and can then be used even for quite large problems. The INS and INTER procedures are then recommended for small and medium size instances, while the INS method can be used even for large problems. For extremely large instances, the 3SW procedure can still be applied efficiently.
Comparison with optimum results
In this section, the heuristic results are compared with the optimum objective function values, for instances with up to 20 jobs. Table 15 Indeed, the relative deviation from the optimum is quite small for these heuristics. Also, these procedures provide an optimum solution for a quite large number of the test instances.
The DR_Back_Ex and EQTP_Back_Ex heuristics also provide quite good results. As previously mentioned, the incorporation of the exchange checks improved the heuristic results. This can also be clearly seen in Table 15 , since the DR_Back_Ex and EQTP_Back_Ex procedures outperform their counterparts that do not perform the exchange checks. Nevertheless, even the DR_Back and EQTP_Back heuristics noticeably outperform the forward scheduling EQTP rule.
From Table 15 , it can be seen that the heuristics are much closer to the optimum when the processing time variability is low. This is quite clear for the worst performing heuristics, particularly for the EQTP rule. Indeed, for the low variability instances, the EQTP heuristic is 3-7% above the optimum. When the variability is high, however, the deviation from the optimum is over 25%. This is in line with the results previously presented in Table 9 and Table 12 .
Indeed, the improvement over the EQTP rule provided by the heuristic procedures was much higher for the instances with high variability. Similarly, the improvement procedures provided a larger improvement when the processing time variability was high. This is in accordance with the results given in Table 15 , since there is indeed more room for improvement when the variability is high. Table 16 gives the effect of the T and R parameters on the relative deviation from the optimum, for instances with 20 jobs. The relative deviation from the optimum is usually higher for instances with a low tardiness factor, where larger amounts of inserted idle time are required, particularly for the worst performing heuristics. Again, this is in accordance with the results presented in Table 10 and   Table 13 . In fact, both the improvement over the EQTP rule and the improvement provided by the improvement procedures were higher for instances with T = 0.0 or 0.2.
Results for the version with no idle time
In this section, a summary of the main computational results is presented for the version with no idle time. Table 17 provides the mean relative improvement in objective function value over the EQTP rule. The results in Table 17 are similar to those previously presented for the version with inserted idle time.
Indeed, the backward scheduling rules and the genetic algorithms clearly outperform the EQTP heuristic. The best performance is again provided by the genetic algorithms and the DR_Back_Ex rule. Moreover, the use of the DR priority index and / or the exchange checks procedure lead to slightly better results. The processing time variability also once more has a significant effect on the improvement given by the heuristic procedures. In fact, the improvement over the EQTP rule is again much higher for the high variability instances. Table 18 provides the mean relative deviation from the optimum (%dev), as well as the percentage number of times each heuristic generates an optimum schedule (%opt). Once more, the results in Table 18 are similar to those previously given for the inserted idle time version. The genetic algorithms and the DR_Back_Ex + INS procedure perform extremely well, giving a relative deviation from the optimum that is inferior to 0.1% and providing an optimum solution for nearly all of the instances.
The DR_Back_Ex and EQTP_Back_Ex heuristics also provide excellent results. It can again be seen that the incorporation of the exchange checks procedures improves the heuristic performance. Indeed, the DR_Back_Ex and EQTP_Back_Ex procedures provide better results than their DR_Back and EQTP_Back counterparts.
Nevertheless, even these latter two heuristics clearly outperform the EQTP rule. Once more, the heuristics, particularly the ones that perform worse, are also closer to the optimum when the processing time variability is low.
The DR_Back_Ex dispatching rule, followed by an improvement procedure such as the INS method, then again seems to be the heuristic procedure of choice.
Indeed, and on the one hand, its performance in terms of solution quality is virtually identical to that of the MA_IN_New genetic algorithm, which provides the best results. On the other hand, the DR_Back_Ex + INS procedure is computationally quite efficient, and can quickly solve even large instances.
Conclusion
This paper considered the single machine scheduling problem with linear earliness and quadratic tardiness costs. The problem is of practical relevance when idle time may be inserted, as well as when the insertion of idle time is not allowed.
Past research on the version with inserted idle time focused on an exact approach, while several heuristics have already been proposed for the version with no idle time.
Among these heuristics, the MA_IN genetic algorithm provides the best results for small and medium size instances, while the EQTP dispatching rule is the best procedure for large instances.
These algorithms were the basis for the development of some new heuristic procedures for the version with inserted idle time. In this context, several backward scheduling dispatching rules were proposed, as well as a slightly modified genetic algorithm. Also, some improvement procedures were considered, in order to improve the schedule generated by the heuristics.
The new algorithms significantly outperformed the forward scheduling EQTP rule. Therefore, a backward scheduling approach proved to be superior for the considered problem, which is likely due to the fact that the tardiness costs are more heavily penalized in the objective function. The dispatching rules that included an exchange check procedure also performed better than their counterparts that did not include such a procedure.
The MA_IN_New genetic algorithm provides the best results in terms of solution quality, but is computationally quite intensive, and can only be applied to small and medium size instances. The DR_Back_Ex dispatching rule, followed by an improvement procedure such as the INS method, emerges as the most effective heuristic. In fact, not only its solution quality is virtually identical to that of the MA_IN_New genetic algorithm, but this heuristic is also computationally quite efficient, and can quickly solve even large instances.
The new heuristics were also applied, with the appropriate modifications, to the version with no idle time. The computational results were similar to those 
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The objective function value will not increase if
Assume that p j ≥ 1, j = 1, 2, … , n, and let l = EDD k . Then, in an
Proof. To prove this proposition, three cases are considered:
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