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A-HYPERGEOMETRIC SERIES AND THE HASSE-WITT
MATRIX OF A HYPERSURFACE
ALAN ADOLPHSON AND STEVEN SPERBER
Abstract. We give a short combinatorial proof of the generic invertibility of
the Hasse-Witt matrix of a projective hypersurface. We also examine the rela-
tionship between the Hasse-Witt matrix and certain A-hypergeometric series,
which is what motivated the proof.
1. Introduction
The Hasse-Witt matrix of a projective hypersurface over a finite field of char-
acteristic p gives essentially complete mod p information about the zeta function
of the hypersurface. In particular, it determines the number of unit roots of the
zeta function. L. Miller[6] was the first to prove the generic invertibility of the
Hasse-Witt matrix, which implies that for a generic hypersurface, the number of
unit roots of the zeta function equals the geometric genus. Miller’s proof involved
an extensive study of the action of Frobenius on the coherent cohomology of hy-
persurfaces. We refer the reader to Koblitz[5], Miller[7], and Illusie[3] for further
results of this type. The purpose of this note is to give a short combinatorial proof
of the generic invertibility of the Hasse-Witt matrix of a hypersurface.
We give the proof of generic invertibility in Section 2. In Section 3, we discuss
the relationship between the Hasse-Witt matrix and certain A-hypergeometric se-
ries that satisfy the Picard-Fuchs equation of the hypersurface. This relationship
motivated the proof in Section 2 and will be the basis for future work on the unit
roots of the zeta function.
2. Generic invertibility
Consider a homogeneous polynomial of degree d in n+1 variables with indeter-
minate coefficients:
(2.1) fΛ(x0, . . . , xn) =
N∑
k=1
Λkx
ak ∈ Z[Λ1, . . . ,ΛN ][x0, . . . , xn].
We write ak = (a0k, . . . , ank) with
∑n
i=0 aik = d. Let N denote the set of nonnega-
tive integers and put
U =
{
u = (u0, . . . , un) ∈ N
n+1 |
n∑
i=0
ui = d and ui > 0 for i = 0, . . . , n
}
,
i. e., {xu | u ∈ U} is the set of all monomials of degree d that are divisible by the
product x0 · · ·xn. We assume throughout that d ≥ n+ 1, which implies U 6= ∅.
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Let p be a prime number. We define a matrix of polynomials with rows and
columns indexed by U : Let A(Λ) = [Auv(Λ)]u,v∈U , where
(2.2) Auv(Λ) =
∑
e1+···+eN=p−1∑
N
k=1 ekak=pu−v
(p− 1)!
e1! · · · eN !
Λe11 · · ·Λ
eN
N ∈ Z[Λ1, . . . ,ΛN ],
i. e., Auv(Λ) is the coefficient of x
pu−v in fΛ(x)
p−1. Let A¯uv(Λ) ∈ Fp[Λ] be the
reduction mod p of Auv(Λ) and put A¯(Λ) = [A¯uv(Λ)]u,v∈U .
Let Fq be the finite field of q elements, q = p
a, and let λ = (λ1, . . . , λN ) ∈ FNq . By
N. Katz[4, Algorithm 2.3.7.14], the matrix A¯(λ) is the Hasse-Witt matrix (relative
to a certain basis) of the hypersurface in Pn
Fq
defined by the equation fλ(x) = 0,
where
fλ(x0, . . . , xn) =
N∑
k=1
λkx
ak ∈ Fq[x0, . . . , xn].
Our main result is the following statement.
Theorem 2.3. If U ⊆ {ak}Nk=1, then det A¯(Λ) ∈ Fp[Λ] is not the zero polynomial.
To fix ideas, we suppose that U = {ak}Mk=1, M ≤ N . For notational convenience
we set
a+k = (a0k, . . . , ank, 1) ∈ N
n+2, k = 1, . . . , N.
Using (2.2), we can then write A(Λ) = [Aij(Λ)]
M
i,j=1 with
(2.4) Aij(Λ) =
∑
∑
N
k=1 eka
+
k
=pa+
i
−a
+
j
(p− 1)!
e1! · · · eN !
Λe11 · · ·Λ
eN
N .
We consider the related matrix B(Λ) = [Bij(Λ)]
M
i,j=1 defined by
(2.5) Bij(Λ) = Λ
−p
i ΛjAij(Λ) ∈ Z[Λ1, . . . ,Λi−1,Λ
−1
i ,Λi+1, . . . ,ΛN ],
i. e., for all i, j = 1, . . . ,M we multiply row i of A(Λ) by Λ−pi and column j of A(Λ)
by Λj . This implies that det B¯(Λ) =
(∏M
k=1 Λ
−(p−1)
k
)
det A¯(Λ), hence to prove
Theorem 2.3 it suffices to prove that
(2.6) det B¯(Λ) 6= 0.
We prove (2.6) by studying the monomials that appear in each Bij(Λ). For each
i = 1, . . . ,M , put
Li =
{
l = (l1, . . . , lN) ∈ Z
N |
N∑
k=1
lka
+
k = 0, li ≤ 0, and lk ≥ 0 for k 6= i
}
.
An easy calculation from (2.4) and (2.5) establishes the following result.
Lemma 2.7. If the monomial Λl appears in Bij(Λ), then l ∈ Li.
Lemma 2.8. The Laurent polynomial Bij(Λ) has no constant term if i 6= j and
has constant term equal to 1 if i = j.
Proof. If i 6= j, then by (2.5) all terms of Bij(Λ) contain the factor Λj . If i = j, then
taking ei = p− 1, ek = 0 for k 6= i, in (2.4) shows that the monomial Λ
p−1
i appears
in Aii(Λ). This implies by (2.5) that Bii(Λ) has constant term equal to 1. 
The following observation is the key to proving (2.6).
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Proposition 2.9. Let l(i) = (l
(i)
1 , . . . , l
(i)
N ) ∈ Li for i = 1, . . . ,M . One has
M∑
i=1
l(i) = 0
if and only if l(i) = 0 for all i.
Before proving Proposition 2.9, we explain how it implies (2.6). The Laurent
polynomial detB(Λ) is a sum of terms of the form
(2.10) ± B1σ(1)(Λ) · · ·BMσ(M)(Λ),
where σ is a permutation on M objects. By Lemma 2.7, each monomial in this
product is of the form
x
∑M
i=1 l
(i)
, l(i) ∈ Li for i = 1, . . . ,M .
By Proposition 2.9, this equals 1 if and only if l(i) = 0 for i = 1, . . . ,M , i. e., the
product (2.10) has a nonzero constant term if and only if each factor Biσ(i)(Λ) has
a nonzero constant term, in which case the constant term of (2.10) is (up to sign)
the product of the constant terms of the Biσ(i)(Λ). By Lemma 2.8, this occurs only
when σ is the identity permutation, in which case each factor has constant term
equal to 1. We thus have the following more precise version of (2.6).
Proposition 2.11. The Laurent polynomials detB(Λ) and det B¯(Λ) have constant
term equal to 1.
Proof of Proposition 2.9. The “if” part of Proposition 2.9 is clear, so consider a set
{l(i)}Mi=1 with l
(i) ∈ Li for each i satisfying
(2.12)
M∑
i=1
l(i) = 0.
Since l(i) ∈ Li, we have
(2.13)
N∑
k=1
l
(i)
k a
+
k = 0 for each i ∈ {1, . . . ,M},
which implies (since the last coordinate of each a+k equals 1)
(2.14)
N∑
k=1
l
(i)
k = 0 for each i ∈ {1, . . . ,M}.
If l(i) 6= 0, then (by the definition of Li and (2.14)) l
(i)
i < 0 and l
(i)
k > 0 for at least
one k, k ∈ {1, . . . , N}, k 6= i. We can then solve Equation (2.13) for a+i :
(2.15) a+i =
N∑
k=1
k 6=i
(
−
l
(i)
k
l
(i)
i
)
a+k .
Equation (2.14) shows that the coefficients on the right-hand side of (2.15) are non-
negative rational numbers that sum to 1, so (2.15) implies the following statement:
Lemma 2.16. If l(i) 6= 0, then a+i is an interior point of the convex hull of the set
{a+k | l
(i)
k > 0}.
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Set C = {a+k | l
(i)
k 6= 0 for some i, i ∈ {1, . . . ,M}}. If a
+
k 6∈ C, then l
(i)
k = 0
for all i ∈ {1, . . . ,M}, so if C = ∅ then l
(i)
k = 0 for all k ∈ {1, . . . , N} and all
i ∈ {1, . . . ,M}, which establishes the proposition. So assume C 6= ∅ and choose
k0 ∈ {1, . . . , N} such that a
+
k0
is a vertex of the convex hull of C. If k0 ∈ {1, . . . ,M},
then Lemma 2.16 implies that l(k0) = 0. In particular, if l(i) 6= 0, then i 6= k0. But
by the definition of Li, the only coordinate of l
(i) that can be negative is l
(i)
i , all other
coordinates must be nonnegative, so l(i) 6= 0 implies that l
(i)
k0
≥ 0. Furthermore,
since a+k0 ∈ C, we must have l
(i)
k0
> 0 for some i. But this implies that
∑M
i=1 l
(i)
k0
> 0,
contradicting (2.12). 
3. A-hypergeometric series
We continue to assume that U = {ak}
M
k=1, M ≤ N . We recall the definition of
the A-hypergeometric system of PDEs associated to the set {a+k }
N
k=1. Let L ⊆ Z
N
be the lattice of relations on this set:
L =
{
l = (l1, . . . , lN) ∈ Z
N |
N∑
k=1
lka
+
k = 0
}
.
For each l = (l1, . . . , lN ) ∈ L, we define a partial differential operator l in the
variables {Λk}Nk=1 by
(3.1) l =
∏
lk>0
(
∂
∂Λk
)lk
−
∏
lk<0
(
∂
∂Λk
)−lk
.
We refer to these operators as box operators. For β = (β0, β1, . . . , βn+1) ∈ Cn+2,
the corresponding Euler (or homogeneity) operators are defined by
(3.2) Zi =
N∑
k=1
aikΛk
∂
∂Λk
− βi
for i = 0, . . . , n + 1. The A-hypergeometric system with parameter β consists of
Equations (3.1) for l ∈ L and (3.2) for i = 0, 1, . . . , n + 1. Note that a monomial
Λl satisfies the Euler operators (3.2) if and only if
∑N
k=1 lka
+
k = β.
In [2], we constructed certain logarithmic solutions of the box operators. By [2,
Theorem 4.11], the series log Λi+Gi(Λ) for i = 1, . . . ,M satisfy the box operators,
where
Gi(Λ) =
∑
l=(l1,...,lN )∈Li
li<0
(−1)−li−1
(−li − 1)!
N∏
k=1
k 6=i
lk!
Λl for i = 1, . . . ,M .
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For j = 1, . . . ,M we have
(3.3)
∂
∂Λj
(
log Λi +Gi(Λ)
)
=

∑
l=(l1,...,lN )∈Li
(−1)−li
(−li)!
N∏
k=1
k 6=i
lk!
Λl11 · · ·Λ
li−1
i−1Λ
li−1
i Λ
li+1
i+1 · · ·Λ
lN
N if j = i,
∑
l=(l1,...,lN )∈Li
lj>0
(−1)−li−1
(−li − 1)!
(lj − 1)!
N∏
k=1
k 6=i,j
lk!
Λl11 · · ·Λ
lj−1
j−1Λ
lj−1
j Λ
lj+1
j+1 · · ·Λ
lN
N if j 6= i.
Note that the term 1/Λi that results from differentiating log Λi when j = i occurs
as the term l = 0 in the first summation. Note also that the condition lj > 0 in
the second summation implies li < 0 as well since (2.14) holds for l ∈ Li.
Proposition 3.4. For all i, j = 1, . . . ,M , the series in (3.3) are solutions of the
A-hypergeometric system with parameter β = −a+j and have integer coefficients.
Proof. Since ∂/∂Λj commutes with the box operators, it follows that these series
satisfy the box operators. Every monomial appearing in the series has exponent of
the form (l1, . . . , lj−1, lj − 1, lj+1, . . . , lN ), so (2.13) implies that
(3.5) (lj − 1)a
+
j +
N∑
k=1
k 6=j
lka
+
k = −a
+
j ,
which implies that each monomial in the series satisfies the Euler operators with
β = −a+j . By (2.14) we have
−li =
N∑
k=1
k 6=i
lk,
which implies that each coefficient is (up to sign) a multinomial coefficient. 
We consider certain truncations of these series. For each r = (r1, . . . , rN ) ∈ ZN ,
we define a truncation operator Truncr on formal series by the formula
(3.6) Truncr
( ∑
s=(s1,...,sN )∈ZN
csΛ
s
)
=
∑
prk≤sk<p(rk+1)
for k = 1, . . . , N
csΛ
s.
Lemma 3.7. If F (Λ) =
∑
s∈ZN csΛ
s ∈ Z[[Λ±11 , . . . ,Λ
±1
N ]] satisfies the A-hyper-
geometric system for some parameter β ∈ Zn+2, then every truncation Truncr
(
F (Λ)
)
is a mod p solution of that system.
Proof. The Euler operators map each monomial to a multiple of itself, so if F (Λ)
satisfies the Euler operators then any truncation of F (Λ) also satisfies the Euler op-
erators. An easy calculation shows that differentiation with respect to any variable
and Truncr for any r ∈ ZN commute modulo p:
∂
∂Λi
(
Truncr
(
F (Λ)
))
≡ Truncr
(
∂
∂Λi
(
F (Λ)
))
(mod p).
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It follows that if F (Λ) satisfies the box operators, then Truncr
(
F (Λ)
)
satisfies the
box operators modulo p. 
To make the connection with the Hasse-Witt matrix, we consider the truncation
operator Truncρ(i) for i = 1, . . . ,M , where ρ
(i) = (0, . . . , 0,−1, 0, . . . , 0) and the
“-1” occurs in the i-th coordinate.
Proposition 3.8. For i, j = 1, . . . ,M we have
Aij(Λ) ≡ −Λ
p
i Truncρ(i)
(
∂
∂Λj
(
log Λi +Gi(Λ)
))
(mod p).
Proof. It follows from (3.3) that
(3.9) Truncρ(i)
(
∂
∂Λj
(
log Λi +Gi(Λ)
))
=
∑′
(−1)−ei−1
(−ei − 1)!∏N
k=1
k 6=i
ek!
Λe11 · · ·Λ
eN
N
where the symbol
∑′
denotes a sum over (e1, . . . , eN ) satisfying
∑N
k=1 eka
+
k = −a
+
j ,
−p ≤ ei ≤ −1, and 0 ≤ ek ≤ p− 1 for k 6= i. Since
(−1)−ei−1(−ei − 1)! ≡ (p+ ei)!
−1 (mod p),
Equation (3.9) implies
(3.10) Truncρ(i)
(
∂
∂Λj
(
log Λi +Gi(Λ)
))
≡
∑′ Λe11 · · ·ΛeNN
(p+ ei)!
∏N
k=1
k 6=i
ek!
(mod p).
We have p+
∑N
k=1 ek = p− 1 and (p− 1)! ≡ −1 (mod p), so multiplying (3.10) by
(p− 1)!Λpi and comparing with (2.4) establishes the proposition. 
Combining Proposition 3.4, Lemma 3.7, and Proposition 3.8 gives the following
result.
Corollary 3.11. For all i, j = 1, . . . ,M , the coefficient A¯ij(Λ) of the Hasse-Witt
matrix is a mod p solution of the A-hypergeometric system with parameter β = −a+j .
Remark 1: One can also deduce Corollary 3.11 as a consequence of Equa-
tion (2.4) and [1, Theorem 2.7 or Theorem 3.1]. The proof given here shows a more
direct connection with integral A-hypergeometric series.
Remark 2: Let U ⊆ Pn
C(Λ) be the complement of the hypersurface fΛ = 0. The
differential operators ∂/∂Λk act on the cohomology classes in H
n
DR(U/C(Λ)) via
the Gauss-Manin connection. Put
Θ =
n∑
i=0
(−1)i
dx0
x0
∧ · · ·
d̂xi
xi
· · · ∧
dxn
xn
.
The cohomology classes with simple poles along fΛ = 0 are spanned by the n-forms
given in homogeneous coordinates as
(3.12)
xajΘ
fΛ(x0, . . . , xn)
for j = 1, . . . ,M .
It can be shown that the cohomology class determined by the n-form (3.12) satisfies
the A-hypergeometric system with parameter β = −a+j .
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