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Abstract
In this paper, we find upper bounds for the eigenvalues of the Laplacian in the conformal class of a
compact Riemannian manifold (M,g). These upper bounds depend only on the dimension and a conformal
invariant that we call “min-conformal volume”. Asymptotically, these bounds are consistent with the Weyl
law and improve previous results by Korevaar and Yang and Yau. The proof relies on the construction
of a suitable family of disjoint domains providing supports for a family of test functions. This method is
interesting for itself and powerful. As a further application of the method we obtain an upper bound for the
eigenvalues of the Steklov problem in a domain with C1 boundary in a complete Riemannian manifold in
terms of the isoperimetric ratio of the domain and the conformal invariant that we introduce.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
Let (M,g) be a compact orientable m-dimensional Riemannian manifold. It is well known
that the spectrum of the Laplace operator acting on functions is discrete and consists of a non-
decreasing sequence {λk(M,g)}∞k=1 of eigenvalues each occurring with finite multiplicity. If
M has a smooth boundary then the same conclusion is valid for Dirichlet, Neumann or other
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e.g. [1])
λk(M,g) ∼ αm
(
k
μg(M)
) 2
m
, k → ∞ (1)
where μg is the Riemannian measure associated with g, αm = 4π2ω−
2
m
m and ωm is the volume
of the unit ball in the standard Rm.
A natural question suggested by this asymptotic formula is the following
Question 1. Does there exist a constant Cm depending only on the dimension m such that we
have
λk(M,g)μg(M)
2
m  Cmk
2
m (2)
for every k ∈ N∗?
An abundant literature has been devoted to this issue starting with Urakawa’s paper [20]. It
turns out that λ2(M,g)μg(M)
2
m cannot be bounded above only in terms of m (see for example
[2,4,5,17]). Consequently, the answer to Question 1 is negative.
In the particular case of the first positive eigenvalue, El Soufi and Ilias [9] (see also [10])
showed that an inequality like (2) holds with a constant Cm([g]) that depends on the conformal
class [g] of the metric g (namely, the conformal volume introduced by Li and Yau [18] who
proved the same but in dimension 2). In the case of surfaces, Yang and Yau [22] proved inequal-
ity (2) with a constant that only depends on the genus of the surface. In 1993, Korevaar [16]
generalized these results to higher order eigenvalues. More precisely, Korevaar obtained the fol-
lowing upper bounds:
(i) If (Mm,g) is a compact Riemannian manifold of dimension m, then for every k ∈ N∗,
λk(M,g)μg(M)
2
m  cm
([g])k 2m , (3)
where cm([g]) is a constant depending only on the conformal class [g] of the metric g.
(ii) If (Σγ ,g) is a compact orientable surface of genus γ , then for every k ∈ N∗,
λk(Σγ ,g)μg(Σγ ) C(γ + 1)k, (4)
where C is a universal constant.
Notice that inequality (4) provides an affirmative answer to Yau’s conjecture [21, p. 19]. Ko-
revaar’s results have been discussed by Gromov [14] and revisited by Grigor’yan and Yau [15]
and Grigor’yan, Netrusov and Yau [12] who proposed different proofs.
Another important result in this direction was obtained by Buser [3] who proved that if
(Mm,g) is a compact m-dimensional Riemannian manifold whose Ricci curvature satisfies
Riccig −(m− 1)a2, then for every k ∈N∗,
λk(M,g)
(m− 1)2
4
a2 + βm
(
k
μg(M)
)2/m
, (5)
where βm is a constant depending only on m.
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plete manifold under Neumann boundary conditions.
In the same vein of the results of Korevaar and Buser, our aim in the present work is to un-
derstand how inequality (2) can be modified into a valid one. We obtain results that generalize
those of Korevaar, Buser, and Colbois and Maerten mentioned above. The main feature of our
approach is that the modification we propose consists in adding a term (depending on the con-
formal class [g] or the genus γ ) to the right-hand side of (2), instead of letting the constant Cm
depend on [g] or γ as in Korevaar’s inequalities (3) and (4). The principal advantage of our ap-
proach lies in the fact that it enables us to recover the inequality (2) for any integer k that exceeds
a threshold depending only on [g] or γ (see Corollary 1.3 below).
In order to state our main result we need to introduce the following conformal invariant. If
(M,g) is a compact Riemannian manifold of dimension m, we define its min-conformal volume
as follows:
V
([g])= inf{μg0(M): g0 ∈ [g], Riccig0 −(m − 1)}.
Denoting by ρ−(g) the smallest number a  0 such that Riccig  −(m − 1)a2, one can easily
check that
V
([g])= inf{μg′(M)ρ−(g′)m2 : g′ ∈ [g]}
= inf{ρ−(g′)m2 : g′ ∈ [g], μg′(M) = 1}. (6)
Theorem 1.1. There exist, for each integer m 2, two constants Am and Bm such that, for every
compact Riemannian manifold (M,g) of dimension m and every k ∈ N∗, we have
λk(M,g)μg(M)
2
m AmV
([g]) 2m + Bmk 2m . (7)
It is important to notice that the constant Bm in inequality (7) cannot be equal to the con-
stant αm in the Weyl law. Indeed, it follows from [5, Corollary 1] that such a Bm must satisfy:
Bm mω
2
m
m . On the other hand, inequality (7) also gives an upper bound on the conformal spec-
trum introduced by Colbois and El Soufi [5] and shows that its asymptotic behavior obeys a Weyl
type law.
Now, if a metric g is conformally equivalent to a metric g0 with Riccig0  0, then V ([g]) = 0
(see equality (6)). This leads to the following
Corollary 1.1. (See [16].) If a compact Riemannian manifold (M,g) of dimension m  2 is
conformally equivalent to a Riemannian manifold with non-negative Ricci curvature, then
λk(M,g)μg(M)
2
m  Bmk
2
m , (8)
where Bm is a constant depending only on m.
In the case of a compact orientable surface Σγ of genus γ , the uniformization theorem
tells us that any Riemannian metric g on Σγ is conformally equivalent to a metric of con-
stant curvature. If γ  2, then g is conformally equivalent to a hyperbolic metric gγ . Thus,
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If γ = 0,1, then g is conformally equivalent to a positive constant curvature metric or a flat
metric, respectively. Thus, V ([g]) = 0 in the last two cases. Substituting in (7), one obtains the
following improvement of Korevaar’s inequality (4).
Corollary 1.2. There exist two constants A and B such that, for every compact Riemannian
surface (Σγ ,g) of genus γ and every k ∈ N∗, we have
λk(Σγ ,g)μg(Σγ )Aγ + Bk. (9)
This result gives an upper bound to the topological spectrum introduced by Colbois and
El Soufi [5] and can be compared with the lower bound they obtained [5, p. 341].
In relation with Question 1, we have the following corollary which is a direct consequence of
inequalities (7) and (9).
Corollary 1.3. There exist a constant B ′ ∈ R and, for each m 2, a constant B ′m ∈ R such that
the following properties hold.
(1) For any compact Riemannian manifold (M,g) of dimension m 2, there exists an integer
k0([g]) depending only on the conformal class of g, such that, for every k  k0([g]),
λk(M,g)μg(M)
2
m  B ′mk
2
m ;
(2) For any compact Riemannian surface (Σγ ,g) of genus γ , there exists an integer k0(γ ) de-
pending only on γ , such that, for every k  k0(γ ),
λk(Σγ ,g)μg(Σγ ) B ′k.
For any relatively compact domain Ω with C1 boundary in a Riemannian manifold (M,g), we
denote by {λk(Ω,g)}k1 the nondecreasing sequence of eigenvalues of the Neumann realization
of the Laplacian in Ω . The method we will use to prove Theorem 1.1 also allows us to obtain the
following
Theorem 1.2. Let (M,g0) be a complete Riemannian manifold of dimension m  2 with
Riccig0(M)  −(m − 1). Let Ω ⊂ M be a relatively compact domain with C1 boundary and
g be any metric conformal to g0. Then for every k ∈ N∗, we have
λk(Ω,g)μg(Ω)
2
m A′mμg0(Ω)
2
m +B ′mk
2
m , (10)
where A′m and B ′m are constants depending only on the dimension m.
It is easy to see that we can derive from Theorem 1.1 and Theorem 1.2, inequalities of type (5)
as obtained by Buser [3] and Colbois and Maerten [8] but with different constants.
The paper is organized as follows: In Section 2 we introduce the main technical tool of the
proof which consists in constructing of a suitable family of capacitors, using the methods of [12]
and [8]. The proofs of Theorem 1.1 and Theorem 1.2 are given in Section 3. The last section is
devoted to the Steklov eigenvalue problem. We prove that our method applies to this problem
and give some upper bounds for the Steklov eigenvalues.
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In this section, we present the main technical tool of this paper. Let us start by recalling
some definitions. Throughout this section, the notation (X,d,μ) will designate a complete and
locally compact metric-measure space (m–m space) with a metric d and a non-atomic finite
Borel measure μ. Each pair (F,G) of Borel sets in X such that F ⊂ G is called a capacitor.
Definition 2.1. Given κ > 1 and N ∈ N∗, we say that a metric space (X,d) satisfies the (κ,N)-
covering property if each ball of radius r > 0 can be covered by N balls of radius r
κ
.
Similarly we define a local version of the covering property as follows:
Definition 2.2. Given κ > 1, ρ > 0 and N ∈ N∗, we say that a metric space (X,d) satisfies
the (κ,N;ρ)-covering property if each ball of radius 0 < r  ρ can be covered by N balls of
radius r
κ
.
Lemma 2.1. If a metric space (X,d) satisfies the (κ,N;ρ)-covering property (the (κ,N)-
covering property), then for any λ > 1, it satisfies the (λ,K;ρ)-covering property (the (λ,K)-
covering property) for some K = K(λ,κ,N) that does not depend on ρ.
The proof of the lemma when (X,d) satisfies the (κ,N)-covering property is given in
[12, Lemma 3.4]. For the (κ,N;ρ)-covering property, the same proof applies here verbatim.
Definition 2.3. For any x ∈ X and 0 r R, we define the annulus A(x, r,R) as
A(x, r,R) := B(x,R) \B(x, r) = {y ∈ X: r  d(x, y) < R}.
For any annulus A(x, r,R) and λ  1, set λA := A(x,λ−1r, λR). Similarly, for any ball B =
B(x, r) we set λB := B(x,λr). If F ⊆ X and r > 0, we denote the r-neighborhood of F by F r ,
that is
F r = {x ∈ X: d(x,F ) r}.
In the following lemmas we recall two methods for metric construction of disjoint domains.
Lemma 2.2. (See [12, Corollary 3.12].) Let (X,d,μ) be an m–m space satisfying the (2,N)-
covering property. Then for every n ∈ N∗, there exists a family A = {(Ai,Bi)}ni=1 of capacitors
in X such that
(a) for each i, Ai is an annulus and μ(Ai) μ(X)cn ,(b) {Bi}ni=1 are mutually disjoint and Bi = 2Ai ,
where c is a positive constant depending only on N (in fact one can take c = 2+4K(1600,2,N),
where K is the function defined in Lemma 2.1).
Lemma 2.3. (See [8, Corollary 2.3] and [6, Lemma 2.1].) Let (X,d,μ) be an m–m space sat-
isfying the (2,N;1)-covering property. For every n ∈ N∗, let r > 0 be such that for each x ∈ X,
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4N˜2n
, where N˜ = K(4,2,N). Then there exists a family A = {(Ai,Ari )}ni=1 of
capacitors in X such that
(a) for each i, μ(Ai) μ(X)2N˜n , and
(b) the subsets {Ari }ni=1 are mutually disjoint.
In the original statement of Lemma 2.3, (X,d) is supposed to have the (4, N˜;1)-covering
property. According to Lemma 2.1, one can replace the (4, N˜;1)-covering property by the
(2,N;1)-covering property.
The main construction given in the following theorem results from a merging of the two
previous lemmas. It consists in constructing a disjoint family of capacitors.
Theorem 2.1. Let (X,d,μ) be an m–m space satisfying the (2,N;1)-covering property. Then
for every n ∈ N∗, there exists a family of capacitors A = {(Fi,Gi)}ni=1 with the following prop-
erties:
(i) μ(Fi) ν := μ(X)8c2n , where c is as in Lemma 2.2;(ii) the Gi ’s are mutually disjoint;
(iii) the family A is such that either
(a) all the Fi ’s are annuli and Gi = 2Fi , with outer radii smaller than one, or
(b) all the Fi ’s are domains in X and Gi = F r0i , with r0 = 11600 .
Proof. In order to find a desired family of capacitors, we start with the method used by
Grigor’yan, Netrusov and Yau [12, proof of Theorem 3.5]. We will call their method GNY-
construction. However, we do not have the (2,N)-covering property in order to apply directly
the GNY-construction. Roughly speaking, we will see that when an m–m space X has the local
covering property (i.e. (2,N;1)-covering property), the GNY-construction is applicable to the
“massive part” of X (i.e. where balls of radii r0 have measure greater than ν). If the number
of capacitors built using the - GNY-construction on the massive part is not equal to n, then we
introduce a new measure on X. The support of this new measure is a subset of the complement of
the massive part. We shall see that in this case the method of Colbois and Maerten (Lemma 2.3)
that we will call CM-construction, is applicable.
Let us define
τ1 := sup
{
r: μ
(
B(x, r)
)
 ν ∀x ∈ X}.
If τ1  r0 then we follow the step 1 (see below). Otherwise we move on to the step 2 in order to
apply the CM-construction.
Step 1. Applying GNY-construction. Assume τ1  r0.
We essentially follow the steps of the GNY-construction. However, it is necessary to make
some adaptations since our covering property is of local nature. We use the same formalism and
notations that is used in the GNY-construction (see [12, p. 172]). Our goal is to construct by
induction two sequences {Ai} and {Bi} where Ai is a family of annuli in X, and Bi is a family
of balls that cover Ai . These two families satisfy the following properties:
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μ(a) ν;
(ii) the annuli {2a}a∈Ai are disjoint;
(iii) for each a ∈ Ai , the outer radius of a is smaller than one;
(iv) the following inclusions hold
⋃
a∈Ai
2a ⊂
⋃
b∈Bi
1
4
b;
(v) we have the inequality
μ
( ⋃
b∈Bi
b
)
 cνi;
(vi) |A1| = |B1| = 1 and if i > 1 then either
– |Ai | = |Ai−1| + 1 and |Bi | |Bi−1| + 1, or
– |Ai | = |Ai−1| and |Bi | |Bi−1| − 1,
where |A| denotes the cardinal of the family A;
(vii) if i > 1, then Ai−1 ⊆ Ai ;
(viii) if i > 1, then ⋃b∈Bi−1 b ⊆⋃b∈Bi b.
Observe that by (vi) the sequence of {2|Ai | − |Bi |} is strictly increasing with respect to i and,
since 2|A1| − |B1| = 1, one has
2|Ai | i.
Notice that if we can continue the inductive process till i = 2n, then we get a family A = A2n of
at least n capacitors satisfying the desired properties (i), (ii) and (iii)(a) of Theorem 2.1. However,
here we only have a local covering property rather than a global one. In order to perform the
induction, we will need to fix an upper bound on the radii of balls in Bi (this restriction is crucial
to have property (v)). This restriction does not always allow us to continue the inductive process
till i = 2n.
To start the induction, take r ∈ (τ1,2τ1]. Then there exists a point x0 ∈ X such that
μ
(
B(x0, r)
)
 ν.
We define A1 = {B(x0, r)} and B1 = {B(x0,8r)}. It is easy to see that properties (i), (ii), (iii), (iv),
(vi), (vii) and (viii) are satisfied. Let us verify property (v). Since 8r  16τ1 < 1, by Lemma 2.1,
one can cover B(x0,8r) by K(16,2,N) balls of radii r/2 < τ1. Therefore,
μ
(
B(x0,8r)
)
K(16,2,N)ν < cν,
which proves the property (v).
Assume now we have constructed A1, . . . , Ai and B1, . . . , Bi for some i < 2n. It follows from
the property (iv) for the family Bi that
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(
X
∖ ⋃
b∈Bi
b
)
> μ(X)− icν > μ(X)− 2ncν = μ(X)− 2ncμ(X)
8c2n
=
(
1 − 1
4c
)
μ(X) >
μ(X)
2
> ν, (11)
because c > 1. Hence, there exists xi ∈ X such that
μ
(
B(xi, r)
∖ ⋃
b∈Bi
b
)
> ν. (12)
We define
τi+1 := sup
{
r: μ
(
B(x, r)
∖ ⋃
b∈Bi
b
)
 ν ∀x ∈ X
}
.
At this stage the continuation of the construction process depends on the size of τi+1.
• If τi+1 > r0, we move on to the step 2.
• If τi+1  r0, we construct families Ai+1 and Bi+1 as follows.
We can assume that r ∈ (τi+1,2τi+1] in (12). We denote by κ the cardinal of:
B :=
{
b ∈ Bi : B(xi,7 × 4r)∩ 12b = ∅
}
.
Following the GNY-construction, we define Ai+1 and Bi+1 according to the following alterna-
tives (for more details see [12, pp. 174–178]):
Case κ = 0. We define Ai+1 and Bi+1 by
Ai+1 = Ai ∪
{
B(xi, r)
}
and Bi+1 = Bi ∪
{
B(xi,8r)
}
.
Case κ  2. We define Ai+1 and Bi+1 by
Ai+1 = Ai and Bi+1 =
(Bi \ {all balls in the set B})∪ {B(xi,98 × 8r)}.
Note that the ball B(xi,98 × 8r) contains all balls in B (see [12, p. 175]).
Case κ = 1. If there exists a ball b = B(y, s) ∈ B such that
B(xi,2r)∩ 12b = ∅,
then we define Ai+1 and Bi+1 by
Ai+1 = Ai ∪
{
A
(
y,
1
2
s,8r
)}
and Bi+1 = Bi ∪
{
B(xi,14 × 8r)
}
.
Notice that A(y, 12 s,8r) ⊂ B(xi,14 × 8r) (see [12, p. 177]).
Otherwise we define Ai+1 and Bi+1 like in the case κ = 0.
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The properties (vi), (vii) and (viii) are clearly satisfied in each of the three cases. To check the
conditions (i), (ii) and (iv), we can use word-for-word the arguments given in [12, pp. 173–178].
Indeed, this part of their proof is independent of covering properties.
Let us verify the condition (v). In each of the three cases, we see that |Bi+1 \ Bi | = 1. Let us
denote by bi+1 the unique ball in Bi+1 \ Bi . According to the three cases, the radius ri+1 of bi+1
is at most 98 × 8r . Since r ∈ (τi+1,2τi+1], we have
ri+1  98 × 8 × 2τi+1 < 1600τi+1  1, (13)
where the last inequality follows from the assumption τi+1  r0. By Lemma 2.1, the ball bi+1
can be covered by K(1600,2,N) < c balls with radii ri+11600  τi+1. Therefore
μ
( ⋃
b∈Bi+1
b
)
= μ
( ⋃
b∈Bi
b
)
+μ
(
bi+1
∖ ⋃
b∈Bi
b
)
 cνi +μ
(
bi+1
∖ ⋃
b∈Bi+1
b
)
 cνi + K(1600,2,N)ν  cνi + cν  cν(i + 1),
which proves the condition (v).
It remains to check the condition (iii). For this, it is enough to verify that the outer radius of
the annulus a ∈ Ai+1 \ Ai is smaller that one. One can see in each of the three cases, Ai+1 \ Ai ⊂
Bi+1 \ Bi = {bi+1}. By inequality (13), the radius of bi+1 is smaller than one and it proves the
condition (iii) for Ai+1.
Step 2. Applying CM-construction. Assume τi > r0 for some 1 i  2n. It means that
– if i = 1, then μ(B(x, r0)) ν, for all x ∈ X;
– if 1 < i  2n, then μ(B(x, r0) \⋃b∈Bi−1 b) ν, for all x ∈ X.
We consider the m–m space (X,d, μ˜i) where
• μ˜i := μ if i = 1;
• μ˜i(A) := μ(A \⋃b∈Bi−1 b) if 1 < i  2n.
It follows from inequality (11) and the above inequalities that
μ˜i(X) >
μ(X)
2
,
and
μ˜i
(
B(x, r0)
)
 μ(X)
8c2n
 μ˜i(X)
4N˜2n
.
Consequently, the m–m space (X,d, μ˜i) satisfies the assumptions of Lemma 2.3. Therefore,
there exists a family {(Aj ,Ar0j )} of n capacitors in X such that the Ar0j ’s are mutually disjoint
and
μ˜i(Aj )
μ˜i(X)  μ(X)2 .2N˜n 8c n
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Theorem 2.1. 
The following proposition shows that for a sufficiently large integer n, it is always possible
to apply the GNY-construction to obtain a family of n capacitors satisfying the properties (i),
(ii) and (iii)(a) of Theorem 2.1. The application of this observation to the eigenvalue problem is
discussed in Remark 3.2 of the next section.
Proposition 2.1. Let (X,d,μ) be a compact m–m space satisfying the (2,N;1)-covering prop-
erty. Then there exists a positive integer kX such that for every n > kX , there exists a family A of n
mutually disjoint capacitors in X that satisfies the properties (i), (ii) and (iii)(a) of Theorem 2.1.
Proof. Since X is compact, we can cover X by T balls of radii r0 = 11600 . Set
kX = T4c2 .
It is enough to show that for every n > kX and 1  i  2n, we have τi  r0. Indeed, suppose
that there exists an integer j  2n such that τj > r0. Then by the definition of τj , we have the
following inequality
μ˜j
(
B(x, r0)
)
 ν = μ(X)
8c2n
. (14)
It follows from the above inequality that
μ(X)
2
 μ˜j (X) μ
( ⋃
xi∈X,1iT
B(xi, r0)
)
 T μ(X)
8c2n
.
Hence n should be smaller than T4c2 . Therefore, τj  r0 for every j  2n. It follows that at the
step i = 2n of the inductive process (see the proof of Theorem 2.1, step 1), we have a family of
n mutually disjoint capacitors satisfying the proposition, which completes the proof. 
3. Eigenvalues estimates on Riemannian manifolds
In this section we apply Theorem 2.1 to a special case of m–m spaces which are Riemannian
manifolds, in order to prove Theorem 1.1 and Theorem 1.2. The arguments we use to prove these
two theorems are similar. We start by giving in details the proof of Theorem 1.2.
Definition 3.1. Let (Mm,g) be a Riemannian manifold of dimension m. The capacity of a ca-
pacitor (F,G) in M is defined by
capg(F,G) = inf
ϕ∈T
∫
|∇gϕ|2 dμg,M
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that suppϕ ⊂ G◦ = G \ ∂G and ϕ ≡ 1 in a neighborhood of F . If T (F,G) is empty, then
capg(F,G) = +∞. Similarly, we can define the m-capacity as
cap(m)[g] (F,G) = inf
ϕ∈T
∫
M
|∇gϕ|m dμg.
Since m is the dimension of M , it is clear that the m-capacity depends only on the conformal
class [g] of the metric g.
Proposition 3.1. Under the assumptions of Theorem 1.2, take the m–m space (Ω,dg0,μ), where
dg0 is the Riemannian distance corresponding to the metric g0 and μ is a non-atomic finite
measure on Ω . Then for every n ∈ N∗, there exists a family of capacitors A = {(Fi,Gi)}ni=1 with
the following properties:
(i) μ(Fi) μ(Ω)8c2mn ;(ii) the Gi ’s are mutually disjoint;
(iii) the family A is such that either
(a) all the Fi ’s are annuli, Gi = 2Fi and cap(m)[g0](Fi,2Fi)Qm, or
(b) all the Fi ’s are domains in Ω and Gi = F r0i ,
where r0 = 11600 and, cm and Qm are constants depending only on the dimension.
Proof. Let us start with the observation that the metric space (Ω,dg0) satisfies the (2,N;1)-
covering property. For each ball B(x, r) with center in Ω and radius smaller than 1, take a
maximal family {B(xi, r/4)} of disjoint balls with centers in B(x, r). Let κ be the cardinal of
that family. The family of balls {B(xi, r/2)} covers B(x, r). Hence
κ min
i
μg0
(
B(xi, r/4)
)

∑
i
μg0
(
B(xi, r/4)
)
 μg0
(
B(x, r + r/4)).
Take xi0 such that μg0(B(xi0 , r/4)) = mini μg0(B(xi, r/4)). We have
κ  μg0(B(x, r + r/4))
mini μg0(B(xi, r/4))
 μg0(B(x,2r))
μg0(B(xi0 , r/4))
 μg0(B(xi0 ,4r))
μg0(B(xi0 , r/4))
.
Since Riccig0(Ω)−(m − 1), thanks to the Bishop–Gromov volume comparison theorem, we
have ∀0 < s < r ,
μg0(B(x, r))
μg0(B(x, s))

∫ r
0 sinh
m−1 t dt∫ s
0 sinh
m−1 t dt
.
Since for every positive t one has t  sinh t  tet , we get
μg0(B(x, r)) 
(
r
)m
e(m−1)r .
μg0(B(x, s)) s
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μg0
(
B(x, r)
)
 rme(m−1)r (15)
and, ∀r < 1,
κ  μg0(B(xi0 ,4r))
μg0(B(xi0 , r/4))
 24me4(m−1)r =: C(r) C(1). (16)
One can take N = C(1) and deduce that (Ω,dg0) has the (2,N;1) covering property where N
depends only on the dimension.
Now the proof of Proposition 3.1 is a straightforward consequence of Theorem 2.1. Recall
that in the statement of Theorem 2.1, the constant c depends only on N . Therefore, in our case
c depends only on the dimension. It remains to verify that in the case of annuli, there exists a
constant Qm depending only on the dimension such that for each i, we have
cap(m)[g0](Fi,2Fi)Qm.
According to Theorem 2.1, the outer radii of the annuli we consider are smaller than one. It is
enough to show that for each point x ∈ Ω and 0 r < R  1/2, we have
cap(m)[g0](A,2A)Qm, (17)
where A = A(x, r,R). Set
f (x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if x ∈ A(x, r,R),
2dg0 (x,B(x,r/2))
r
if x ∈ A(x, r/2, r) = B(x, r) \B(x, r/2),
1 − dg0 (x,B(x,R))
R
if x ∈ A(x,R,2R) = B(x,2R) \B(x,R),
0 if x ∈ M \A(x, r/2,2R).
It is clear that f ∈ T (A,2A) and
∣∣∇g0f (x)∣∣ 2r , on B(x, r) \B(x, r/2),
|∇g0f |
1
R
, x ∈ B(x,2R) \B(x,R).
Therefore
cap(m)[g0](A,2A)
∫
M
|∇g0f |m dμg0

(
2
r
)m
μg0
(
A(x, r/2, r)
)+
(
1
R
)m
μg0
(
A(x,R,2R)
)

(
2
)m
μg0
(
B(x, r)
)+
(
1
)m
μg0
(
B(x,2R)
)
.r R
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stant Qm depending only on the dimension which completes the proof of inequality (17). 
Remark 3.1. Since C(r) defined in (16) is a strictly increasing function of r , it follows that
(Ω,dg0) does not necessarily satisfy the (2,N)-covering property for some N depending only
on the dimension.
Now we show how Theorem 1.2 follows from Proposition 3.1.
Proof of Theorem 1.2. Take the m–m space (Ω,dg0,μΩ), where μΩ = μg|Ω . According to
Proposition 3.1, there exists a family {(Fi,Gi)} of 3k capacitors which satisfies the properties
(i), (ii) and either (iii)(a) or (iii)(b) of the proposition. We consider each case separately.
Case 1. If {(Fi,Gi)}3ki=1 is a family with the properties (i), (ii) and (iii)(a) of Proposition 3.1,
then
λk(Ω,g)A′m
(
k
μg(Ω)
) 2
m
, (18)
where A′m = 24c2m(2Qm)
2
m
.
Indeed, we begin by choosing a family of 3k test functions {fi : fi ∈ T (Fi,Gi)}3ki=1 such that∫
M
|∇g0fi |m dμg0  cap(m)[g0](Fi,Gi)+ .
Therefore,
R(fi) =
∫
Ω
|∇gfi |2 dμg∫
Ω
|fi |2 dμg 
(
∫
Ω
|∇g0fi |m dμg0)
2
m (
∫
Ω
1suppfi dμg)1−
2
m∫
Ω
|fi |2 dμg

(cap(m)[g0](Fi,Gi)+ )
2
m (μΩ(Gi))
1− 2
m
μΩ(Fi)
. (19)
The first inequality follows from Hölder inequality and, because of the conformal invari-
ance of
∫ |∇gfi |m dμg , we have replaced g by g0. Since the Gi ’s are disjoint domains and∑3k
i=1μΩ(Gi) μg(Ω), at least k of them have measure smaller than
μg(Ω)
k
. Up to re-ordering,
we assume that for the first k of the Gi ’s we have
μΩ(Gi)
μg(Ω)
k
. (20)
Now, we can take  = Qm. Using Proposition 3.1(i) and (iii)(a) and inequality (20), we get from
inequality (19)
R(fi)A′m
(μg(Ω)
k
)1− 2
m
μg(Ω)
k
= A′m
(
k
μg(Ω)
) 2
m
,
with A′ = 24c2 (2Qm) 2m , which completes the proof of Case 1.m m
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then
λk(Ω,g) B ′m
(
μg0(Ω)
μg(Ω)
) 2
m
, (21)
where B ′m = 24c
2
m
r20
.
Indeed, we define the test functions fi as follows
fi(x) =
⎧⎪⎨
⎪⎩
1 if x ∈ Fi,
1 − dg0 (x,Fi )
r0
if x ∈ (Gi \ Fi),
0 if x ∈ Gci .
We have |∇g0fi | 1r0 . Therefore,
R(fi) =
∫
Ω
|∇gfi |2 dμg∫
M
|fi |2 dμg 
(
∫
Ω
|∇g0fi |m dμg0)
2
m (
∫
Ω
1suppfi dμg)1−
2
m∫
Ω
|fi |2 dμg

1
r20
(μg0(Gi ∩ Ω))
2
m (μΩ(Gi))
1− 2
m
μΩ(Fi)
. (22)
Since the Gi ’s are disjoint, we have
3k∑
i=1
μg0(Gi ∩ Ω) μg0(Ω) and
3k∑
i=1
μΩ(Gi) μg(Ω).
Hence, there exist at least 2k sets among G1, . . . ,G3k such that μg0(Gi) 
μg0 (Ω)
k
. Similarly,
there exist at least 2k sets (not necessarily the same ones) such that μg(Gi)  μg(Ω)k . There-
fore, up to re-ordering, we assume that the first k of the Gi ’s satisfy both of the two following
inequalities
μΩ(Gi)
μg(Ω)
k
and μg0(Gi ∩ Ω)
μg0(Ω)
k
. (23)
Using Proposition 3.1(i) and inequalities (23), we get from inequality (22)
R(fi) B ′m
(μg0 (Ω)
k
) 2
m
(μg(Ω)
k
)1− 2
m
μg(Ω)
k
 B ′m
(
μg0(Ω)
μg(Ω)
) 2
m
with B ′m = 24c
2
m
2 , which completes the proof of Case 2.r0
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which completes the proof. 
Remark 3.2. To avoid a possible confusion, it is judicious to examine the proof of Theorem 1.2.
In the proof, we begin with the GNY-construction but the method may break down for some
j < 2n in the sense that we may not be able to find j (or more) disjoint small annuli. In such
a case, inequality (14) holds. The validity of inequality (14) implies that the CM-construction
is applicable with r = r0 which gives an estimate for λk of the form given in inequality (21).
This may appear to be unreasonable since the right-hand side is independent of k. However, as
pointed out in Proposition 2.1, the GNY-construction for a given compact Riemannian manifold
is applicable for all n sufficiently large, but we have no control over the constants and how large
n should be. The method described above enables one to establish the validity of the estimate for
those finite number of k’s for which the GNY-construction is not applicable.
Proof of Theorem 1.1. Consider the m–m space (M,dg0 ,μg), where dg0 is the distance associ-
ated with the metric g0 and μg is the measure associated with the metric g. We easily see that we
can follow the same arguments as in the proof of Theorem 1.2 to derive the following inequality
λk(M,g)μg(M)
2
m Amμg0(M)
2
m +Bmk 2m . (24)
The left-hand side does not depend on g0. Hence, we can take the infimum with respect to
g0 ∈ [g] such that Riccig0 −(m− 1), which leads to the desired conclusion. 
4. Steklov eigenvalues
It is worth pointing out that Theorem 2.1 is formalized in a general setting and is applicable
to other eigenvalue problems. In this section we present an application of this theorem to the
Steklov eigenvalue problem.
4.1. Steklov problem
Let Ω be a bounded subdomain of a complete m-dimensional Riemannian manifold (M,g)
and assume that Ω has nonempty smooth boundary ∂Ω . Given a function u ∈ H 12 (∂Ω), we
denote by u¯ the unique harmonic extension of u to Ω , that is
{
gu¯ = 0 in Ω,
u¯ = u on ∂Ω.
Let ν be the outward unit normal vector along ∂Ω . The Steklov operator is the map
L : H 12 (∂Ω) → H− 12 (∂Ω),
u → ∂u¯
∂ν
.
The operator L is an elliptic pseudo-differential operator (see [19, pp. 37–38]) which admits a
discrete spectrum tending to infinity denoted by
0 = σ1  σ2  σ3 . . . ↗ ∞.
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σk(Ω) = inf
Vk
sup
{∫
Ω
|∇gu¯|2 dμg∫
∂Ω
|u¯|2 dμ¯g : 0 = u¯ ∈ Vk
}
, (25)
where Vk is a k-dimensional linear subspace of H 1(Ω) and μ¯g is the Riemannian measure asso-
ciated to g on the boundary.
The relationships between the geometry of the domain and the spectrum of the corresponding
Steklov operator have been investigated by several authors (see for example [7,11,13]). Recently,
Fraser and Schoen [11, Theorem 2.3] proved the following inequality for the Steklov eigenvalues
of a compact Riemannian surface (Σγ ,g) of genus γ and κ boundary components:
σ2(Σγ )g(∂Σγ ) 2(γ + κ)π,
where g(∂Σ) is the length of the boundary. This result was generalized to higher eigenvalues
by Colbois, El Soufi and Girouard [7, Theorem 1.5]. Indeed, the authors proved the following
inequality for every k ∈N∗
σk(Σγ )g(∂Σγ ) C(γ + 1)k, (26)
where C is a universal constant.
For a domain in a higher dimensional manifold, the authors [7, Theorem 1.3] also obtained
an upper bound for σk depending on the isoperimetric ratio of the domain. More precisely, if
(M,g) is conformally equivalent to a complete manifold with non-negative Ricci curvature, then
for every bounded domain Ω of M and every k ∈ N∗,
σk(Ω)μ¯g(∂Ω)
1
m−1  Cm
k
2
m
Ig(Ω)
1− 1
m−1
, (27)
where Ig(Ω) is the isoperimetric ratio (Ig(Ω) = μ¯g(∂Ω)
μg(Ω)
m−1
m
) and Cm is a constant depending only
on m.
The theorem below is motivated by the work of [7], and we obtain an improvement of in-
equalities (26) and (27) using Proposition 3.1.
Theorem 4.1. Let (M,g0) be a complete Riemannian manifold of dimension m  2 with
Riccig0(M)  −(m − 1). Let Ω ⊂ M be a relatively compact domain with C1 boundary and
g be any metric conformal to g0. Then we have
σk(Ω)μ¯g(∂Ω)
1
m−1  Amμg0(Ω)
2
m + Bmk 2m
Ig(Ω)
1− 1
m−1
, (28)
where Am and Bm are constants depending only on m.
As an immediate consequence we get the following inequality in the case of Riemann sur-
faces:
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a subdomain of Σγ . Then
σk(Ω)g(∂Ω)Aγ +Bk, (29)
where A and B are constants.
Proof of Theorem 4.1. We consider the m–m space (Ω,dg0 , μ¯), where μ¯(A) := μ¯g(A ∩ ∂Ω).
We apply again Proposition 3.1. Therefore, there exist a family of 3k capacitors {(Fi,Gi)} satis-
fying properties (i), (ii) and either (iii)(a), or (iii)(b) of Proposition 3.1. We proceed analogously
to the proof of Theorem 1.2. Using the variational characterization of σk , we construct a family
of test functions as in Case 1 and Case 2 of the proof of Theorem 1.2. In both cases, we have
σk(Ω)
∫
Ω
|∇gfi |2 dμg∫
∂Ω
|fi |2 dμ¯g 
(
∫
Ω
|∇g0fi |m dμg0)
2
m μg(Gi)
1− 2
m
μ¯(Fi)
.
If the family {(Fi,Gi)} satisfies the properties (i), (ii) and (iii)(a) of Proposition 3.1, then
σk(Ω)Am
(μg(Ω)
k
)1− 2
m
μ¯g(∂Ω)
k
Am
k
2
m
μ¯g(∂Ω)
1
m−1 Ig(Ω)
1− 1
m−1
. (30)
If on the other hand, the family {(Fi,Gi)} satisfies the properties (i), (ii) and (iii)(b) of Proposi-
tion 3.1, then
σk(Ω) Bm
(μg0 (Ω)
k
) 2
m
(μg(Ω)
k
)1− 2
m
μ¯g(∂Ω)
k
 Bm
μg0(Ω)
2
m
μ¯g(∂Ω)
1
m−1 Ig(Ω)
1− 1
m−1
, (31)
where the constant coefficients Am and Bm are the same as A′m and B ′m in Theorem 1.2.
The proof of inequalities (30) and (31) are along the same lines as Theorem 1.2. In both cases,
σk(Ω) is bounded above by the sum on the right-hand sides of (30) and (31), and it completes
the proof. 
Acknowledgments
This paper is part of the author’s PhD thesis under the direction of Professors Bruno Colbois
(Neuchâtel University), Ahmad El Soufi (François Rabelais University), and Alireza Ranjbar-
Motlagh (Sharif University of Technology). The author wishes to express her thanks to her
supervisors for suggesting the problem and for many stimulating conversations. She is also grate-
ful to Mehrdad Shahshahani for helpful comments and the referee for several suggestions and
remarks on the manuscript which led to improvements in the presentation.
References
[1] P. Bérard, Spectral Geometry: Direct and Inverse Problems, Lecture Notes in Math., vol. 1207, 1986.
[2] R. Brooks, E. Makover, Riemann surfaces with large first eigenvalue, J. Anal. Math. 83 (2001) 243–258.
[3] P. Buser, A note on the isoperimetric constant, Ann. Sci. Ec. Norm. Super. (4) 15 (2) (1982) 213–230.
3436 A. Hassannezhad / Journal of Functional Analysis 261 (2011) 3419–3436[4] B. Colbois, J. Dodziuk, Riemannian metrics with large λ1, Proc. Amer. Math. Soc. 122 (3) (1994) 905–906.
[5] B. Colbois, A. El Soufi, Extermal eigenvalues of the Laplacian in a conformal class of metrics: The ‘Conformal
spectrum’, Ann. Global Anal. Geom. 24 (4) (2003) 337–349.
[6] B. Colbois, A. El Soufi, A. Girouard, Isoperimetric control of the spectrum of a compact hypersurface, arXiv:
1007.0826.
[7] B. Colbois, A. El Soufi, A. Girouard, Isoperimetric control of the Steklov spectrum, J. Funct. Anal. 261 (2011)
1384–1399.
[8] B. Colbois, D. Maerten, Eigenvalues estimate for the Neumann problem of bounded domain, J. Geom. Anal. 18 (4)
(2008) 1022–1032.
[9] A. El Soufi, S. Ilias, Immersions minimales, première valeur propre du laplacien et volume conforme, Math.
Ann. 275 (2) (1986) 257–267.
[10] L. Friedlander, N. Nadirashvili, A differential invariant related to the first eigenvalue of the Laplacian, Int. Math.
Res. Not. 17 (1999) 939–952.
[11] A. Fraser, R. Schoen, The first Steklov eigenvalue, conformal geometry and minimal surfaces, Adv. Math. 226 (5)
(2011) 4011–4030.
[12] A. Grigor’yan, Y. Netrusov, S.-T. Yau, Eigenvalues of elliptic operators and geometric applications, in: Surv. Differ.
Geom., vol. IX, 2004, pp. 147–217.
[13] A. Girouard, I. Polterovich, On the Hersch–Payne–Schiffer inequalities for Steklov eigenvalues, Funct. Anal.
Appl. 44 (2) (2010) 106–117.
[14] M. Gromov, Metric invariants of Kähler manifolds, in: Differential Geometry and Topology, World Sci. Publ., River
Edge, NJ, 1993, pp. 90–116.
[15] A. Grigor’yan, S.-T. Yau, Decomposition of a Metric Space by Capacitors, Proc. Sympos. Pure Math., vol. 65,
Amer. Math. Soc., Providence, RI, 1999.
[16] N. Korevaar, Upper bounds for eigenvalues of conformal metrics, J. Differential Geom. 37 (1) (1993) 73–93.
[17] J. Lohkamp, Discontinuity of geometric expansions, Comment. Math. Helv. 71 (2) (1996) 213–228.
[18] P. Li, S.-T. Yau, Estimates of eigenvalues of a compact Riemannian manifold, in: Proc. Sympos. Pure Math., vol. 36,
Amer. Math. Soc., 1980, pp. 205–239.
[19] M. Taylor, Partial Differential Equations II. Qualitative Studies of Linear Equations, Appl. Math. Sci., vol. 116,
Springer-Verlag, New York, 1996.
[20] H. Urakawa, On the least positive eigenvalue of the Laplacian for compact group manifolds, J. Math. Soc.
Japan 31 (1) (1979) 209–226.
[21] S.-T. Yau, Survey on partial differential equations in differential geometry, in: Ann. of Math. Stud., vol. 102, 1982,
pp. 3–71.
[22] P.C. Yang, S.-T. Yau, Eigenvalues of the Laplacian of compact Riemann surfaces and minimal submanifolds, Ann.
Sc. Norm. Super. Pisa Cl. Sci. (4) 7 (1) (1980) 55–63.
