Penentuan jenis kanker payudara berdasarkan susunan protein menggunakan metode klasifikasi support vector machine by Astiti, Lutgardis Festidita Rosari
iPENENTUAN JENIS KANKER PAYUDARA BERDASARKAN
SUSUNAN PROTEIN MENGGUNAKAN METODE
KLASIFIKASI SUPPORT VECTOR MACHINE
SKRIPSI
Diajukan untuk Memenuhi Salah Satu Syarat
Memperoleh Gelar Sarjana Komputer
Program Studi Teknik Informatika
Oleh :
Lutgardis Festidita Rosari Astiti
NIM : 105314025
PROGRAM STUDI TEKNIK INFORMATIKA
JURUSAN TEKNIK INFORMATIKA
FAKULTAS SAINS DAN TEKNOLOGI
UNIVERSITAS SANATA DHARMA
YOGYAKARTA
2015
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
ii
THE CLASSIFFICATION OF BREAST CANCER TYPE
BASED ON PROTEIN STRUCTURE USING
SUPPORT VECTOR MACHINE
A THESIS
Presented as Partial Fulfillment of the Requirements
To Obtain the Sarjana Komputer Degree
In Informatics Engineering Department
By :
Lutgardis Festidita Rosari Astiti
Student ID : 105314025
INFORMATICS ENGINEERING STUDY PROGRAM
DEPARTMENT OF INFORMATICS ENGINEERING
FACULTY OF SCIENCE AND TECHNOLOGY
SANATA DHARMA UNIVERSITY
YOGYAKARTA
2015
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
HALAMAN PERSEMBAHAN 
 
“You must do the thing you think you can’t do” 
– Eleanor Roosevelt 
 
There’s no elevator to success, you have to take the stairs 
 
You’ll never walk alone 
 
 
Skripsi	ini	kupersembahkan	untuk	:	
Tuhan	Yesus	Kristus	
Keluargaku	
Sahabat	dan	Teman‐temanku 
  
v 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
PERNYATAAN KEASLIAN KARYA 
 
Saya menyatakan dengan sesungguhnya bahwa skripsi yang saya tulis ini 
tidak memuat karya orang lain kecuali telah disebutkan dalam kutipan atau daftar 
pustaka, sebagaimana layaknya karya ilmiah. 
 
Yogyakarta, 26 Agustus 2015 
Penulis 
  
 
 
        Lutgardis Festidita Rosari Astiti 
  
vi 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
LEMBAR PERNYATAAN PERSETUJUAN 
PUBLIKASI KARYA ILMIAH UNTUK KEPENTINGAN 
AKADEMIS	
 
Yang bertanda tangan di bawah ini, saya mahasiswa Universitas Sanata Dharma : 
 Nama : Lutgardis Festidita Rosari Astiti 
 NIM : 105314025 
Demi pengembangan ilmu pengetahuan, saya memberikan kepada perpustakaan 
Universitas Sanata Dharma karya ilmiah saya yang berjudul : 
PENENTUAN JENIS KANKER BERDASARKAN  
SUSUNAN PROTEIN MENGGUNAKAN METODE  
KLASIFIKASI SUPPORT VECTOR MACHINE 
Beserta perangkat yang diperlukan (bila ada). Dengan demikian saya memberikan 
kepada Perpustakaan Universitas Sanata Dharma hak untuk menyimpan, 
mengalihkan dalam bentuk media lain, menglolanya dalam bentuk pangkalan 
data, mendistribusikannya secara terbatas dan mempublikasikannya di internet ata 
media lain untuk kepentingan akademis tanpa perlu meminta ijin dari saya 
maupun memberikan royalti kepada saya selama tetap mencantumkan nama saya 
sebagai penulis.  
 
Demikian pernyataan ini saya buat dengan sebenarnya. 
Dibuat di Yogyakarta,  
Pada tanggal : 26 Agustus 2015 
Yang menyatak
(Lutgardis Festi
an,   
 
dita Rosari Astiti) 
 
vii 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
ABSTRAK 
 
Ilmu bioinformatika menggunakan data-data genetis seperti DNA dan 
asam amino dalam penerapannya. Data-data genetis tersebut dapat digunakan 
untuk mendapatkan berbagai macam informasi dalam hal pendeteksian penyakit 
seperti penyakit kanker. Tugas akhir ini membahas tentang pendeteksian jenis 
kanker dengan menggunakan susunan protein asam amino. Data protein asam 
amino yang digunakan dalam bentuk sekuen dengan format fasta file yang 
diambil dari database protein UniProt dan NCBI (National Center for 
Biotechnology Information). Penggunaan metode klasifikasi terhadap susunan 
protein asam amino tersebut dapat membantu deteksi dini penyakit kanker. 
Metode klasifikasi yang digunakan adalah Support Vector Machine (SVM). 
Metode SVM ini merupakan salah satu metode klasifikasi yang sering digunakan 
dalam bidang ilmu bioinformatika. 
Data sekuen protein asam amino akan diekstraksi cirinya terlebih dahulu 
untuk kemudian diklasifikasi. Proses ekstraksi ciri dilakukan menggunakan 
metode FFT (Fast Fourier Transform) dan LPC (Linear Predictive Coding). 
Pertama-tama data sekuen protein asam amino yang sebelumnya berupa String 
diubah menjadi numerik dengan memberikan nilai EIIP pada sekuen tersebut. 
Data sekuen yang sudah berbentuk numerik selanjutnya diubah menjadi sinyal 
dan diekstraksi cirinya menggunakan metode FFT dan LPC.  Klasifikasi SVM 
dilakukan setelah mendapatkan ciri dari data protein asam amino. Pada penelitian 
ini dilakukan banyak pengujian. Pengujian dilakukan dengan membuat variasi 
metode pada saat proses ekstraksi ciri dan penggunaan kernel yang terdapat pada 
metode SVM. Dari seluruh pengujian yang dilakukan, didapatkan hasil akurasi 
terbesar yaitu 85,03%.  
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ABSTRACT 
 
Bioinformatics uses generally data in the implementation like DNA and 
protein amino acid. The genetically data can be used to get a lot of information in 
illness detection like cancer. This research tells about of cancer type by using the 
structure of  protein amino acid. The data of protein amino acid is in the form of 
sequence with fasta file format that can be got from UniProt protein database and 
NCBI (National Center for Biotechnology Information). The use of classification 
method to this structure of  protein amino acid can help early cancer detection. 
The classification method used is Support Vector Machine (SVM). This method is 
one of classification method that is often used in bioinformatics.  
The sequence data of protein amino acid will be firstly extracted its feature 
then classified them. The process of feature extraction done uses FFT and LPC 
method. The previous sequence data of protein amino acid is String, then it will 
change into numerical data by giving EIIP value to its sequence. The numerical 
sequence data will be changed into signal and extracted the feature using FFT and 
LPC. The next SVM classification is done after getting the feature of protein 
amino acid data. In this research, it has done many test. The test is done by using 
variation method when having feature extraction process and kernel use which is 
in the SVM method. From all test that can be done is got for the biggesst 
accuration result is 85,03%.  
ix 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
KATA PENGANTAR 
 
Puji syukur kepada Tuhan Yang Maha Esa atas karunia, berkat dan 
rahmat-Nya yang melimpah sehingga penulis dapat menyelesaikan skripsi dengan 
judul “Penentuan Jenis Kanker Berdasarkan Susunan Potein Menggunakan 
Metode Klasifikasi Support Vector Machine”. Dalam kesempatan ini, penulis 
ingin mengucapkan terima kasih yang sebesar-besarnya kepada semua pihak yang 
turut memberikan semangat, dukungan dan bantuan hingga selesainya skripsi ini : 
1. Tuhan Yesus Kristus atas segala berkat 
2. Romo Dr. Cyprianus Kuntoro Adi, S.J., M.A., M.Sc. selaku dosen 
pembimbing, terima kasih atas bimbingan, saran, waktu dan kesabaran 
dalam membimbing dan mengarahkan penulis dalam menyelesaikan tugas 
akhir ini. 
3. Ibu P.H. Prima Rosa, S.Si., M.Sc. selaku Dekan Fakultas Sains dan 
Teknologi Universitas Sanata Dharma Yogyakarta. 
4. Ibu Ridowati Gunawan. S.Kom., M.T. selaku kaprodi Teknik Informatika. 
5. Ibu Agnes Maria Polina, S.Kom., M.Sc. selaku dosen pembimbing 
akademik. 
6. Bapak Eko Hari Parmadi, S.Si., M.Kom. dan Bapak Albertus Agung 
Hadhiatma, S.T., M.T. selaku dosen penguji atas saran dan kritikan yang 
telah diberikan. 
7. Seluruh staff pengajar Prodi Teknik Informatika Fakultas Sains dan 
Teknologi Universitas Sanata Dharma Yogyakarta. 
8. Kedua orang tua saya, FX. Mujino dan Ch. Dwi Setyorini, terima kasih 
untuk doa, semangat dan perhatian yang diberikan serta dukungan material 
selama perkuliahan. 
9. Kakak saya Elisabeth Restivika Ayu Marieta, adik saya Denis Yoga 
Vianda, terima kasih untuk segala semangat dan doa. 
10. Teman-teman satu perjuangan skripsi, Andhini Ayu Susanti dan Renny 
Nita atas semangat dan segala waktu untuk belajar dan berdiskusi 
bersama. 
11. Kokoh Audris Evan yang telah merelakan waktu membantu penulis dan 
teman-teman satu perjuangan skripsinya belajar. 
12. Paskalia Pradanti, Emerentiana Astuti dan Desi Sasmita Nugraha yang 
telah mendengarkan keluh kesah penulis dan memberikan keceriaan, 
semangat, motivasi serta dukungan. 
13. MM Pradita EK dan Maria Priska Brilliana terima kasih semangat dan 
dukungannya. 
x 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
14. Teman-teman ‘8’, Hoyi, Bagas, Nindi, Ocha, Lia, Keket, Denis atas 
semangat dan dukungannya. 
15. Untuk Thya, Agus, Theo, Teddy, Lia, Ika, Adit, Yohan dan seluruh teman-
teman Teknik Informatika angkatan 2010, terima kasih atas kebersamaan 
dan dukungannya. 
16. Semua pihak yang telah membantu dalam penyusunan skripsi ini yang 
tidak bisa penulis sebutkan satu-persatu. 
 
Penulis menyadari bahwa tugas akhir ini jauh dari sempurna, oleh karena 
itu kritik dan saran yang sifatnya membangun sangat penulis harapkan. 
Akhir kata, semoga skripsi ini bermanfaat bagi pembaca dan pihak lain 
yang membutuhkan. 
 
Yogyakarta, 26 Agustus 2015 
 
 
 
 
Penulis   
  
xi 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
DAFTAR ISI 
 
HALAMAN JUDUL BAHASA INDONESIA ..................................................... i 
HALAMAN JUDUL BAHASA INGGRIS ......................................................... ii 
HALAMAN PERSETUJUAN PEMBIMBING ................................................ iii 
HALAMAN PENGESAHAN .............................................................................. iv 
HALAMAN PERSEMBAHAN ............................................................................ v 
PERNYATAAN KEASLIAN KARYA .............................................................. vi 
PERNYATAAN PERSETUJUANPUBLIKASI KARYA ILMIAH UNTUK 
KEPENTINGAN AKADEMIS .......................................................................... vii 
ABSTRAK .......................................................................................................... viii 
ABSTRACT .......................................................................................................... ix 
KATA PENGANTAR ..........................................................................................  x 
DAFTAR ISI ........................................................................................................ xii 
DAFTAR GAMBAR .......................................................................................... xiv 
DAFTAR TABEL ................................................................................................ xv 
BAB I PENDAHULUAN ....................................................................................... 1 
1.1 Latar Belakang ................................................................................................ 1 
1.2 Rumusan Masalah .......................................................................................... 2 
1.3 Tujuan ............................................................................................................. 2 
1.4 Batasan Masalah ............................................................................................. 3 
1.5 Luaran ............................................................................................................. 3 
1.6 Metodologi ..................................................................................................... 3 
1.7 Sistematika Penulisan  .................................................................................... 4 
BAB II LANDASAN TEORI ................................................................................ 5 
2.1 Kanker Payudara ........................................................................................... 5 
2.2 Bioinformatika ............................................................................................... 8 
xii 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
2.2.1 Protein ...................................................................................................... 8 
2.3 Pengenalan Pola ............................................................................................ 9 
2.3.1 Ekstraksi Ciri ......................................................................................... 10 
2.3.1.1 EIIP ................................................................................................... 10 
2.3.1.2 Fast Fourier Transform (FFT) ......................................................... 12 
2.3.1.3 Linear Predictive Coding (LPC) ...................................................... 15 
2.3.2 Support Vector Machine (SVM) ............................................................. 17 
2.4 K-fold Cross Validation ............................................................................... 20 
BAB III METODOLOGI .................................................................................... 22 
3.1 Data ............................................................................................................. 22 
3.2 Metode ......................................................................................................... 23 
3.2.1 Ekstraksi Ciri ......................................................................................... 25 
3.2.2 Proses Training ...................................................................................... 28 
3.2.3 Tahap Klasifikasi SVM .......................................................................... 30 
3.2.4 Pengujian ................................................................................................ 30 
BAB IV IMPLEMENTASI DAN ANALISIS HASIL ...................................... 32 
4.1 Hasil dan Analisis ......................................................................................... 32 
BAB V KESIMPULAN DAN SARAN ............................................................... 38 
5.1 Kesimpulan .................................................................................................. 38 
5.2 Saran ............................................................................................................ 39 
DAFTAR PUSTAKA ........................................................................................... 40 
LAMPIRAN .......................................................................................................... 42 
  
xiii 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
DAFTAR GAMBAR 
 
Gambar 2.1 Tingkat Standar Kematian Penyakit Kanker pada Perempuan 
(WHO, Cancer Country Profile, 2014) ............................................. 7 
Gambar 2.2 Block Diagram Ekstraksi Ciri ........................................................ 10 
Gambar 2.3 SVM mencari hyperplane terbaik yang memisahkan dua kelas .... 18 
Gambar 3.1 Diagram Proses Training dan Testing ............................................ 24 
Gambar 3.2 Grafik nilai EIIP sekuen protein asam amino E7EWN5 ................ 25 
Gambar 3.3 Sinyal FFT sekuen protein asam amino E7EWN5 ........................ 26 
Gambar 3.4 Plot sinyal LPC,delta LPC dan delta delta LPCorde 8 sekuen 
protein asam amino E7EWN5 ........................................................ 27 
Gambar 3.5 Plot sinyal LPC, delta LPC dan delta delta LPC orde 12 sekuen 
protein asam amino E7EWN5 ........................................................ 28 
Gambar 4.1 Grafik Akurasi dari Variasi Kernel ................................................ 33 
Gambar 4.2 Grafik Akurasi dari Variasi Feature/Metode LPC ......................... 36 
Gambar 4.3 Halaman Klasifikasi Tunggal ......................................................... 37 
 
 
  
xiv 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
xv 
 
DAFTAR TABEL 
 
Tabel 2.1 Prevalensi dan Estimasi Jumlah Penderita Kanker Menurut 
Provinsi Tahun 2013 (Data Riset Kesehatan Dasar 2013, Badan 
Litbangkes Kementrian Kesehatan RI dan Sasaran Pusdatin 
Kementrian Kesehatan RI) ............................................................... 6 
Tabel 2.2 Singkatan dan nilai EIIP untuk asam amino .................................. 11 
Tabel 3.1 Encoding kelas set data sekuen protein .......................................... 30 
Tabel 3.2 Confusion Matrix ........................................................................... 31 
Tabel 4.1 Tabel Hasil Akurasi Pengujian Variasi Kernel .............................. 32 
Tabel 4.2 Confusion Matrix dengan Kernel Polynomial Order 3 .................. 34 
Tabel 4.3 Confusion Matrix dengan Kernel Least Square Method ................ 34 
Tabel 4.4 Tabel Variasi Feature/Metode LPC ............................................... 35 
Tabel 4.5 Tabel Hasil Akurasi Variasi Feature/Metode LPC ........................ 35 
 
 
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
1BAB
PENDAHULUAN
1.1 Latar Belakang
Bioinformatika adalah ilmu yang mempelajari tentang penerapan teknik
komputasional untuk mengelola dan menganalisis informasi biologis berupa data-
data yang berkaitan dengan kedokteran maupun biologi. Saat ini, bioinformatika
menjadi topik hangat dan masih terus dikembangkan. Data-data yang biasa
digunakan adalah data DNA dan protein. Data DNA dan protein ini bisa
digunakan untuk melakukan deteksi berbagai macam penyakit, salah satunya
adalah penyakit kanker. Proses klasifikasi terhadap data susunan protein kanker
bisa membantu mendeteksi penyakit kanker.
Kanker merupakan penyakit yang ditandai dengan kelainan siklus sel yang
menimbulkan kemampuan sel untuk tumbuh dengan tidak terkendali dan akan
menyerang jaringan biologis lain yang ada di dekatnya. Kanker adalah salah satu
penyebab utama kematian yang ada di negara berkembang. Hingga saat ini masih
belum ada cara penanganan yang paling tepat untuk mengatasi kanker. Maka dari
itu penting untuk mendeteksi kanker sejak dini sehingga peluang untuk sembuh
lebih besar.
Saat ini, data protein sudah disimpan dalam sebuah database sehingga bisa
diakses dengan mudah. Contoh database yang menyimpan data protein antara lain
UniProt (www.UniProt.org) dan National Center for Biotechnology Information
(www.ncbi.nlm.nih.gov). Para peneliti bisa dengan mudah mengambil data dan
cepat dalam mendapatkan hasil penelitiannya. Data yang digunakan biasanya
dalam jumlah yang sangat banyak sehingga sering kali susah dan membutuhkan
waktu lama untuk mendapatkan informasi dari data yang ada. Untuk bisa
mendapatkan informasi dari data-data yang ada perlu dilakukan proses data
mining seperti klasifikasi. Klasifikasi yaitu mengelompokkan objek ke dalam
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2kategori yang sudah ditentukan sebelumnya. Pada penelitian sebelumnya
digunakan metode pengelompokkan K-Means dan klasifikasi KNN untuk
mendeteksi kanker dengan menggunakan susunan protein. Metode yang
digunakan merupakan gabungan antara pengelompokkan dan klasifikasi karena
proses klasifikasi bisa dilakukan dengan mudah dan optimal jika data sudah
dikelompokkan terlebih dahulu dengan metode pengelompokkan sehingga satu
cluster bisa berisi satu kelas yang sama. Pada tahap preprosesing dilakukan
transformasi data String menjadi numerik. Selanjutnya data akan dikelompokkan
berdasarkan jenis kanker yang akan dikelaskan sehingga pada akhirnya sistem
dapat menampung satu kelas tepat pada satu kelompok. Berbeda dari penelitian
sebelumnya, pda penelitian ini hanya akan digunakan satu macam metode yaitu
hanya metode klasifikasi. Dalam penelitian ini akan digunakan metode klasifikasi
Support Vector Machine atau SVM. Metode SVM ini sudah sering digunakan
dalam berbagai penelitian di bidang bioinformatika, antara lain analisa ekspresi
gen, deteksi homologi protein dan prediksi struktur protein (Nugroho, A.S.,
Witarto, A.B., 2003).
1.2 Rumusan Masalah
Masalah yang dirumuskan dalam penelitian ini adalah :
Bagaimana metode klasifikasi SVM mampu mengenal kanker payudara
dengan tepat?
1.3 Tujuan
Penelitian ini bertujuan untuk melakukan klasifikasi terhadap susunan
protein untuk mendeteksi kanker payudara dengan tepat.
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31.4 Batasan Masalah
Batasan masalah dari penelitian ini adalah :
1. Metode klasifikasi yang digunakan adalah SVM dari toolbox Matlab.
2. Penyakit kanker yang diteliti hanya kanker payudara.
3. Data yang digunakan adalah data sekuen protein asam amino.
1.5 Luaran
Sistem kecerdasan buatan yang secara otomatis mengidentifikasi penyakit
kanker payudara menggunakan susunan sekuen protein asam amino
1.6 Metodologi
Metodologi penelitian yang digunakan antara lain :
1. Studi literatur untuk mempelajari bioinformatika khususnya mengenai
susunan protein dan metode klasifikasi SVM (Support Vector Machine).
2. Analisis data untuk mengetahui bagaimana cara mendapatkan data susunan
protein yang akan digunakan dalam penelitian ini.
3. Desain merupakan proses membentuk model untuk data yang akan
digunakan.
4. Implementasi merupakan proses membuat desain model yang telah dibuat
kedalam bentuk yang dapat dieksekusi. Implementasi dilakukan
menggunakan MATLAB.
5. Pengujian menggunakan k-fold cross validation dengan membagi data
menjadi 3 bagian. Pengujian dilakukan untuk mengetahui akurasi dari
metode SVM yang digunakan.
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41.7 Sistematika Penulisan
Pendahuluan berisi latar belakang, rumusan masalah, tujuan, batasan
masalah,keluaran yang dihasilkan, metodologi dan sistematika penulisan.
Bab selanjutnya berisi landasan teori yang dipakai untuk pembuatan dan
penyusunan tugas akhir. Bab metodologi berisi tentang data sekuen
protein asam amino, alur proses training dan testing serta penjelasan
rancangan sistem yang akan dibuat. Selanjutnya bab yang beisi tentang
proses implementasi sistem dan analisis dari hasil sistem. Terakhir bab
yang berisi kesimpulan yang diperolehn dari proses pembuatan tugas akhir
dan saran untuk pengembangan sistem lebih lanjut.
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5BAB II
LANDASAN TEORI
Pada bab ini, akan dijelaskan secara singkat teori-teori yang digunakan
dalam penulisan penelitian, antara lain tentang kanker payudara, bioinformatika,
protein, pengenalan pola, metode klasifikasi SVM dan cross-validation. Teori-
teori tersebut dijelaskan sebagai berikut :
2.1 Kanker Payudara
Kanker merupakan jenis tumor yang ganas. Kanker ditandai dengan
pertumbuhan sel yang tidak terkontrol, tidak terbatas, terus-menerus, merusak
jaringan setempat dan sekitar, serta bisa menyebar luas. Kanker dapat menyerang
berbagai sel dalam organ tubuh. Kanker termasuk dalam penyakit yang paling
mematikan di dunia. Kanker diperkirakan diidap oleh 15 orang per 100.000
penduduk di dunia (Luciana Kuswibawati, et al. 2000). Berdasarkan data WHO
tahun 2013, jumlah insiden kanker mengalami peningkatan dari 12,7 juta kasus
pada tahun 2008 menjadi 14,1 juta kasus pada tahun 2012. Jumlah kematian
akibat penyakit kanker di tahun 2008 sebanyak 7,6 juta orang meningkat menjadi
8,2 juta orang tahun 2012. Kanker menjadi penyebab kematian nomor 2 di dunia
dengan presentase sebesar 13%. Ada banyak jenis penyakit kanker antara lain
kanker paru-paru, kanker kolon, kanker darah, kanker serviks, kanker kulit,
kanker hati, kanker kelenjar getah bening, kanker payudara dan masih banyak
lagi.
Salah satu jenis kanker yang mematikan adalah kanker payudara. Kanker
payudara biasanya menyerang kaum wanita usia antara 35 sampai 50 tahun.
Sejumlah teori mengatakan bahwa kanker payudara disebabkan oleh gaya hidup,
lingkungan dan faktor genetik seseorang, tetapi hal tersebut juga belum dapat
dipastikan oleh dokter (Luciana Kuswibawati, et al. 2000). Menurut data dari
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6GLOBOCAN, Internatinal Agency for Research on Cancer, pada tahun 2012
kanker payudara merupakan penyakit kanker tertinggi dengan presentase 43,3 %
dengan presentase kematian sebesar 12,9 %. Berdasarkan Data Riset Kesehatan
Dasar 2013, kanker payudara merupakan penyakit kanker dengan prevalensi
tertinggi di Indonesia yaitu 0,5 %.
Tabel 2.1 Prevalensi dan Estimasi Jumlah Penderita Kanker Payudara Menurut
Provinsi Tahun 2013 (Data Riset Kesehatan Dasar 2013, Badan Litbangkes
Kementrian Kesehatan RI dan  Sasaran, Pusdatin Kementrian Kesehatan RI)
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tertinggi berada di daerah D.I. Yogyakarta yaitu 2,4 % atau dengan jumlah
estimasi jumlah penderita kanker payudara sebanyak 4.325 orang. Berdasarkan
data dari WHO (World Health Organization), kanker payudara memiliki tingkat
usia standar kematian tertinggi dari penyakit kanker lainnya seperti pada gambar
dibawah.
Menurut WHO, setiap tahun terdapat 6,25 juta orang baru yang menderita
kanker. Diperkirakan pada tahun 2030 jumlah penderita kanker dapat mencapai 26
juta orang dan 17 juta orang diantaranya akan meninggal akibat penyakit kanker.
Di Indonesia jumlah penderita kanker diperkirakan akan meningkat mencapai
kira-kira 12 juta jiwa pada tahun 2030.
Kanker payudara dan jenis penyakit kanker lainnya bisa dideteksi
menggunakan ilmu bioinformatika dengan cara membaca susunan protein atau
asam amino seseorang. Penelitian untuk mendeteksi kanker dalam bioinformatika
antara lain dengan menggunakan susunan asam amino atau bisa juga dengan
menggunakan DNA micro array.
Gambar 2.1 Tingkat Usia Standar Kematian Penyakit Kanker pada
Perempuan (WHO, Cancer Country Profiles, 2014)
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Bioinformatika merupakan bidang ilmu pengetahuan baru dimana biologi
molekular dan ilmu komputer saling berhubungan untuk mengembangkan cara-
cara yang lebih baik dalam mengeksplor, menganalisis dan memahami data-data
genetis (St. Clair, Caroline dan Jonathan Visick. 2010). Data yang digunakan
adalah data DNA, sekuen protein atau asam amino, ekspresi gen dan tipe data
lain. Data-data tersebut digunakan antara lain untuk mendapatkan informasi
genetik, mengetahui struktur molekul, menentukan fungsi biokimia. Informasi
dari data yang diambil biasanya berdasarkan karakteristik tertentu seperti sekuen
asam amino, gen annotation atau nama protein. Selanjutnya informasi-informasi
yang ada digabungkan dan dianalisis yang kemudian hasilnya digunakan untuk
penemuan obat maupun prediksi suatu penyakit. Data dalam bioinformatika ini
merupakan data yang sangat besar sehingga dibutuhkan database untuk
menyimpannya. Database tersebut terletak di berbagai negara antara lain Amerika
Serikat, Jepang dan Inggris. Para peneliti sering mencari informasi dari database
yang ada seperti susunan asam amino, struktur gen atau protein.
Ada satu alat yang sering digunakan dalam bioinformatika yaitu The Basic
Alignment Search Tool (BLAST). BLAST digunakan saat memeriksa DNA baru
atau sekuen protein. BLAST melakukan perbandingan antara input sekuen dengan
seluruh sekuen yang ada dalam database untuk mendapatkan sekuen yang paling
mirip.
2.2.1 Protein
Protein merupakan unsur pembentuk struktur sel. Masing-masing jenis
protein memiliki urutan asam amino yang berbeda-beda secara genetik. Asam
amino adalah senyawa organik yang mengandung gugus amino, asam karboksilat
dan satu gugus lain dari kelompok 20 senyawa dan dihubungkan bersama oleh
ikatan peptida membentuk protein. Terdapat 20 unsur pokok asam amino residu
protein yaitu Alanin (A), Arginin (R), Asparagin (N), Asam Aspartat (D), Sistein
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Lesin (L), Lisin (K), Metionin(M), Fenilalanin (F), Prolin (P), Serin (S), Treonin
(T), Triptofan (W), Tirosin (Y), Valin (V) (Wirahadakusumah, Muhamad. 1997).
Interaksi biologis sudah mempelajari hubungan dari tingkah laku 20 unsur pokok
asam amino dalam protein. Data protein sekarang sudah bisa diakses melalui
database seperti UniProt ( www.uniprot.org ) dan National Center of
Biotechnology Infornation ( www.ncbi.nlm.nih.gov ).
2.3 Pengenalan Pola
Pola merupakan suatu entitas yang terdefinisi dan dapat diidentifikasi serta
diberi nama. Pengenalan pola adalah ilmu untuk mengklasifikasikan sesuatu
berdasarkan pengukuran kuantitatif ciri atau sifat utama dari suatu objek (Darma
Putra, 2010). Pengenalan pola adalah disiplin ilmu yang bertujuan untuk
klasifikasi objek ke dalam banyak kategori atau kelas. (sergios theodoridis,
konstantinos koutroumbas, 2009)
Pengenalan pola berkaitan dengan menemukan algoritma dan metode atau
alat yang bisa membuat implementasi komputer yang digunakan untuk berbagai
macam tugas pengenalan yang biasa dilakukan oleh manusia. Tujuan dari
pengenalan pola ini adalah untuk menunjukan kinerja yang lebih akurat dan cepat,
mngerjakan apa yang tidak bisa dilakukan oleh manusia seperti membaca barcode,
dan membuat proses pembuatan keputusan menjadi otomatis yang mengarah ke
pengenalan dan klasifikasi. (Sankar K. Pal and Pabitra Mitra. 2004)
Pengenalan pola terdiri dari 3 tahap yaitu perolehan data, ekstraksi ciri dan
klasifikasi/pengelompokkan. Dalam tahap perolehan data, data dari objek yang
akan diklasifikasikan atau dikelompokkan dikumpulkan menjadi satu. Data-data
ini kemudian akan melalui tahap ekstraksi ciri dimana dimensi data akan
dikurangi dengan hanya menghitung beberapa cirinya saja. Tahap terakhir adalah
klasifikasi/pengelompokkan, ciri yang sudah diekstrak akan digunakan untuk
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klasifikasi / pengelompokkan yang mengevaluasi informasi yang masuk dan
menghasilkan keputusan akhir.
2.3.1 Ekstraksi Ciri
Ekstraksi ciri merupakan proses mendapatkan ciri tertentu dari data yang
sudah dikumpulkan. Tujuan dari proses ekstraksi ciri ini adalah mencari
karakteristik penting yang berguna untuk proses pengenalan dan mengurangi
dimensi pengukuran ruang sehingga efektif dan algoritma dengan komputasi yang
mudah bisa digunakan untuk klasifikasi yang efektif (Sankar K. Pal, Pabitra
Mitra, 2004).
Gambar 2.2 Block Diagram Ekstrak Ciri
Untuk mendapatkan ciri dari data sekuen protein dilakukan proses
pengubahan data yang berupa String menjadi numerik dengan memberikan nilai
Electron Ion Interaction Potential (EIIP), lalu diproses dengan menggunakan Fast
Fourier Transform (FFT) dan Linear Predictive Coding (LPC).
2.3.1.1 EIIP
Electron Ion Interaction Potential (EIIP) merupakan salah satu parameter
asam amino. Molekul protein dikenal sebagai sekuen dengan elektron yang tidak
tertutup dan memiliki beban. Beban ini mendapatkan polarisasi jangka pendek
dari sisi rangkaian dan menghasilkan osilasi elektromagnetik diantara beberapa
bagian molekul protein. Gema yang timbul dari osilasi magnetik diantara bio-
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molekul atau resonansi elektromagnetik disebut Electron Ion Interaction Potential
(EIIP). (Norbert Nwankwo* and Huseyin Seker, 2011)
Data sekuen protein yang berupa String ini akan diubah menjadi digital
atau bentuk angka dengan memberikan nilai EIIP pada setiap asam amino. Nama
asam amino, singkatan dan nilai EIIP untuk setiap asam amino dapat dilihat pada
tabel 2.1 (Branislava Gemovic, Vladimir Perovic, Sanja Glisic, and Nevena
Veljkovic, 2013)
Tabel 2.2 Singkatan dan nilai EIIP untuk asam amino
Amino acid Letter code Numerical code EIIP(Ry)
Leucine L 0.0000
Isoleucine I 0.0000
Asparagine N 0.0036
Glycine G 0.0050
Valine V 0.0057
Glutamic acid E 0.0058
Proline P 0.0198
Histidine H 0.0242
Lysine K 0.0371
Alanine A 0.0373
Tyrosine Y 0.0516
Tryptophan W 0.0548
Glutamine Q 0.0761
Methionine M 0.0823
Serine S 0.0829
Cysteine C 0.0829
Threonine T 0.0941
Phenylalanine F 0.0954
Arginine R 0.0956
Aspartic acid D 0.1263
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2.3.1.2 Fast Fourier Transform (FFT)
Fast Fourier Transform (FFT) adalah suatu algoritma yang dibuat untuk
mengefisienkan algoritma Discrete Fourier Transform (DFT). Algoritma DFT
membutuhkan N2 perkalian bilangan kompleks sehingga waktu komputasi yang
dibutuhkan menjadi lebih lama. FFT bertujuan menghemat waktu dengan cara
meminimalkan perulangan yang dilakukan dalam perhitungan sehingga
menghindari penumpukan data (Hany Ferdinando, 2010).
Metode FFT dapat dilakukan dalam domain waktu dan frekuensi yang
disebut sebagai desimasi dalam waktu (decimation in time) dan desimasi dalam
frekuensi (decimation in frequency). Prinsip penggunaan desimasi dalam waktu
adalah memecah atau melakukan desimasi pada sinyal N-titik menjadi dua bagian
yang terdiri dari (N/2)-titik yaitu satu bagian berisi kumpulan nilai-nilai genap dan
bagian lain berisi kumpulan nilai-nilai ganjil, kemudian memecah tiap (N/2)-titik
tersebut menjadi dua (n/4)-titik, begitu seterusnya sampai didapatkan 1 titik. Jika
ada N-titik maka akan dihasilkan log tingkat sampai mendapatkan 1 titik.
Pembalikan bit (bit reversal) dapat juga dilakukan untuk mendapatkan desimasi
sampai 1 titik. Konsep perhitungan FFT sering disebut dengan metode kupu-kupu
(butterfly method). Pembagian nilai-nilai berindeks genap dan ganjil dapat dilihat
dibawah ini :
Indeks genap : { [0], [2], [4], …… , [ − 2]}
Indeks ganjil : { [1], [3], [5], …… , [ − 1]}
Setelah dilakukan pembagian menjadi bagian genap dan ganjil, didapatkan
persamaan yang merupakan modifikasi persamaan DFT.
[ ] = [ ] + [ ] (2.1)
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Jika bilangan genap diwakili oleh n=2r dan bilangan ganjil diwakili oleh
n=2r+1, persamaan diatas menjadi seperti berikut :
[ ] = [2 ]/ + [2 + 1] ( )/
= ( ) = = / = /
( ) =
Dengan menggunakan persamaan (2.3)  dan (2.4) menghasilkan persamaan
[ ] = [2 ] // + [2 + 1] //
Jika [ ] dan [ ] adalah DFT (N/2)-titik dari yang berindeks genap
dan ganjil maka dapat diperoleh [ ] sebagai berikut[ ] = [ ] + [ ]
Karena [ ] dan [ ] dianggap periodik dengan periode N/2, untuk
k’=N/2 sampai N-1 dan k’=k+N/2, persamaan [ ] menjadi[ ′] = [ − /2] + [ − /2]
= ( / ) = −
Selain metode desimasi dalam waktu, terdapat metode lain yaitu desimasi
dalam frekuensi. Metode desimasi dalam frekuensi ini dimulai dengan
mendefinisikan [ ] sebagai
(2.2)
(2.3)
(2.4)
(2.5)
(2.6)
(2.7)
(2.8)
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[ ] = [ ]/ + [ ]/
Diasumsikan = − /2 maka akan dihasilkan
[ ] = [ ]/ + [ + /2] ( / )/
Karena ( / ) = = = (−1)
Maka persamaan (2.10) menjadi
[ ] = ( [ ] + (−1) [ + /2])/
Desimasi membagi antara bagian yang bernilai genap dan ganjil. Dengan
menggunakan persamaan (2.12), untuk genap = 2 dan ganjil = 2 + 1,
didapatkan persamaan
[2 ] = ( [ ] + [ + /2]) //
[2 + 1] = ( [ ] − [ + /2]) . //
Desimasi dalam frekuensi sedikit berbeda dengan desimasi dalam waktu.
Ada beberapa hal yang perlu diperhatikan pada desimasi dalam frekuensi antara
lain sinyal masukan dalam urutan normal, sinyal keluarannya berupa urutan bit
(2.9)
(2.10)
(2.11)
(2.12)
(2.13)
(2.14)
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yang terbalik (bit reversed order) dan struktur butterfly dasarnya berbeda dari
desimasi dalam waktu. (Dadang Gunawan, Filbert Hilman Juwono, 2012)
Fungsi untuk FFT yang digunakan dalam Matlab didefinisikan sebagai
berikut : y = fft(x)
2.3.1.3 Linear Predictive Coding (LPC)
.Linear Predictive Coding (LPC) merupakan salah satu teori dalam digital
signal processing. LPC berupa metode digital untuk membuat sandi dari sinyal
analog dimana nilai tertentu diprediksi dengan fungsi linear dari nilai yang telah
didapatkan dari sinyal. Model LPC didasarkan pada perkiraan matematis. Aspek
yang paling penting dari LPC atau yang sering disebut dengan Linear Prediction
adalah filter prediksi linier yang memberikan nilai dari contoh selanjutnya untuk
ditentukan dengan kombinasi linier dari contoh sebelumnya. Model prediksi
didefinisikan sebagai :
( ) = ( − )
( ) adalah nilai sinyal yang diprediksi , ( − ) adalah nilai
pengamatan sebelumnya dan adalah nilai koefisien predictor. Nilai error
didapatkan dari nilai sinyal yang sebenarnya ( ( )) dikurangi nilai sinyal yang
diprediksi. Untuk mendapatkan nilai error digunakan persamaan :( ) = ( ) − ( )
LPC menggunakan metode autocorrelation untuk mendapatkan nilai order
predictor yang paling optimal. Metode ini merupakan metode yang cukup mudah
untuk memperoleh koefisien prediksi linier (linear prediction). Persamaan untuk
metode autocorrelation :
(2.15)
(2.16)
(2.17)
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( − ) = − ( )
untuk 1 ≤ ≤ , dimana R merupakan matriks autocorrelation dari sinyal ( ).( ) = { ( ) ( − )} , E adalah nilai yang diharapkan.
Metode autocorrelation akan menghasilkan persamaan matriks yang perlu
diselesaikan untuk mendapatkan nilai koefisien ( ) dan akan langsung
menghitung koefisien dari matriks. Matriks yang dihasilkan dari metode
autocorrelation ini merupakan matriks Toeplitz yaitu matriks yang diagonal
menurunnya dari kiri ke kanan nilainya konstan. Berikut contoh persamaan
matriks yang terbentuk dari metode autocorrelation :(0)(1) (1)(0) (2) … ( )(1) … ( − 1)(2)⋮ (1)⋮ (0) … ( − 2)⋮ ⋮ ⋮( ) ( − 1) ( − 2) … (0) ⋮⋮ = −
(1)(2)⋮⋮( )
Persamaan matriks yang telah diperoleh akan diselesaikan menggunakan
metode rekursif Levinson-Durbin.  Metode rekursif Levinson-Durbin ini pertama
kali diperkenalkan oleh Levinson pada tahun 1947 dan kemudian disempurnakan
oleh Durbin pada tahun 1960. Metode rekursif Levinson-Durbin merupakan
metode rekursif langsung untuk menyelesaikan masalah koefisien dari filter
prediksi. Metode ini termasuk metode yang efisien dalam menemukan koefisien
prediksi karena waktu komputasi yang dibutuhkan lebih cepat dibandingkan
algoritma lain. Algoritma Levinson-Durbin (John Makhoul, 1975) :
1. ( ) = [0]
2. Selama nilai i=1,2,....p, lakukan perhitungan
 = [ ] ∑ ( ) [ ]( )
 ( ) =
 Jika nilai i > 1, lakukan perulangan selama nilai j=1,2,....i-1
(2.18)
(2.19)
(2.20)
(2.21)
(2.22)
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( ) = ( ) − ( )
 ( ) = (1 − ) ( )
3. = ( ), 1 ≤ ≤
2.3.2 Support Vector Machine (SVM)
Klasifikasi merupakan salah satu dari fungsi yang ada dalam data mining
setelah clustering. Klasifikasi adalah proses menemukan model yang
mendeskripsikan suatu kelas tertentu supaya dapat digunakan untuk menentukan
objek masuk ke dalam kelas yang sudah memiliki label (Han, Jiawei dan
Micheline Kamber. 2006). Langkah pertama yang dilakukan dalam klasifikasi
adalah pengklasifikasian dari data training yang telah dibuat dari baris-baris data
yang ada dalam database dan kelas label yang terkait. Setiap baris data disebut
juga sebagai atribut kelas label. Atribut kelas label merupakan nilai diskrit dan
tidak terurut. Karena setiap baris data training sudah memiliki kelas label, proses
ini juga dikenal dengan supervised learning. Langkah selanjutnya yaitu
menggunakan model dari data training untuk menghitung akurasi yang
dibandingkan dengan data tes. Data tes diperoleh dari baris-baris data yang dipilih
secara acak. Akurasi merupakan presentase data tes yang diklasifikasikan secara
benar menggunakan pengklasifikasi atau model dari data training.
Support Vector Machines (SVM) semakin populer sebagai metode
klasifikasi dengan tingkat performansi tinggi untuk pengenalan pola, data mining
dan bioinformatika (Mitra, Sushmita dan Tinku Acharya. 2003). Metode SVM
merupakan metode dalam klasifikasi yang digunakan untuk menyelesaikan
masalah linear dan mulai dikembangkan untuk memecahkan masalah nonlinear.
Paper pertama mengenai support vector machine dipresentasikan tahun 1992 oleh
Vladimir Vapnik dan teman kuliahnya, Bernhard Boser dan Isabelle Guyon,
walaupun sebenarnya SVM sudah ada sejak tahun 1960. Metode SVM
mempunyai akurasi yang tinggi, dengan kemampuannya dalam membuat model
(2.24)
(2.23)
(2.25)
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nonlinear yang kompleks. Konsep yang dipakai dalam SVM adalah dengan
menentukan hyperlane atau garis yang memisahkan antara satu kelompok dengan
kelompok lainnya. SVM menemukan hyperplane menggunakan support vector
dan margin (Prabowo Pudjo Widodo, et al. 2013).
Metode SVM ini mencari hyperplane dengan margin yang paling besar
yang disebut dengan Maximum Marginal Hyperplane (MMH). Margin merupakan
jarak antara hyperplane dengan data terdekat dalam masing-masing kelas. Nilai
margin menentukan jarak antar kelas. Support vector adalah data terdekat dengan
hyperplane atau berada tepat diatas hyperplane pada masing-masing kelas. Hal itu
berarti data tersebut berada dekat dengan MMH.
SVM digunakan untuk menyelesaikan masalah linear sering disebut Linear
Separable Data yaitu data yang dapat dipisahkan secara linear. Diasumsikan
terdapat data latih {xi,yi}, xi merupakan atribut untuk data latih {x1,......,xn} dan yi
ϵ {-1,1} adalah label kelas dari data latih xi. Pada gambar 2.1 dibawah ini dapat
dilihat bidang pemisah yang baik tidak hanya bisa memisahkan data tetapi juga
memiliki margin yang besar atau maksimal. Dari gambar juga terlihat data yang
berada dekat dan diatas bidang pemisah atau hyperplane.
Gambar 2.3 SVM mencari hyperplane terbaik yang memisahkan dua kelas
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Hyperplane dinyatakan sebagai :. + = 0
Dalam gambar 2.4 diatas terdapat dua kelas yang dipisahkan oleh dua
bidang pembatas secara sejajar. Kelas pertama yaitu +1 dan kelas kedua yaitu -1.
Data pada kelas pertama disimbolkan dengan lingkaran berwarna putih,
sedangkan data pada kelas kedua disimbolkan dengan lingkaran berwarna abu-
abu. H1 adalah bidang pembatas pertama membatasi kelas pertama. H2 adalah
bidang pembatas kedua membatasi kelas kedua. Persamaan yang diperoleh :. + ≥ +1 = +1. + ≥ −1 = −1
Dimana w merupakan hyperplane normal. ‖ ‖ merupakan jarak lurus dari
hyperplane ke titik pangkal yaitu x=0 dan y=0. Dengan menggabungkan
persamaan 2.3 dan 2.4 diatas, bisa didapatkan :( . + ) − 1 ≥ 0
SVM digunakan untuk menyelesaikan masalah linear dan nonlinear. SVM
nonlinear menggunakan pendekatan kernel untuk data yang kelasnya tidak
terdistribusi secara linear. Kernel merupakan suatu fungsi yang memetakan fitur
data dari dimensi awal (rendah) ke dalam fitur baru dengan dimensi yang lebih
tinggi (Eko Prasetyo,2014). Macam-macam fungsi kernel antara lain :
1. Linear ( , ) = .
2. Quadratic ( , ) = ( . )
(2.26)
(2.27)
(2.28)
(2.29)
(2.30)
(2.31)
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3. RBF
( . ) = (‖ ‖ )
4. Polynomial ( , ) = ( . + )
5. Sigmoid (tangen hiperbolik)( , ) = tanh( ( . ) + )
C merupakan konstanta polynomial. D yaitu derajat polynomial. Fungsi
kernel yang dipilih harus tepat karena sangat penting untuk menentukan fitur baru
dimana hyperplane akan dicari.
Metode SVM hanya dapat melakukan klasifikasi untuk dua kelas. Untuk
data yang memiliki lebih dari dua kelas dilakukan pendekatan SVM Multikelas.
Salah satu jenis pendekatan yang digunakan adalah Error Correcting Output Code
(ECOC). Cara kerja ECOC yaitu dengan memberikan string bit yang disebut
codeword dengan panjang n atau sesuai jumlah kelas ke setiap kelas. Setelah itu
dibuat sejumlah n klasifikator biner untuk memprediksi setiap bit codeword.
Perhitungan hasil prediksi dilakukan dengan menggunakan jarak Hamming untuk
dicari yang paling dekat dengan codeword dari klasifikator biner.
Tujuan dari penelitian mengenai SVM adalah untuk meningkatkan
kecepatan dalam pelatihan dan pengujian sehingga SVM dapat menjadi pilihan
metode yang tepat untuk data yang sangat besar.
2.4 K-Fold Cross Validation
Cross-validasi adalah metode statistic yang mengevaluasi dan
membandingkan algoritma pembelajaran dengan membagi data menjadi dua yaitu
data training dan data testing. Bentuk dari cross validation adalah k-fold cross
validation (Payam R., Lie Tang dan Huan Liu. 2008). Metode k-fold cross
(2.32)
(2.33)
(2.34)
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validation yang sering dipakai adalah 3-fold cross validation dan 5-fold cross
validation. Dalam cross-validation, tentukan nilai folds atau partisi untuk data.
Prinsip dari k-fold cross validation adalah membagi tiap kelompok data menjadi k
bagian kelompok data yang selanjutnya data tersebut secara bergantian akan
digunakan untuk training dan testing sejumlah k pengujian.
Testing Training
1 2 , 3
2 1, 3
3 1 , 2
Misalkan untuk 3-fold cross validation data dibagi menjadi 3 bagian.
Setiap bagian akan digunakan untuk training dan testing secara bergantian. Dua
dari tiga data digunakan untuk training dan satu dari tiga data untuk testing yang
dilakukan secara berulang sebanyak tiga kali sampai semua bagian digunakan
untuk testing (Ian H. Witten, Frank Eibe, Mark A. Hall. , 2011). Jika bagian data
pertama dan kedua digunakan untuk training maka bagian data ketiga digunakan
untuk testing. Jika data bagian pertama dan ketiga digunakan untuk training, data
kedua digunakan untuk testing. Jika data bagian kedua dan ketiga untuk training
maka data bagian pertama untuk testing.
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BAB III
METODOLOGI
Bab metodologi ini berisi gambaran proses yang akan dilakukan dalam
penelitian dan penjelasan cara kerja sistem, serta data sekuen protein yang
digunakan dalam penelitian.
3.1 Data
Dalam penelitian ini, sistem mengklasifikasikan jenis-jenis kanker
payudara yang diidentifikasi dari susunan sekuen protein asam amino
menggunakan metode SVM. Sekuen protein terdiri dari 20 asam amino yang
didefinisikan menggunakan huruf atau String dengan panjang yang berbeda-beda.
Macam-macam asam amino yang ada antara lain Alanin (A), Arginin (R),
Asparagin (N), Asam Aspartat (D), Sistein (C), Glutamin (Q), Asam Glutamat
(E), Glisin (G), Histidin (H), Isolesin (I), Lesin (L), Lisin (K), Metionin(M),
Fenilalanin (F), Prolin (P), Serin (S), Treonin (T), Triptofan (W), Tirosin (Y),
Valin (V). Data sekuen protein yang berupa String tersebut akan diproses yaitu
dengan mengubah String menjadi numerik sehingga didapatkan ciri atau feature
dari masing-masing data sekuen protein. Data sekuen protein yang digunakan
menggunakan format *.fasta dan akan diinputkan untuk melakukan proses
ekstraksi ciri.
Untuk penelitian ini, data yang digunakan sebanyak 147 sekuen protein
asam amino, yang terdiri dari :
a. 75 sekuen protein asam amino breast cancer type 1 (BRCA1)
b. 37 sekuen protein asam amino breast cancer type 2 (BRCA2)
c. 35 sekuen protein asam amino manusia sehat
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BRCA1 dan BRCA2 adalah gen manusia yang menghasilkan protein
tumor supressor. Protein ini membantu memperbaiki DNA yang rusak. Saat gen-
gen ini mengalamai mutasi atau produk proteinnya tidak dapat dibuat atau
berfungsi secara baik, DNA yang rusak tidak dapat diperbaiki secara benar dan
akan terbentuk gen yang bisa menyebabkan kanker. Mutasi BRCA1 dan BRCA2
mewarisi kanker payudara dan kanker rahim (ovarian). (National Cancer Institute)
Contoh data sekuen protein asam amino kanker jenis BRCA1 yang
digunakan :
3.2 Metode
Metode akan menjelaskan urutan proses yang akan dilakukan dalam sistem
yaitu proses training dan testing. Proses pelatihan atau training bertujuan untuk
>tr|E7EWN5|E7EWN5_HUMAN Breast cancer type 1
susceptibility protein (Fragment) OS=Homo sapiens
GN=BRCA1 PE=2 SV=1
MDLSALRVEEVQNVINAMQKILECPICLELIKEPVSTKCDHIFCKFCMLKLLNQKK
GPSQ
CPLCKNDITKRSLQESTRFSQLVEELLKIICAFQLDTGLEYANSYNFAKKENNSPE
HLKD
EVSIIQSMGYRNRAKRLLQSEPENPSLQETSLSVQLSNLGTVRTLRTKQRIQPQKT
SVYI
ELGSDSSEDTVNKATYCSVGDQELLQITPQGTRDEISLDSAKKAACEFSETDVTNT
EHHQ
PSNNDLNTTEKRAAERHPEKYQGSSVSNLHVEPCGTNTHASSLQHENSSLLLTKDR
MNVE
KAEFCNKSKQPGLARSQHNRWAGSKETCNDRRTPSTEKKVDLNADPLCERKEWNKQ
KLPC
SENPRDTEDVPWITLNSSIQKVNEWFSRSDELLGSDDSHDGESESNAKVADVLDVL
NEVD
EYSGSSEKIDLLASDPHEALICKSERVHSKSVESNIEDKIFGKTYRKKASLPNLSH
VTEN
LIIGAFVTEPQIIQERPLTNKLKRKRRPTSGLHPEDFIKKADLAVQKTPEMINQGT
NQTE
QNGQVMNITNSGHENKTKGDSIQNEKNPNPIESLEKESAFKTKAEPISSSISNMEL
ELNI
HNSKAPKKNRLRRKSSTRHIHALELVVSRNLSPPNCTELQIDSCSSSEE
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membentuk model. Proses pengujian atau testing bertujuan sebagai pengenalan
atau penentuan jenis kanker. Proses training terdiri dari ekstraksi ciri dan
klasifikasi SVM untuk membentuk model. Proses testing terdiri dari ekstraksi ciri,
klasifikasi dan validasi hingga terbentuk hasil.  Proses dari sistem bisa dilihat
pada block diagram di bawah ini.
Gambar 3.1 Diagram Proses Training dan Testing
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3.2.1 Ekstraksi Ciri
Tahap ekstraksi ciri ini bertujuan untuk mendapatkan ciri penting dari data
sekuen protein asam amino. Pertama, data sekuen protein asam amino yang
berupa String akan diubah menjadi numerik dengan memberikan nilai EIIP pada
setiap String dalam sekuen. Sekuen protein asam amino yang sudah diubah
menjadi numerik dapat dilihat dalam grafik seperti di bawah ini :
Sekuen protein asam amino yang telah diubah nilainya menjadi numerik
menggunakan EIIP akan diproses lebih lanjut. Sekuen tersebut akan diproses
menggunakan Fast Fourier Transform (FFT). Hasil dari proses FFT bisa dlihat
pada gambar grafik berupa stem dibawah.
Gambar 3.2 Grafik nilai EIIP sekuen protein asam amino E7EWN5
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Selanjutnya, data akan diubah menjadi sinyal menggunakan LPC untuk
mendapatkan ciri dari sekuen protein tersebut. Orde yang digunakan untuk LPC
adalah 8 dan 12. Terdapat 3 proses pengubahan menjadi sinyal yaitu LPC, delta
LPC dan delta delta LPC. Delta adalah turunan. Untuk orde 8, setiap prosesnya
akan menghasilkan 8 ciri dan 1 energi. Semuanya digabungkan sehingga
menghasilkan 27 atribut. Untuk orde 12, setiap prosesnya akan menghasilkan 12
ciri dan 1 energi sehingga didapatkan 39 atribut dengan menggabungkan hasil dari
ketiga proses.
Gambar 3.3 Sinyal FFT sekuen protein asam amino E7EWN5
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Pada gambar diatas dapat dilihat sinyal hasil proses LPC, delta LPC dan
delta delta LPC masing-masing dengan orde 8 dari sekuen protein asam amino
E7EWN5. Proses LPC orde 8 menghasilkan 8 ciri beserta 1 energi. Proses delta
LPC dan delta delta LPC masing-masing juga menghasilkan 8 ciri dan 1 energi.
Dari gabungan ketiga proses tersebut didapatkan 27 ciri atau atribut. Sinyal yang
ditampilkan diatas dalam bentuk plot. Jika tampilan diubah menjadi bentuk stem
atau seperti grafik batang maka akan terlihat atribut yang terbentuk sejumlah 27
atribut.
Gambar 3.4 Plot sinyal LPC,delta LPC dan delta delta LPC orde 8 sekuen
protein asam amino E7EWN5
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Gambar diatas menunjukkan plot sinyal hasil ekstraksi ciri sekuen protein
asam amino E7EWN5. Metode yang digunakan merupakan gabungan antara LPC,
delta LPC dan delta delta LPC masing-masing dengan orde 12. Proses LPC yang
dilakukan menghasilkan 12 ciri dan 1 energi, demikian juga dengan proses delta
LPC dan delta delta LPC yang menghasilkan 12 ciri dan 1 energi. Total atribut
atau ciri dari gabungan LPC, delta LPC dan delta delta LPC menjadi 39 atribut.
Tampilan sinyal diatas dalam bentuk plot. Jika tampilan diubah menjadi bentuk
stem atau seperti grafik batang maka akan terlihat atribut yang terbentuk sejumlah
39 atribut.
3.2.2 Proses Training
Pada proses training, data hasil ekstraksi ciri akan diproses dengan
modifikasi algoritma SVM dengan menggunakan berbagai macam kernel yang
ada pada toolbox Matlab. Kernel yang akan digunakan yaitu Polynomial (2.33),
Gambar 3.5 Plot sinyal LPC orde 12 sekuen protein asam amino E7EWN5
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Linear (2.30), Quadratic (2.31), Radial Basis Function (2.32), Least Square
Method, Quadratic Programming Method dan Sequential Minimal Optimization
Method. Berikut algoritma SVM untuk masalah non-linear (Flecher, 2009) :
1. Lakukan pemetaan data ke dimensi lebih tinggi dengan kernel yang
dipilih → ∅( )
2. Tentukan H dimana = ∅( ). ∅
3. Cari α sehingga∑ −
menjadi maksimal dengan syarat :0 ≤ ≤ ∀ dan ∑ = 0
4. Hitung
= ∅( )
5. Tentukan seluruh support vector S dengan mencari indeksnya dimana0 ≤ ≤
6. Hitung
= ∑ − ∑ ∈ ∅( ). ∅( )∈
7. Tiap titik baru x’ dapat terklasifikasi dengan memeriksa= ( . ∅( ) + )
Hasil dari proses pelatihan ini adalah model yang akan digunakan untuk
mengenali data baru yang dimasukkan pada proses pengujian.
(3.1)
(3.2)
(3.3)
(3.4)
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3.2.3 Tahap Klasifikasi SVM
Data sekuen protein yang sudah didapatkan cirinya selanjutnya akan
diklasifikasikan menggunakan metode SVM. Data yang digunakan terbagi dalam
3 kelas yaitu kanker jenis brca1, brca2 dan sehat. Karena data terbagi dalam lebih
dari 2 kelas maka dilakukan pendekatan SVM Multikelas. Pendekatan SVM
Multikelas yang digunakan adalah ECOC (Error Correcting Output Code). Pada
setiap kelas dibuat codeword dengan panjang 3 bit karena ada 3 kelas data yang
bisa dilihat pada tabel berikut :
Tabel 3.1 Encoding kelas set data sekuen protein
Kelas Codeword
Kanker jenis brca1 1 1 1
Kanker jenis brca2 0 0 1
Sehat 0 1 0
Dari tabel diatas dapat dilihat 3 model biner yang terbentuk. Model biner
yang pertama untuk memisahkan kanker jenis brca1 dengan kanker jenis brca2
dan sehat. Yang kedua yaitu memisahkan kanker jenis brca2 dengan kanker jenis
brca1 dan sehat. Yang ketiga memisahkan sehat dengan kanker jenis brca1 dan
brca2.
3.2.4 Pengujian
Pengujian dilakukan untuk mengetahui akurasi dari proses klasifikasi.
Akurasi merupakan presentase data yang terklasifikasikan dengan benar. Dari
tahap pengujian ini dapat diketahui apakah kanker jenis brca1, brca2 dan sehat
bisa dikenali sebagai kanker jenisnya masing-masing. Pengujian menggunakan 3-
fold cross-validation dengan membagi data menjadi 3 bagian untuk training dan
testing. Dari 147 data yang digunakan akan dibagi menjadi 3 bagian masing-
PLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJIPLAGIAT MERUPAKAN TINDAKAN TIDAK TERPUJI
31
masing sejumlah 48, 48 dan 49. Dua bagian kelompok dari ketiga kelompok data
yang telah terbentuk akan digunakan untuk training dan satu bagian kelompok
data untuk testing. Proses tersebut dilakukan sebanyak 3 kali dengan kombinasi
kelompok data yang berbeda-beda. Hasil dari proses klasifikasi dapat dibentuk
menjadi tabel yang disebut tabel confusion matrix. Dari tabel confusion matrix
dapat diketahui jumlah data yang teridentifikasi secara benar untuk selanjutnya
dihitung akurasi hasil prediksinya. Di bawah ini contoh tabel confusion matrix.
Tabel 3.2 Confusion Matrix
Kanker jenis brca1 Kanker jenis brca2 Sehat
Kanker jenis brca1 √
Kanker jenis brca2 √
Sehat √
Dari tabel confusion matrix diatas, dapat dihitung akurasi dari percobaan
yang telah dilakukan. Perhitungan akurasi :
= ∑∑ × 100%
Keterangan :
∑data benar = jumlah angka pada diagonal matriks
∑total data = jumlah total data yang digunakan dalam percobaan
(3.5)
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BAB IV
IMPLEMENTASI SISTEM DAN ANALISIS HASIL
Pada bab ini akan dibahas hal-hal yang berkaitan dengan implementasi
sistem, hasil yang didapatkan dari pengujian-pengujian yang dilakukan, serta
analisis dari hasil pengujian.
4.1 Hasil dan Analisis
Pengujian dilakukan dengan menggunakan kernel yang berbeda-beda pada
proses training. Kernel yang digunakan antara lain Polynomial Order 2,
Polynomial Order 3, Linear, Quadratic, RBF, Least Square Method, Quadratic
Programming Method dan Sequential Minimal Optimization Method. Dari proses
pengujian ini dihasilkan nilai akurasi yang berbeda-beda. Berikut tabel hasil
akurasi pengujian menggunakan kernel yang berbeda.
Tabel 4.1 Tabel Hasil Akurasi Pengujian Variasi Kernel
Pengujian Akurasi
Kernel Polynomial Order 2 74,82 %
Kernel Polynomial Order 3 85,03 %
Kernel Linear 61,22 %
Kernel Quadratic 74,82 %
Kernel Radial Basis Function (RBF) 61,22 %
Kernel Least Square Method 57,82 %
Kernel Quadratic Programming Method 61,22 %
Kernel Sequential Minimal Optimization Method 63,26 %
Dari kedelapan pengujian dengan kernel yang berbeda-beda, didapatkan
hasil akurasi yang paling baik sebesar 85,03 % yaitu menggunakan kernel
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Polynomial Order 3. Penggunaan kernel Linear, RBF dan Quadratic
Programming Method menghasilkan akurasi sebesar 61,22 %. Akurasi 74,82 %
didapatkan dari pengujian dengan menggunakan kernel Polynomial Order 2 dan
Quadratic. Pengujian dengan kernel Sequential Minimal Optimization Method
menghasilkan akurasi sebesar 63,26 %. Akurasi terendah terdapat pada pengujian
yang menggunakan kernel Least Square Method yaitu sebesar 57,82 %. Grafik
hasil akurasi pengujian variasi kernel ditunjukkan melalui grafik dibawah ini :
Gambar 4.1 Grafik Akurasi dari Variasi Kernel
Implementasi pengujian menggunakan kernel Polynomial Order 3
menghasilkan akurasi yang paling baik. Dari 147 data yang diuji, 125 data dapat
dikenali dengan baik. Data yang dapat diidentifikasi secara tepat masing-masing
sebanyak 73 data brca1, 27 data brca2 dan 25 data sehat. Dari total 125 data yang
teridentifikasi secara benar, dihitung hasil akurasinya dan didapatkan akurasi
sebesar 85,03%. Berikut tabel confusion matrix dari pengujian kernel Polynomial
Order 3.
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Tabel 4.2 Confusion Matrix dengan Kernel Polynomial Order 3
Brca1 Brca2 Sehat
Brca1 73 0 2
Brca2 10 27 0
Sehat 28 2 25
Implementasi pengujian menggunakan kernel Least Square Method
menghasilkan akurasi yang paling kecil diantara semua pengujian kernel yang
dilakukan. Dari 147 data yang diuji, hanya 85 data yang dapat dikenali dengan
baik masing-masing sejumlah 71 data brca1 dan 14 data brca2, sedangkan data
sehat tidak dapat teridentifikasi secara tepat. Hasil akurasi yang didapatkan
dengan persen hanya sebesar 57,82 %. Tabel confusion matrix untuk pengujian
dengan kernel Least Square Method dapat dilihat di bawah ini :
Tabel 4.3 Confusion Matrix dengan Kernel Least Square Method
Brca1 Brca2 Sehat
Brca1 71 3 1
Brca2 23 14 0
Sehat 33 2 0
Dalam proses ekstraksi ciri dilakukan metode LPC untuk mendapatkan ciri
dari masing-masing data. Metode LPC yang digunakan merupakan kombinasi dari
metode LPC itu sendiri dan turunan dari metode LPC yaitu delta LPC dan delta
delta LPC. Pengujian dengan kombinasi metode LPC dan turunannya ini
menggunakan orde 8 dan 12 untuk setiap kombinasi metode. Berikut merupakan
gambaran dari metode-metode yang digunakan.
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Tabel 4.4 Tabel Variasi Feature /  Metode LPC
No Feature / Metode
1 LPC orde 8
2 LPC, delta LPC orde 8
3 LPC, delta LPC, delta delta LPC orde 8
4 LPC orde 12
5 LPC, delta LPC orde 12
6 LPC, delta LPC, delta delta LPC orde 12
Dalam implementasinya, dari 147 data yang diujikan menggunakan kernel
Polynomial Orde 3 untuk semua kombinasi metode LPC diatas menghasilkan
akurasi sebagai berikut :
Tabel 4.5 Tabel Hasil Akurasi Variasi Feature / Metode LPC
No Feature / Metode Akurasi
1 LPC orde 8 76,87 %
2 LPC, delta LPC orde 8 84,35 %
3 LPC, delta LPC, delta delta LPC orde 8 85,03 %
4 LPC orde 12 75,69 %
5 LPC, delta LPC orde 12 80,55 %
6 LPC, delta LPC, delta delta LPC orde 12 81,94 %
Dari keenam pengujian yang dilakukan menggunakan kombinasi metode
LPC yang berbeda, akurasi paling baik didapatkan dari kombinasi penggunaan
metode LPC, delta LPC dan delta delta LPC dengan orde 8 yaitu sebesar 85,03 %.
Penggunaan LPC orde 8 menghasilkan akurasi sebesar 76,87 %. Pengujian
dengan menggunakan kombinasi LPC dan delta LPC orde 8 menghasilkan akurasi
84,35 %. Akurasi terendah sebesar 75,69 % didapatkan dari penggunaan LPC
orde 12. Kombinasi metode LPC dan delta LPC orde 12 menghasilkan akurasi
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80,55 %. Pengujian dengan menggunakan kombinasi metode LPC, delta LPC dan
delta delta LPC orde 12 menghasilkan akurasi sebesar 81,94 %. Berikut hasil
akurasi dari keenam variasi metode LPC yang ditampilkan dalam bentuk grafik.
Gambar 4.2 Grafik Akurasi dari Variasi Feature /  Metode LPC
Pengujian selanjutnya yaitu klasifikasi tunggal. Dalam proses ini, satu
buah data sekuen protein asam amino akan diuji apakah data tersebut termasuk
dalam kanker jenis BRCA1, BRCA2 atau sehat. Data sekuen protein asam amino
dipilih dengan menggunakan tombol “Input File” dan akan diarahkan pada
direktori folder pilihan “data testing”. Setelah data dipilih,hasil klasifikasi dapat
ditampilkan dengan menjalankan tombol “Proses”. Pertama-tama data akan
diubah menjadi numerik dan diekstraksi cirinya seperti pada proses training.
Setelah itu data hasil ekstraksi ciri akan dibandingkan dengan model yang telah
dibuat dan disimpan pada saat proses pelatihan. Hasil klasifikasi akan muncul
pada field yang telah tersedia. Implementasi klasifikasi tunggal dapat dilihat pada
gambar 4.3 berikut ini :
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Gambar 4.3 Halaman Klasifikasi Tunggal
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BAB V
KESIMPULAN DAN SARAN
5.1 Kesimpulan
Berdasarkan hasil penelitian pengenalan jenis kanker berdasarkan susunan
protein menggunakan metode klasifikasi SVM ini dapat diambil
kesimpulan sebagai berikut :
1. Pada pengenalan jenis kanker berdasarkan susunan protein dengan
klasifikasi SVM ini, data yang digunakan sejumlah 147 data sekuen
protein asam amino, yang terdiri dari data kanker breast cancer type 1
sebanyak 75 sekuen, kanker jenis breast cancer type 2 sebanyak 37
sekuen dan data sehat sebanyak 35 sekuen. Dari 147 data, data dibagi
menjadi dua bagian yaitu 98 data training dan 49 data testing. Proses
training menggunakan 7 kernel yang ada pada toolbox Matlab yaitu
kernel Polynomial, Quadratic, Radial Basis Function, Least Square
Method, Quadratic Programming Method dan Sequential Minimal
Optimization Method. Hasil pengujian yang telah dilakukan
menunjukkan bahwa klasifikasi SVM merupakan metode pengenalan
pola yang baik untuk sekuen protein asam amino.
2. Dari proses penggunaan 7 kernel yang berbeda didapatkan hasil yang
paling baik yaitu menggunakan kernel Polynomial Order 3 yang
menghasilkan akurasi sebesar 85,03 % dan hasil yang paling kecil
yaitu menggunakan kernel Least Square Method dengan akurasi
sebesar 57,82 %.
3. Pengujian juga dilakukan dengan memodifikasi kombinasi metode
LPC, delta LPC dan delta delta LPC dengan orde 8 dan 12 pada proses
ekstraksi ciri. Dari keenam pengujian didapatkan hasil pengujian yang
paling baik menggunakan kombinasi metode LPC, delta LPC dan delta
delta LPC orde 8 menghasilkan akurasi sebesar 85,03%.
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5.2 Saran
Saran untuk tugas akhir ini adalah :
1. Inputan sekuen lebih banyak untuk setiap jenis kanker dan ditambah
jenis kanker lain.
2. Akurasi sistem dapat meningkat.
3. Penelitian selanjutnya dapat menggunakan metode ekstraksi ciri yang
berbeda.
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LAMPIRAN
File : fastare.m
function f = fastare(x)
%UNTITLED Summary of this function goes here
%   Detailed explanation goes here
a=fastaread(x);
s=a.Sequence;
l=length(s);
ds = [];
for i = 1:l
hr = s(i);
if hr == ('L');
ds(i)=0.0000;
elseif hr == ('I')
ds(i)=0.0000;
elseif hr == ('N')
ds(i)=0.0036;
elseif hr == ('G')
ds(i)=0.0050;
elseif hr == ('V')
ds(i)=0.0057;
elseif hr == ('E')
ds(i)=0.0058;
elseif hr == ('P')
ds(i)=0.0198;
elseif hr == ('H')
ds(i)=0.0242;
elseif hr == ('K')
ds(i)=0.0371;
elseif hr == ('A')
ds(i)=0.0373;
elseif hr == ('Y')
ds(i)=0.0516;
elseif hr == ('W')
ds(i)=0.0548;
elseif hr == ('Q')
ds(i)=0.0761;
elseif hr == ('M')
ds(i)=0.0823;
elseif hr == ('S')
ds(i)=0.0829;
elseif hr == ('C')
ds(i)=0.0829;
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File : fold.m
elseif hr == ('T')
ds(i)=0.0941;
elseif hr == ('F')
ds(i)=0.0954;
elseif hr == ('R')
ds(i)=0.0956;
elseif hr == ('D')
ds(i)=0.1263;
end
end
sinyalfft = fft(ds);
sinyalLpc = dolpc(sinyalfft,8);
stem(sinyalLpc, 'Displayname','sinyalLpc');figure(gcf)
sinyalDeltaLpc = deltas(sinyalLpc,8);
stem(sinyalDeltaLpc,
'Displayname','sinyalDeltaLpc');figure(gcf)
sinyalDeltaDelta =deltas(sinyalDeltaLpc,8);
stem(sinyalDeltaDelta,
'Displayname','sinyalDeltaDelta');figure(gcf)
allSinyal = [sinyalLpc;sinyalDeltaLpc;sinyalDeltaDelta];
figure, plot(1:27,allSinyal);
f=allSinyal;
load datatrain;
kelas = datatraining(:,1);
att = datatraining(:,2:28);
kelas1 = 1:75;
kelas2 = 76:112;
kelas3 = 113:147;
data_latih = att;
%mengganti label kelas dengan nomor indeks kelas
kelas_1 = double(ismember(kelas, 1));
kelas_2 = double(ismember(kelas, 2));
kelas_3 = double(ismember(kelas, 3));
kelas_all = [kelas_1 kelas_2 kelas_3];
[a, kelas_all] = max(kelas_all');
kelas_all = kelas_all';
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File : svmkernel.m
[N] = size (att,1)
k = 3
c1 = cvpartition(N,'kfold',k)
[c1.training(1) c1.test(1)]'
load part;
partisi = c1;
%mengambil set data latih dan set data uji berdasarkan indeks
%ambil dari pecahan ke 1 pada sintaks pertama
idx_latih = c1.training(1);
idx_uji = c1.test(1);
data_latih_1 = att(idx_latih,:);
kelas_latih1 = kelas_1(idx_latih,1);
kelas_latih2 = kelas_2(idx_latih,1);
kelas_latih3 = kelas_3(idx_latih,1);
kelas_latih23 = kelas_latih2 + kelas_latih3;
kelas_latih_all = [kelas_latih1 kelas_latih23];
[a1, kelas_latih_all] = max(kelas_latih_all');
kelas_latih_all = kelas_latih_all';
kelas_latih_all = 2-kelas_latih_all;
data_uji = att(idx_uji,:);
kelas_uji = kelas(idx_uji,1);
display('Data Latih');
[data_latih_1, kelas_latih_all]
display('Data Uji');
[data_uji kelas_uji]
idx_latih_2 = c1.training(2);
idx_uji_2 = c1.test(2);
data_latih_2 = att(idx_latih_2,:);
kelas_latih1_2 = kelas_1(idx_latih_2,1);
kelas_latih2_2 = kelas_2(idx_latih_2,1);
kelas_latih3_2 = kelas_3(idx_latih_2,1);
kelas_latih13_2 = kelas_latih1_2 + kelas_latih3_2;
kelas_latih_all_2 = [kelas_latih13_2 kelas_latih2_2];
[a2, kelas_latih_all_2] = max(kelas_latih_all_2');
kelas_latih_all_2 = kelas_latih_all_2';
kelas_latih_all_2 = 2-kelas_latih_all_2;
data_uji_2 = att(idx_uji_2,:);
kelas_uji_2 = kelas(idx_uji_2,1);
display('Data Latih');
[data_latih_2, kelas_latih_all_2]
display('Data Uji');
[data_uji_2 kelas_uji_2]
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idx_latih_3 = c1.training(3);
idx_uji_3 = c1.test(3);
data_latih_3 = att(idx_latih_3,:);
kelas_latih1_3 = kelas_1(idx_latih_3,1);
kelas_latih2_3 = kelas_2(idx_latih_3,1);
kelas_latih3_3 = kelas_3(idx_latih_3,1);
kelas_latih12_3 = kelas_latih1_3 + kelas_latih2_3;
kelas_latih_all_3 = [kelas_latih12_3 kelas_latih3_3];
[a3, kelas_latih_all_3] = max(kelas_latih_all_3');
kelas_latih_all_3 = kelas_latih_all_3';
kelas_latih_all_3 = 2-kelas_latih_all_3;
data_uji_3 = att(idx_uji_3,:);
kelas_uji_3 = kelas(idx_uji_3,1);
display('Data Latih');
[data_latih_3, kelas_latih_all_3]
display('Data Uji');
[data_uji_3 kelas_uji_3]
%membuat model klasifikasi
fungsi_kernel = 'Polynomial';
% fungsi_kernel = 'Quadratic';
% fungsi_kernel = 'Linear';
% nilai_order = 2;
SVMStruct_1 = svmtrain(data_latih_1, kelas_latih_all,
'Kernel_Function', fungsi_kernel, 'showplot', true);
% SVMStruct_1 = svmtrain(data_latih_1, kelas_latih_all,
'Kernel_Function', fungsi_kernel, 'POLYORDER', nilai_order,
'showplot', true);
% RBFSigmaValue = 1;
% SVMStruct_1 = svmtrain(data_latih_1, kelas_latih_all,
'RBF_Sigma', RBFSigmaValue, 'showplot', true);
% method = 'LS';
% method = 'SMO';
% method = 'QP';
% SVMStruct_1 = svmtrain(data_latih_1, kelas_latih_all,
'METHOD', method, 'showplot', true);
display(['Klasifikator 1']);
Support_Vector_1 = SVMStruct_1.SupportVectors;
Index_Support_Vector_1 = SVMStruct_1.SupportVectorIndices;
display(['Index Support Vector 1']);
Index_Support_Vector_1'
Data_Support_Vector_1 = data_latih_1(Index_Support_Vector_1,:)
Alpha_1 = SVMStruct_1.Alpha;
display(['Alpha']);
Alpha_1'
Bias_1 = SVMStruct_1.Bias
%membuat model klasifikasi
fungsi_kernel = 'Polynomial';
% fungsi_kernel = 'Quadratic';
% fungsi_kernel = 'Linear';
% nilai_order = 2;
SVMStruct_2 = svmtrain(data_latih_2, kelas_latih_all_2,
'Kernel_Function', fungsi_kernel, 'showplot', true);
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% SVMStruct_2 = svmtrain(data_latih_2, kelas_latih_all_2,
'Kernel_Function', fungsi_kernel, 'POLYORDER', nilai_order,
'showplot', true);
% RBFSigmaValue = 1;
% SVMStruct_2 = svmtrain(data_latih_2, kelas_latih_all_2,
'RBF_Sigma', RBFSigmaValue, 'showplot', true);
% method = 'LS';
% method = 'SMO';
% method = 'QP';
% SVMStruct_2 = svmtrain(data_latih_2, kelas_latih_all_2,
'METHOD', method, 'showplot', true);
display(['Klasifikator 2']);
Support_Vector_2 = SVMStruct_2.SupportVectors;
Index_Support_Vector_2 = SVMStruct_2.SupportVectorIndices;
display(['Index Support Vector 2']);
Index_Support_Vector_2'
Data_Support_Vector_2 = data_latih_2(Index_Support_Vector_2,:)
Alpha_2 = SVMStruct_2.Alpha;
display(['Alpha 2']);
Alpha_2'
Bias_2 = SVMStruct_2.Bias
%membuat model klasifikasi
fungsi_kernel = 'Polynomial';
% fungsi_kernel = 'Quadratic';
% fungsi_kernel = 'Linear';
% nilai_order = 2;
SVMStruct_3 = svmtrain(data_latih_3, kelas_latih_all_3,
'Kernel_Function', fungsi_kernel, 'showplot', true);
% SVMStruct_3 = svmtrain(data_latih_3, kelas_latih_all_3,
'Kernel_Function', fungsi_kernel, 'POLYORDER', nilai_order,
'showplot', true);
% RBFSigmaValue = 1;
% SVMStruct_3 = svmtrain(data_latih_3, kelas_latih_all_3,
'RBF_Sigma', RBFSigmaValue, 'showplot', true);
% method = 'LS';
% method = 'SMO';
% method = 'QP';
% SVMStruct_3 = svmtrain(data_latih_3, kelas_latih_all_3,
'METHOD', method, 'showplot', true);
display(['Klasifikator 3']);
Support_Vector_3 = SVMStruct_3.SupportVectors;
Index_Support_Vector_3 = SVMStruct_3.SupportVectorIndices;
display(['Index Support Vector 3']);
Index_Support_Vector_3'
Data_Support_Vector_3 = data_latih_3(Index_Support_Vector_3,:)
Alpha_3 = SVMStruct_3.Alpha;
display(['Alpha 3']);
Alpha_3'
Bias_3 = SVMStruct_3.Bias
% melakukan prediksi
kelas_1 = [1 1 1];
kelas_2 = [0 0 1];
kelas_3 = [0 1 0];
for i=1:147
%     prediksi(1) = svmclassify(SVMStruct_1,data_uji(i,:));
%     prediksi(2) = svmclassify(SVMStruct_2,data_uji_2(i,:));
%     prediksi(3) = svmclassify(SVMStruct_3,data_uji_3(i,:));
%
%     jarak(1) = sum(xor(prediksi, kelas_1));
%     jarak(2) = sum(xor(prediksi, kelas_2));
%     jarak(3) = sum(xor(prediksi, kelas_3));
%
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File : klasifikasikankertunggal.m
% melakukan prediksi
kelas_1 = [1 1 1];
kelas_2 = [0 0 1];
kelas_3 = [0 1 0];
for i=1:147
prediksi(1) = svmclassify(SVMStruct_1,data_latih(i,:));
prediksi(2) = svmclassify(SVMStruct_2,data_latih(i,:));
prediksi(3) = svmclassify(SVMStruct_3,data_latih(i,:));
jarak(1) = sum(xor(prediksi, kelas_1));
jarak(2) = sum(xor(prediksi, kelas_2));
jarak(3) = sum(xor(prediksi, kelas_3));
[a, idx_kelas] = min(jarak);
kelas_uji_hasil(i) = idx_kelas;
end
kelas_uji_all = [kelas_uji kelas_uji_2 kelas_uji_3];
[a_all, kelas_uji_all] = max(kelas_uji_all');
kelas_uji_all = kelas_uji_all';
kelas_uji_hasil = kelas_uji_hasil';
hasil_prediksi = confusionmat(kelas_all, kelas_uji_hasil);
akurasi =
(sum(diag(hasil_prediksi))/sum(hasil_prediksi(:)))*100;
function varargout = klasfikasikankertunggal(varargin)
% KLASFIKASIKANKERTUNGGAL M-file for
klasfikasikankertunggal.fig
%      KLASFIKASIKANKERTUNGGAL, by itself, creates a new
KLASFIKASIKANKERTUNGGAL or raises the existing
%      singleton*.
%
%      H = KLASFIKASIKANKERTUNGGAL returns the handle to a new
KLASFIKASIKANKERTUNGGAL or the handle to
%      the existing singleton*.
%
%
KLASFIKASIKANKERTUNGGAL('CALLBACK',hObject,eventData,handles,..
.) calls the local
%      function named CALLBACK in KLASFIKASIKANKERTUNGGAL.M
with the given input arguments.
%
%      KLASFIKASIKANKERTUNGGAL('Property','Value',...) creates
a new KLASFIKASIKANKERTUNGGAL or raises the
%      existing singleton*.  Starting from the left, property
value pairs are
%      applied to the GUI before
klasfikasikankertunggal_OpeningFcn gets called.
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An
%      unrecognized property name or invalid value makes
property application
%      stop.  All inputs are passed to
klasfikasikankertunggal_OpeningFcn via varargin.
%
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI
allows only one
%      instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help
klasfikasikankertunggal
% Last Modified by GUIDE v2.5 23-Aug-2015 18:58:33
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;
gui_State = struct('gui_Name',       mfilename, ...
'gui_Singleton',  gui_Singleton, ...
'gui_OpeningFcn',
@klasfikasikankertunggal_OpeningFcn, ...
'gui_OutputFcn',
@klasfikasikankertunggal_OutputFcn, ...
'gui_LayoutFcn',  [] , ...
'gui_Callback',   []);
if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});
end
if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State,
varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
% --- Executes just before klasfikasikankertunggal is made
visible.
function klasfikasikankertunggal_OpeningFcn(hObject, eventdata,
handles, varargin)
% This function has no output args, see OutputFcn.
% hObject    handle to figure
% eventdata  reserved - to be defined in a future version of
MATLAB
% handles    structure with handles and user data (see GUIDATA)
% varargin   command line arguments to klasfikasikankertunggal
(see VARARGIN)
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% Choose default command line output for
klasfikasikankertunggal
handles.output = hObject;
axes(handles.logo);
image(imread('icon\LOGO_SANATA_DHARMA.png'));
grid off;
axis off;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes klasfikasikankertunggal wait for user response
(see UIRESUME)
% uiwait(handles.figure1);
% --- Outputs from this function are returned to the command
line.
function varargout = klasfikasikankertunggal_OutputFcn(hObject,
eventdata, handles)
% varargout  cell array for returning output args (see
VARARGOUT);
% hObject handle to figure
% eventdata  reserved - to be defined in a future version of
MATLAB
% handles    structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure
varargout{1} = handles.output;
function editfasta_Callback(hObject, eventdata, handles)
% hObject    handle to editfasta (see GCBO)
% eventdata  reserved - to be defined in a future version of
MATLAB
% handles    structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editfasta as
text
%        str2double(get(hObject,'String')) returns contents of
editfasta as a double
% --- Executes during object creation, after setting all
properties.
function editfasta_CreateFcn(hObject, eventdata, handles)
% hObject handle to editfasta (see GCBO)
% eventdata  reserved - to be defined in a future version of
MATLAB
% handles    empty - handles not created until after all
CreateFcns called
% Hint: edit controls usually have a white background on
Windows.
%       See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
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% --- Executes on button press in inputbutton.
function inputbutton_Callback(hObject, eventdata, handles)
% hObject    handle to inputbutton (see GCBO)
% eventdata  reserved - to be defined in a future version of
MATLAB
% handles    structure with handles and user data (see
GUIDATA)
set(handles.editfasta,'String','');
[namaFile, alamatFile] = uigetfile({'*.fasta'}, 'Pilih file');
if namaFile ~=0
idx = strfind(alamatFile, 'data testing');
if idx ~= 0
namaalamatfile = fullfile(alamatFile,namaFile);
set(handles.editfasta,'String',namaFile);
else
uiwait(msgbox('ADA ERROR: Anda tidak mengambil
file dari folder "data testing"','Peringatan','modal'));
end
end
% --- Executes on button press in prosesbutton.
function prosesbutton_Callback(hObject, eventdata, handles)
% hObject    handle to prosesbutton (see GCBO)
% eventdata  reserved - to be defined in a future version of
MATLAB
% handles    structure with handles and user data (see
GUIDATA)
input_data= get(handles.editfasta,'String');
data_prot = fastare(input_data);
data_prot_t = data_prot';
load tunggalcoba;
model1 = SVMStruct_1;
model2 = SVMStruct_2;
model3 = SVMStruct_3;
predict1 = svmclassify(model1,data_prot_t);
if predict1==1
set(handles.editkelas,'String','Kanker BRCA1')
else
predict2 = svmclassify(model2,data_prot_t);
if predict2==1
set(handles.editkelas,'String','Kanker BRCA2')
else
predict3 = svmclassify(model3,data_prot_t);
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if predict3==1
%kelas='Sehat'
set(handles.editkelas,'String','Sehat')
end
end
end
function editkelas_Callback(hObject, eventdata, handles)
% hObject    handle to editkelas (see GCBO)
% eventdata  reserved - to be defined in a future version of
MATLAB
% handles    structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of editkelas as
text
%        str2double(get(hObject,'String')) returns contents of
editkelas as a double
% --- Executes during object creation, after setting all
properties.
function editkelas_CreateFcn(hObject, eventdata, handles)
% hObject    handle to editkelas (see GCBO)
% eventdata  reserved - to be defined in a future version of
MATLAB
% handles empty - handles not created until after all
CreateFcns called
% Hint: edit controls usually have a white background on
Windows.
%       See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
% --- Executes during object creation, after setting all
properties.
function logo_CreateFcn(~, ~, ~)
% hObject    handle to logo (see GCBO)
% eventdata  reserved - to be defined in a future version of
MATLAB
% handles    empty - handles not created until after all
CreateFcns called
% Hint: place code in OpeningFcn to populate logo
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