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Abstract—We prove a general theorem on the persistence of Whitney C∞-smooth families of
invariant tori in the reversible context 2 of KAM theory. This context refers to the situation
where dimFixG < (codim T )/2 where FixG is the fixed point manifold of the reversing invo-
lution G and T is the invariant torus in question. Our result is obtained as a corollary of the
theorem by H. W. Broer, M.-C. Ciocci, H. Hanßmann, and A. Vanderbauwhede of 2009 con-
cerning quasi-periodic stability of invariant tori with singular “normal” matrices in reversible
systems.
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1 Introduction
1.1 Reversible Systems and Their Invariant Tori
KAM theory was founded in the fifties and sixties of the 20th century by A. N. Kolmogorov,
V. I. Arnold, and J. Moser as the theory of quasi-periodic motions in non-integrable Hamiltonian
systems (Hamiltonian flows and symplectic diffeomorphisms). However, it was soon realized
that almost all the concepts and results of this theory can be carried over to other classes of
dynamical systems, in particular, to reversible, volume preserving, and general (dissipative)
systems. From this viewpoint, one sometimes speaks of the Hamiltonian, reversible, volume
preserving, and dissipative contexts of KAM theory. On the other hand, the properties of
invariant tori filled up densely by quasi-periodic motions (conditionally periodic motions with
incommensurable frequencies) depend strongly on the phase space structures the system in
question is assumed to preserve. For recent general reviews of KAM theory the reader is
∗
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referred to e.g. the tutorial [1], the monograph [2, § 6.3], and the survey [3]. As a semi-popular
introduction to the theory, the book [4] is highly recommended. Some very recent achievements
are expounded in the monograph [5]. There are many works on KAM theory where several
different contexts are considered and the corresponding results are presented in parallel, see
e.g. [6–13].
Of all non-Hamiltonian versions of KAM theory, the context most similar to the Hamiltonian
one is the reversible context. Recall that a dynamical system with a phase space M equipped
with a smooth involution G :M→M (a mapping whose square is the identical transformation)
is said to be reversible with respect to G (or G-reversible) if this system is invariant under
the transformation (w, t) 7→ (Gw,−t) where w ∈ M and t is the time. For instance, the
autonomous flow onM afforded by a vector field V is reversible with respect toG ifDG(V ◦G) =
−V where DG denotes the differential of G. If this is the case, the field V is also said to be
G-reversible. General surveys of the theory of finite dimensional reversible systems with many
examples and extensive bibliographies are given in the papers [14, 15].
The reversible KAM theory was founded in the mid sixties by J. Moser, Yu. N. Bibikov,
and V. A. Pliss [16–19]. By now, the literature on the reversible context of KAM theory is
enormous, see e.g. the works [7–13] cited above and the papers [20–28]. In particular, the so-
called parametric approach to KAM theory developed for the Hamiltonian, volume preserving,
and dissipative contexts in [6] was carried over to reversible systems in [20]. The paper [22]
contains a brief review of the reversible KAM theory as it stood in 1997. Many references
on KAM theory for reversible systems are presented in [29–31]. The very recent studies are
exemplified by the papers [32, 33]. The reversible KAM theory for infinite dimensional systems
is also known. Some partial results in this field were obtained as early as 1990 [34], the work [35]
is regarded as very important, and the recent contributions are exemplified by [36]. However,
in the present paper, we will always assume the phase space M of a reversible system to be
finite dimensional and connected.
If a set K ⊂M is invariant under a G-reversible system inM, so is the set G(K). Neverthe-
less, in the case where G(K) and K do not coincide, the dynamical characteristics of these two
invariant sets are opposite (for instance, one of them is an attractor whereas the other set is a
repeller), and these sets exhibit no special dynamical features compared with invariant sets of
dissipative systems. Therefore, in the theory of reversible systems, one usually considers only
sets invariant under both the system itself and the reversing involution. In the sequel, while
speaking of invariant tori of reversible systems, we will always comply with this rule.
Near a fixed point, any involution G : M→M is linear in suitable local coordinates (this
is a very particular case of the Bochner theorem [37, 38]), and the set FixG of fixed points
of G is a submanifold of M of the same smoothness class as G itself. This submanifold can
well be empty or consist of several connected components of different dimensions even if M
is connected [29, 37, 39] (in fact, the books [37, 39] contain extensive information on the fixed
point sets of involutions of various manifolds). However, for almost all the reversible systems
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encountered in practice, the fixed point manifold of the reversing involution G is not empty
and all the connected components of FixG are of the same dimension, so that dimFixG is
well defined [14, 15]. In the present paper, we will only deal with autonomous reversible flows
possessing this property.
The following lemma is very well known [8, 9, 30].
Lemma 1. Let an n-torus T ⊂ M be invariant under both a G-reversible flow on M and
the corresponding reversing involution G. If T carries quasi-periodic motions then one can
introduce a coordinate frame ϕ ∈ Tn = (R/2πZ)n in T such that the dynamics on T takes the
form ϕ˙ = ω (ω ∈ Rn being the frequency vector of T ) and the restriction of G to T takes the
form G|T : ϕ 7→ −ϕ. Consequently, FixG ∩ T consists of 2
n isolated points (ϕ1, . . . , ϕn) where
each ϕj (1 6 j 6 n) is equal either to 0 or to π, and dimFixG 6 dimM− n = codim T .
Throughout the paper, ON (a) will denote an unspecified neighborhood of a point a ∈ R
N .
For any variable w ∈ ON (0), we will write O(w) instead of O
(
|w|
)
and Ol(w) instead of O
(
|w|l
)
for l > 2. Similarly, we will write O(w,w′, w′′, . . .) instead of O
(
|w| + |w′| + |w′′| + · · ·
)
and
Ol(w,w
′, w′′, . . .) instead of O
(
|w|l + |w′|l + |w′′|l + · · ·
)
for l > 2. For integer vectors k ∈ ZN ,
we will write |k| = |k1| + |k2| + · · · + |kN |. The angle brackets 〈·, ·〉 will denote the standard
inner product of real vectors.
Instead of {0} with 0 ∈ RN , we will sometimes write {0 ∈ RN}. The space of N1 × N2
real matrices will be denoted by RN1×N2 (in particular, RN×N = gl(N,R)). The block-diagonal
matrix with blocks M1,M2, . . . will be denoted by M1⊕M2⊕ · · · . As usual, the symbol ⊕ will
be also employed for the direct sum of subspaces that pairwise have only the zero vector in
common.
Recall the concept of reducible invariant tori which is of principal importance in KAM theory
[2, 8, 9, 11, 17, 18, 21, 22, 30, 31].
Definition. Let an invariant n-torus T of some flow on an (n +N)-dimensional manifold M
carry conditionally periodic motions with frequency vector ω ∈ Rn. This torus is said to be
reducible (or Floquet) if the variational equation along T can be reduced to a form with constant
coefficients, i.e., if in a neighborhood of T , there exist coordinates
(
x ∈ Tn, X ∈ ON(0)
)
in
which the torus T itself is given by the equation {X = 0} and the dynamical system takes the
Floquet form x˙ = ω + O(X), X˙ = ΩX + O2(X) with an x-independent matrix Ω ∈ gl(N,R).
This matrix (not determined uniquely) is called the Floquet matrix of the torus T , and its
eigenvalues are called the Floquet exponents of T . The coordinates (x,X) are called the Floquet
coordinates for T .
Another key concept in KAM theory is that of Diophantine approximations. In this paper,
we will use the following definition.
Definition. Let the non-zero eigenvalues of a matrix Q ∈ gl(N,R) come in pairs (a,−a) (this
is definitely so if Q anti-commutes with a non-singular matrix). Suppose that the matrix Q
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possesses ℓ > 0 pairs of non-zero purely imaginary eigenvalues
±iβ1, . . . ,±iβℓ (1.1)
and κ > 0 quadruplets of eigenvalues outside R ∪ iR:
±α1 ± iβℓ+1, . . . ,±ακ ± iβℓ+κ (1.2)
(one may assume that all the numbers αj and βj are positive). Let also ω ∈ R
n be a vector
and τ , γ be positive numbers. The pair (ω,Q) is said to be (τ, γ)-Diophantine if the inequality∣∣〈k, ω〉+ 〈K, β〉∣∣ > γ|k|−τ (1.3)
holds for all k ∈ Zn \ {0} and K ∈ Zℓ+κ with |K| 6 2.
Let n > 2. It is well known that if ω1, . . . , ωn, β1, . . . , βℓ+κ are independent quantities and
the point (ω, β) ranges in a bounded open domain in Rn+ℓ+κ, then for any fixed τ > n− 1 the
infinite system of inequalities (1.3) determines a Cantor-like subset D (a nowhere dense set of
positive Lebesgue measure) of this domain (for γ sufficiently small). To be more precise, the
Lebesgue measure of the complement of D is O(γ) as γ → 0 [8–11, 21]. Note that if a pair
(ω,Q) is (τ, γ)-Diophantine then the vector ω is (τ, γ)-Diophantine in the usual sense.
1.2 Reversible Contexts 1 and 2
An overwhelming majority of the works on the reversible KAM theory is devoted to the following
problem. One considers systems of ordinary differential equations of the form
x˙ = H(Y, λ) +O(z), Y˙ = O(z), z˙ = Q(x, Y, λ)z +O2(z) (1.4)
reversible with respect to the involution
G : (x, Y, z) 7→ (−x, Y, Rz), (1.5)
where x ∈ Tn, Y ∈ Rm, z ∈ O2p(0) are the phase space variables, λ ∈ R
s is an external
parameter (n, m, p, s being non-negative integers), R ∈ GL(2p,R) is an involutive matrix
with eigenvalues 1 and −1 of multiplicity p each, Q is a 2p × 2p matrix-valued function, and
RQ(−x, Y, λ)R ≡ −Q(x, Y, λ). For each value of λ, system (1.4) and involution (1.5) admit
the family {Y = const, z = 0} of invariant n-tori carrying conditionally periodic motions with
frequency vectors H(Y, λ), and one is looking for invariant n-tori close to {Y = const, z = 0}
in small G-reversible perturbations of family (1.4).
In the case where p > 1 and the matrices Q = Q(Y, λ) ∈ gl(2p,R) are x-independent and
possess ℓ pairs of non-zero purely imaginary eigenvalues (1 6 ℓ 6 p) for some Y and λ, one also
examines invariant (n + d)-tori for 1 6 d 6 ℓ near the surface {z = 0} in family (1.4) itself as
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well as in its small G-reversible perturbations (the so-called excitation of elliptic normal modes,
see [9, 21, 22] and references therein). It is also possible to study bifurcations of invariant n-tori
into invariant (n + d)-tori (1 6 d 6 p) in G-reversible systems close to Eq. (1.4) (see [27, 28]
and references therein).
Now note that the phase space codimension of an invariant (n+d)-torus T here (0 6 d 6 p)
is equal to m+ 2p− d while dimFixG = m+ p. Thus, for involution (1.5) and (n+ d)-tori in
question one has
codim T
2
6 dimFixG 6 codim T (1.6)
(this is tantamount to that p+(m−d)/2 6 m+p 6 m+2p−d). However, the two inequalities
in Eq. (1.6) are of entirely different nature. The right inequality follows from Lemma 1 and
holds for any invariant torus T (carrying quasi-periodic motions) of any flow reversible with
respect to any involution G. On the other hand, the left inequality in Eq. (1.6) stems just from
the special form of systems (1.4) and involution (1.5).
Indeed, nothing prevents one from considering e.g. systems of the form
x˙ = ω(λ) +O(y, z), y˙ = σ(λ) +O(y, z), z˙ = Q(x, λ)z +O2(y, z) (1.7)
reversible with respect to the involution
G : (x, y, z) 7→ (−x,−y, Rz), (1.8)
where x ∈ Tn, y ∈ Om(0), z ∈ O2p(0) are the phase space variables, λ ∈ R
s is an external
parameter (n, p, s being non-negative integers while m being a positive integer), R ∈ GL(2p,R)
is an involutive matrix with eigenvalues 1 and −1 of multiplicity p each, Q is a 2p× 2p matrix-
valued function, and RQ(−x, λ)R ≡ −Q(x, λ). The reversibility with respect to involution (1.8)
does not preclude a drift along the variable y, but such a drift can be overcome by a multi-
dimensional external parameter. To be more precise, for each value of λ such that σ(λ) = 0
(if s > m then σ−1(0) is generically an (s − m)-dimensional surface in Rs), system (1.7) and
involution (1.8) admit the invariant n-torus {y = 0, z = 0} carrying conditionally periodic
motions with frequency vector ω(λ). One may then try to construct invariant n-tori T close to
{y = 0, z = 0} in small G-reversible perturbations of family (1.7). The phase space codimen-
sion of T is equal to m+2p while dimFixG = p. So, for involution (1.8) and n-tori in question
one gets
dimFixG <
codim T
2
(1.9)
(p < p + m/2 because m > 1). We use the upper case letter Y in Eqs. (1.4)–(1.5) and the
lower case letter y in Eqs. (1.7)–(1.8) to emphasize the difference between the involutions (1.5)
and (1.8).
Definition. Let T be a torus invariant under a system reversible with respect to an involution
G. The situation where the inequalities (1.6) hold is called the reversible context 1 while the
opposite situation where the inequality (1.9) holds is called the reversible context 2.
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This definition was introduced in the works [8, 9]. The differences between the reversible
contexts 1 and 2 were discussed in detail in the paper [29]. By now, KAM theory for the
reversible context 1 is nearly as developed as the Hamiltonian KAM theory. The task of
initiating KAM theory for the reversible context 2 was stated as Problem 9 in the note [40].
Up to now, the only works where the reversible KAM theory in context 2 is dealt with have
been the papers [29–31]. In [29], we examined the so-called extreme reversible context 2 where
dimFixG = 0 (i.e., FixG is a finite collection of isolated points). In [30], the general reversible
context 2 for an arbitrary dimension of FixG satisfying Eq. (1.9) was studied. Finally, the
paper [31] considered non-autonomous systems (depending on time quasi-periodically) within
the reversible context 2.
The principal technical tool in the papers [29, 30] was Moser’s modifying terms theory [18].
In particular, in [30], we obtained (s− n−m− ℓ−κ)-parameter analytic families of reducible
invariant n-tori T (n > 1), where s > n +m + ℓ + κ is the number of external parameters in
the analytic G-reversible system in question, m = codim T − 2 dimFixG > 0, and the Floquet
matrix Ω of each torus T possesses ℓ > 0 pairs of non-zero purely imaginary eigenvalues (1.1)
and κ > 0 quadruplets (1.2) of eigenvalues outside R∪iR. Moreover, the frequencies ω1, . . . , ωn
of the tori T and the positive imaginary parts β1, . . . , βℓ+κ of the Floquet exponents of these tori
are the same for all the tori T in the given family, and the pairs (ω,Ω) are (τ, γ)-Diophantine
for some constants τ > n− 1 and γ > 0.
However, this result cannot be regarded as quite satisfactory. By analogy with the four
“well-developed” contexts of KAM theory (the Hamiltonian, volume preserving, and dissipative
contexts as well as the reversible context 1) [2, 3, 6, 8–11, 13, 20, 21, 25], one would expect that
the (s−n−m−ℓ−κ)-parameter analytic families of reducible invariant n-tori constructed in [30]
are organized into (s−m)-parameter Whitney smooth families. The tori in such families have
different frequencies ω and positive imaginary parts β of the Floquet exponents and depend
on ω and β in a Whitney smooth way. In other words, the Floquet coordinates for the tori
are defined a priori for Diophantine pairs (ω, β) only, but these coordinates can be continued
to smooth (say, C∞) functions F defined in an open domain of the appropriate Euclidean
space. The subset S of this domain corresponding to the pairs (ω, β) satisfying Eq. (1.3) (and,
consequently, to the invariant tori) is a Cantor-like set. The values of F in the complement
of S have no dynamical meaning. Unfortunately, the techniques of [18] do not enable one to
obtain Whitney smooth families of invariant tori.
Remark. While speaking of the Hamiltonian context of KAM theory, one usually has in view
only isotropic invariant tori. However, non-isotropic invariant tori of Hamiltonian systems are
also known to be organized into Whitney smooth families, see e.g. [41].
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1.3 Subject and Structure of the Paper
In the present paper, we construct Whitney C∞-smooth families of reducible invariant tori
in the reversible context 2 of KAM theory for analytic systems that depend analytically on
external parameters. Our main tool is the BCHV (Broer–Ciocci–Hanßmann–Vanderbauwhede)
theorem [25] describing such families of invariant tori in a certain particular case of the reversible
context 1 (namely, in the case of systems (1.4) with singular x-independent matrices Q). Note
that the landmark article [25] was published earlier than our first paper [29] on the reversible
context 2. Whitney smooth families of invariant tori in the reversible context 2 could have been
obtained from the very beginning. . .
According to some general observations in KAM theory [42–44], invariant tori in analytic
(and even Gevrey regular) dynamical systems are expected to be organized into families that
are Gevrey regular in the sense of Whitney, not just C∞. Gevrey regularity of the families of
invariant tori for some analytic flows in the reversible context 1 was established in [26]. There
is no doubt that the Whitney C∞-smooth families of invariant tori constructed in the present
paper are also Gevrey regular, but we do not prove this.
In fact, the present paper develops the parametric KAM theory in the reversible context 2 for
multiple non-zero Floquet exponents. For the Hamiltonian context, volume preserving context,
dissipative context, and reversible context 1, the parametric framework of KAM theory was
worked out in [6, 20] for simple non-zero Floquet exponents and in [13, 25] for multiple non-zero
Floquet exponents. The author also expects that Wagener’s general parametrized version of
Moser’s modifying terms theory [44] can be carried over to the reversible context 2 (according
to H. Hanßmann [27, 28], this is so for the reversible context 1).
Remark. As was pointed out in [29], the reversible context 2 appears naturally in the “con-
ventional” setup of the involution G (1.5) and G-reversible systems (1.4) if one examines the
break-up of resonant unperturbed invariant n-tori {Y = const, z = 0}. Indeed, suppose that
a resonant unperturbed invariant n-torus gives rise to a finite collection of perturbed invariant
r-tori carrying quasi-periodic motions where 1 6 r 6 n − 1 (for Hamiltonian systems, this
phenomenon has been explored very well by now, see short reviews in [2, 3, 9] and references
therein). The phase space codimension of these r-tori is equal to n+m+2p− r, and these tori
pertain to the reversible context 2 whenever
dimFixG = m+ p <
n+m+ 2p− r
2
=
n +m− r
2
+ p,
i.e., r < n − m. However, to the best of the author’s knowledge, the break-up of resonant
unperturbed invariant tori in reversible systems (for r > 2) has been studied by now in the
case of p = 0, m = n only [23, 24] where the inequality r < n−m cannot be satisfied.
The paper is organized as follows. Section 2 contains the precise formulation of our main
result. In Section 3, we recall one of the particular cases of the BCHV theorem [25] we need
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to prove our result. This proof is presented in Section 4. Section 5 discusses the simplest
application of our main result, namely, the analogue of the Ru¨ssmann nondegeneracy theorem
for the reversible context 2. The remarks of Section 6 conclude the paper.
2 The Main Result
One of the key concepts in the BCHV theory [25] and in the present study is versal unfoldings
with respect to actions of Lie groups. Let a Lie group G act smoothly on a manifold M.
For simplicity, we will assume M and G to be finite dimensional. Consider a smooth mapping
U : Os(λ∗)→M and the pointM∗ = U(λ∗). The mapping U can be regarded as an s-parameter
unfolding (or deformation) of M∗.
Definition. The mapping U is called a versal unfolding (or versal deformation) of the point
M∗ ∈ M with respect to the given action of G on M if this mapping is transversal at λ∗ to
the orbit B(M∗) of M∗ under the action of G, i.e., if the tangent space TM∗M is spanned by
TM∗B(M∗) and DU(Tλ∗R
s) where DU denotes the differential of U. The mapping U is called
a miniversal unfolding (or miniversal deformation) of M∗ if it is a versal unfolding of M∗ and
the number s of the parameters of this unfolding is minimum possible, i.e., s is equal to the
codimension of B(M∗) in M (so that TM∗M = TM∗B(M∗)⊕DU(Tλ∗R
s)).
The importance of versal unfoldings in singularity theory and related branches of mathe-
matics is explained in detail in Arnold’s works [45–47]. In particular, in those works, Arnold
described versal unfoldings in the case where M = gl(N,C) is the space of all N × N com-
plex matrices with the adjoint action (action by conjugations) of the group G = GL(N,C)
of non-singular (invertible) N × N complex matrices: AdA(M) = AMA
−1 for M ∈ gl(N,C),
A ∈ GL(N,C). The unfolding parameters in Arnold’s construction are also complex, i.e., in-
stead of a real neighborhood Os(λ∗) of λ∗ ∈ R
s, one considers a complex neighborhood of
λ∗ ∈ C
s with a holomorphic mapping U.
In the sequel, we will need some information on versal unfoldings of real matrices anti-
commuting with a fixed involutive matrix (of infinitesimally reversible matrices in the termi-
nology of [48]). Let R ∈ GL(N,R) be a fixed involutive matrix, M = gl−R be the space of
N × N real matrices anti-commuting with R, and G = GL+R be the group of non-singular
N×N real matrices commuting with R. The normal forms and versal unfoldings of matrices in
gl−R with respect to the adjoint action of GL+R are found in [48–50], some particular cases are
also discussed in [25]. An extensive bibliography on versal unfoldings for various matrix spaces
is compiled in the book [51, pp. 226–231] (to be more precise, in the comment to Problem
1970-1 in [51]).
Now we are in the position to present the main result of this paper. Consider an S-parameter
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analytic family of analytic systems
x˙ = ω(λ) + ξ˜(y, z, λ) + f˜(x, y, z, λ),
y˙ = σ(λ) + η˜(y, z, λ) + g˜(x, y, z, λ),
z˙ = Q˜(λ)z + ζ˜(y, z, λ) + h˜(x, y, z, λ)
(2.1)
reversible with respect to the involution G : (x, y, z) 7→ (−x,−y, Rz), cf. Eqs. (1.7)–(1.8). Here
x ∈ Tn, y ∈ Om(0), z ∈ O2p(0) are the phase space variables, λ ∈ OS(λ∗) is an external
parameter (n, p being non-negative integers while m, S being positive integers), R ∈ GL(2p,R)
is an involutive matrix with eigenvalues 1 and −1 of multiplicity p each, Q˜ is a 2p× 2p matrix-
valued function, RQ˜(λ) ≡ −Q˜(λ)R, ξ˜ = O(y, z), η˜ = O2(y, z), ζ˜ = O2(y, z), and f˜ , g˜, h˜ are
small perturbation terms.
Our main assumption is that the mapping
λ 7→
(
ω(λ), σ(λ), Q˜(λ)
)
∈ Rn × Rm × gl−R
is a versal unfolding of the triple
(
ω(λ∗), σ(λ∗), Q˜(λ∗)
)
with respect to the natural action of the
group {id}×{id}×GL+R, where {id} is the trivial group consisting of the identity element only.
Moreover, we suppose that σ(λ∗) = 0 and det Q˜(λ∗) 6= 0. Introduce the notations ω∗ = ω(λ∗)
and s = S−n−m > 0. One can regard ω(λ) and σ(λ) as independent parameters. To be more
precise, as a new coordinate frame in the parameter space, one can choose (ω, σ, µ) where
ω ∈ On(ω∗), σ ∈ Om(0), µ ∈ Os(0),
and the point (ω = ω∗, σ = 0, µ = 0) corresponds to λ = λ∗. The systems (2.1) take the form
x˙ = ω + ξ(y, z, ω, σ, µ) + f(x, y, z, ω, σ, µ),
y˙ = σ + η(y, z, ω, σ, µ) + g(x, y, z, ω, σ, µ),
z˙ = Q̂(ω, σ, µ)z + ζ̂(y, z, ω, σ, µ) + h(x, y, z, ω, σ, µ),
where ξ = O(y, z), η = O2(y, z), ζ̂ = O2(y, z). The mapping µ 7→ Q̂(ω∗, 0, µ) ∈ gl−R is a versal
unfolding of the non-singular matrix Q̂(ω∗, 0, 0) = Q˜(λ∗) with respect to the adjoint action of
the group GL+R.
Now set
Q(ω, µ) = Q̂(ω, 0, µ),
ζ(y, z, ω, σ, µ) = ζ̂(y, z, ω, σ, µ) +
[
Q̂(ω, σ, µ)− Q̂(ω, 0, µ)
]
z.
We arrive at an (n+m+ s)-parameter family of G-reversible systems
x˙ = ω + ξ(y, z, ω, σ, µ) + f(x, y, z, ω, σ, µ),
y˙ = σ + η(y, z, ω, σ, µ) + g(x, y, z, ω, σ, µ),
z˙ = Q(ω, µ)z + ζ(y, z, ω, σ, µ) + h(x, y, z, ω, σ, µ).
(2.2)
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In this family, ξ = O(y, z), η = O2(y, z), ζ = O2(y, z, σ), and RQ(ω, µ) ≡ −Q(ω, µ)R. All the
functions Q, ξ, η, ζ , f , g, h in Eq. (2.2) are analytic in all their arguments. The mapping µ 7→
Q(ω∗, µ) ∈ gl−R is a versal unfolding of the non-singular matrix Q(ω∗, 0) = Q˜(λ∗) with respect
to the adjoint action of the group GL+R. In particular, this implies that s > codimB
(
Q(ω∗, 0)
)
where B
(
Q(ω∗, 0)
)
is the orbit of Q(ω∗, 0) under the adjoint action of GL+R. The minimum
possible value of codimB
(
Q(ω∗, 0)
)
is equal to p and attained in the case where to each eigen-
value of the matrix Q(ω∗, 0), there corresponds a single Jordan block [48–50] (in [45], such
matrices were called Sylvester matrices).
Our main result will be formulated for the family (2.2) where the functions Q, ξ, η, ζ are
fixed and the functions f , g, h are small perturbation terms.
Theorem 1. There exist a closed set Γ ⊂ Rn+s that is diffeomorphic to an (n+ s)-dimensional
ball and contains the point (ω∗, 0) in its interior, a number ρ > 0, and a complex neighborhood
C ⊂ (C/2πZ)n × Cn+2m+2p+s of the set
T
n × {0 ∈ Rm} × {0 ∈ R2p} × {ω∗} × {0 ∈ R
m} × {0 ∈ Rs} (2.3)
with the following property. For any τ > n − 1, γ > 0, L ∈ N, and ε > 0 there is δ > 0 such
that the following holds. Suppose that the perturbation terms f , g, h can be holomorphically
continued to the neighborhood C and |f | < δ, |g| < δ, |h| < δ in C. Then there exist mappings
a = a(x, ω, µ), a : Tn × Γ→ Rn,
b0 = b0(x, ω, µ), b0 : Tn × Γ→ Rm,
b1 = b1(x, ω, µ), b1 : Tn × Γ→ gl(m,R),
b2 = b2(x, ω, µ), b2 : Tn × Γ→ Rm×2p,
c0 = c0(x, ω, µ), c0 : Tn × Γ→ R2p,
c1 = c1(x, ω, µ), c1 : Tn × Γ→ R2p×m,
c2 = c2(x, ω, µ), c2 : Tn × Γ→ gl(2p,R),
u = u(ω, µ), u : Γ→ Rn,
v = v(ω, µ), v : Γ→ Rm,
w = w(ω, µ), w : Γ→ Rs
(2.4)
possessing the following properties. First, the mappings (2.4) are analytic in x and C∞-smooth
in ω and µ. Second, all the partial derivatives of each component of these mappings of any order
from 0 to L are everywhere smaller than ε in absolute value. Third, for any (ω, µ) ∈ Γ, each
component of a, b0, b1, b2, c0, c1, and c2 as a function of x can be holomorphically continued
to the strip
Un(ρ) =
{
x ∈ (C/2πZ)n
∣∣ | Imxj | < ρ, 1 6 j 6 n} (2.5)
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and is smaller than ε in absolute value in this strip. Fourth, for any point (ω0, µ0) ∈ Γ, the
nearly identical change of variables
x = x+ a(x, ω0, µ0),
y = y + b0(x, ω0, µ0) + b
1(x, ω0, µ0)y + b
2(x, ω0, µ0)z,
z = z + c0(x, ω0, µ0) + c
1(x, ω0, µ0)y + c
2(x, ω0, µ0)z
(2.6)
with x ∈ Tn, y ∈ Om(0), z ∈ O2p(0) commutes with G. Fifth, for any point (ω0, µ0) ∈ Γ such
that the pair
(
ω0, Q(ω0, µ0)
)
is (τ, γ)-Diophantine, the system (2.2) at the parameter values
ω = ω0 + u(ω0, µ0), σ = v(ω0, µ0), µ = µ0 + w(ω0, µ0) (2.7)
after the coordinate change (2.6) takes the form
x˙ = ω0 +O(y, z), y˙ = O2(y, z), z˙ = Q(ω0, µ0)z +O2(y, z). (2.8)
Consider a point (ω0, µ0) ∈ Γ such that the pair
(
ω0, Q(ω0, µ0)
)
is (τ, γ)-Diophantine. The
system (2.2) without the terms f , g, h (the unperturbed system) at the parameter values
ω = ω0, σ = 0, µ = µ0 admits the reducible invariant n-torus {y = 0, z = 0} with frequency
vector ω0 and (m+ 2p)× (m+ 2p) Floquet matrix(
0 0
0 Q(ω0, µ0)
)
.
According to Theorem 1, the perturbed system (2.2) at the shifted parameter values (2.7) has
the reducible invariant n-torus {y = 0, z = 0} with the same frequency vector and Floquet
matrix. This torus is analytic (since the mappings (2.4) are analytic in x) and depends on ω0
and µ0 in a C
∞ way in the sense of Whitney (because the mappings (2.4) are C∞ in ω and µ).
Thus, all the perturbed tori constitute a Whitney C∞-smooth family. This is a typical situation
for the parametric KAM theory [6, 8, 9, 13, 20, 25]. The unperturbed and perturbed n-tori in
the present setting pertain to the reversible context 2 since their phase space codimension is
equal to m + 2p, dimFixG = p, and m > 1. The analogue of Theorem 1 for the reversible
context 1 is Theorem 1.8 in [13].
Remark. The G-reversibility conditions for the systems (2.2) are as follows (omitting the
arguments ω, σ, µ): QR = −RQ and
ξ(−y, Rz) ≡ ξ(y, z), f(−x,−y, Rz) ≡ f(x, y, z),
η(−y, Rz) ≡ η(y, z), g(−x,−y, Rz) ≡ g(x, y, z),
ζ(−y, Rz) ≡ −Rζ(y, z), h(−x,−y, Rz) ≡ −Rh(x, y, z).
The condition that the changes of variables (2.6) commute with G (i.e., involution G in the new
coordinates has the original form G : (x, y, z) 7→ (−x,−y, Rz)) is equivalent to the identities
(omitting the arguments ω, µ)
a(−x) ≡ −a(x),
11
b0(−x) ≡ −b0(x), b1(−x) ≡ b1(x), b2(−x)R ≡ −b2(x),
c0(−x) ≡ Rc0(x), c1(−x) ≡ −Rc1(x), c2(−x)R ≡ Rc2(x).
Remark. Of course, the neighborhood C in Theorem 1 contains the set{
(x, 0, 0, ω, 0, µ)
∣∣ x ∈ Tn, (ω, µ) ∈ Γ}. (2.9)
In fact, Theorem 1 is probably the simplest version of the statement on quasi-periodic stability
of invariant tori in the reversible context 2. The first sentence of Theorem 1 can be sharpened
as follows: “There exists a closed set Γ ⊂ Rn+s that is diffeomorphic to an (n+ s)-dimensional
ball, contains the point (ω∗, 0) in its interior, and is such that for any complex neighborhood
C ⊂ (C/2πZ)n × Cn+2m+2p+s of the set (2.9), there is a number ρ > 0 with the following
property.” A similar remark refers to Theorem 2 in the next section.
3 The BCHV Theorem
As was pointed out in Section 1.3, our proof of Theorem 1 is based on the results of the paper
[25]. Broer et al. [25] deal with systems of the form (1.4) that are reversible with respect to
involution G (1.5) and furthermore equivariant with respect to some action of the cyclic group
Zl of l > 1 elements. We will need a particular case of the BCHV theorem where l = 1 and the
“action-like” variable Y in Eq. (1.4) is absent (m = 0).
Consider an (n+ s)-parameter analytic family of analytic systems
x˙ = ω + ξ(z, ω, µ) + f(x, z, ω, µ),
z˙ = Q(ω, µ)z + ζ(z, ω, µ) + h(x, z, ω, µ)
(3.1)
reversible with respect to the involution G : (x, z) 7→ (−x,Rz). Here x ∈ Tn and z ∈ O2p(0)
are the phase space variables, ω ∈ On(ω∗) and µ ∈ Os(0) are external parameters (n, p, s being
non-negative integers), R ∈ GL(2p,R) is an involutive matrix with eigenvalues 1 and −1 of
multiplicity p each, Q is a 2p× 2p matrix-valued function, RQ(ω, µ) ≡ −Q(ω, µ)R, ξ = O(z),
and ζ = O2(z), whereas f and h are small perturbation terms.
The matrix-valued function Q is assumed to satisfy the following two conditions. First,
kerQ(ω∗, 0) ⊂ Fix(−R), where FixR and Fix(−R) are the 1-eigenspace and the (−1)-eigen-
space of the linear involution R, respectively. Second, the mapping µ 7→ Q(ω∗, µ) ∈ gl−R is a
versal unfolding of the matrix Q(ω∗, 0) with respect to the adjoint action of the group GL+R.
Under these conditions, the following statement holds [25].
Theorem 2. There exist a closed set Γ ⊂ Rn+s that is diffeomorphic to an (n+ s)-dimensional
ball and contains the point (ω∗, 0) in its interior, a number ρ > 0, and a complex neighborhood
C ⊂ (C/2πZ)n × Cn+2p+s of the set
T
n × {0 ∈ R2p} × {ω∗} × {0 ∈ R
s}
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with the following property. For any τ > n − 1, γ > 0, L ∈ N, and ε > 0 there is δ > 0 such
that the following is valid. Suppose that the perturbation terms f and h can be holomorphically
continued to the neighborhood C and |f | < δ, |h| < δ in C. Then there exist mappings
a : Tn × Γ→ Rn, b : Tn × Γ→ R2p, c : Tn × Γ→ gl(2p,R),
u : Γ→ Rn, w : Γ→ Rs
(3.2)
possessing the following properties. First, the mappings (3.2) are analytic in x ∈ Tn and C∞-
smooth in (ω, µ) ∈ Γ. Second, all the partial derivatives of each component of these mappings
of any order from 0 to L are everywhere smaller than ε in absolute value. Third, for any
(ω, µ) ∈ Γ, each component of a, b, and c as a function of x can be holomorphically continued
to the strip (2.5) and is smaller than ε in absolute value in this strip. Fourth, for any point
(ω0, µ0) ∈ Γ, the nearly identical change of variables
x = x+ a(x, ω0, µ0), z = z + b(x, ω0, µ0) + c(x, ω0, µ0)z (3.3)
with x ∈ Tn and z ∈ O2p(0) commutes with G. Fifth, for any point (ω0, µ0) ∈ Γ such that the
pair
(
ω0, Q(ω0, µ0)
)
is (τ, γ)-Diophantine, the system (3.1) at the parameter values
ω = ω0 + u(ω0, µ0), µ = µ0 + w(ω0, µ0)
after the coordinate change (3.3) takes the form
x˙ = ω0 +O(z), z˙ = Q(ω0, µ0)z +O2(z).
The main novelty of the BCHV theorem compared with Theorem 1.8 in [13] is that the
matrices Q are allowed to be singular: the nondegeneracy condition detQ 6= 0 is replaced with
the much weaker condition kerQ ⊂ Fix(−R). Since the operators Q and R anti-commute, one
has
Q(FixR) ⊂ Fix(−R), Q
(
Fix(−R)
)
⊂ FixR,
and kerQ is invariant under R, so that
kerQ =
(
kerQ ∩ FixR
)
⊕
(
kerQ ∩ Fix(−R)
)
.
Consequently, the condition kerQ ⊂ Fix(−R) is equivalent to that kerQ ∩ FixR = {0}. This
condition is not standard in KAM theory, and we will demonstrate its role with two “toy”
examples.
The first example concerns the persistence of equilibria on the plane where n = 0 and
p = s = 1. Consider a family of systems
z˙1 = z2 + ψ1(z
2
1 , z2), z˙2 = µz1 + z1ψ2(z
2
1 , z2) (3.4)
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reversible with respect to the involution R : (z1, z2) 7→ (−z1, z2). Here z = (z1, z2) ∈ O2(0) is
the phase space variable, µ ∈ O1(0) is a parameter, ψ1, ψ2 are arbitrary small functions, and
Q(µ) =
(
0 1
µ 0
)
is a miniversal unfolding of Q(0) = ( 0 10 0 ) with respect to the adjoint action of
the group GL+R [25, 48–50]. It is obvious that
kerQ(0) =
{
(z1, 0)
∣∣ z1 ∈ R} = Fix(−R).
We are looking for an equilibrium (0, z) ∈ FixR of Eq. (3.4) at µ = w where the linearization
is similar to Q(0). A point (0, z) is an equilibrium of Eq. (3.4) if and only if z + ψ1(0, z) = 0.
This equation determines z close to 0 uniquely. The linearization matrix of Eq. (3.4) around
the equilibrium (0, z) we have found is equal to(
0 1 + ∂ψ1(0, z)/∂z2
µ+ ψ2(0, z) 0
)
.
This matrix is similar to Q(0) if and only if µ = w = −ψ2(0, z). It is easy to verify that at this
value of the parameter µ, the system (3.4) after the coordinate change
z1 = z1 +
∂ψ1(0, z)
∂z2
z1, z2 = z2 + z
(which commutes with R) takes the form z˙1 = z2 +O2(z1, z2), z˙2 = O2(z1, z2).
Now consider a family of systems
z˙1 = z2 + z2ψ1(z1, z
2
2), z˙2 = µz1 + ψ2(z1, z
2
2) (3.5)
reversible with respect to the involution R : (z1, z2) 7→ (z1,−z2). Here the matrices Q(µ) are
the same as in Eq. (3.4) and again constitute a miniversal unfolding of Q(0) with respect to
the adjoint action of GL+R, but kerQ(0) = FixR. Again, we are looking for an equilibrium
(z, 0) ∈ FixR of Eq. (3.5) at µ = w where the linearization is similar to Q(0). A point (z, 0) is
an equilibrium of Eq. (3.5) at µ = w if and only if wz+ ψ2(z, 0) = 0. The linearization matrix
of Eq. (3.5) around this equilibrium is equal to(
0 1 + ψ1(z, 0)
w+ ∂ψ2(z, 0)/∂z1 0
)
.
Thus, for z and w we obtain the system of equations
wz+ ψ2(z, 0) = 0, w+ ∂ψ2(z, 0)/∂z1 = 0
which has no solutions even in the simplest situation where ψ2 is a non-zero constant.
Our second example is even more illuminative and concerns inhomogeneous linear systems.
Consider a family of systems
z˙ = Q(µ)z +Ψ(µ) (3.6)
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reversible with respect to a linear involution R, where z ∈ RN , µ ∈ Os(0), Q is an N × N
matrix-valued function, and Ψ is an N -dimensional vector-valued function. The reversibility
condition for Eq. (3.6) is that Q(µ) ∈ gl−R and Ψ(µ) ∈ Fix(−R) for each µ. We are looking
for a coordinate change z = z′ + ∆(µ) commuting with R and reducing Eq. (3.6) to the form
z˙′ = Q(µ)z′. Here ∆ is also an N -dimensional vector-valued function, and a coordinate change
z = z′ + ∆(µ) commutes with R if and only if ∆(µ) ∈ FixR for each µ. For z′ we have the
equation
z˙′ = Q(µ)
(
z′ +∆(µ)
)
+Ψ(µ),
whence Q∆ ≡ −Ψ. Thus, a suitable ∆ ∈ FixR can be found for any Ψ ∈ Fix(−R) if and
only if the linear mapping Q : FixR → Fix(−R) is an epimorphism. If N is even and R has
eigenvalues 1 and −1 of multiplicity N/2 each (so that dimFixR = dimFix(−R) = N/2), this
condition boils down to that kerQ ⊂ Fix(−R).
If Q(µ) lies in the orbit B
(
Q(0)
)
of Q(0) under the adjoint action of the group GL+R for
each µ, then one can reduce the equation z˙′ = Q(µ)z′ to z˙ = Q(0)z by an additional coordinate
change z′ = A(µ)z, where A : Os(0) → GL+R is a smooth N × N matrix-valued function and
A(0) is the N × N identity matrix. If Q(µ) is a versal unfolding of Q(0) with respect to the
adjoint action of GL+R, then for any small N × N matrix-valued function Q : Os(0) → gl−R
there exists a small value µ⋆ ∈ Os(0) of the parameter µ such that Q(µ⋆) +Q(µ⋆) ∈ B
(
Q(0)
)
.
Remark. Instead of the condition kerQ(ω∗, 0) ⊂ Fix(−R), Broer et al. [25] impose the follow-
ing nondegeneracy condition on the systems (3.1):[
ω∗∂/∂x +Q(ω∗, 0)z∂/∂z, V
]
6= 0
whenever V ∈ B+ \ {0}, where B+ is the space of “constant” G-equivariant vector fields and
[·, ·] is the Poisson bracket. The meaning of the word “constant” is not made precise explicitly
in [25] but it is clear from the text that one has in view vector fields of the form b∂/∂z where
b ∈ R2p is a constant vector (Prof. Hanßmann has confirmed this in a private communication
to me), see also [27, 28]. Since
[ω∂/∂x +Qz∂/∂z, b∂/∂z] = −(Qb)∂/∂z,
the condition in [25] just mentioned means that kerQ(ω∗, 0) ∩ FixR = {0}, i.e., kerQ(ω∗, 0) ⊂
Fix(−R). What is really needed in the proof of the BCHV theorem in [25] is the equality
Q(ω∗, 0)(FixR) = Fix(−R): the linear mapping Q(ω∗, 0) : FixR → Fix(−R) should be an
epimorphism.
If kerQ(ω∗, 0) ⊂ FixR, one generically expects a reversible quasi-periodic center-saddle
bifurcation in family (3.1) to occur [27]. The Hamiltonian counterpart of this bifurcation
scenario has been well studied [52, 53].
15
4 Proof of Theorem 1
4.1 The Crucial Trick
Our goal is to reduce Theorem 1 to Theorem 2. To this end we will treat the parameter
σ ∈ Om(0) in the systems (2.2) as an additional phase space variable. In our paper [29,
Section 4.3], such a strategy was called “a naive approach to the reversible context 2”, and
it was explained that this approach fails because systems (2.2) augmented by the equation
σ˙ = 0 are very strongly degenerate along the new “normal” variables (y, σ, z). The key idea
that enables one to overcome this difficulty is to replace the equation σ˙ = 0 by the equation
σ˙ = Λy where Λ is a new additional external parameter ranging in a neighborhood of the origin
of the space gl(m,R) of m×m real matrices. To be more precise, instead of the (n +m+ s)-
parameter family (2.2) of systems with a phase space of dimension n+m+2p, we will consider
the (n+ s+m2)-parameter family
x˙ = ω + ξ(y, z, ω, σ, µ) + f(x, y, z, ω, σ, µ),
y˙ = σ + η(y, z, ω, σ, µ) + g(x, y, z, ω, σ, µ),
σ˙ = Λy,
z˙ = Q(ω, µ)z + ζ(y, z, ω, σ, µ) + h(x, y, z, ω, σ, µ)
(4.1)
of systems with a phase space of dimension n+2(m+p), where now the phase space variables are
(x, y, σ, z) and the external parameters are (ω, µ,Λ). For Λ = 0 we get the original family (2.2).
It is clear that each system in the family (4.1) is reversible with respect to the involution
G : (x, y, σ, z) 7→ (−x,−y, σ, Rz). (4.2)
In particular, the 2(m+ p)× 2(m+ p) matrices
Q(ω, µ,Λ) =

0 Im 0Λ 0 0
0 0 Q(ω, µ)

 and R =

−Im 0 00 Im 0
0 0 R

 (4.3)
anti-commute for any ω, µ, and Λ (here and henceforth, Im denotes the m×m identity matrix).
4.2 Main Observations Concerning the Augmented Systems
First of all, note that since R is an involutive matrix with eigenvalues 1 and −1 of multiplicity
p each, the matrix R (4.3) is involutive with eigenvalues 1 and −1 of multiplicity m+ p each.
Second, since detQ(ω∗, 0) 6= 0, we get
kerQ(ω∗, 0, 0) =
(
R
m × {0 ∈ Rm} × {0 ∈ R2p}
)
⊂
(
R
m × {0 ∈ Rm} × Fix(−R)
)
= Fix(−R).
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Third, consider the anti-commuting 2m× 2m matrices
L(Λ) =
(
0 Im
Λ 0
)
and J =
(
−Im 0
0 Im
)
,
the matrix J = (−Im)⊕ Im being involutive with eigenvalues 1 and −1 of multiplicity m each.
The group GL+J of non-singular 2m× 2m real matrices commuting with J is
{
( A 00 B )
∣∣ A,B ∈
GL(m,R)
}
. Therefore, the orbit of L(0) under the adjoint action of GL+J is(
0 GL(m,R)
0 0
)
.
Moreover, the space gl−J of 2m× 2m real matrices anti-commuting with J is
{
( 0 CD 0 )
∣∣ C,D ∈
gl(m,R)
}
. One concludes that the mapping Λ 7→ L(Λ) ∈ gl−J is a miniversal unfolding of L(0)
with respect to the adjoint action of GL+J . On the other hand, the mapping µ 7→ Q(ω∗, µ) ∈
gl−R is a versal unfolding of Q(ω∗, 0) with respect to the adjoint action of GL+R. The nilpotent
matrix L(0) and the non-singular matrixQ(ω∗, 0) have no eigenvalues in common. Consequently
[48–50], the mapping
(µ,Λ) 7→ L(Λ)⊕Q(ω∗, µ) = Q(ω∗, µ,Λ) ∈ gl−(J⊕R) = gl−R
is a versal unfolding of Q(ω∗, 0, 0) with respect to the adjoint action of GL+R.
Remark. We have found a miniversal unfolding of L(0) with respect to the adjoint action of
GL+J by extremely simple straightforward arguments. It is instructive to show how the same
result follows from the general theorems of the papers [48–50] describing miniversal unfoldings
of arbitrary infinitesimally reversible matrices. The Jordan normal form of L(0) is the direct
sum L˜(0) of m nilpotent 2× 2 Jordan blocks ( 0 10 0 ). Let
J˜ = diag(−1, 1,−1, 1, . . . ,−1, 1) ∈ GL(2m,R),
then L˜(0)J˜ = −J˜ L˜(0). According to Lemma 17 in [48] and Theorem 3(i) in [49] (see Figure B
in [49]), a miniversal unfolding of L˜(0) ∈ gl
−J˜
with respect to the adjoint action of GL+J˜ can
be chosen to be the following matrix L˜(λ11, . . . , λmm). In the (2i− 1)-th line of this matrix
(1 6 i 6 m), the 2i-th entry is equal to 1 while all the other entries vanish. The 2i-th line has
the form
(λi1, 0, λi2, 0, . . . , λim, 0),
where λij (1 6 i 6 m and 1 6 j 6 m) are independent parameters of the unfolding. After
some analysis, one may verify that the paper [50] gives the same miniversal unfolding of L˜(0),
see Corollary 3 and Table VII in [50]. Now consider the 2m× 2m matrix S whose entries are
all equal to zero except for the 2m entries
S2i−1,i = S2i,m+i = 1, 1 6 i 6 m.
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It is obvious that S is non-singular (in fact, it is not hard to prove that detS = (−1)(m−1)m/2),
and an easy calculation shows that
J˜ S = SJ , L˜(λ11, . . . , λmm)S ≡ SL(Λ),
where Λ = (λij)16i,j6m ∈ gl(m,R).
We arrive at the conclusion that the family (4.1) of systems reversible with respect to the
involution G (4.2) satisfies all the conditions of Theorem 2 where
m+ p plays the role of p,
s+m2 plays the role of s,
(y, σ, z) plays the role of z,
(µ,Λ) plays the role of µ,
Q(ω, µ,Λ) plays the role of Q(ω, µ),
(η, 0, ζ) with 0 ∈ Rm plays the role of ζ,
(g, 0, h) with 0 ∈ Rm plays the role of h,
R plays the role of R,
G plays the role of G.
4.3 Consequences of the BCHV Theorem
Now we can apply Theorem 2 to the family (4.1). The external parameters of this family are
(ω, µ,Λ), and Theorem 2 provides us with a closed set Γbig ⊂ R
n+s×gl(m,R) such that (i) Γbig
is diffeomorphic to an (n+ s+m2)-dimensional ball; (ii) Γbig contains the point (ω∗, 0, 0) in its
interior; (iii) there are dynamical consequences for all the points (ω0, µ0,Λ0) ∈ Γbig such that
the pair
(
ω0,Q(ω0, µ0,Λ0)
)
is (τ, γ)-Diophantine. However, for our purposes it will be sufficient
to confine ourselves with the case Λ0 = 0. The spectrum of the matrix Q(ω, µ, 0) is just the
spectrum of the matrix Q(ω, µ) plus 2m zero eigenvalues. Therefore, the pair
(
ω0,Q(ω0, µ0, 0)
)
is (τ, γ)-Diophantine if and only if the pair
(
ω0, Q(ω0, µ0)
)
is (τ, γ)-Diophantine.
Thus, according to Theorem 2, there exist a closed set Γ ⊂ Rn+s that is diffeomorphic to
an (n + s)-dimensional ball and contains the point (ω∗, 0) in its interior, a number ρ > 0,
and a complex neighborhood C ⊂ (C/2πZ)n × Cn+2m+2p+s of the set (2.3) with the following
property. For any τ > n − 1, γ > 0, L ∈ N, and ε > 0 there is δ > 0 such that the following
holds. Suppose that the perturbation terms f , g, h can be holomorphically continued to the
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neighborhood C and |f | < δ, |g| < δ, |h| < δ in C. Then there exist mappings
a : Tn × Γ→ Rn,
b0 : Tn × Γ→ Rm, b1, b2 : Tn × Γ→ gl(m,R), b3 : Tn × Γ→ Rm×2p,
c0 : Tn × Γ→ Rm, c1, c2 : Tn × Γ→ gl(m,R), c3 : Tn × Γ→ Rm×2p,
d0 : Tn × Γ→ R2p, d1, d2 : Tn × Γ→ R2p×m, d3 : Tn × Γ→ gl(2p,R),
u : Γ→ Rn, v : Γ→ Rs, W : Γ→ gl(m,R)
(4.4)
possessing the following properties. First, the mappings (4.4) are analytic in x ∈ Tn and C∞-
smooth in (ω, µ) ∈ Γ. Second, all the partial derivatives of each component of these mappings of
any order from 0 to L are everywhere smaller than ε in absolute value. Third, for any (ω, µ) ∈ Γ,
each component of a, bj , cj, dj (0 6 j 6 3) as a function of x can be holomorphically continued
to the strip (2.5) and is smaller than ε in absolute value in this strip. Fourth, for any point
(ω0, µ0) ∈ Γ, the nearly identical change of variables
x = x+ a(x, ω0, µ0),
y = y + b0(x, ω0, µ0) + b
1(x, ω0, µ0)y + b
2(x, ω0, µ0)σ + b
3(x, ω0, µ0)z,
σ = σ + c0(x, ω0, µ0) + c
1(x, ω0, µ0)y + c
2(x, ω0, µ0)σ + c
3(x, ω0, µ0)z,
z = z + d0(x, ω0, µ0) + d
1(x, ω0, µ0)y + d
2(x, ω0, µ0)σ + d
3(x, ω0, µ0)z
(4.5)
with x ∈ Tn, y ∈ Om(0), σ ∈ Om(0), z ∈ O2p(0) commutes with G. Fifth, for any point
(ω0, µ0) ∈ Γ such that the pair
(
ω0, Q(ω0, µ0)
)
is (τ, γ)-Diophantine, the system (4.1) at the
parameter values
ω = ω0 + u(ω0, µ0), µ = µ0 + v(ω0, µ0), Λ = W (ω0, µ0)
after the coordinate change (4.5) takes the form
x˙ = ω0 +O(y, σ, z),
y˙ = σ +O2(y, σ, z), σ˙ = O2(y, σ, z), z˙ = Q(ω0, µ0)z +O2(y, σ, z).
(4.6)
We do not assume the neighborhood C to lie in (C/2πZ)n × Cn+2m+2p+s+m
2
because the
perturbation terms f , g, h do not depend on Λ.
4.4 Absence of a Shift along the Parameter Λ
Assuming τ > n − 1, γ > 0, and L ∈ N to be fixed, consider an arbitrary point (ω0, µ0) ∈ Γ
such that the pair
(
ω0, Q(ω0, µ0)
)
is (τ, γ)-Diophantine. We will drop the arguments ω0, µ0 of
functions a, bj , cj, dj (0 6 j 6 3), u, v, W , and Q. Our first (and principal) aim is to prove
that W = 0 for ε sufficiently small taking into account the very simple form σ˙ = Λy of the
equation for σ˙ in the systems (4.1).
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Suppose that up to O2(y, σ, z), the equation for x˙ in the normalized systems (4.6) has the
form
x˙ = ω0 + χ
1(x)y + χ2(x)σ + χ3(x)z +O2(y, σ, z) (4.7)
with analytic coefficients
χ1 : Tn → Rn×m, χ2 : Tn → Rn×m, χ3 : Tn → Rn×2p (4.8)
(of course, these coefficients depend also on ω0 and µ0). On T
n, each component of the map-
pings (4.8) does not exceed some ε-independent constant E > 0 in absolute value. By virtue
of Eqs. (4.5)–(4.7), the equation σ˙ = Λy with Λ = W takes the form
∂c0
∂x
(
ω0 + χ
1y + χ2σ + χ3z
)
+
(
∂c1
∂x
ω0
)
y + c1σ +
(
∂c2
∂x
ω0
)
σ
+
(
∂c3
∂x
ω0
)
z + c3Qz +O2(y, σ, z)
= W
(
y + b0 + b1y + b2σ + b3z
)
.
(4.9)
Now we will need the following standard and easy lemma ubiquitous in the problems con-
cerning small divisors.
Lemma 2. Suppose that two holomorphic functions F,Φ : Un(ρ)→ C (see Eq. (2.5)) with zero
average satisfy the identity
∂Φ
∂x
ω0 ≡ F
in Un(ρ) where the vector ω0 ∈ R
n is (τ, γ)-Diophantine. Then for any number ρ′ in the interval
0 < ρ′ < ρ, there holds the estimate
sup
x∈Un(ρ′)
∣∣Φ(x)∣∣ 6 Cn,τ
γ(ρ− ρ′)n+τ
sup
x∈Un(ρ)
∣∣F (x)∣∣, (4.10)
where Cn,τ > 0 is a certain constant depending on n and τ only.
Remark. In fact, a sharper result is valid, with (ρ− ρ′)τ in place of (ρ− ρ′)n+τ in Eq. (4.10),
see [1, Lemma 3.15] and [54]. However, for almost all the studies in KAM theory in the analytic
category and, in particular, for the present paper, the estimate (4.10) is enough.
Introduce the notation
‖W‖ =
m
max
i,j=1
|Wij |
and fix an arbitrary number ρ′ in the interval 0 < ρ′ < ρ. Equating the constant terms in the
left-hand side and right-hand side of Eq. (4.9), we see that
∂c0
∂x
ω0 = Wb
0.
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This equality holds for all x ∈ Tn and, consequently, for all x ∈ Un(ρ). In the strip Un(ρ), each
component of b0 is less than ε in absolute value. According to Lemma 2, in the strip Un(ρ
′),
each component of c0 − 〈c0〉 does not exceed
Cn,τm‖W‖ε
γ(ρ− ρ′)n+τ
in absolute value, where 〈c0〉 is the average of c0 (such a notation will be also used below). The
Cauchy estimate implies that for real x ∈ Tn, each entry of the m × n Jacobi matrix ∂c0/∂x
does not exceed
mCn,τ‖W‖ε
γ(ρ− ρ′)n+τρ′
(4.11)
in absolute value.
Now equate the terms linear in y in the left-hand side and right-hand side of Eq. (4.9):
∂c0
∂x
χ1 +
∂c1
∂x
ω0 = W +Wb
1
and average over x ∈ Tn: 〈
∂c0
∂x
χ1
〉
=W +W 〈b1〉.
For b1 sufficiently small (i.e., for ε sufficiently small), the m × m matrix Im + 〈b
1〉 is non-
singular, and each entry of its inverse is less than 2 in absolute value (instead of 2, one may
use any constant greater than 1). Recalling that each component of χ1 does not exceed E in
absolute value and employing the estimate (4.11) for ∂c0/∂x, we arrive at the conclusion that
the equality
W =
〈
∂c0
∂x
χ1
〉(
Im + 〈b
1〉
)−1
implies that
‖W‖ 6
2Em2nCn,τ‖W‖ε
γ(ρ− ρ′)n+τρ′
.
Consequently, ‖W‖ = 0 for ε small enough.
Remark. One may wonder whether it is possible to deduce just from evenness arguments
that
〈
(∂c0/∂x)χ1
〉
= 0. However, this is not the case. Indeed, c0(x) is even in x because the
coordinate change (4.5) commutes with G (see Eq. (4.2)), and therefore ∂c0/∂x is odd in x. On
the other hand, χ1(x) is also odd in x because the systems (4.6) are reversible with respect to
G.
Remark. Another way to prove that W vanishes is based on an additional coordinate change
x = ϕ + ϑ(ϕ)y where ϕ ∈ Tn. Since ω0 is (τ, γ)-Diophantine, one can remove the term linear
in y in the equation for ϕ˙ by a suitable choice of the function ϑ : Tn → Rn×m.
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4.5 Completion of the Proof
Since W = 0, the left-hand side of Eq. (4.9) vanishes and its constant term (∂c0/∂x)ω0 is zero.
This implies that c0 is independent of x because the vector ω0 is non-resonant. Now one can
consider the terms linear in y, σ, and z in the left-hand side of Eq. (4.9) and obtain that
(∂c1/∂x)ω0 = 0, (4.12)
c1 + (∂c2/∂x)ω0 = 0, (4.13)
(∂c3/∂x)ω0 + c
3Q = 0. (4.14)
Eq. (4.12) implies that c1 is independent of x. On the other hand, 〈c1〉 = 0 according to
Eq. (4.13). Therefore, c1 = 0, and Eq. (4.13) implies that c2 is independent of x. Since the pair
(ω0, Q) is (τ, γ)-Diophantine (in fact, non-resonance would be enough here), one can conclude
from Eq. (4.14) that all the Fourier coefficients c3k of c
3 with k ∈ Zn \ {0} vanish (i.e., c3 is
independent of x as well). Moreover, Eq. (4.14) implies that c30Q = 0 whence c
3
0 = 0 (because
detQ 6= 0). Consequently, c3 = 0.
Thus, σ = c0 + (Im + c
2)σ where c0 and c2 are small and independent of x. Since W = 0
and σ˙ ≡ 0, it follows that σ˙ ≡ 0. The transformation (4.5) casts the invariant plane {σ = c0}
of the system (4.1) at the parameter values
ω = ω0 + u(ω0, µ0), µ = µ0 + v(ω0, µ0), Λ = 0
to the invariant plane {σ = 0} of the system (4.6). The restriction of Eq. (4.6) to {σ = 0} has
the form (2.8).
We have verified the equalitiesW = 0, ∂c0/∂x = 0, c1 = 0, ∂c2/∂x = 0, and c3 = 0 (provided
that ε is sufficiently small) for points (ω0, µ0) ∈ Γ such that the pair
(
ω0, Q(ω0, µ0)
)
is (τ, γ)-
Diophantine. But we are interested in the coordinate change (4.5) for such points (ω0, µ0) only.
Therefore, one may set W , ∂c0/∂x, c1, ∂c2/∂x, and c3 to vanish everywhere. Note also that the
coefficients b2, c2, and d2 in Eq. (4.5) are irrelevant as far as the plane {σ = 0} is concerned.
We have arrived at the conclusion of Theorem 1, with
b3 playing the role of b2,
d0, d1, d3 playing the roles of c0, c1, c2, respectively,
c0 playing the role of v,
v playing the role of w.
The proof of Theorem 1 is completed.
5 Ru¨ssmann Nondegeneracy
Most probably, Theorem 1 enables one to carry over to the reversible context 2 such phenomena
as the so-called excitation of elliptic normal modes and partial preservation of the frequencies
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and Floquet exponents of the unperturbed tori. The excitation of elliptic normal modes is well
known in the reversible context 1 (see [9, 21, 22] and references therein) and the Hamiltonian
context (see [2, 3, 9] and references therein). The partial preservation of frequencies and Floquet
exponents has been also studied in detail in the reversible context 1 and other “conventional”
contexts of KAM theory [10, 11]. We hope to explore these topics in subsequent publications. In
the present paper, we only consider the simplest application of Theorem 1, namely, an analogue
of the Ru¨ssmann nondegeneracy condition for the reversible context 2 in the absence of the
“normal” variable z. Our exposition will be less formal than that in Sections 2–4.
Consider a family of systems
x˙ = H(Y, λ), Y˙ = 0 (5.1)
reversible with respect to the involution G : (x, Y ) 7→ (−x, Y ), where x ∈ Tn and Y ∈ Rm
are the phase space variables and λ ∈ Rs is an external parameter (n > 1, m > 0, s > 0,
m+s > 1), cf. Eq. (1.4). We suppose that (Y, λ) ranges in the closure W ⊂ Rm+s of a bounded
connected open domain in Rm+s and the function H : W→ Rn is analytic.
The family (5.1) of integrable dynamical systems is said to be KAM-stable if any suffi-
ciently small analytic G-reversible perturbation of Eq. (5.1) admits a Whitney smooth family
of analytic invariant n-tori carrying quasi-periodic motions and close to the unperturbed tori
{Y = const}, the Lebesgue measure of the complement of the union of the perturbed tori in
Tn ×W tending to zero as the perturbation magnitude tends to 0. More formal definitions of
KAM-stability are presented in [7, 22]. It turns out that the family (5.1) is KAM-stable if and
only if it is nondegenerate in the sense of Ru¨ssmann: the image H(W) of the frequency mapping
H : W→ Rn does not lie in any linear hyperplane passing through the origin [7, 9, 22, 26] (here
the analyticity of H and the connectedness of W are essential). The Hamiltonian counterpart
of this theorem is very well known, see [2, 3, 7, 9, 22, 28, 55, 56] and references therein. One of
the main ingredients of the proofs is the following number-theoretical lemma, see [7, 9, 21, 55]
and references therein.
Lemma 3. Let W ⊂ RN be the closure of a bounded connected open domain in RN and let
H : W → Rn be an analytic function. Assume that the image H(W) of H does not lie in any
linear hyperplane passing through the origin. Then there exists a positive integer r such that
the following holds. For any fixed value τ > nr − 1, the Lebesgue measure of the set of points
a ∈ W for which the vector H♯(a) is not (τ, γ)-Diophantine tends to zero as γ → 0 uniformly
with respect to all the Cr-functions H♯ : W→ Rn in some Cr-neighborhood of the function H.
The Ru¨ssmann nondegeneracy condition is very weak: for any dimension n of the frequency
space, it is easy to construct an analytic mapping H : O1(0)→ R
n whose image (a curve in Rn)
does not lie in any linear hyperplane passing through the origin [7, 9]. The simplest example is
H(Y ) = (1, Y, Y 2, . . . , Y n−1).
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Now consider an (m+ s)-parameter analytic family of analytic systems
x˙ = F (σ, µ) + ξ(y, σ, µ), y˙ = σ + η(y, σ, µ) (5.2)
reversible with respect to the involution G : (x, y) 7→ (−x,−y), where x ∈ Tn, y ∈ Om(0) are
the phase space variables, σ ∈ Om(0), µ ∈ W ⊂ R
s are external parameters, and ξ = O2(y),
η = O2(y) (n, m, s being positive integers and W being the closure of a bounded connected
open domain in Rs), cf. Eqs. (1.7) and (2.2). The G-reversibility condition consists in that the
functions ξ and η are even in y. The systems (2.2) may suggest that the requirement ξ = O(y)
would be more natural than ξ = O2(y). However, these two requirements are equivalent in the
case of Eq. (5.2): if ξ = O(y) and ξ is even in y then ξ = O2(y). For σ = 0, the n-torus {y = 0}
is invariant under both the system (5.2) and the involution G and carries conditionally periodic
motions with frequency vector F (0, µ).
Definition. The family (5.2) pertaining to the reversible context 2 is said to be nondegenerate
in the sense of Ru¨ssmann if the set{
F (0, µ)
∣∣ µ ∈W} ⊂ Rn (5.3)
does not lie in any linear hyperplane passing through the origin.
Theorem 3. Let the family (5.2) be nondegenerate in the sense of Ru¨ssmann. Then for any
sufficiently small analytic G-reversible perturbation
x˙ = F (σ, µ) + ξ(y, σ, µ) + f(x, y, σ, µ),
y˙ = σ + η(y, σ, µ) + g(x, y, σ, µ)
(5.4)
of Eq. (5.2), there exist a subset W0 ⊂ W and a small C
∞-function Θ : W→ Rm such that the
following holds. For any µ ∈W0, the system (5.4) with σ = Θ(µ) admits an analytic invariant
n-torus that is close to the torus {y = 0} and carries quasi-periodic motions with a Diophantine
frequency vector close to F (0, µ). All such tori constitute a Whitney C∞-smooth family. The
Lebesgue measure of W \W0 tends to zero as the perturbation magnitude tends to 0.
Let us prove this theorem omitting some boring technical details. According to Lemma 3,
there exists r ∈ N possessing the following property. For any fixed value τ > nr − 1, the
Lebesgue measure of the set of points µ ∈W for which the vector F ♯(µ) is not (τ, γ)-Diophan-
tine tends to zero as γ → 0 uniformly with respect to all the Cr-functions F ♯ : W→ Rn in some
Cr-neighborhood of the mapping µ 7→ F (0, µ). For our purposes, it will suffice to deal with
C∞-functions F ♯. Fix a number τ > nr − 1 and consider the family of G-reversible systems
x˙ = ω + ξ(y, σ, µ) + f(x, y, σ, µ),
y˙ = σ + η(y, σ, µ) + g(x, y, σ, µ)
(5.5)
24
instead of Eq. (5.4), where ω ∈ Rn is a new additional external parameter ranging in some
closed neighborhood O of the set (5.3).
For any γ > 0, Theorem 1 provides us with small C∞-mappings
u : O×W→ Rn, v : O×W→ Rm, w : O×W→ Rs
such that for any (τ, γ)-Diophantine vector ω0 ∈ O and any point µ0 ∈W, the system (5.5) at
the parameter values (2.7) has an analytic invariant n-torus (close to the torus {y = 0}) carrying
quasi-periodic motions with frequency vector ω0. Here we suppose that the perturbation terms
f and g are small enough (the corresponding smallness requirement depends on γ) and µ0 +
w(ω0, µ0) still lies in W.
The equation
F
(
v(ω, µ), µ+ w(ω, µ)
)
= ω + u(ω, µ) (5.6)
(with µ ∈ W) can be solved with respect to ω:
ω = Φ(µ),
where Φ : W→ Rn is a C∞-function close to the mapping µ 7→ F (0, µ). For any point µ0 ∈ W
such that Φ(µ0) is (τ, γ)-Diophantine, the original perturbed system (5.4) at the parameter
values
σ = v
(
Φ(µ0), µ0
)
, µ = µ0 + w
(
Φ(µ0), µ0
)
(5.7)
has an invariant n-torus carrying quasi-periodic motions with frequency vector Φ(µ0). Indeed,
the system (5.5) at the parameter values (2.7) with ω0 = Φ(µ0) coincides with the system (5.4)
at the parameter values (5.7).
The equation
µ = µ0 + w
(
Φ(µ0), µ0
)
(5.8)
(with µ ∈ W) can be solved with respect to µ0:
µ0 = Υ(µ),
where Υ : W→ Rs is a C∞-function close to the identity mapping µ 7→ µ. We have arrived at
the following conclusion. For any point µ ∈W such that
F ♯(µ) = Φ
(
Υ(µ)
)
∈ Rn
is (τ, γ)-Diophantine, the system (5.4) for
σ = Θ(µ) = v
(
F ♯(µ),Υ(µ)
)
has an invariant n-torus carrying quasi-periodic motions with frequency vector F ♯(µ). The C∞-
function F ♯ : W→ Rn is close to the mapping µ 7→ F (0, µ). The C∞-function Θ : W → Rm is
small. Let
W0 =
{
µ ∈W
∣∣ F ♯(µ) is (τ, γ)-Diophantine},
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then the Lebesgue measure of W\W0 tends to zero as γ → 0. Theorem 3 has been proven. To
deduce Theorem 3 from Theorem 1 and Lemma 3, we just introduced an additional external
parameter ω and invoked the implicit function theorem twice to solve Eqs. (5.6) and (5.8).
The author does not know whether the nondegeneracy of the family (5.2) in the sense of
Ru¨ssmann is necessary for the conclusion of Theorem 3.
Remark. Introducing a new external parameter to achieve the “maximal” nondegeneracy of
the systems was the key step in the proofs of both Theorem 1 and Theorem 3. This parameter
was Λ ∈ gl(m,R) in the case of Theorem 1 (see Section 4.1) and ω ∈ Rn in the case of
Theorem 3. In KAM theory, such a trick with an additional parameter is usually called the
Herman method [3, 7–12, 21, 41]; it was first presented by M. R. Herman in his talk at the
International Conference on Dynamical Systems in Lyons in 1990 (see also [57]). However, in
the proofs of Theorem 1 and Theorem 3, we employed the additional external parameter in
different ways. In the case of Theorem 1, the principal part of the proof was to verify that the
shift along Λ vanishes for Λ0 = 0 (see Section 4.4). In the case of Theorem 3, we just eliminated
ω by solving Eq. (5.6). The latter course is typical for the Herman method.
By the way, there are many situations in KAM theory where various statements can be
deduced in a very straightforward manner from statements pertaining to other setups. The
Herman method is just one of the tools for such a reduction. In [31], we presented a list of
such situations which was of course not exhaustive. The settings missed in the list of [31] are
exemplified by a reduction of the perturbative KAM theorems to the so-called a posteriori ones,
see e.g. [5, 58].
6 Concluding Remarks
The “splitting” of the reversible KAM theory into the reversible contexts 1 and 2 is one of
the phenomena indicating that the striking similarity between the Hamiltonian context and
reversible context [9] does not go very far. A detailed discussion of the Hamiltonian-reversible
parallelism is beyond the present study (see [22] for some remarks), but we would like to mention
one more example of important differences between the properties of quasi-periodic motions in
Hamiltonian and reversible systems. Namely, a reversible analogue of the Nekhoroshev theory
on the effective (exponential) stability of the action variables in analytic nearly integrable
Hamiltonian systems [59, 60] is hardly possible, see [9, § 4.2.5] and [22, Section 2]. The reason
is that within the reversible realm, there is no coupling between the resonant unperturbed
frequency vectors and the averaged evolution of the action variables. Of course, this does
not exclude effective stability in analytic nearly integrable reversible systems satisfying special
conditions, e.g. in the case where the unperturbed system is a collection of harmonic oscillators
with a Diophantine vector of frequencies [61, 62].
The books [2, 4, 9, 47, 51] contain brief accounts of the Nekhoroshev theory (see also the
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paper [42]); for a modern survey see e.g. [63].
By the way, there exists another contribution by N. N. Nekhoroshev to Hamiltonian dynamics
that does admit a reversible counterpart. It is his theorem on smooth k-parameter families of
isotropic invariant k-tori carrying conditionally periodic motions in Hamiltonian systems with
n > k degrees of freedom and k independent integrals in involution [64] (see also [65, 66] for
detailed proofs). D. Bambusi [67] has carried over Nekhoroshev’s result of [64] to reversible
systems.
One may suggest that the Hamiltonian analogue of the distinction between the reversible
contexts 1 and 2 is the “splitting” of the Hamiltonian KAM theory into the context of isotropic
invariant tori and several contexts of non-isotropic invariant tori, see [3, 8, 9, 40, 41, 57] and
references therein. However, such an analogy seems very artificial and far-fetched. For instance,
the persistence of invariant tori in the reversible context 2 requires the presence of external
parameters. This is, generally speaking, not the case for coisotropic or atropic (neither isotropic
nor coisotropic) invariant tori in Hamiltonian systems.
It is hardly feasible to unify the Hamiltonian KAM theory and the reversible one as a whole
(cf. Problem 10 in [40]) although such a unification is probably achievable for the Hamiltonian
isotropic context and the reversible context 1.
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