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Introduction
The concern over rapid economic development has been the focus of Nigeria's development strategies over the past five decades. This is evident in the objectives of its National Development Plans of 1962-1968, 1970-1974, 1975-1980, and 1981-1985 , and subsequently the Structural Adjustment Program (SAP) of 1986 and the National Economic Empowerment and Development Strategy (NEEDS) of 2003-2007. Prior to 1986, the system was under "financial repression" with an undesirable real interest rate, a high tax burden on financial earnings, high liquidity, possible financial misallocations, and reserve requirement ratios (Central Bank of Nigeria, 2003 [1] ). After 1986, the financial markets became an active part of the economy. The lifting of repressive controls on financial market instruments was realized gradually over 1986 and beyond as part of policy change. It was expected that the 1986 shift in policy stances in the form of SAP would be a watershed in the life of the national economy. Against all expectations, the Nigerian economy has remained underdeveloped.
Economic theory suggests that the financial sector of any economy is an engine of growth. The argument is that as the financial sector extends credit to the productive sectors of the economy at affordable costs, the overall economy grows inclusively. Unfortunately, the facts of the Nigerian economy point to the contrary. Evidence from the World Bank reveals that in the financial sector's activities, banks' credit to the private sector (% of GDP) in Nigeria was 12.59 in 2013. Its highest (lowest) values over the past 48 years was 38.35 (3.86) , recorded in 2007 (1970) . Compare that to South Africa, where banks' credit to the private sector (% of GDP) was 67.38 in 2013 with the highest (lowest) value for the past 48 years of 78.29 (42.76 ) recorded in 2007 (1980) . In the context of the stock market, (lowest) value for the past 48 years of 78.29 (42.76) recorded in 2007 (1980) . In the context of the stock market, the turnover ratio for Nigeria declined from 12.53% in 2010 to 9.21% in 2011 and further down to 8.79% in 2012, while that of South Africa increased from 50.74% in 2010 to 64.26% in 2011 and declined to 54.93% in 2012 (World Bank, 2014 [2] ).
Furthermore, Figure 1 shows some countries' variation in level of activities of the banking sector, which provides interesting insights about the status of financial inclusion around the world. The wide disparity is noteworthy when comparing financial inclusion trends. The lack of depth of financial inclusion becomes stark when compared to other countries. In general, Nigeria has among the lowest access to bank credits. In 2013 Nigeria had 26.96 per 1000 adults borrowing from banks. It was 110.91 per 1000 adults for Gabon, 405.15 per 1000 adults for Brazil, and 403.35 per 1000 adults for Malaysia. This means that while only 1 in every 37 adults in Nigeria had access to bank credits in 2013, 1 in every 9 adults in Gabon, and 1 in every 2 adults in Brazil and in Malaysia accessed bank credits. According to Soludo, 2008 [3] , financial services are available to about 40 percent of the population and more than 60 percent of the poor do not have access to formal finance and are forced to rely on a narrow range of risky and expensive informal services that constrain their ability to participate fully in the markets to increase their income and contribution to economic growth. The limited access to finances and the inadequate lending to economic agents in Nigeria, especially the real sector that could result in economic growth, have raised questions about the effectiveness of financial institutions in meeting their financial intermediation functions. However, the empirical debate has been on the direction of causality and the measurement of financial deepening. Four basic hypotheses have been proposed to address the question relating to the direction of causality: (i) does the deepening of the financial system cause economic growth (supply-leading hypothesis); (ii) does growth in economic activity cause a deepening of the financial system (demand-following hypothesis); (iii) is there bi-directional causality between financial deepening and economic growth (feedback hypothesis); and (iv) is there no causal relationship between financial deepening and economic growth (neutral hypothesis)? For over five decades, the direction of causality between financial deepening and economic growth has remained a contentious and unresolved issue (see Akinlo & Akinlo, 2007 [5] ; Agu & Chukwu, 2008 [6] ; Adelakun, 2010 [7] ; Odeniran & Udeaja, 2010 [8] ), and studies on the subject matter have produced mixed results across countries and periods.
Furthermore, in an attempt to unravel the controversial debate about the direction of causality between financial deepening and economic growth in Nigeria, various studies have been conducted, with different approaches. In fact, country-specific studies on Nigeria have shown diverse results with two main strands, the supply-leading view and demand-following view. Therefore, there is a need to verify whether the supply-leading hypothesis of the finance-growth nexus is supported in Nigeria by using a different set of financial deepening variables. The recent global financial crisis that translated into economic meltdown of most nations led to bailouts of the financial sector (with taxpayers' money) by the governments of the affected countries, including Nigeria. It was believed However, the empirical debate has been on the direction of causality and the measurement of financial deepening. Four basic hypotheses have been proposed to address the question relating to the direction of causality: (i) does the deepening of the financial system cause economic growth (supply-leading hypothesis); (ii) does growth in economic activity cause a deepening of the financial system (demand-following hypothesis); (iii) is there bi-directional causality between financial deepening and economic growth (feedback hypothesis); and (iv) is there no causal relationship between financial deepening and economic growth (neutral hypothesis)? For over five decades, the direction of causality between financial deepening and economic growth has remained a contentious and unresolved issue (see Akinlo & Akinlo, 2007 [5] ; Agu & Chukwu, 2008 [6] ; Adelakun, 2010 [7] ; Odeniran & Udeaja, 2010 [8] ), and studies on the subject matter have produced mixed results across countries and periods.
Furthermore, in an attempt to unravel the controversial debate about the direction of causality between financial deepening and economic growth in Nigeria, various studies have been conducted, with different approaches. In fact, country-specific studies on Nigeria have shown diverse results with two main strands, the supply-leading view and demand-following view. Therefore, there is a need to verify whether the supply-leading hypothesis of the finance-growth nexus is supported in Nigeria by using a different set of financial deepening variables. The recent global financial crisis that translated into economic meltdown of most nations led to bailouts of the financial sector (with taxpayers' money) by the governments of the affected countries, including Nigeria. It was believed that once the financial sector was revived, that would translate into reviving the economy and stimulating growth. The bailout of financial institutions in 2009 was also expected to foster an efficient financial system that would encourage greater cooperation and hence engender economic growth. The idea is that bailout should only be considered if causality runs from financial deepening to economic growth, but if the supply-leading hypothesis is not supported a bailout may not impact on the economy. After the bailout in Nigeria, the GDP growth rate immediately rose to 7.8%. It is not clear whether it was the bailout that impacted on growth since growth declined thereafter to 4.8% in 2011 and further to 4.2% in 2012 and increased to 5.3% in 2013 (Central Bank of Nigeria, 2014 [9] ). In view of this, there is a need to empirically reinvestigate the direction of causality to better inform policy-making. This study therefore examined the financial development-economic growth nexus in Nigeria with a view to ascertaining whether financial deepening leads or follows growth, that is, if it is the supply-leading hypothesis that holds in Nigeria or the demand-following hypothesis.
Literature Review

Theoretical Framework
This study is anchored on the supply-leading and demand-following hypotheses of the financial deepening-growth nexus. According to Agu and Chukwu, 2008 [6] , the leading proponent of the supply-leading hypothesis is Schumpeter, 1911 [10] , supported by Calderon and Liu, 2003 [11] , Gurley and Shaw, 1967 [12] , King and Levine, 1993 [13] , and McKinnon, 1973 [14] , among others. The hypothesis asserts that financial development has a positive effect on economic growth. Accordingly, the effect runs from financial development to economic growth and it is caused by an improvement in the efficiency of capital accumulation or an increase in the rate of savings as well as the rate of investment. One of the most significant effects of the supply-leading approach is that, as entrepreneurs have new access to the supply-leading funds, their expectations increase and new horizons (or possible alternatives) are opened up, thereby making the entrepreneur "think big".
The demand-following view, on the other hand, states that financial development responds to changes in the real sector. The Keynesian theory of financial deepening asserts that financial deepening occurs due to an expansion in government expenditure. In order to reach full employment, the government should inject money into the economy by increasing government expenditure. An increase in government expenditure increases aggregate demand and income, thereby raising demand for money (Mckinnon, 1973 [14] ). Robinson, 1952 [15] reveals that it is the necessity from high economic growth that creates demand in the financial sector. Thus, in this view, it is the improvements in the economy that drive higher demand for the use of money, which consequently promotes financial development. In other words, financial markets develop and progress as a result of increased demand for their services from the growing real sector. Causality runs from economic growth to financial development, that is, an increase in economic growth causes a rise in demand for financial services and this results in the expansion of the financial sector (Goldsmith, 1969 [16] ; Jung, 1986 [17] ; Kar & Pentecost, 2000 [18] ; Lucas, 1988 [19] ; Ndlovu, 2013 [20] ; Omotor, 2007 [21] ; Robinson, 1952 [15] ).
In between the supply-leading and demand-following hypotheses there are two other views; the first is the feedback hypothesis. This postulates that there is a mutual effect between financial development and economic growth. The second is the neutral hypothesis, which asserts no relationship between financial development and economic growth (Apergis & Levine, 2007 [22] ).
In conclusion, the causal relationship between financial development and economic growth depends on the stage of economic development. In the early stages of economic development, the supply-leading view can stimulate real capital formation. The development of new financial services creates new opportunities for savers and investors and causes an increase in economic growth. The supply-leading view become less important as financial and economic development proceed, and gradually the demand-leading view start to dominate. Patrick states that one industry can be encouraged financially on the basis of a supply-leading view, and, when it develops, its financing shifts to demand-leading. Other industries that are still at a low level of development will remain in the supply-leading phase (Patrick, 1966 [23] ).
Empirical Literature
With respect to empirical studies in Nigeria, our study is related to a rather limited empirical literature that distinguished the impact of size and level of activity of financial deepening variables on economic growth in Nigeria, although a plethora of empirical works exists on other countries. The empirical literature in Nigeria is mostly on the causality and aggregated impact of financial deepening on economic growth.
Some recent work in Nigeria has extended knowledge about the causal relationships between financial development and economic growth. Some empirical evidence lent support to the idea that financial deepening spurs economic growth, with the authors contending that the creation of financial institutions and their services predates the demand for them. Thus, the availability of financial services stimulates the demand for these services by the entrepreneurs in modern growth sectors. For example, Ibrahim and Shuaibu, 2013 [24] examined the finance-growth nexus for Nigeria using the bounds testing approach to cointegration within an ARDL framework proposed by Pesaran et al. and the augmented Granger causality test developed by Toda and Yamamoto for the period 1970-2010. The variables of interest for the study are ratio of broad money to GDP (MG), which captures financial development, population growth (POP), and gross fixed capital formation (GFCF), which were included as explanatory variables in the empirical specification and growth rate of real gross domestic product (EG) as a measure of economic growth. Empirical evidence reveals that financial development significantly affects economic growth in the short and long run. This result is reinforced by the Toda-Yamamoto causality test, which showed that financial development leads to growth.
In a related study, Adelakun, 2010 [7] empirically examined the relationship between financial development and economic growth using GY, which is the annual growth of gross domestic product (GDP), real interest rate (R), the ratio of gross domestic savings to GDP (S), the ratio of domestic credit to private sector to GDP (P), ratio of liquidity liabilities to GDP (M), the ratio of gross fixed capital formation to GDP (I), and trade openness (T). The perceived relationship between financial development and economic growth was estimated using the Ordinary Least Squares Estimation Method (OLSEM). The results showed that there is a substantial positive effect of financial development on economic growth in Nigeria. The Granger causality test showed that financial development promotes economic growth, but there is evidence of causality from economic growth to the development of financial intermediaries.
In a similar but more extensive study, Sanni, 2012 [25] examines foreign capital inflows, financial deepening, and economic growth in Nigeria for the period 1986-2009. The variables used for the study include real gross domestic product, total capital inflows, and money supply. The Johansen-Juselius cointegration test results suggest that foreign capital inflows, financial deepening, and economic growth are positively cointegrated and that there exists at least one cointegrating vector at the 5% level of significance, which indicates that there is a long-run relationship between the four variables. The empirical result shows that foreign capital inflows and financial deepening contribute to economic growth in Nigeria; hence, economic policy should focus on issues that will enhance foreign capital inflows and the depth of the financial system.
Attempts have also been made to investigate the supply-leading hypothesis in cross-country studies. An earlier empirical treatment was by King and Levine, 1993 [13] , whose body of empirical work established that financial deepening is an intrinsic part of the growth process and may be causal-that is, repressed financial systems are inimical to economic growth.
In his empirical study, as reported by Nzotta, 2004 [26] , Goldsmith, 1969 [16] calculated the values of the financial interrelation ratio (FIR), the ratio of all financial instruments at a given time, to the value of the national wealth. He found that the ratios for developing countries were far lower than those of developed countries and concluded that because the development of financial institutions affects development, the low level of development of the financial superstructure negatively affects development.
Similarly, Calderon and Liu, 2003 [11] examined the direction of causality between financial development and economic growth by using the Geweke decomposition test on pooled data of 109 developing and industrial countries from 1960 to 1994. The study finds that financial development generally leads to economic growth; the Granger causality from financial development to economic growth and the Granger causality from economic growth to financial development coexist. The study concludes that financial deepening contributes more to causal relationships in developing countries than in industrialized countries. Ndebbio, 2004 [27] investigated financial deepening, economic growth, and development for Sub-Saharan African countries. The study employed two financial deepening variables, namely the degree of financial intermediation measured by M2 as ratio to GDP, and the growth rate of per capita real money balances. The study revealed that development in the financial sector of these countries spurs sustainable economic growth.
Johannes et al., 2011 [28] using Johansen cointegration established positive relationships between financial development and economic growth in both the long run and short run in Cameroon for the period 1970-2005 at the 5% level of significance. The results agreed that financial sector development causes economic growth in the long run and the short run, that is, economic growth is a result of financial sector development.
In another line of empirical evidence, Khan, 2008 [29] used the Autoregressive Distributed Lag (ARDL) framework to examine the relationship between financial development and economic growth in Pakistan from 1961 to 2005. His results revealed that in the short and long run, financial development and investment impact positively on economic growth. The results also reveal that in the short run, real deposit rate impacts significantly on real output, while in the long run real deposit rate and economic growth have an insignificant positive relationship.
Furthermore, it is noteworthy that a large amount of historical and econometric evidence suggests that financial development facilitates economic growth; it is important to reiterate that this does not rule out the possibility of a causal relationship in the reverse direction (Sahoo, 2014 [30] ). It is perfectly possible that financial systems develop in response to higher economic growth or in anticipation of future prosperity. These two causal processes are not mutually exclusive and may very well be a natural feature of the links between finance and economic growth. Therefore, the issue of direction of causality between finance and growth remains unsettled between the four leading hypotheses, the supply-leading hypothesis, the demand-following hypothesis, the feedback hypothesis, and the neutral hypothesis.
In contrast to the supply-leading hypothesis, empirical findings that support the demand-following view state that growth in economic activity leads to a deepening of the financial system. This means that demand for financial services is determined, for instance, by the growth of real output, commercialization, and modernization of agriculture. This suggests that the expansion of the financial system is led by real economic growth. Empirical findings that support this hypothesis in country-specific evidence include Omotor, 2007 [21] , who established that financial development and economic growth exhibit one-way causality. The study used annual data for Nigeria over the period 1970-2002 to construct a multivariate vector auto-regression (VAR) model and Granger causality tests using real GDP, net domestic credit, net investment, trade openness, and human capital investment. The empirical result shows that the direction of causality between financial development and economic growth is demand-following.
The finding of Agu and Chukwu, 2008 [6] is quite different from other authors on Nigeria. They employed the Multivariate Johansen-Juselius framework and Toda-Yamamoto causality tests between "bank-base" financial deepening and economic growth in Nigeria between 1970 and 2005 using per capita income, bank sector's credit to private sector to GDP, the ratio of broad money to GDP, Economies 2017, 5, 4 6 of 18 the ratio of bank deposit liabilities to GDP, and the loan deposit ratio. The cointegration test results suggest that financial deepening and economic growth are positively cointegrated and that there is only one cointegrating vector indicating a stable and sustainable long-run equilibrium relationship in the Full Information Maximum Likelihood (FIML). In the Toda-Yamamoto sense, their findings revealed evidence to support both demand-following and supply-leading hypotheses, depending on the financial deepening variable that is used.
Similarly, Audu and Okumoko, 2013 [31] studied financial development and economic growth in Nigeria. Their study covered the period between 1970 and 2012. The study estimated the long-run relationship between financial development and economic growth using the Johansen full information maximum likelihood method. Empirical results suggest that all the variables used except ratio of money supply to GDP (MGDP) and the ratio of credit issued to non-financial private firms to total domestic credit (CNFPF) positively influenced financial development and economic growth. The Granger causality results revealed that there is a unidirectional relationship running from lending rate to gross domestic product, financial deepening to GDP. Also, a unidirectional relationship runs from bank credit to the private sector via GDP, MGDP, and the ratio of commercial bank deposit to gross domestic product (RDEP), while a bi-directional relationship exists between LCNFPF and LGDP as well as between RDEP and MGDP.
Odeniran and Udeaja, 2010 [8] studied financial sector development and economic growth in Nigeria. Their study covered the period between 1960 and 2009 and four variables-namely, ratios of broad money stock to GDP, growth in net domestic credit to GDP, growth in private sector credit to GDP, and growth in banks deposit liability to GDP-were used to proxy financial sector development, and real GDP per capita was used to measure real growth rates with 1990 as the base year. They tested the competing finance-growth nexus hypotheses using a Granger causality test in a VAR framework. They found that various measures of financial development cause output in the Granger framework even at the 1% level of significance, with the exception of ratio of broad money to GDP. They found the existence of a bi-directional relationship between some of the proxies of financial development and economic growth. They also found that net domestic credit is equally driven by growth in output, indicating unidirectional causality.
Osuji and Chigbu, 2012 [32] investigated the impact of financial development variables on economic growth in Nigeria using three variables: gross domestic product (GDP), money supply (M2), and credit to the private sector (CPS). Granger causality testing and the Error Correction Method (ECM) were employed on time series data from 1960 to 2008 and the results revealed that Money Supply (MS) and Credit to Private Sector (CPS) are positively related to economic growth of Nigeria. The Johansen and Granger tests show that Money Supply and Credit to private Sector (CPS) are cointegrated with GDP in Nigeria within the study period and the Granger tests indicated that all the exogenous variables Granger-cause GDP and GDP Granger-causes other variables in Nigeria.
Nzotta and Okereke, 2009 [33] studied financial deepening and economic development in Nigeria using eight indicators: financial deepening (M2/GDP), Financial Savings/GDP ratio (FS/DGP), Private Sector Credit/GDP (PSC/GDP), value of Checks Cleared to GDP ratio (CHQ/GDP), value of Checks Cleared to Money Supply (CHQ/MS2), the Rate of Inflation (INFLA), Prime lending rates (PLRA), and the intermediation ratio. The two-stages least squares analytical framework was used in the analysis. Using data covering the period between 1986 and 2007, the study found that the financial system has not sustained an effective financial intermediation, especially credit allocation and a high level of monetization of the economy.
In another study, Nkoro and Uko, 2013 [34] empirically examined the financial sector development-economic growth nexus in Nigeria. In doing this, the study employed the cointegration/Error Correction Mechanism (ECM) with annual datasets covering the period, 1980-2009. Five variables, namely ratios of broad money stock to GDP, private sector credit to GDP, market capitalization-GDP, banks deposit liability to GDP, and Prime interest rate were used to proxy financial sector development and real gross domestic product growth was used to proxy economic growth.
The empirical results show that there is a positive effect of financial sector development on economic growth in Nigeria. However, extending credit to the private sector and financial sector depth are ineffective and fail to accelerate growth. This signifies the effect of government borrowing, the problem of huge non-performing loans, and a deficient legal system on the private sector. These severely limit the contribution of Nigeria's financial sector development to economic growth. To sustain and enhance the existing relationship between financial sector development and economic growth in Nigeria, there is a need to adequately deepen the financial system through innovation, adequate and effective regulation and supervision, a sound and efficient legal system, efficient mobilization of funds, and making such funds available for productive investment and improved services.
In another study [35] , Olofin and Afangideh's investigation of financial structure and economic growth in Nigeria, they used a three-stage least square estimation technique on data spanning 1970 to 2005 and discovered that a developed financial system reduces growth financing constraints by increasing bank credit and investment activities, with a resultant rise in output. Similarly, Adams, 1998 [36] studied financial intermediation and economic growth in Nigeria. The study employed the 2SLS method to show that the financial intermediation process is sub-optimal and caused by a high lending rate, high inflation rate, low per capita income, and inadequate bank branches. Azege, 2004 [37] examined the empirical relationship between the level of development by financial intermediaries and growth in Nigeria. The study employed data on aggregate deposit money bank credit over time and gross domestic product to establish that a moderately positive relationship exists between financial deepening and economic growth.
Attempts have also been made to gather cross-country evidence that supports the demand-following view. Kar and Pentecost, 2000 [18] examined the causal relationship between financial development and economic growth in Turkey. The study developed five alternative proxies for financial deepening. Granger causality tests were employed using the cointegration and vector error correction methodology developed by Johansen, 1998 [38] and Johansen and Juselius, 1990 [39] . Their results show that the direction of causality between financial development and growth is highly sensitive to the choice of proxy used for financial development. They further found that economic growth seems to lead financial sector development in Turkey.
Ndlovu, 2013 [20] examined financial sector development and economic growth in Zimbabwe for the period 1980-2006. The study used real Gross Domestic Product (GDP) per capita as a measure of economic growth, including Stock Market Capitalization Ratio to GDP, Liquid Liabilities to GDP ratio, and Domestic Credit to Private to GDP; three control variables were used, namely Inflation, Real Interest Rate, and Openness of economy. Using a multivariate Granger causality test, the study found demand-following financial development in Zimbabwe, where there is unidirectional causality from economic growth to financial development. Similarly, Waqabaca, 2004 [40] examined the causal relationship between financial development and growth in Fiji using low-frequency data from 1970 to 2000. The study employed unit root testing and the cointegration technique within a bivariate VAR framework. Empirical results suggest a positive relationship between financial development and economic growth for Fiji, with causality running from economic growth to financial development. He posited that this outcome is common in countries that have less sophisticated financial systems.
Michael, 2012 [41] studied financial development and economic growth and assessed whether Schumpeter was right. Using South Africa as a case study (data ranging from 1965 to 2010) and applying Full Modified Ordinary Least Squares (FMOLS) and Two Stage Least Squares (2SLS), the study found that, contrary to the prediction of Schumpeter, finance promotes growth. The empirical results suggest that financial development does not promote economic growth in either the short run or the long run. The paper concludes that Schumpeter may not be right in theorizing that finance promotes economic growth. economic growth using the autoregressive distributed lag (ARDL) model of cointegration analysis proposed by Pesaran and Shin, 1999 [43] . Their results indicated a weak relationship between financial development and economic growth in Sudan due to the inefficient allocation of resources by banks, poor quality of bank credit allocation along with the absence of an appropriate investment climate required to foster significant private investment and promote growth in the long run, and the poor quality of credit disbursal of the banking sector in Sudan.
Frank and Eric, 2012 [44] examined financial sector deepening and economic growth in Ghana. The Johansen co-integration techniques within a bi-variate vector auto-regressive framework were used for the regression. Using a quarterly time series set of data on Ghana over a 10-year period (2000-2009), the result of the study shows that there is a statistically significant positive relationship between the Financial Sector Development and Economic Growth in Ghana. Thornton, 1994 [45] investigated the role of financial deepening and economic growth in Asian economies. The study used two proxies of financial deepening, namely the ratio of the broad money supply to nominal GDP; and the ratio of total deposits to nominal GDP against real output measured by real GDP in 1985 prices. He employed the cointegration analysis and the Granger causality technique to data for nine Asian economies in an attempt to distinguish between competing hypotheses regarding the role of financial deepening and economic growth. The cointegration analysis does not detect evidence of a long-run or equilibrium relationship between financial deepening and real GDP, while the Granger causality results suggest that in many cases financial deepening does not make much difference to the rate of economy growth in the short run.
Limitations of Previous Studies
There is no doubt whatsoever that a plethora of empirical works exists in the area of financial deepening and economic growth, but most of the studies were based on financial measures that may not capture the mechanism through which financial deepening can cause economic growth. They merely analyzed the causality and/or the impact of financial deepening on economic growth. None of them differentiated between the size of the financial sector and the level of activity in this sector as alternative sources of growth. Further, most of the studies used broad money and credit to the private sector as two different variables in the same econometric model. This may lead to the problem of multicollinearity as credit to the private sector is an intrinsic component of broad money, which may result in type I error.
Therefore, a significant contribution of this study was the recognition that financial services may affect the growth process through multiple channels, some of which depend on the size of the financial institution, while others depend on the level of activity in financial institutions. This allows for an analysis of the quantity and quality of financial institutions in the relationship between financial deepening and economic growth, and for recognizing the problems that multicollinearity poses.
For robust empirical investigation, the Toda-Yamamoto causality framework was used to test the causality direction. This methodological procedure is useful because it allow for tests of augmented Granger causality between financial deepening and economic growth while accounting for the long-run information often ignored in systems that require first differencing and prior to estimation. None of the previous works reviewed in Nigeria considered the superiority of the Toda-Yamamoto causality test except for Agu and Chukwu, 2008 [6] and Ibrahim and Shuaibu, 2013 [24] , but they limited their study to bank-based variables and ignored the importance of stock-market-based variables.
Methodology
Data and Sources
The study adopted annual time series data spanning the period 1970-2013. Although there are a diversity of institutions that operate in the financial sector with many indicators for different financial institution, this study used bank-based and market-based size and level of activity measures 
Model Specification
This study adopted the Augmented Granger Causality Test developed by Toda and Yamamoto, 1995 [46] . The financial deepening and economic growth model is presented in the following VAR system:
(1)
(2)
where GR is the annual growth rate of real gross domestic product as a measure of economic growth; BR is bank total asset as a ratio of GDP; CR is ratio of bank credit to private sector to GDP; MR is ratio of market capitalization to GDP; TR is stock market turnover ratio; LR is prime lending rate; k is the lag length, (k + dmax) is the order of VAR; α j s, λ j s, ϕ j s, δ j s, π j s, and ψ j s are parameters to be estimated; and ε 1t , ε 2t , ε 3t , ε 4t , ε 5t and ε 6t are error terms that are assumed to be white noise.
For the relationship between BR t and GR t , equations (1) and (2) are relevant. Causality runs from BR t to GR t if, α 2j = 0 in equation (1), and from GR t to BR t , if λ 1j = 0 in Equation (2) . If α 2j = 0 and λ 1j = 0 do (not) hold simultaneously then, there is feedback (independent) relationship between BR t and GR t .
For the relationship between GR and CR equations (1) and (3) are relevant. Unidirectional causality runs from: CR to GR if, at least some α 3j s = 0 in (1) and all ϕ 1j s = 0 in (3) and; from GR to CR if, all α 3j s = 0 in (1) and at least some ϕ 1j s = 0 in (3).
The relationship between GR and MR is defined by equations (1) and (4) . Unidirectional causality runs: from MR to GR if, at least some α 4j s = 0 in (1) and all δ 1j s = 0 in (4) and; from GR to MR if, at least some δ 1j s = 0 in (4) and all α 4j s = 0 in (1). Feedback relationship exists if α 4j s = 0 in (1) and δ 1j s = 0 in (4) holds simultaneously. The relationship is independent if all α 4j s = 0 and all δ 1j s = 0 simultaneously.
Similarly, unidirectional causality runs: from TR to GR if, at least some α 5j s = 0 in (1) and all π 1j s = 0 in (5) and; from GR to TR if, at least some π 1j s = 0 in (5) all α 5j s = 0 in (1). There is feedback if, at least some α 5j s = 0 in (1) and some π 1j s = 0 in (5) holds simultaneously, and independence exists if, all α 5j s = 0 in (1) and all π 1j s = 0 in (5).
In the same vein, unidirectional causality runs: from LR to GR if, at least some α 6j s = 0 in (1) and all ψ 1j s = 0 in (6) and; from GR to LR if, at least some ψ 1j s = 0 in (6) and all α 6j s = 0 in (1). Feedback exists if at least some α 6j s = 0 in (1) and some ψ 1j s = 0 in (6) . Further, there is independence if, all α 6j s = 0 in (1) and all ψ 1j s = 0 in (6).
Description of Variables
Real gross domestic product growth rate (GR) is a proxy for economic growth. This measure provides a high indicative power of the quality and quantity of economic growth.
Total bank assets measure the overall size of the banking sector, which is equal to the total deposit liability of the deposit money bank. The size variable for the banking sector is the value of outstanding assets of the banking sector, which includes bank credit as well as other investments of the banking sector. This determines the capacity of the banking sector to perform its core role of mobilizing savings.
The ratio of bank credit to private sector to GDP is bank-based activity level. Previous studies have revealed that credit to the private sector is the most comprehensive indicator of the activity of financial intermediaries (Levine, Loayza & Beck, 2000 [47] ). This is because it is associated with the system's ability to mobilize resources from the surplus-saving unit and make them available to the deficit-spending unit.
Market capitalization, the value of listed domestic shares on domestic exchanges divided by GDP, shows the overall size of the stock market as a percentage of GDP. The assumption behind this measure is that the overall market size is positively correlated with the ability to mobilize capital and diversify risk on an economy-wide basis (Levine & Zervos, 1996 [48] ;).
Stock market turnover ratio measures the level of activity, which is usually given as total value of shares traded divided by market capitalization. Turnover ratio identifies the ease and speed with which economic agents can buy and sell securities. With a high turnover ratio, the initial investors do not lose access to their savings for the duration of the investment project because they can easily, quickly, and cheaply sell their portfolio. Importantly, a large stock market is not necessarily an active liquid market and a large but inactive market will have large capitalization but small turnover. Stock market turnover ratio is the most comprehensive indicator of the activity of stock market and signals whether trading activity is matched by market size.
Prime lending rate is the weighted average lending rate of deposit money banks (percent). It is an indicator of financial access and measures the cost of access and use of financial services. A high level of financial deepening should sustain and provide a basis for a moderate lending rate in the economy.
Estimation Technique
Granger causality was one of the earliest methods developed to quantify the causal effect from time series observations. Causality testing in the Granger sense is conventionally conducted by estimating VAR models: a VAR model in the level data, a VAR model in the first differenced data, and a vector error correction model (Clarke & Mirza, 2006 [49] ). However, it has been observed that VAR estimation often involves nuisance parameters and then no satisfactory basis for supporting a causality test applies as the F-test statistic does not have a standard distribution when variables are integrated. Also, the most difficult parts of testing multivariable Granger causality are how to confirm the cointegrating relationship and how to estimate the VAR accurately when its system is integrated (Phillip & Toda, 1994 [50] ). However, Engle and Granger,1987 [51] , and Johansen and Juselius, 1990 [39] suggest that the inclusion of additional variables such as the error-correction term would help to capture the long-term causal relationship and make causality results meaningful. Yet these tests are still sensitive to the values of trend and constant terms in finite samples and thus not very reliable for typical time series sample sizes (Toda and Yamamoto, 1995 [46] ).
Following Rambaldi and Doran, 1996, [52] , and Agu and Chukwu, 2008 [6] , this study considered the Granger non-causality test, a Toda-Yamamoto procedure that is applicable regardless of whether a series is I(0), I(1), or I(2), non-cointegrated or cointegrated of any order. This implies that it avoids the potential bias associated with unit root and cointegration tests (Rambaldi and Doran, 1996 [52] ). As pointed out by Clarke and Mirza, 2006 [49] , pre-tests for unit root and cointegration might suffer from size distortions, which often implies the use of an inaccurate model for the non-causality test. To obviate some of these problems, the Toda-Yamamoto test, based on augmented VAR modeling, introduced a Wald test statistic that asymptotically has a chi square (χ 2 ) distribution irrespective of the order of integration or cointegration properties of the variables. The Toda-Yamamoto approach fits a standard vector auto-regression and a vector error correction model on levels of the variables (not on their first differences) and therefore makes allowances for the long-run information often ignored in systems that require first differencing and pre-whitening (Clarke & Mirza, 2006 [49] ). The approach employs a modified Wald test (MWALD) for restrictions on the parameters of the VAR (k), where k is the lag length of the system. The basic idea of the Toda-Yamamoto approach is to artificially augment the correct order, k, by the maximal order of integration, say dmax. Once this is done, a (k + dmax) the order of VAR is estimated and the coefficients of the last lagged dmax vectors are ignored (Caporale & Pittis, 1999 [53] ).
Results and Discussion
The variables for this study were analyzed using descriptive statics and other empirical approaches. The descriptive statistics and correlation matrix emanating from the variables are presented in Tables 1 and 2 , respectively. The probability in the descriptive statistic indicated that most of the variables are not normally distributed, showing high values of standard deviation, Jarque-Bera statistics and near zero probabilities. The mean value of bank credit to the private sector as a ratio of GDP (CR) was 13.08, with 6.56, 75.8, and 0.00 standard deviation, Jarque-Bera, and probability values, respectively. Also, the total assets of banking sector as a ratio of GDP (BA) had a mean value of 35.42, with standard deviation of 13.24 and Jarque-Bera statistic of 3.16 and 0.20 probability value. This showed that BA is more normally distributed than CR in terms of deviation in the data series ( Table 1) .
The annual growth rate of real Gross Domestic Product (GR) had the highest Jarque-Bera statistic of 28.09, with 4.40 and 4.64 mean and standard deviation values, respectively. The prime lending rate (LR), with 1.47 Jarque-Bera statistic, had 14.95 and 16.75 mean and standard deviation values, respectively. The nature of the data series calls for normalization of the variables. First, a correlation test was used to examine the degree of association among the variables. This was necessary to avoid the multicollinearity problem that most of the studies (Agu & Chukwu, 2008 [34] ), which used both broad money and credit to the private sector as different financial deepening indicators, failed to take into consideration. The results are reported in Table 2 . All the values of the correlation coefficients were less than 0.8 in absolute terms. In accordance with the econometrics rule of thumb for multicollinearity test, this is an indication of the absence of a multicollinearity problem. CR = Ratio of bank credit to private sector to GDP, BA = Bank total asset as a ratio of GDP, GR = Annual growth rate of the real gross domestic product, LR = Prime lending rate, MR = Ratio of market capitalization to GDP, TR = Stock market turnover ratio. Source: Authors' Computation. Second, the series were examined for unit roots and cointegration. This is a necessary aspect of any policy driven time series analysis, especially as it provides the leeway to avoiding the spurious regression syndrome.
Results for both the Augmented Dickey-Fuller and Philips-Perron unit root tests are presented in Table 3 for levels and first differences of the time series and that of the Johansen's cointegration rank test are presented in Table 4 . The results indicate that, though GR, BA, CR and MR were trend stationary, all the variables became stationary after differencing once, that is, they are all integrated of order one I(1). The study also adopted the co-integration method developed by Johansen, popularly called the Johansen co-integration test or cointegration rank test. This test identifies the number of stationary long-run relationships that exist among the set of integrated variables. It offers two tests, the Trace test and the Max-Eigenvalue test. The trace statistic tests the null hypothesis of at least r cointegrating vectors against the alternate of at most r. This means that a rejection of the null implies there are at r co-integrating relationships. On the other hand, the Maximum Eigen statistic tests the null hypothesis of at most r cointegrating vectors against the alternate of r + 1. This means that a rejection of the null implies there are at least r + 1 co-integrating relationships. Both the Trace and Max-Eigen statistics showed two cointegrating vectors indicating the existence of a long-run relationship among the variables (Table 4a,b) . However, because the focus of this study was not to examine the impact of financial deepening on economic growth, there was no need for estimating any error correction model.
As explained earlier, the study adopted the VAR Granger causality/Wald test approach, suggested by Toda and Yamamoto to evaluate the causality relationship between financial deepening and economic growth. The approach compute statistics that asymptotically follow the chi square (χ 2 ) distribution irrespective of the order of integration of the variables. In fact, the Toda-Yamamoto approach fits a standard vector auto-regression model on levels of the variables and therefore makes allowance for the long-run information often ignored in systems that require first differencing and pre-whitening (Clarke & Mirza, 2006 [49] ).
Results for the Toda-Yamamoto augmented Granger causality test are reported in Table 5 . At a 5% level of significance, the augmented Granger causality test reveals that all the financial deepening variables in the model jointly have a causal effect on economic growth, but not always individually (as "BA, CR and MR" do not Granger-cause "GR" individually). The results showed that stock market turnover ratio (TR) and prime lending rate (LR) Granger-cause economic growth (GR). Further assessment reveals that the GR equation has a chi square (χ 2 ) value of 19.19907 with a probability value of 0.0378, which suggest rejection of the null hypothesis that financial deepening variables does not Granger-cause economic growth. However, there is no evidence of feedback, which means that economic growth (GR) does not Granger-cause financial development as GR was not significant at the 5% level in any of the models with financial deepening variables as the dependent variable (see Appendix A). Overall, the causality result supports the view that causality runs from financial development to economic growth, implying that the supply-leading hypothesis prevails in Nigeria. The supply-leading hypothesis was developed by Goldsmith, 1969 [16] , who suggested that financial development has a positive causal impact on economic growth as it could boost the capital accumulation efficiency and/or increase the level of savings and thus the level of investment, as suggested by McKinnon, 1973 [14] , and Shaw, 1967 [12] . In other words, through a growth in savings and an increase in investment efficiency, financial development may play a key role in growing national output (Levine, 1997 [54] ). Moreover, this would create incentives for financial innovations and the implementation of new technology. The Roots of Characteristic Polynomial presented in Figure 2 and Table 6 reveal that no root lies outside the unit circle, indicating that the model satisfies the stability condition and exhibits good fit. Overall, the causality result supports the view that causality runs from financial development to economic growth, implying that the supply-leading hypothesis prevails in Nigeria. The supply-leading hypothesis was developed by Goldsmith, 1969 [16] , who suggested that financial development has a positive causal impact on economic growth as it could boost the capital accumulation efficiency and/or increase the level of savings and thus the level of investment, as suggested by McKinnon, 1973 [14] , and Shaw, 1967 [12] . In other words, through a growth in savings and an increase in investment efficiency, financial development may play a key role in growing national output (Levine, 1997 [54] ). Moreover, this would create incentives for financial innovations and the implementation of new technology. The Roots of Characteristic Polynomial presented in Figure 2 and Table 6 reveal that no root lies outside the unit circle, indicating that the model satisfies the stability condition and exhibits good fit. 
Conclusions and Recommendations
Conclusions
The conclusion drawn from this study is that the relationship between economic growth and financial deepening in Nigeria follows the "supply-leading hypothesis" and not the "demand-following", "feedback", or "neutral" hypotheses. The policy implication of this finding is that to grow the Nigerian economy attention must be given to the level of development of the financial system as it may boost the capital accumulation efficiency and/or increase the level of savings and thus investment, as suggested by McKinnon, 1973 [14] , and Shaw, 1967 [12] . Further, specific attention must be given to the ease of doing business in the stock market and the cost of capital in the money market (financial access). These are fundamental variables that cannot be ignored since it was the stock turnover ratio (TR) and prime lending rate (LR) that individually Granger-caused economic growth (GR).
Recommendations
Effective means of improving credit channels and liquidity to private firms by banks should be encouraged by Central Bank of Nigeria and an aggressive policy should be pursued to remove all obstacles that could undermine the growth of credit to the private sector. Thus, the policy that established Asset Management Corporation should be strengthened in other to free the deposit money banks from a high incidence of non-performing loans, and thereby, enhance their ability to extend more credit to the economy.
The government should encourage monetary authorities like the Central Bank of Nigeria to build a conducive and enabling environment for friendly interest rates so that prospective investors can increase their investment and raise the nation's production capacity. This can be achieved through low unremunerated reserve requirements and adequate physical and financial infrastructure to remove the impediments that lead to a gap between the savings and lending rate. This is because the interest rate is the stimulating factor in savings and investment decisions in the economy.
The capital market is still shallow and there are bottlenecks inhibiting the ease of doing business, hence policy efforts should aim at restoring investors' confidence by improving the institutional and legal framework for stock market operations, and promoting security ownership and efficiency in the stock market. This will also ensure that stock prices truly reflect their actual values or the expected future profitability of companies.
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