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Kinematically complete experiment on single ionization in 75-keV p+He collisions
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We have measured and calculated fully differential single-ionization cross sections for the complete three-
dimensional space in 75 keV p+He collisions. Several signatures of the projectile–residual-target-ion interac-
tion, some of which are not observable for fast projectiles and for electron impact, are revealed. Some of these
features are qualitatively reproduced by our calculations if this interaction is accounted for. However, overall
the agreement between theory and experiment is not very good. Thus, our understanding of effects caused by
the projectile–residual-target-ion interaction appears to be rather incomplete.
DOI: 10.1103/PhysRevA.73.062704 PACS numbers: 34.50.Fa, 34.10.x
I. INTRODUCTION
Kinematically complete experiments—i.e., experiments
which determine the momentum vectors of all collision
fragments—have been performed for single ionization of
neutral atoms by electron impact for nearly 40 years 1,2.
Such studies have proven to be extremely powerful as they
yield fully differential cross sections FDCS’s and therefore
provide the most sensitive tests of theoretical models de-
scribing few-body dynamics in ionization processes. Gener-
ally, theory has been quite successful in reproducing the
available experimental data. For high projectile energies and
light target atoms perturbative methods usually lead to very
good agreement with measured FDCS’s 3. At low projectile
energies, even within just a few eV above threshold, nonper-
turbative calculations reproduce the experimental data very
well 4. Based on these successes it was generally assumed
that single ionization of light atoms by charged-particle im-
pact is essentially understood.
This rather optimistic assessment did not account, how-
ever, for two important gaps in the available experimental
data that existed until very recently. First, the vast majority
of experiments were restricted to electrons ejected into the
scattering plane defined by the momentum vectors of the
incoming projectile electron and the fast final-state electron.
Until data were reported for high-energy electron impact ear-
lier this year 5,6, FDCS’s for slow electron ejection outside
the scattering plane were only available for relatively small
projectile energies 7. Second, the first measured FDCS’s
for single ionization by ion impact were only reported about
5 years ago 8. Although numerous measurements have
been performed since then 9,10, the literature on experi-
mental FDCS’s for ion impact is not nearly as extensive as
for electron impact.
At least for collision systems with small perturbation pa-
rameters  projectile charge to velocity ratio, where higher-
order contributions were assumed to be negligible, it was not
necessarily expected that the comparison between theory and
experiment would be significantly different for electron and
ion impact. Indeed, for ion impact at small  the data in the
scattering plane were as well reproduced by perturbative cal-
culations as for electron impact 11. However, in the per-
pendicular plane, defined by the initial projectile momentum
and the vector normal to the scattering plane, surprisingly
strong and qualitative discrepancies between the data and a
state-of-the-art calculation were found 12. While the calcu-
lation predicted a nearly isotropic behavior in that plane,
pronounced maxima perpendicular to the projectile beam di-
rection were observed in the experiment. More recently,
similar structures were reported for electron impact at about
the same  5,6.
For fast highly charged ion impact at very large  poor
agreement between experiment and theory was obtained
even for electrons ejected into the scattering plane 13–17.
Here, the most prominent feature not reproduced by the cal-
culations was a strong peak structure in the forward initial
beam direction. This maximum, as well as the peak struc-
tures found in the perpendicular plane for small , has been
traced to higher-order contributions involving an interaction
between the projectile and residual-target-ion interaction PI
interaction 18. Although such contributions are conceptu-
ally accounted for by theory, their description is apparently
incomplete.
More recently, we reported another unexpected effect due
to the PI interaction which we found for relatively slow 75-
keV p+He collisions 19. Usually, the so-called binary peak
is observed in the FDCS’s for the scattering plane in the
direction of the momentum transfer vector q difference be-
tween the initial and scattered projectile momentum. How-
ever, for increasing  the binary peak tends to shift in the
backward direction relative to q for the case of electron im-
pact 1 and in the forward direction for ion impact 13,14.
This shift can be explained in terms of the post-collision
interaction PCI between the outgoing projectile and the
ejected electron occurring after the primary ionizing interac-
tion. For 75-keV p+He we actually observed a backward
shift instead of a forward shift, which we also explained in
terms of the PI interaction 19. If this interpretation is cor-
rect, this effect is not observable for fast heavy-ion impact or
for electron impact.
In the original publication we focused on analyzing and
interpreting data in the scattering plane. In this article we
extend the discussion to data outside the scattering plane.
Furthermore, aspects of data for the scattering plane, only
treated briefly or not at all in the original publication, are
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analyzed in more detail. Finally, new theoretical calculations
are presented.
II. EXPERIMENT
The experiment, which is schematically shown in Fig. 1,
was performed at the University of Missouri–Rolla Ion En-
ergy Loss Spectrometer IELS. A proton beam with an en-
ergy of 5 keV and an energy spread of less than 1 eV was
produced from a hot cathode ion source and accelerated to an
energy of 75 keV. In the target chamber the projectile beam
intersected with a very cold T1 K neutral helium beam
from a supersonic gas jet. A collimator before the target
chamber reduced the projectile beam size to approximately
0.10.1 mm2. A switching magnet not shown in Fig. 1
located after the target chamber separated the different
charge states of the projectile. The protons deflected by the
magnet were then decelerated to an energy of 5 keV and
energy analyzed by an electrostatic parallel plate analyzer
20. The pass energy of the analyzer corresponded to a pro-
jectile energy loss  of 30 eV, which is equivalent to an
ejected electron energy Ee=− I=5.4 eV where I is the ion-
ization potential of He. The energy resolution of the ana-
lyzer was ±1.5 eV full width at half maximum FWHM.
Finally, the projectiles were detected by a position-sensitive
channel plate detector with a position resolution of ±50 m
FWHM. The entrance and exit slits of the analyzer are long
in the x direction 2 cm, but very narrow in the y direction
75 m so that the azimuthal angle of the detected pro-
jectiles is kept at 0° and the polar angle p is given by the
position information of the detector.
The energy loss can be expressed as
 = p0 − p f2/2M = p0 − p f · p0 + p f/2M
= q · p0 + p f/2M ,
where p0 and p f are the initial and final projectile momenta
and M is its mass. If p0 is large compared to q and the
scattering angle is small, which is always the case for inter-
mediate and fast ion impact, then p0p f and to a very good
approximation qzvp, where vp is the projectile speed and
qz is the longitudinal component z direction of q. Here
vp=1.73 a .u. and =30 eV=1.1 a .u. so that qz=0.638 a .u.
The x component of q is given by qx= p0sin p and is ob-
tained from the position information. The y component of q
is kept fixed at 0 due to the narrow width of the analyzer slits
see above. The achieved resolutions are ±0.03 a .u. in qy
and qz and ±0.05 a .u. FWHM in qx.
The recoil ions were extracted perpendicular to the inci-
dent projectile beam by a weak, nearly uniform electric field
of 1.6 V/cm. After the electric field region, the recoil ions
traveled through a field-free region and were detected by a
two-dimensional position-sensitive detector with about the
same resolution as the projectile detector. From the position
information the y and z components of the recoil-ion mo-
mentum could be determined. The x component was ob-
tained from the time of flight from the collision region to the
detector, which, in turn, is obtained from the coincidence
time spectrum. The main contributor to the resolution is the
temperature of the He beam, which mostly affects the y di-
rection. Here, the achieved resolution is ±0.1 a .u. while in
the x and z directions it is ±0.075 a .u. The electron momen-
tum is determined from momentum conservation by
pe=q−pr where pr is the final-state momentum of the recoil
ion. Due to error propagation in this difference, the resolu-
tion in the electron momentum is somewhat worse than in pr
and q about ±0.1 a .u. in all three directions. In magnitude
the resolution is significantly better ±0.04 a .u .  because it
is only determined by the resolution in .
In order to extract the FDCS’s from the data, a condition
was set on qx i.e., the position spectrum of the projectiles.
For detected ionization events satisfying this condition the
electron momentum was calculated and converted to spheri-
cal polar coordinates pe, e, e, where e is the azimuthal
angle of the projection of pe onto the xy plane relative to the
x axis and e is the polar angle of pe relative to the initial
projectile beam direction z axis. The three-dimensional an-
gular distribution of the ejected electrons was then generated
for the qx corresponding to the selected condition on the
projectile position since qy =0, qx is equivalent to the trans-
verse component qt as a function of e and e. Since five
independent variables the electron energy, the magnitude,
and the azimuthal angle of q and both angles of pe are
determined, this spectrum represents a fivefold differential
cross section. On the other hand, the final-space state of the
three particles is fully determined by three momentum
vectors—i.e., by nine momentum components. Because of
energy and momentum conversation, only five of these com-
ponents are independent so that a fivefold differential cross
section constitutes an FDCS. Combining de and de to the
electron solid-angle differential d	e=sin edede and dq
and dp to the projectile solid angle differential
d	p=sin pdpdq / p0 where we used that for small angles
qp0sin p and p0pf, we present these FDCS’s as triple-
differential cross sections d3
 / d	ed	pdEe. The data were
normalized by setting the integral over 	e and 	p equal to
the single-differential cross sections d
 /dEe measured for
the same collision system 21.
III. THEORY
The details of the three distorted wave 3DW approach
have been given in a previous paper 22, so only the neces-
FIG. 1. Schematic diagram of the experimental setup.
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sary features will be presented here. Atomic units will be
used throughout this section unless otherwise noted. The








The reduced mass of the helium-ion-electron subsystem is
Ie, and the reduced mass of the projectile-target atom sys-
tem is PA. The initial and final momenta of the projectile
are k0 and k f, the ejected-electron’s energy and momentum
are given by Ee and ke respectively, Ne is the number of
indistinguishable electrons in the atomic shell, and all con-
tinuum waves are normalized to plane waves.
The 3DW transition matrix T matrix for single ioniza-
tion of helium is given by 26
Tfi =  f
−Vii	 . 2
Here i is the asymptotic form of the initial-state wave func-
tion and Vi is the initial channel interaction between the pro-
jectile and atom. The final-state distorted wave  f− is an ap-
proximation to the final-state wave function which satisfies
incoming-wave boundary conditions.
For heavy-particle ionization, it has been a common prac-
tice to use a semiclassical approximation assuming a
straight-line trajectory for the projectile. The FDCS is then
obtained from a Bessel function transform 27,28. These
approximations lead to the standard continuum distorted
wave-eikonal initial state CDW-EIS 11,28–35, which has
been very successful for less differential atomic ionization by
heavy-ion impact.
We approximate the 3DW final-state wave function  f
− as




= expik f · raC−a,k f,rae
−ke,rbC−ab,kab,rab .
3
Here C is the Coulomb distortion factor and the Sommerfeld
parameters are given by a=ZP /a and ab=−ZP /ab,
a= ¯a, ab= ¯a− ¯b, and kab=peab, where a is the pro-
jectile velocity, b the ejected electron velocity, and pe is the
reduced mass of the projectile-ejected electron subsystem
pe1. The Coulomb distortion factor is
C−,k,r = 1 − iexp− /2 1F1i,1,− ikr − ik · r ,
4
where 1F1 is a confluent hypergeometric function and  is
the gamma function. The third two-particle wave function e
−
for the ejected-electron–helium-ion subsystem is a Hartree-
Fock distorted wave 39. It is a numerical solution of the
Schrödinger equation

− 12rb2 − Uionrb + ke
2
2 e−ke,rb = 0, 5
where Uion is the static Hartree-Fock potential of the helium
ion. The final-state wave function  f
− takes all two-particle
interactions into account to all orders of perturbation theory
and, as a result, treats each interaction on an equal footing.
The unperturbed initial state in Eq. 2 is given by
i = expiki · ra1srb , 6
where 1s is the single-particle Hartree-Fock ground-state
wave function of helium 40. The initial wave vector for the









Here the Hartree-Fock effective charge ZHFra is an analytic
fit to the Hartree-Fock effective charge as given by 41. It is
unity at large distances from the helium ion and approaches 2
as the projectile probes closer to the nucleus. We have evalu-
ated the scattering amplitude of Eq. 2 by a direct six-
dimensional numerical Gauss-Legendre quadrature as dis-
cussed by 42.
To test the importance of the final-state PI interaction on
the FDCS, we have evaluated the FDCS with the PI interac-
tion turned off we call this calculation 2DW. The 2DW
results still contain higher-order contributions involving PCI.
Finally, we have calculated the FDCS within the first Born
approximation FBA in which both the PI interaction and
PCI are turned off.
IV. RESULTS AND DISCUSSION
A. Scattering plane
In Fig. 2 a three-dimensional angular distribution of
ejected electrons with an energy of 5.4 eV for a transverse
FIG. 2. Measured three-dimensional fully differential angular
distribution of electrons with an energy of 5.4 eV ejected in 75-keV
p+He collisions. The momentum transfer is 0.77 a .u., correspond-
ing to a transverse momentum transfer of 0.41 a .u. The arrows
labeled p0 and q indicate the directions of the initial projectile mo-
mentum and the momentum transfer, respectively.
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momentum transfer of 0.41 a .u. is shown. The main feature
in this spectrum is a pronounced peak approximately in the
direction of q. This is the behavior one would get for a pure
binary interaction between the projectile and electron i.e., if
the residual ion remains completely passive. This peak is
therefore traditionally called the binary peak and we adopt
this notation here, although this term is somewhat mislead-
ing. Experimentally it is not possible to distinguish whether
the recoil ion was passive or not because it carried its mo-
mentum in the initial unperturbed target atom into the colli-
sion since the unperturbed target atom is at rest and the
bound electron has some momentum distribution, the re-
sidual target ion must have a momentum distribution in the
initial state as well. A second structure, which is usually
seen approximately in the direction of −q for electron and
fast ion impact at least at small  1,9,10, known as the
recoil peak, is completely absent in our data.
In the following, we will discuss the FDCS’s for different
cuts through the three-dimensional angular distributions.
First, we will provide a brief summary of the most important
findings obtained for the data in the cut along the scattering
plane which we reported earlier 19. We will then analyze
another structure found in the data, unrelated to both the
binary and recoil peaks, which we only mentioned briefly in
19. Finally, we will discuss the FDCS’s for cuts along
planes other than the scattering plane with some emphasis on
the perpendicular plane.
In Fig. 3 we show the FDCS for electrons ejected into the
scattering plane for transverse momentum transfers qt of
from bottom to top 0.13, 0.41, 0.73, and 1.38 a .u. The
dotted vertical line at positive angles indicates the angle q of
q relative to p0, and the ones at negative angles indicate −q.
In all four cases the binary peak near q is clearly visible.
However, a closer inspection shows that at small qt the bi-
nary peak is shifted to larger ejection angles relative to q.
Earlier, we interpreted this backward shift relative to the
beam direction as due to a higher-order process involving the
PI interaction 19, which is schematically illustrated in Fig.
4. Small qt favor relatively distant collisions, so we assume
the projectile passes the target atom outside—say, on the left.
In that case, the attractive interaction between the projectile
and electron will scatter the projectile to the right and the
projectile has an intermediate momentum pm. The momen-
tum transferred to the electron, qe=p0−pm, points to the left
and in the forward direction. The projectile then gets elasti-
cally scattered by the residual target ion to the left relative to
pm because the underlying interaction is repulsive. The cor-
responding momentum transferred to the recoil ion
qr=pm−p f points to the right the longitudinal component is
negligible in elastic scattering. Since the projectile ap-
proaches the electron to a closer distance than the recoil
ion, the transverse component of qr is smaller than the one
of qe. As a result, the total measured momentum transfer
q=qr+qe is shifted in the forward direct relative to qe. Con-
sequently, the binary peak electrons traveling in the direction
of qe will be observed at a larger angle than q i.e., the
binary peak is shifted backwards. The backwards shift of the
binary peak is most pronounced at small qt, monotonically
decreases with qt, and, in fact, eventually turns into a for-
ward shift for qt=1.38 a .u. This can be understood by keep-
ing in mind that with increasing qt closer collisions are fa-
vored and the probability that the projectile passes the atom
on the outside, as assumed in our model, is reduced.
A second structure is visible near −q, especially at small
qt. Again, our basic model described above offers a possible
explanation for this feature as well. Now, we consider the
scenario where the projectile passes the atom at relatively
large distance on the right so that the electron is farther from
the projectile than the residual target ion. The projectile is
scattered to the left by the interaction with the electron and to
the right by the interaction with the target core. However,
this time the momentum transferred to the recoil ion is larger
than the one transferred to the electron so that qt points in the
opposite direction as qet. This is a similar behavior as in the
recoil peak, but an important difference is that here the lon-
gitudinal components of qe and q are identical because the
longitudinal momentum transfer in the elastic scattering with
the target core is negligible while in a first-order description
of the recoil peak they are opposite to each other.
An alternative explanation of the structure near −q
is based on the PCI. Earlier, a strong peak in the forward
direction observed in the FDCS’s for 3.6-MeV/amu
Au53++He collisions =4.4 was attributed to the recoil
FIG. 3. Fully differential cross sections for electrons with an
energy of 5.4 eV ejected into the scattering plane in 75-keV
p+He collisions. The electron emission angle e is defined in the
text. The transverse momentum transfers are from bottom to top
0.13 a.u., 0.41 a.u., 0.73 a.u., and 1.38 a.u. The dotted lines indicate
the angles q and −q, where q is the direction of q with respect
to the incident projectile direction. It is given by cosq=qz /q.
Solid lines: 3DW calculations multiplied by 0.2 0.13 a .u . , 0.3
0.41 a .u . , and 0.6 0.73 a .u . , respectively.
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peak being strongly shifted in the forward direction by the
PCI 13. As mentioned above, we do not observe any recoil
peak in the direction of −q. However, the structure near −q
may also be a PCI-shifted recoil peak. It would be under-
standable that, in the present case, the forward shift would be
much smaller than for the 3.6-MeV/amu Au53+ projectiles
because  is much smaller. On the other hand, strong indi-
cations were found that the forward peak observed for the
Au53+ projectiles is related to the PI interaction 18. How-
ever, this does not rule out the earlier explanation based on
the PCI. In a classical picture, the projectile and electron
cannot collide consecutively without another interaction re-
directing at least one of these two particles before the PCI
occurs. This interaction could either be the PI interaction or
the one between the electron and target ion core. Similar
arguments were made by Sarkadi and Gulyas, and they re-
ferred to such mechanisms as two-center effects 43. In this
sense the explanation for the structure near −q based on the
PCI is just an extension of the explanation solely based on
the PI interaction.
The solid curves in Fig. 3 show our 3DW calculations.
The agreement with the data is not good. Neither the back-
ward shift of the binary peak relative to the direction of q at
small qt nor the structures near −q are reproduced. Further-
more, the absolute magnitude is off by as much as a factor of
5. Finally, with increasing qt the width of the binary peak is
increasingly overestimated by the calculation. If our interpre-
tation of the shape of the  dependence of the FDCS is
correct, then these discrepancies show that the role of the PI
interaction is severely underestimated in our theoretical
model. The same conclusion was also drawn from a compari-
son between experiment and theory for very fast highly
charged ion impact 12. On the other hand, it is currently
not clear to what extent the differences in magnitude can be
attributed to the PI interaction. We have recently shown that
the magnitude can be extremely sensitive to the description
of the interaction between the active ejected and passive
electron which remains bound in the ground state of the tar-
get core ion. Depending on the specific description of that
interaction, very good agreement in magnitude can be
achieved even without incorporating the PI interaction 44.
B. Out-of-plane electron ejection
In the scattering plane effects due to the PI interaction are
usually not as pronounced as those reported here, except for
extremely large  18. For relativistic ion impact at an 
comparable to the present collision system some contribu-
tions of the PI interaction in the scattering plane were iden-
tified, which were, however, more of a quantitative nature
45. Generally, the relative importance of such effects tends
to strongly increase as the direction of the electron ejection
departs from the scattering plane 12. In the following we
therefore analyze the role of the PI interaction for out-of-
plane electron ejection.
First, we will discuss the shape of the three-dimensional
FDCS as a function of qt. For simplicity, in the following the
term recoil peak refers to any structure centered on −qt—i.e.,
to both the conventional recoil peak and to the structure we
observe near −q. We start the analysis by plotting in Fig. 5
the FDCS of Fig. 2 from a different perspective, viewing it
from the back in the beam direction. In this figure qt is point-
ing horizontally to the right; i.e., the scattering plane is ori-
ented along the horizontal and the perpendicular plane is
oriented along the vertical. The bottom of Fig. 5 shows these
cross sections from the same perspective calculated with the
FBA. The comparison between the measured and calculated
data looks similar to what was observed for 100-MeV/amu
C6++He 12 and 1-GeV/amu U92++He collisions 46:
while in the calculation there is a minimum along the per-
pendicular plane separating the binary peak from the recoil
peak, in the experimental FDCS such minima are not present
at all. In fact, the minimum in the FBA is much stronger than
it appears in this particular perspective. Because q—and
therefore the binary peak—is pointing in the forward direc-
tion and the recoil peak in the backward direction, the cross
section in these peaks “in front” and “behind” the minimum
give the false impression that the minimum is filled up. In
contrast, even without this artifact due to the perspective,
there is no minimum in the data, as can be seen from Fig. 2.
To analyze the shape of the FDCS in the region of the
minimum predicted by the FBA more systematically, we de-
termined the ratio R of the integrated counts in the semiplane
perpendicular to the scattering plane divided by the inte-
grated counts in the semiscattering plane containing −qt.
This ratio is plotted in Fig. 6 as a function of qt. R is a crude
measure for the shape of the azimuthal angular dependence
of the FDCS. A minimum separating the recoil peak from the
binary peak corresponds to a relatively small value of R and
an increasing R signifies an increasing filling of such a mini-
FIG. 4. Schematic diagram of the higher-order mechanism in-
volving elastic scattering of the projectile by the residual target ion.
p0, pm, and pf are the initial, intermediate, and final projectile mo-
menta, respectively, and qe, qr, and q are the momentum transfers to
the electron and recoil ion and the total momentum transfer.
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mum. In the data, R1 for all qt and there is a maximum at
about qt=0.5 a .u. This dependence of R on qt is very similar
to the one we obtained earlier for 1-GeV/amu U92++He col-
lisions 46.
In the following we will analyze the extent to which the qt
dependence of R in the data can be explained in terms of a
higher-order mechanism involving the PI interaction. To this
end we employ a simple classical model to describe elastic
scattering between the projectile and target-ion core in terms
of Rutherford scattering. In our model we make the follow-
ing approximations: i The potential between the projectile
and the target-ion core is assumed to be Coulombic. ii We
treat the elastic scattering as independent of the projectile-
electron interaction leading to the electron ejection. iii We
neglect the initial momentum distribution of the electrons in
the ground state of He.
Using the first approximation, the elastic scattering cross





where qrt is the transverse component of the momentum
transferred only to the recoil ion the longitudinal
momentum is essentially 0 and Zt is the effective
target atomic number. We can express qrt in terms of qt
and the transverse component of the momentum transfer
only to the electron occurring in the preceding projectile-
electron interaction qet. Using the collision geometry,




−2qtqetcos 1/2 because qt=qet+qrt. The angle
 enclosed by qt and qet is 90° for electron ejection into the
perpendicular semiplane and 180° for ejection into the semi-
plane containing −qt. Within the second approximation, R
can be expressed as the ratio between the elastic scattering
cross sections at these two angles, because if the ionization
probability is independent of the elastic scattering, it divides
out in this ratio. Substituting the expression for qrt found
FIG. 5. Three-dimensional FDCS of Fig. 2 viewed in the beam
direction top. The bottom part shows these FDCS calculated
within the FBA.
FIG. 6. Ratio R between the integrated counts in one of the
perpendicular semiplanes to the integrated counts in the semiscat-
tering plane containing −qt as a function of qt. Solid curve: simple
classical model based on Rutherford scattering see text. Dashed
curve with circles: FBA. Dashed curve with crosses: 2DW. Dashed
curve: 3DW.
FIG. 7. Vector diagram of the transverse momentum transfers to
the electron qet and to the recoil ion qrt and total transverse momen-
tum transfer qt. The angle  between qet and qt is 90° for the
perpendicular semiplane and 180° for the semiscattering plane con-
taining −qt.
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above in R=d
 /dqrt=90°  /d
 /dqrt=180°  yields
R= qt+qet2 / qt
2+qet
2 3/2. Finally, using the third approxi-
mation we can equate qet to the transverse electron momen-
tum pet, for which we used an average value obtained from
the measured electron momentum distribution for each qt.
The qt dependence of R resulting from this simple, classical
model is shown as the solid curve in Fig. 6. For comparison
in shape, we divided the calculated values by 1.8, which
shows that there is a significant difference in magnitude
as compared to the experimental data. However, the shape of
the qt dependence of the measured R is well reproduced.
It is interesting to note that the overall difference in magni-
tude is exactly the same as found for 1-GeV/amu U92++He
collisions 46.
The dashed curve with circles shows R calculated within
the FBA. Not surprisingly, it is in poor agreement with the
data. Although there is a maximum, it occurs at much
smaller qt than found in the data. Furthermore, it should be
noted that for 1 GeV/amu U92++He collisions, where the
measured data of R look essentially identical to the present
experimental results, the FBA has no maximum at all and
asymptotically goes to 0 as qt becomes infinitesimally small
when qt equals exactly 0, R has to jump to 1 because no
plane is defined. Therefore, as expected for this relatively
large value of , R is strongly influenced by higher-order
effects. One important goal of this work is to find out which
specific higher-order mechanism is responsible for the fea-
tures observed in R. The higher-order interactions contained
in the theory are PCI projectile and electron and PI pro-
jectile and ion. As mentioned in Sec. III, the 3DW contains
all these higher-order interactions and the 2DW contains
only PCI.
The dashed curve with crosses shows the results of the
2DW calculation, which does not include the PI interaction.
Amazingly, the disagreement with the data gets even worse
than for the FBA, both in shape and in magnitude. Instead of
a maximum, we now obtain a minimum at about 0.8 a .u.
and the measured ratios are generally considerably underes-
timated. The dashed curve shows R calculated with our 3DW
model, which includes all higher-order two-particle interac-
tions in the final state. The agreement in shape for the qt
dependence of R with the data is significantly improved com-
pared to the FBA and 2DW calculations. More specifically,
the 3DW calculation seems to reproduce the position of the
maximum fairly well. However, there are still considerable
discrepancies in magnitude. Nevertheless, overall the com-
parison between the data and the various calculations seems
to support our above conclusion that the qt dependence of R
is mostly determined by a higher-order mechanism involving
the PI interaction.
A further test of the description of higher-order contribu-
tions in theory is provided by the e dependence of the FDCS
in the perpendicular plane. As mentioned above, signatures
of the PI interaction are observed in the scattering plane.
Such effects should be even more pronounced in the perpen-
dicular plane. Because of momentum conservation, a first-
order ionization process can only eject the electron out of the
scattering plane if the electron had, at the instant of the pri-
mary interaction with the projectile, a momentum component
outside the scattering plane already in the initial bound state
of the target atom. Therefore, the relative importance of
higher-order contributions tends to increase with increasing
departure from the scattering plane.
The measured FDCS’s for the perpendicular plane
are plotted as a function of e in Fig. 8 for the same qt as
the FDCS’s for the scattering plane of Fig. 3. Except for
qt=1.38 a .u., the FDCS’s exhibit a strong peak at e=0.
With increasing qt this maximum becomes increasingly
broader and eventually separates into two peaks at about e
= ±30° for the largest qt leaving a minimum at e=0. The
maxima at e=0 for small qt are actually expected even
within a first-order description. In any first-order Born treat-
ment the FDCS’s must be cylindrically symmetric about q.
As a result, if the electron is initially bound in a 1s state,
maxima cannot occur at angles other than 0 and 180° in the
perpendicular plane. For the small qt, we observe peak struc-
tures in the forward rather than in the backward direction
because q points strongly in the forward direction. On the
other hand, the maxima at c= ±30° for qt=1.38 a .u. break
the cylindrical symmetry about q and are therefore another
clear signature of higher-order effects.
FIG. 8. Fully differential cross sections for electrons with an
energy of 5.4 eV ejected into the perpendicular plane in 75-keV
p+He collisions. The transverse momentum transfers are from bot-
tom to top 0.13 a .u., 0.41 a .u., 0.73 a .u., and 1.38 a .u. Solid
lines: 3DW calculations multiplied by 0.2 0.13 a .u . , 0.3
0.41 a .u . , 0.6 0.73 a .u . , and 3 1.38 a .u . , respectively.
Dashed lines: 2DW calculations multiplied by 0.2 0.13 a .u . , 0.3
0.41 a .u . , 0.40.73 a .u . , and 0.1 1.38 a .u .  respectively. Dot-
ted lines: FBA multiplied by 0.4 0.13 a .u .  and 0.6 0.41 a .u . ,
respectively.
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Once again, we will attempt to shed some light on the
specific higher-order mechanism giving rise to the features
observed in the data by comparing to calculations succes-
sively incorporating the various higher-order interactions.
The dotted curve in Fig. 8 shows our FBA results, the
dashed curve the 2DW calculations, and the solid curve
the 3DW calculations. Except for the largest qt, the FBA
reproduces the shape of the maximum at 0° fairly well.
However, it predicts a second pronounced peak at 180°,
which is not present at all in the data. Furthermore, there is
significant disagreement in magnitude. Most noticeably, at
qt=1.38 a .u. the FBA does not even remotely resemble the
experimental data. Some improved agreement with the data
is achieved with the 2DW calculation to the extent that the
peak at 180° for small qt is reduced to a small residue which
is barely visible on the scale of Fig. 8 and it is completely
absent for large qt. On the other hand, there is no improved
agreement in the absolute magnitude and, in fact, at 0° the
discrepancy is even much larger than for the FBA. Most
importantly, for qt=1.38 a .u., like the FBA the 2DW calcu-
lation also does not provide the slightest indication for a
maximum at angles other than 0 and 180°.
Finally, although significant improvement with the data is
achieved with the full 3DW calculation, major discrepancies
remain. On the positive side, the 3DW calculation removes
the residues of the peak at 180° which are still visible in the
2DW results. Furthermore, peak structures are now seen at
angles other than 0 and 180°. On the negative side, however,
these maxima occur at very different angles ±80°  and
are significantly less pronounced than in the data. Further-
more, overall there is no improved agreement in magnitude
compared to the 2DW calculation and even worse agreement
compared to the FBA results. Finally, for angles e 60° at
qt=1.38 a .u. the FDCS’s are overestimated by an order of
magnitude. Nevertheless, in spite of these problems the com-
parison between the 2DW and 3DW calculations shows that
the PI interaction is capable of producing peak structures at
angles other than 0 and 180°. At the same time, the compari-
son between the 2DW and FBA results suggests that such
structures are not generated by PCI or the final-state interac-
tion between the electron and residual target ion. We take
this as another, although admittedly not a conclusive, indica-
tion that the features observed in the measured FDCS’s are to
a large extent due to the PI interaction. However, the descrip-
tion of this interaction in the 3DW approach is evidently
rather incomplete.
V. CONCLUSIONS
We have reported complete three-dimensional images of
measured FDCS’s for single ionization in 75-keV p+He col-
lisions. For such collision systems, involving light ionic pro-
jectiles at intermediate energies, neither measured nor calcu-
lated FDCS’s were available until we reported the first
results last year 19. We found features in the data which
were not observed in previous experiments studying the
FDCS’s for high-energy ion impact or electron impact. For
example, in the present experimental results the binary peak
is shifted in the backwards direction relative to the direction
of q for small qt. In Ref. 19 we readily showed that such a
backward shift is not observable for energetic ion impact.
Furthermore, a new structure was found in the scattering
plane at approximately e=−q. We have argued that both
the backwards shift of the binary peak and the structure near
−q are due to a higher-order mechanism involving the PI
interaction.
We also analyzed the projection of the three-dimensional
FDCS’s onto the azimuthal plane. Here, the minimum be-
tween the binary and recoil peaks predicted by the FBA is
completely absent in the data. In the ratio R of the integrated
counts in the semiplane perpendicular to the scattering plane
to the integrated counts in the semiscattering plane contain-
ing −qt as a function of qt, we find a maximum at about
0.5 a .u. The features observed in this projection are qualita-
tively consistent with a simple model which describes the PI
interaction in terms of classical Rutherford scattering. Fi-
nally, in the angular dependence of the perpendicular plane
we observe a peak structure at about 30° for large qt, which
we also attribute to the PI interaction.
Our theoretical results are very sensitive to the specific
description of high-order interactions, especially outside the
scattering plane. For example, if only higher-order effects in
the projectile-electron interaction are accounted for, the cal-
culated qt dependence of R bares no resemblance to the ex-
perimental data at all. On the other hand, if the PI interaction
is incorporated on top of the PCI, reasonable qualitative
agreement is achieved. Furthermore, at large qt a peak struc-
ture is obtained in the perpendicular plane at an angle where
for symmetry reasons no peak structure can occur for a He
target in a first-order treatment between 0 and 180°, again
in qualitative agreement with the data. However, even the
full 3DW calculation exhibits significant discrepancies with
the data, both in shape and in magnitude. The comparison
between experiment and the various theoretical models sup-
ports our conclusion that the features observed in the data are
to a large extent due to the PI interaction. But it also shows
that the description of that interaction is still rather incom-
plete.
Since the first three-dimensional FDCS’s were published
12, such data were reported for a large variety of collisions
systems 9,10 and references therein including electron
impact. Evidence is accumulating that the unexpected, and
until now not fully understood, features can be traced to the
PI interaction. In fact, it seems to play an even more impor-
tant role than the PCI, which previously was assumed to be
the dominant higher-order effect at large perturbation
21,47,48 except for relativistic projectiles.
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