





PROJECTE FINAL DE CARRERA 
 
Detecció i segmentació de text a través de 
l’estimació de l’ample de traç i BPT 
Text detection and segmentation by 




Estudis: Grau en Enginyeria de Sistemes 
Audiovisuals 
Autor: Jordi Lladó Gargallo 
Director/a: Verónica Vilaplana Besler 
  






Aquest projecte presenta un mètode de detecció i segmentació de text 
basat en l’estimació d’amplada de traç com a característica distintiva dels 
caràcters i una segmentació basada en el creixement de regions que permet 
obtenir les regions dels caràcters utilitzant la informació de color i de 
l’amplada de traç.  
El projecte parteix d’una implementació inicial [11] on el detector de text 
treballa nomes amb l’estimació de l’amplada de traç, on s’ha adaptat i 
desenvolupat un sistema de segmentació que aprofita les característiques 
de l’amplada de traç entre altres, afegint noves etapes que fan ús de la 
segmentació per tal de millorar la detecció de text. 
El mètode implementat s’aplicarà sobre imatges amb text d’origen digital i 
origen natural, buscant una bona detecció en les dades d’origen digital i 
avaluant-lo també en imatges naturals. 
Els resultats seran generats i comparats amb les bases de dades 
proporcionades per ICDAR (International Conference on Document Analysys 
and Recognition) [12], fent ús del seu sistema d’avaluació comparant també 
els resultats amb altre mètodes registrats a ICDAR.   
  






Este proyecto presenta un método de detección y segmentación de texto 
basado en la estimación de ancho de trazo como característica distintiva de 
los caracteres y una segmentación basada en el crecimiento de regiones 
que permite obtener las regiones de los caracteres utilizando la información 
de color y de la anchura de trazo. 
El proyecto parte de una implementación inicial [11] donde el detector de 
texto trabaja sólo con la estimación del ancho de trazo, donde se ha 
adaptado y desarrollado un sistema de segmentación que aprovecha las 
características de la anchura de trazo entre otros, añadiendo nuevas etapas 
que hacen uso de la segmentación para mejorar la detección de texto. 
El método implementado aplicará sobre imágenes con texto de origen 
digital y origen natural, buscando una buena detección en los datos de 
origen digital y evaluándolo también en imágenes naturales. 
Los resultados serán generados y comparados con las bases de datos 
proporcionadas por ICDAR (International Conference on Documento 
Analysys and Recognition) [12], haciendo uso de su sistema de evaluación 










This project presents a method of detection and segmentation based word 
estimation of stroke width as a distinctive feature and character 
segmentation based on region growing for obtaining the regions of the 
character using information as color and the width of the stroke. 
The project starts with an initial implementation [11] where the detector 
works only with the stroke width, which has been adapted and developed a 
segmentation scheme that takes advantage of the characteristics of the 
stroke width among other things, adding new stages that make use of 
segmentation to improve the detection of text. 
The implemented method is applied i to digital and natural origin images 
with text, looking for a good detection on the digital data and evaluating 
them also in natural images. 
The results will be generated and compared with databases provided by 
ICDAR (International Conference on Document Recognition and Analysys) 
[12], using the system of evaluation by comparing the results with other 
methods also registered ICDAR.  
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En la societat actual la recerca visual mòbil ha guanyat interès popular 
degut al creixement de la disponibilitat dels telèfons intel·ligents amb 
càmera de baix cost i d’alta qualitat. En els últims anys, els sistemes de 
recerca visuals han estat desenvolupats per aplicacions com ara el 
reconeixement dels productes [1, 2] i el reconeixement històric [3]. 
Les tecnologies de recerca visual actuals han assolit un cert nivell de 
maduresa, especialment en una classe de característiques informatives que 
sovint s'observa en les imatges: el text. De fet, el text és particularment 
interessant, ja que proporciona pistes contextuals per als l'objectes que 
apareixen dins d'una imatge. Donada la gran quantitat de motors de cerca 
basats en text, recuperar una imatge amb el text integrat ofereix un 
complement eficaç als sistemes de recerca visual. 
Dins del mateix camp tenim les imatges d’origen digitals, que no són 
generades habitualment per els telèfons intel·ligents, però si molt 
utilitzades. La recerca de text en aquestes imatges proporciona resultats 
molt útils en diferents àmbits.  
Les imatges d’origen digital s'utilitzen amb freqüència en els documents 
electrònics (web i correu electrònic) per integrar la informació textual. L'ús 
d'imatges com a portadors de text es deriva d'una sèrie de necessitats. Per 
exemple les imatges s'utilitzen amb la finalitat d'embellir (per exemple, 
títols, encapçalats, etc), per atreure l'atenció (per exemple, anuncis), per 
ocultar la informació (per exemple , les imatges en els missatges d'spam 
s'usen per evitar el filtratge basat en text), i diferenciar un ésser humà d’un 
ordinador (proves de CAPTCHA). 
Per tant el nostre projecte farà una aportació a l’estat de l’art de la recerca 
de text en imatges utilitzant tècniques ja vistes en altres mètodes amb 
tècniques no utilitzades en aquest camp, podent plantejar així noves 
estratègies per la detecció de text. 
 





2 Motivació i Objectius 
L’objectiu d’aquest projecte de fi de carrera és implementa un detector de 
text en imatges basat en l’estimació de l’amplada de traç dels objectes que 
apareixen en la imatge, utilitzant la segmentació per a obtenir cada regió de 
la imatge que representi un caràcter en forma de component i analitzar-la 
de forma eficient. 
Inicialment em de conèixer i estudiar l’estat de l’art actual de diferents 
mètodes existents en la detecció de text que utilitzin l’estimació de 
l’amplada de traç en diferents entorns. 
Ens proposem poder utilitzar el detector en dos conjunts d’imatges amb 
text: imatges d’origen digital (especialment en aquest conjunt) i imatges 
d’origen natural (per comprovar la funcionalitat del detector en aquest tipus 
de dades). 
Si bé les imatges d’origen digital són similars a les imatges de text d'escena 
reals (tant en funció de text com en la configuració complexa de color) al 
mateix temps, són molt diferents. Les imatges d’origen digitals són 
inherentment de baixa resolució (fetes per transmetre-les en línia i mostrar-
les per una pantalla) i el text es crea de forma digital a la imatge. Les 
imatges d’origen natural que contenen text per l'altra banda són generades 
per una càmera d’alta resolució. Mentre que les imatges d'origen digital 
poden patir problemes de compressió i anti-aliasing considerables, no 
comparteixen la il·luminació i els problemes geomètrics de les imatges reals 
d’origen natural.  
L’objectiu d’aquest projecte és crear un detector de text que serveixi sobre 
imatges d’origen digital, que també serà avaluat sobre imatges d’origen 
natural, que aprofiti les característiques del color i l’amplada de traç present 
en el text a través de la segmentació i obtingui un alt nivell de detecció. 
La idea d’aquest projecte va sorgir al veure un detector implementat amb 
l’estimació d’amplada de traç que obtenia uns nivells de detecció amb bons 
resultats però amb marge de millora, i es va proposar utilitzar la 





segmentació per creixement de regions que fes ús de l’amplada de traç 
estimada. 
Un dels objectius és presentar el detector al concurs ICDAR per detecció i 
segmentació d’imatges d’origen digital (Challange 1 - task 1 & 2 a la web 
d’ICDAR [12]) on s’avaluarà la detecció de text (task 1) i la segmentació 
dels caràcters detectats (task 2) gracies a la tècnica de segmentació BPT 
introduïda. 
  





3 Estat de l’art 
3.1 Mètodes de detecció de text en imatges 
Els enfocaments existents per a la detecció de text es poden dividir en tres 
categories: els mètodes basats en la textura, mètodes basats en regions, i 
mètodes híbrids. 
Mètodes basats en la textura [4, 5, 6] el tracten el text com un tipus 
especial de textura que és distingible del fons i fan ús de les seves 
propietats, com intensitats locals, respostes a filtres i coeficients  d’ona. 
Aquests mètodes són exigents en termes de computació ja que s’ha de 
treballar exhaustivament en tota la imatge a diferents escales. 
Els mètodes basats en la regió [7, 8, 9] extrauen els candidats a text de la 
regió a través de la detecció de vores o agrupacions (clustering) i després 
eliminen les regions que no són text utilitzant diverses regles heurístiques. 
La tercera categoria, mètodes híbrids [10],  és una barreja de mètodes 
basats en la textura i regions. 
El nostre detector pertany al grup de mètodes basats en regions, 
concretament al grup de mètodes basats en l’estimació de l’amplada de 
traç, ja que analitza característiques de les diferents regions de la imatge 
que poden ser candidats a lletres. L’extracció de característiques s’efectua 
mitjançant l’operador SWT (Stroke Width Transforme), obtenint després les 
regions d’interès on dels candidats analitzats resultants. 
En el següent apartat s’explicaran alguns mètodes actuals en detecció de 
text basats en l’estimació d’amplada de traç. 
3.1.1 Mètodes  basats en l’estimació de l’amplada de traç 
Aquests mètodes es basen en la idea que l’amplada del traç es manté, 
aproximadament, constant tant dins de cada lletra com dins de la mateixa 
línia de text. Això permet detectar el text amb més precisió. 





Hi ha diferents mètodes que utilitzen aquesta tècnica en conjunt amb altres 
per detectar textos de diferents característiques i en diferents imatges. 
 
 Detecting Text in Natural Scenes with Stroke Width Transform 
[13]:  
Aquest mètode presenta l’operador que permet trobar l’estimació d’amplada 
de traç, la transformada de Stroke (SWT). 
Per tal de calcular la SWT es parteix dels contorns de la imatge generats 
amb el detector de Canny, on des de cada píxel del contorn es traça una 
línia en direcció al seu gradient i s’espera trobar un altre píxel de contorn on 
el seu gradient tingui la mateixa direcció però sentit invers al gradient del 
píxel de contorn inicial. De ser així es crea un raig entre ells i s’assigna el 
valor de l’amplada de traç (Stroke) a cada píxel. Si hi ha píxels pels quals 
no hi passa cap raig se’ls hi assigna una valor d’amplada de traç no vàlid. 
Tot seguit s’agrupen els píxels en components. Sempre s’uneixen píxels 
veïns que compleixin unes condicions establertes entorn a l’amplada de traç 
entre altres.  
Arribats al punt on s’han format tots els possibles candidats a text es filtren 
utilitzant diferents condicions geomètriques per eliminar les components 
que no puguin ser lletres. 
Després del filtratge s’agrupen les components en línies (paraules i frases 
duna mateixa línia). Per aconseguir-ho es comença agrupant les 
components en parelles  i després les parelles en cadenes. Totes aquestes 
unions es fan comprovant una sèrie de condicions geomètriques i de 
distàncies  entre components. 
Cal destacar que aquest procediment s’aplica dos cops des de que es 
calculen els raigs per la SWT, per detectar text fosc sobre fons clar i text 
clar sobre fons fosc, utilitzant els valors del gradient normals i invertits. 
 





 Detecting text of arbitrary orientations in natural images [14]: 
Proposa un sistema de detecció de text amb orientacions arbitraries en 
imatges naturals. Es centren en la detecció de text no horitzontal ja que ha 
sigut poc treballada i és el cas mes pràctic i habitual en el conjunt d’imatges 
naturals. Treballa a dos nivells (components i cadenes de components) de 
classificació on utilitza característiques invariants a l’escala i a l’orientació. 
Utilitzen com a operador per detectar les components la SWT (agrupen els 
píxels de la imatge SWT si la variància de Stroke entre aquets no és 
superior a tres). Després filtren aquestes components basant-se en les 
dimensions i en els valors de mitjana i la variància de Stroke. 
continuen eliminant les components que han superat el filtratge inicial 
utilitzant un classificador entrenat (Random Forest) que utilitza diferències 
geomètriques i de textura entre les components que són text i les que no. 
L'objectiu és que les característiques siguin invariants a escala, invariants a 
rotacions i de computació baixa (barycentro, axis major, axis menor y la 
orientació; calculats amb l’algorisme de Camshift sobre la imatge SWT de 
components). 
Arribats aquest punt les components s’uneixen formant cadenes, eliminant 
així falsos positius aïllats. Primer s’agrupen en parelles considerant les 
dimensions i distància entre les components. Després es fa servir una 
tècnica de clustering per unir les parelles en cadenes, comprovant la 
similitud de l'orientació i de constància de població de les 2 parelles que 
comparteixin un mateix element. 
Seguidament es treballa a nivell de cadenes, ja que les cadenes prèviament 
realitzades podrien contenir falsos positius. Per eliminar-los s'utilitza un 
classificador (Random Forest una altra vegada) entrenat amb les 
característiques de les cadenes (angle d’orientació mig, variàncies mitjana, 
densitat mitjana, similitud de color, etc entre altres). 
 
 





 Robust Text Detextion in Naturial Images with Edge-Enhanced 
Maximally Stable Extremal regions [15]: 
En aquest treball es proposa un algorisme de detecció de text basat en 
regions que treballa sobre regions màximament estables (MSER), com ho 
són les lletres . 
Per detectar correctament les regions de text petites o les regions en les 
imatges de resolució limitada combinen l’MSER amb els contorns generats 
per Canny. L’MSER millorat amb Cany treballa sobre una imatge de 
contrast, obtenint d’aquesta les components connexes que seran filtrades 
geomètricament (relació d’aspecte, nombre de forats, etc) 
El següent pas és estimar l’amplada de traç (SWT) amb una versió 
modificada de l’operador original que no deixa zones sense valor d’amplada 
de traç. Seguidament es filtren les regions tenint com a criteri principal 
l’amplada de traç. 
Per finalitzar s’agrupen les components resultants en línies rectes o corbes 
(ja que la majoria de text sol aparèixer d’aquesta forma) i es comproven 
que tinguin diferents similituds d’amplada de traç i de geometria. 
 
 Real-Time Scene text Localization and Recognition [16]: 
Aquest algoritme te com a objectiu detectar text en temps real (esconsidera 
“temps real” com el temps que tarda un humà en llegir el text). 
Per aconseguir-ho treballen amb un detector d’Extremal Regions (ER) en 
color (el procediment s’aplica en cada canal) que és robust a imatges 
borroses, baix contrast i il·luminació. Es calcula la probabilitat de cada ER 
sigui text, i només es seleccionen els que tinguin probabilitat local màxima 
són seleccionats.  
En aquestes regions s’extreuen descriptors ràpids de calcular 
computacionalment, invariant a escala però variant a la rotació (àrea, 
bounding box, perímetre, euler number i el encreuament horitzontal). 





Aquests descriptors són analitzats per un classificador seqüencial optimitzat 
computacionalment. 
Finalment s’aplica una cerca exhaustiva sobre el grup resultant d’ER’s i obté 
la segmentació mes probable per les ER obtenint així les paraules finals. 
 
 Scene Text Localization and Recognition with Oriented Stroke 
Detection [17] 
El mètode introdueix un enfocament per a la detecció i el reconeixement de 
caràcters que combina els avantatges de finestra lliscant i components 
connexes.  
Els caràcters es detecten i reconeixen com a àrees d'imatge que contenen 
traços d'orientacions específiques en una específica posició relativa, on els 
traços es detecten de manera eficient mitjançant la convolució de la imatge 
gradient amb un conjunt de filtres de barres orientats. 
En el següent pas, es generen àrees d'imatge candidats (en la forma de 
bounding boxes) per classificar-los. A diferència dels mètodes de finestres 
lliscants que avaluïn exhaustivament totes les àrees d'imatge, aprofiten el 
fet que només estem interessats en àrees d'imatge que contenen almenys 
un valor d’amplada de traç (els les zones sense valor d’amplada de traç són 
rebutjades). D'altra banda, assumeixen que per a cada caràcter hi ha un 
subconjunt dels seus traços que indueix el seu quadre delimitador, i poden 
generar eficientment regions candidates utilitzant les unions dels 
subconjunts. 
Finalment utilitzen un classificador basat en nearest-neighbor entrenat 
sintèticament per assignar una lletre a cada regió i formar així les paraules. 
 






La segmentació d'imatges digitals en color és una part important en tasques 
d'anàlisi i processament digital. Actualment existeixen  tècniques, models i 
algorismes per segmentar les imatges en color .  
La segmentació d'imatges es refereix a la partició d'una imatge en regions 
diferents que són homogènies pel que fa a alguna característica de la 
imatge. La segmentació de imatges és, generalment , la primera tasca en el 
procés d'anàlisi de qualsevol imatge. Les tasques que segueixen a la 
segmentació, com poden ser, extracció de trets o reconeixement d'objectes, 
depenen fortament de com trobem segmentat la imatge després d'un pas 
de preprocessament que facilitarà la segmentació. Sense un bon algorisme 
de segmentació, un objecte mai es podria reconèixer. D'altra banda, 
sobresegmentar una imatge podria dividir un objecte en moltes regions 
diferents, mentre que subsegmentar la imatge , podria unir objectes 
diferents en una mateixa regió. Per tant , el pas de segmentació serà un 
factor determinant en l'èxit o fracàs de l'anàlisi.  
La tècnica de segmentació que utilitzarem és la de BPT, la qual pertany al 
grup de segmentació basada en regions, concretament basat en el 
creixement de regions. 
L’objectiu és anar unint zones de la imatge amb un cert criteri iterativament 
fins obtenir el les regions desitjades. 
Inicialment es considera cada píxel una única regió i es van unint amb els 
veïns que tinguin exactament el mateix color, creant així zones planes que 
serveixen de simplificació per a reduir les zones inicials. 
Aquesta primera fusió pot ser completament estricta o tolerant a l'hora de 
considerar que dos colors són iguals. Una fusió estricta uneix només píxels 
que tinguin exactament el mateix color, reduint lleugerament el nombre 
d'elements de la imatge sense introduir cap error. Mentre que una fusió 
amb tolerància considera com a iguals tots aquells colors que estiguin a una 
distància inferior a un valor escollit. 





A partir d'aquesta primera partició plana, es mesura la similitud entre tots 
els possibles parells de regions veïnes i es fusionen les dues més semblants 
sota un determinat criteri (habitualment color però és totalment 
configurable). Sobre aquesta nova partició, es repeteix el procés fusionant 
les dues noves regions més semblants, i se segueix successivament fins a 
arribar al nombre de regions desitjat. 
El criteri bàsic de partida és la similitud en color, que s'obté a partir de la 
distància euclidiana entre el color mitjà de les regions veïnes. Les dues 
regions menys distants són les més semblants en color i les candidates a 
fusionar-se.  
Es repeteix iterativament el procés fins arribar al cert nombre de regions 
seleccionat o fins arribar a un cert cost de fusió entre dues regions, obtenint 
així la partició final de la imatge. 
  







El mètode de detecció de text implementat utilitza  l’estimació de l’ample de 
traç com a característica principal per segmentar identificar el text respecte 
el background. La segmentació utilitzada es basa en la tècnica BPT, 
separant la imatge en varies regions interativament amb el color i 
l’estimació del ample de traç com a criteri de similitud entre regions. 
L’algorisme esta format per diversos passos que es poden agrupar en 6 







Primer de tot es calcula la imatge de contorns, on aplicarem l’operadot SWT 
per obtenir l’estimació de l’amplada de traç entre els contorns, obtenint així 
la imatge SWT amb valores d’ample de traç.  
Després amb la informació obtinguda d’amplada de traç i el color de la 
imatge original segmentem la imatge amb la tècnica BPT (creixement de 
regions), donant com a resultat components candidates a ser caràcters. 
D’aquestes component s’extreuen les seves característiques  geomètriques i 
d’amplada de traç, que s’utilitzen per filtrar les components reduint així el 
nombre de falsos positius. 
Després les components resultants s’han d’unir en línies de text. Aquest 
procés s’efectua en dues parts: primer s’uneixen en parelles les components 
veïnes que compleixin una certa similitud geomètrica,  de valors d’amplada 
de traç i color, i després s’uneixen els pars de components en cadenes mes 
grans creant així les línies resultants (també es revisa que siguin 


















Just després d’obtenir les cadenes de components (que representen cada 
línia de text), es realitza una cerca de components que poden ser caràcters 
que s’hagin eliminat en passos previs degut a que aquests diversos 
caràcters  estiguin sub-segmentats en una sola. Per tant es farà una recerca 
d’aquestes components en els extrems de les cadenes per poder recuperar-
les.  
Finalment es binaritza la zona resultant de les cadenes on suposadament hi 
ha la línia de text. Després es pot fer una revisió de falsos positius en la 
zona binaritzada (opcional), ja que poden haver elements del mateix color 
que el text al voltant. 
  





4.2 Detecció i segmentació de text 
En aquest apartat es detalla pas per pas els diferents mètodes i algoritmes 
utilitzats per la detecció i segmentació del text i es comenten diferents 
alternatives que poden millorar diferents aspectes de la detecció. 
Aquest projecte parteix d’un treball previ que implementa un detector de 
text utilitzant l’estimació de l’amplada de traç i s’han adaptat, reemplaçat i 
afegits etapes a l’algorisme per que treballi amb regions a partir de la 
segmentació BPT. 
4.2.1 Detecció de contorns 
El nostre detector de text calcula inicialment els contorns de la imatge 
seleccionada, ja que és on s’estimarà l’amplada de traç (SWT). 
Els contorns són generats amb la tècnica de Canny, que genera una imatge 
de contorns a partir del gradient aprimat amb amplades d’un píxel que 
discrimina falsos contorns utilitzant 2 llindars  , un superior per obtenir els 
principals contorns (marcat a 100) i un inferior per obtenir els contorns mes 
febles que estan continguts entre els principals (marcat a 75), considerant 
el negre absolut com a 0 i el blanc absolut com a 255.  
Per a una bona detecció dels contorns tenim una opció en l’algoritme que es 
doblar la mida de la original si aquesta es petita (gran part de les imatges 
d’origen digital ho solen ser).  S’ha introduït però un limitador per aquesta 
opció el qual no dobla la mida de la imatge si aquesta és superior a 
1200x900 píxels i inclús delma les imatges superiors a 3500x2500 píxels. El 
motiu és que sino el temps i cost computacional en algunes etapes del 
detector es dispara (en concret en la segmentació BPT). 
En la figura 1 es pot observar com el càlcul de contorns amb la imatge 
sense doblar no tenen prou precisió per captar correcte i establement els 
contorns dels caràcters (en la gran majoria de les imatges digitals) i 
obtenen contorns units entre ells. Mentre que al doblar la imatge donem 
prou espai entre els caràcters com per poder calcular-los bé. 







Figura 1:Imatge de l’esquerra contorns calculats sense doblar el mida de 
la imatge original. Imatge de la dreta contorns calculats doblant el mida 
de la imatge original. 
 
Durant l’elaboració d’aquest projecte s’ha proposat també un canvi 
d’operador per la detecció de contorns, ja que Canny pot donar mals 
resultats en imatges borroses o de poc contrast i obté molts contorns en les 
zones d’alta freqüència (que poden crear falsos positius mes endavant) . Per 
poder utilitzar imatges de contorns externes generades prèviament s’ha 
implementat una opció al programa que permet l’entrada d’imatges de 
contorns generades externament. 
Per tant s’ha proposat un mètode actual que obté resultats diferents als de 
Canny, el Structured Forest fo Fast Edge Detection [18]  el qual 
retorna una imatge amb intensitats de contorns generada a través de 
Matlab. 
Aquesta nova tècnica pren avantatge de l'estructura present en regions 
locals de la imatge per fer aprendre un detector de vores precisos i 
computacionalment eficient. Formula el problema de la detecció com una 





predicció de màscares de contorns per a cada regió local de la imatge en un 
marc d'aprenentatge estructurat aplicat random forest. El nou enfocament 
per l'aprenentatge dels arbres de decisió mapeja robustament les etiquetes 
estructurades a un espai discret en el qual es poden avaluar les mesures de 
guany d'informació estàndard.  A continuació es mostren els resultats: 
 
 
Figura 2: Imatges superiors: resultats en nivells del detector de contorns proposa, 
sense modificació de la opció multi-escala (esquerra) i amb l’opció multi-escala 
modificada (dreta). Imatges inferiors: contorns processats per obtenir una imatge 
binaria i d’un píxel d’ample, sense modificació de la opció multi-escala (esquerra) i 
amb l’opció multi-escala modificada (dreta). 
Els resultats del detector de contorns són bons però es centren en els 
contorns dels objectes sense marcar molts els contorns dels interiors dels 
objectes ni les textures. Així que quan obtenim els contorns en imatges que 
contenen línies de text molt petites tendeix a obtenir els contorns de la línia 
de text en general sense definir amb prou força individualment cada lletra 
(tot i duplicant la imatge) (Figura 2 esquerra).  
Per millorar la detecció de contorns a petita escala el detector de contorns 
te una opció de multi-escala que aplica la tècnica de detecció sobre la 
imatge al tamany original, doblat i reduït en dos, fent la mitja dels resultats 
obtinguts. Aquesta opció per si sola no és prou potent per detectar tota la 
integritat dels contorns de les lletres. Per tant s’ha optat per modificar la 
opció multi-escala del detector centrant-lo en la imatge original i augments 





d’aquesta nomes i donant-li mes pes a la imatge augmentada si s’han 
detectat contorns febles dins dels objectes en la detecció a tamany original 
(com a contorns febles ens referim a els contorns de les lletres i com a 
objectes els contorns de la línia de text ben definit). 
Utilitzant la opció multi-escala modificada obtenim uns contorns mes forts 
en cada lletra (Figura 2 dreta), però el format de la imatge és a nivell de 
grisos i els contorns que tenen un gruix superior a un píxel. Per tant 
binaritzarem a un nivell on s’obtinguin la gran majoria de contorns. I per 
obtenir els contorns amb un gruix d’un píxel aplicarem iterativament un 
algoritme de reducció (thinning). 
 
Figura 3: Imatge superior: contorns creats amb l’operador proposat. Imatge 
inferior: contorns creats amb Canny. 
Els resultats són generalment bons en terme de contorns, però dolents pel 
nostre detector ja que al aplicar un Thinning sobre la imatge d’intensitats de 
contorns  els obtenim en una forma irregulars (no apareixen en línies 
rectes) i això varia directament el resultat de l’estimació d’amplada de traç, 
ja que es calcula sobre la imatge de contorns.  
Aquesta variació fa que les regions de les lletres no tinguin un valor 
d’amplada de traç constant y que es puguin eliminar en etapes posteriors. 
Els resultats es detallen millor en l’apartat [Resultats i bases de dades 
ICDAR]. 
Finalment s’ha optat per continuar utilitzant els contorns generats per 
Canny tot i que en algun tipus d’imatge el nou detector obté millors 
resultats. 





En  un futur seria possible implementar, com a extinció d’aquest projecte, 
un detector de text basat en aquest operador de contorns adaptant les 
demes etapes als resultats del operador.  
4.2.2 SWT 
A partir d’aquest punt l’algorisme es corre dues vegades, una per trobar 
text fosc sobre fons clar i l’altre per trobar text clar sobre fons fos, fins 
arribar a l’apartat de la binarització. 
La Stroke Width Transform (SWT) és un operador local que calcula per cada 
píxel l’amplada de la traçada que el conté.  
El que aconseguim amb aquesta transformació és una imatge del mateix 
tamany que la imatge  d’entrada on cada píxel obté un valor en funció del 
de l’amplada de traç al que pertany, com en la Figura 4. 
 
  
Figura 4: imatges sortida del operador SWT. Raig calculats en vermell, zones sense 
amplada de traç assignada en negre. 
Es defineix  l’amplada de traç  com el nombre de píxels que hi ha entre dos 
contorns que tenen la mateixa direcció de gradient però en sentit oposat, i 
aquest mètode l’estima traçant raigs (vectors) entre els gradients oposats 
obtinguts el l’apartat anterior. Teòricament els contorns de gradients 
oposats són paral·lels entre ells, però com que moltes vegades la detecció 





de contorns no és del tot exacte s’introdueix una tolerància que permet 
calcula l’estimació d’amplada de traç entre gradients que difereixin en petita 
mesura. 
 
Figura 5: De la imatge (a) obtenim els contorns, on l’operador SWT buscà els 
gradients oposats on calcular l’amplada de traç (b) i assignar-los a els píxels 
continguts entre els gradients (c). 
Un cop obtenim la imatge de raigs on cada píxel te el valor d’amplada de 
traç del contorns al qual pertany, ens disposem a realitzar un conjunt de 
comprovacions per simplificar la imatge i eliminar la informació irrellevant: 
 Si diversos raigs passen per un mateix píxel aquest pren el menor 
dels valors d’amplada de traç de cadascun dels rajos (Figura 7). 
 Es descarten aquells que són considerats llargs i que es creuen amb 2 
o més raigs. 
 Si un raig, independentment de la longitud que tingui, es creua amb 
2 o mes raigs també és eliminat. Degut a que l’interior de les lletres 
nomes es creen 2 rajos per píxel (amplada i alçada), i els raigs del 
exterior de la lletra s’aturaran just en el contorn de la lletra. 
 S’eliminen els raigs superiors en allargada a Maxwith (paràmetre 
d’entrada del detector) i que la seva diferencia en el valor de la 
coordenada x és major un cinquè de la longitud del raig. Amb 
aquesta  condició s’eliminen els raigs que són massa llargs per formar 





l’amplada de traça d’una lletra i estan horitzontals, ja que en aquest 
cas seran falsos positius. 
 
Finalment es torna a mirar per cada raig el valor actual dels píxels que el 
conformen, se’n fa la mitjana i es torna a assignar aquest nou valor als 
píxels, sempre i quan no tinguessin ja assignat un valor menor, tal i com 
podem observar en la Figura 6, on els valors de la mitjana calculada es 
presenten en raigs dins de l’escala de grisos. 
 
  
Figura 6: Imatge amb valors d’amplada de traç mitjans que van de 0 a 254 i el 
valor 255 es reserva per valors no vàlid d’amplada de traç. Es pot apreciar com 
algunes regions de fons que abans tenien valor d’amplada de traç en la imatge SWT 
original ara són eliminades. 
Exemple en la figura 7 de dos raigs que es creuen dins duna lletra, on es 
mantindrà el valor del raig mes curt, ja que és el que representa l’amplada 
de traç. 
 
Figura 7: (a) Un píxel és creuat per dos raigs de longitud diferent. (b) El valor dels 
píxels de les cantonades no es pot assignar com la llargada del raig més curt del 
que forma part, això fa necessari fer la mitjana del valors dels píxels de cada raig. 
 
 





En la imatge resultant hi ha zones que no se’ls hi ha assignat valor 
d’amplada de traç, ja sigui perquè no pertanyen a cap traç o perquè 
simplement l’operador SWT no ha trobat un raig ben definit en aquella 
zona. Direm que aquets píxels tenen un valor no vàlid d’amplada de traç, ja 
que no en tenen i ens podrien alterar els resultats en futurs càlculs que 
treballin amb els valors d’amplada de traç. 
4.2.3 Creació de components mitjançant BPT 
En aquesta etapa del detector de text s’agrupen els píxels de la imatge que 
conté els valors estimats d’amplada de traç, resultant de l’operador SWT, en 
components candidates a lletres. 
La tècnica utilitzada per agrupar els píxels en components és la 
segmentació BPT [20] , implementada per el grup d’imatge en la UPC, la 
qual treballa a partir del creixement de regions utilitzant un criteri 
seleccionable  per a la unió de regions. 
 
Figura 8: Exemple simple de l'algorisme de fusió de regions. Començant en la 
partició original de 4 regions (esquerra), en cada iteració es fusionen les dues 
regions el to de gris és més semblant. 
 
Inicialment es calcula la imatge de zones planes (flatzone) sobre la imatge 
en color original (treballant en l’espai de color cielab), unint tots els píxels 
de exactament el mateix valor. Així s’aconsegueix reduir el nombre de 
regions inicials on aplicar la tècnica BPT en lloc de partir de la consideració 
de que cada píxel de la imatge és una regió. 
Es realitzaran dues particions de la imatge, una considerant únicament el 
color com a criteri de fusió de regions fins arribar a un cert nombre de 
regions [paràmetre 1 de la taula 1], i l’altre partirà de la imatge resultant 





de la primera partició  i utilitzarà el color i l’ample de traç com a criteri de 
fusió.  
L’algoritme BPT s’aplica iterativament fins arribar al nombre de regions 
desitjat, unint les regions veïnes de la imatge segons un criteri establert, 
prioritzant les unions de les regions que tinguin un cost mes baix d’unió 
segons el criteri seleccionat (distancia de color o d’altres paràmetres). En la 
primera partició que realitzarem el criteri d’unió serà la distancia Euclídea 
de color  [paràmetre 3 de la taula 1] entre dues regions veïnes. I en la 
segona partició serà la de color mes la d’amplada de traç [paràmetre 4 de la 
taula 1]. 
Es considerarà com a cost d’unió infinit (un valor molt elevat) la unió entre 
dues regions on nomes una d’elles contingui valors vàlids d’amplada de traç 
y l’altre no (no pertany a cap traç), per tant aquestes unions seran les mes 
altes en cost i es realitzaran les últimes, forçant així que les regions 
resultants prèvies a una unió amb cost infinit siguin lletres i objectes amb 
ample de traç semblant i ben definit diferenciats entre ells i entre les 
regions sense amplada de traç que solen ser el fons de la imatge o espais 
entre regions amb amplada de traç ben definida. 
 Just en la unió prèvia a realitzar una unió amb cost infinit es mirarà el 
nombre de regions obtingudes per la imatge on es corre el BPT i es marcarà 
com a nombre de regions finals aquest valor [paràmetre 2 de la taula 1], 
obtenint imatge partició final on queden separades entre elles les regions 
que tenen amplada de traç similars, i separades de les regions que no tenen 
amplada de traç.  
Si obtinguéssim una partició prèvia a la que proposem les lletres estarien 
sobre-segmentades, és a dir, una lletra estaria trencada en varies 
components ja que parts d’ella que varien una mica en valors d’amplada de 
traç encara no s’haurien unit.  
Si no utilitzéssim els valors d’amplada de traç en el criteri de fusió de 
regions podríem obtenir algunes lletres sub-segmentades, quedant varies 
lletres unides amb el fons o altres falsos positius, és a dir, una component 





estaria formada per una lletre mes altres elements ja que hauríem unit 
parts de la imatge que són semblant en color. 
Per tant la utilització dels valors d’amplada de traç en el criteri de fusió de 
regions és molt necessari per crear una diferencia gran entre el text i el 
fons que el color no pot realitzar. 
La següent figura compara la partició inicial utilitzant nomes el color com a 
criteri de fusió, y la partició final utilitzant els valors d’amplada de traç 
juntament amb el color com a criteri de fusió. Es pot veure perfectament 
com les regions finals no contenen zones que difereixen en valors 
d’amplada de traç i el fons queda ben agrupat en una regió. 
 
Figura 9: Partició inicial amb el criteri d’unió de regions establert com a distància 
de color fins a obtenir 2000 regions (esquerra). Partició final utilitzant la partició 
inicial com a base i utilitzant el color i l’amplada de traç com a criteri d’unió entre 
regions fins arribar just abans de la primera unió amb cost infinit (dreta). 
 
D’aquesta partició final n’extrèiem les components amb la seva posició i els 
seus valors d’amplada de traç (si en tenen o no). 
 






1 Regions finals de la partició inicial = 2000 
2 
Regions finals de la partició final = nombre de regions 
prèvies a una unió de regions amb cost infinit  
3 
                    
 
                   
  (El pes de cada canal es 
normalitza per la suma de distàncies totals) 
4 
                                                      (On w 
Є [0,1] per repartir el pes entre la distància de color i de 
SWT i la distància SWT és la distància euclidià de el valor 
mitjà SWT de cada regió) 
TAULA 1 
 
4.2.4 Filtratge de components 
Entre les components candidates a ser text obtingudes hi ha també un gran 
nombre de falsos positius que tenen característiques d’amplada de traç 
irregulars i una geometria diferent al text. Ens basarem en aquestes 
propietats per eliminar-les en un filtrat de components. 
Les diferents característiques que s’extreuen per a cada components són les 
de la taula 2, i s’utilitzaran en els següents 9 filtres. Cal tenir en compte que 
els paràmetres estadístics es calculen considerant nomes els píxels amb 
valors d’amplada de traç vàlids. 
El filtratge comença comprovant si la component conté suficients valors 
vàlids d’amplada de traç calculats amb l’operador SWT [condició 0 de la 
taula 3], eliminant així totes les components possiblement generades entre 
contorns dispars en la imatge que no són cap regió estable. Les lletres en 
principi sempre tindran un gran nombre de píxels vàlids ja que tenen els 
contorns ben definits i paral·lels. Direm que aquesta és la condició 0 ja que 
nomes s’analitzaran components que la compleixin.  
La primera condició consisteix en mirar si la variància és mes petita que la 
mitjana multiplicada per un factor [condició 1 de la taula 3]. Ja que la 
variància de les components que són lletres sol ser molt baixa al tenir una 





amplada de traç quasi constant, mentre que les components no lletres 
poden contenir diferents amplades de traç. 
La segona condició comprova que la mediana dels valors d’amplada de traç 
no sigui superior a l’amplada de la component [condició 2 de la taula 3], on 
simplement comprova que per lògica una component no tindrà una amplada 
mes superior a la seva amplada, però si que ho poden tenir les components 
creades a partir de regions no ben definides en els contorns. 
La tercera condició calcula la relació d’aspecte de la component i comprova 
que no estigui per sobre o per sota d’uns certs llindars [condició 3 de la 
taula 3], ja que habitualment una lletra sol tenir una relació d’aspecte 
rectangular que tendeix a ser mes o menys quadrada. Així s’eliminen totes 
aquelles components massa altes i primes, o baixes i amples que no seran 
lletres. S’ha optimitzat per que accepti lletres unides en una sola 
components (sub-segmentades) de com a màxim 3 o 4 lletres en una 
component. 
La quarta condició regula que el diàmetre de la caixa que delimita la 
component no sigui superior a la mediana dels valors d’amplada de traç 
multiplicada per un cert factor [condició 4 de la taula 3]. Aconseguim 
eliminar així les components que ocupen una zona molt gran en relació a la 
seva amplada de traç. 
La cinquena condició mira que l’alçada estigui entre uns certs llindars 
[condició 5 de la taula 3], controlant components que són massa grans o 
massa petites per ser considerat text intel·ligible en una imatge. 
La sisena condició comprova que la ocupació (àrea de la component en 
relació a la àrea de la seva caixa delimitadora) no sigui inferior a un llindar 
[condició 6 de la taula 3]. Descartant components que són petites respecte 
a l’àrea de la seva caixa delimitadora, i mantenint les lletres ja que tenen 
ben ajustada la proporció de l’àrea que ocupen amb l’àrea de la seva caixa 
delimitadora. 





La setena condició elimina les components que tinguin una mediana de 
valor d’amplada de traç superior a un factor multiplicat per l’amplada i un 
segon factor per l’alçada [condició 7 de la taula 3].  Aquesta condició prové 
de la idea de que les lletres estretes ocupen gran part de la seva dimensió 
horitzontal, i per tant la seva amplada de traç ha de ser pròxima a la seva 
amplada. 
La vuitena condició revisa que l’ample de la caixa delimitadora de la 
component no sigui superior a un tant per cent de l’alçada i que l’ocupació 
estigui per sobre d’un cert llindar [condició 8 de la taula 3]. S’ha 
implementat aquesta condició per les lletres que no tinguin una relació 
d’aspecte allargada, per exemple que no es tracti de una I, que no tindrà 
una ocupació superior al llindar seleccionat. 
La novena condició comprova que l’amplada de la caixa delimitadora de la 
component no sigui mes gran que el doble de la seva alçada alçada, i que 
l’ocupació sigui menor a un tant per cent especificat [condició 9 de la taula 
3]. Elimina components molt amples i plenes que no són eliminades per els 
filtres anteriors. 
Per acabar es comprova que dins de una component no hi hagin dos centres 
[condició 10 de la taula 3], ja que dues lletres mai estaran superposades i 
així aconseguim eliminar possibles components del fons que estiguin al 
voltant del text.  
Característiques geomètriques 
Característiques sobre  




Centre Nombre vàlid de píxels 
Màxim valor en X  
Mínim valor en X  
Màxim valor en Y  
Mínim valor en Y  
Ocupació  
TAULA 2 





Per obtenir els llindars que s’adaptin mes a les components que són text 
s’han extret les característiques de la Taula 2, que són les quals utilitzarem 
per filtrar-les, de components que són text i que no són text d’un gran 
subconjunt de dades. Analitzant aquestes característiques obtenim els 
llindars.  
S’han fet diferents càlculs i probes obtenint resultats d’una detecció alta en 
components que són text però també un gran nombre de falsos positius, 
molt menys falsos positius al ajustar-se casi al màxim a les característiques 
extretes però sacrificant moltes components de text que tenien formes 
particulars i diferents a lo habitual, etc. 
Finalment s’ha arribat al conjunt de llindars on s’ha aconseguit una bona 
relació d’eliminació de falsos positius i l’obtenció components, maximitzant 
les dos. 
Llindars 1 
0 nombre de píxels vàlids >75 
1 variància < mitja * 4 
2 allargada + 2 < mitjana 
3 Relació d’aspecte Є  [0.15, 3] 
4 Diàmetre < mitjana *20 
5 8 < Amplada < 250 
6 Ocupació < 0.2 
7 Mediana >       amplada * 0.8  i  Amplada <   Alçada *0.4 
8 Amplada < alçada * 0.8   i   Ocupació <0.95 
9 Amplada < alçada * 2   i   Ocupació < 0.7 
10 Nombre de centres dins d’una component < 2 
TAULA 3 
 
En la Figura 10 podem veure que la majoria de components que no són 
candidats a caràcter són eliminats, però alguns altres es mantenen (degut a 
que tenen la forma del caràcter “I”). 





         
Figura 10: Imatge prèvia al filtrat de components (esquerra), imatge just després del filtratge 
de components (dreta). 
 
4.2.5 Creació i anàlisi de cadenes 
Un cop hem eliminat gran part dels falsos positius ens disposem a ajuntar 
les components candidates a set text en línies de text (cadenes de 
components) amb unes certes condicions que ens serviran per poder 
descartar algun fals positiu que hagi pogut passat el filtratge de 
components que estaran o be aïllades i no tindran ninguna altre component 
amb qui formar una cadena o tindrà característiques diferents a 
components pròximes, de text o falsos positius, i tampoc formarà cap 
cadena. 
L’estratègia per la formació de cadenes es realitza en dues parts, creació de 
parelles unint dues components amb un conjunt de normes i la creació de 
les cadenes finals unint les parelles iterativament amb un conjunt semblant 
de normes semblant a les de creació de cadenes.  
4.2.5.1 Creació de pars de components 
Els paràmetres i les característiques utilitzades per crear les condicions són 
paràmetres i característiques geomètrics i d’amplada de traç de les 
components. Per exemple distàncies que discriminen unions i no de 
components també són generades a partir de proporcions geomètriques de 
les components per a que siguin valides en múltiples components de mides 
variades. 





Per a que dues components siguin unides en un par de components han de 
complir primer de tot que la seva diferencia vertical sigui petita (considerant 
text horitzontal) [condició 1 de la taula 4], on la diferencia dels centres de 
les components en el sentit vertical ha de ser menor a la mitat de l’alçada 
mes gran de les dues components.  
També ha de tenir un valor similar d’amplada de traç [condició 2 de la taula 
4],  on la mitjana mes gran de valors d’amplada de traç entre les dues 
components en relació a la mitjana mínima d’aquestes ha de ser menor a 2. 
La següent condició que han de complir és que es mantingui una similitud 
d’alçada de les components [condició 3 de la taula 4], on l’alçada màxima 
de les dues components ha de ser menor al doble de l’alçada mínima de les 
dues components. 
El següent paràmetre a comprovar per considerar que dues components 
estan en la mateixa línia de text és l’espai que hi ha entre les dues 
components [condició 4 de la taula 4]. Es realitza comprovant que lespai 
contingut entre les dues components no sigui superior a tres cops l’amplada 
o l’alçada mínima de la component mes gran. 
Com és natural en una línia de text, el caràcters normalment tenen tots ells 
el mateix color, per tant es calcula una distancia de color entre les 
components a ser unides en un par [condició 5 de la taula 4], i s’uniran 
mentre no superin un cert llindar. 
Y per finalitzar es comprova que com a màxim hi hagi un solapament 
horitzontal de 3 píxels [condició 6 de la taula 4]. El solapament total ja s’ha 
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TAULA 4 
Un com creats els pars de components ens disposem a crear les cadenes 
finals comprovant si cada par es pot unir a un altre par formant una cadena, 
i comprovant de nou si aquesta cadena es pot unir a una altre iterativament 
fins que obtinguem la cadena final que conté tota la línia de text que no es 
pugui unir amb ninguna altre cadena. 
 
Nomes es podran unir pars de components o cadenes que comparteixin una 
component, evitant així les unions amb falsos positius que no s’han produït 
en la unió de components en parelles. 
4.2.5.2 Creació de cadenes 
A partir d’aquest punt considerarem els pars de components com cadenes 
també, ja que les cadenes formades en base a unions de pars també seran 
tractades iguals que els pars. 
 
Per començar a comprovar si dos cadenes es poden unir es mira l’angle que 
formen les dues cadenes al unir-se ha d’estar dins d’un llindar [condició 1 
de la taula 5], ja que el text que volem detectar és en principi text 
horitzontal, però també comentarem en aquest mateix apartat un nou 
mètode per detectar text no horitzontal.  





Seguidament es mira que les cadenes tinguin un marge entre elles, inclús 
es permet un petit solapament, en la dimensió x [condició 2 de la taula 5]. 
Com que en una cadena es considera que cada component candidata a ser 
lletra forma part de la mateixa línia de text també s’ha de comprovar que 
els valors d’amplada de traç de les cadenes que s’uneixen siguin semblants 
[condició 3 de la taula 5], i exactament el mateix per al color [condició 3 de 
la taula 5] com ja s’ha comentat en la unió de components en parelles.  
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TAULA 5 
Per finalitzar s’eliminen totes aquelles cadenes que no tinguin com a mínim 
tres components, limitant així el detector de text a paraules de com a 
mínim tres i perdent per exemple nombres de dues xifres o paraules de 
dues lletres aïllades. Però amb aquesta restricció aconseguim eliminar la 
gran majoria de falsos positius aïllats que poden quedar. 
Cal destacar que les components que formen les cadenes s’ordenen dins 
d’aquesta de forma que la primera component és la que esta mes a 
l’esquerra de l’eix horitzontal, mentre que la ultima component de la cadena 
és la que esta mes a la dreta de l’eix horitzontal. Això ens permet mantenir 
un ordre i accedir molt mes fàcilment a les components interiors de les 
cadenes (com per exemple es necessari en l’apartat 4.2.7). 
En la següent Figura 11 podem observar com la creació de cadenes serveix 
per eliminar falsos positius que han passat l’etapa de filtratge. 







Figura 11: Imatge de components després del filtratge (superior), imatge amb la 
creació de cadenes, donant com a resultat una única cadena en aquesta imatge.  
Com es comenta al inici d’aquest apartat, s’ha implementat un últim una 
condició per poder detectar text en diferents angles, no nomes en sentit 
horitzontal, el qual calcula l’angle entre les components o cadenes unides 
durant la formació de cadenes, i regula que les pròximes unions tinguin un 
angle semblant al calculat. 
Durant el procés d’unió de components en pars  es calcula l’angle que forma 
la línia imaginaria que passa pels centres de les dues components amb la 
línia horitzontal que passa pel centre de la component mes baixa. 
La condició s’avalua durant la formació de cadenes, ja que cada parella o 
cadena a unir amb una altre hauran de formar un angle pròxim al que han 
format les seves components (amb una tolerància de   
 
 
). si ho compleixen 
es guardarà l’angle que formen per poder-lo comprovar de nou en cas que 
s’unís amb alguna altre cadena en una iteració futura. 
Per el bon funcionament de la detecció no horitzontal s’han de relaxar els 
llindars de la condició 6 de la taula 4 i de la condició 4 de la taula 5, ja que 





les components que formen una línia de text amb un cert angle tenen mes 
solapament de les seves caixes delimitadores i lògicament tenen un angle 
superior. 
 
Figura 12: Imatge amb text no horitzontal ben detectat. 
L’inconvenient d’aquesta detecció de text no horitzontal és que poden 
aparèixer falsos positius, i lo mes important, alguns falsos positius que 
apareixien prèviament  poden augmentar la seva mida.  
Per tant proposem com a solució treballar amb bounding boxes orientats, 
com es comenta en l’apartat 6.1. 
 
Figura 12: Imatge amb nous falsos positius (els dos superiors de la dreta), i un fals 
positiu mes gran (inferior de la dreta) degut a la implementació per detectar text 
no horitzontal. 
 
4.2.6 Unió dels resultats de text clar sobre fons fosc i viceversa.  
 Arribat aquest punt del programa s’han d’unir els resultats obtinguts en les 
dos iteracions, comentades en l’apartat 5.2.2, en que s’ha corregut el 
programa. Una per detectar text clar sobre fons fosc i l’altre per detectar 
text fosc sobre fons clar. 





Per tant ens disposem a unir els dos conjunts de cadenes obtinguts en 
l’apartat anteriors. Passa però, que on hi ha una cadena que conté 
components que són caràcters, és probable que hi hagi una altre cadena en 
la mateixa posició en l’altre conjunt que està formada per components 
creades a partir dels espais buits que hi ha entre les lletres o en les pròpies 
lletres (com per exemple l’espai interior de una “D” o els dos espais d’una 
“B”) que també solen tenir amplada de traç constant y el mateix color (ja 
que serà el del fons).  
Per tant hem de saber diferenciar quina és la cadena que conté les 
components que representen els caràcters del text de les cadenes que 
contenen falsos positius, per poder eliminar aquesta última cadena. 
Aprofitant que la cadena de falsos positius està formada per components 
que sorgeixen dels espais entre lletres o de les buits de les pròpies lletres, 
podrem identificar-la per se la cadena mes petita de les dues, i si les sobre 
posem aquesta estarà continguda per l’altre  (ja que les components que 
formen la cadena de falsos positius són mes petits que les pròpies lletres). 
Per tant eliminarem la cadena mes petita comprovant que estigui 
continguda en l’altre. 
Després d’aquesta etapa ja tenim les àrees finals identificades d’on és 
possible que hi hagi text. Exemples en les següents figures. 
 
Figura12: Imatge d’origen digital amb les àrees de text detectades marcades amb 
un rectangle verd. 
 






Figura 13: Imatge d’origen natural amb les àrees de text detectades marcades amb 
un rectangle verd. 
 
4.2.7 Recuperació de components eliminades 
Arribats a aquest punt del programa, és mes que possible que haguem 
eliminat alguna component que correspongui a text, ja siguin per que tingui 
una forma peculiar o estiguin sub-segementada i per tant unida amb altres 
lletres. 
Un error de sub-segmentació és fatal per la detecció, ja que no nomes pot 
fer perdre la detecció de les lletres que estan sub-segmentades, sino que 
pot deixar aïllades a altres lletres fent que es perdin. 
Veure exemple de la Figura 14, on les lletres “ta” sub-segementades 
(unides en una sola component) poden donar lloc a dues situacions: Que 
“ta” s’elimini i les lletres “S” i “y” quedin soles i tant separades que no es 
puguin unir en una cadena o par de component. O be que no s’elimini, però 
tampoc podrà formar-se cap cadena ja que “ta” te proporcions 
geomètriques (i possiblement d’amplada de traç) diferents a “S” i “y”. 






Figura 14: La paraula “Stay” amb les dues lletres centrals sub-segmentades, que 
poden causar la no detecció de les lletres ben segmentades al no formar una 
cadena integra. 
Realitzarem una busqueda d’aqustes components i comprovarem que siguin 
lletres a través d’unes certes condicions. 
Aquestes components eliminades solen estar al voltant de cadenes ben 
formades en direcció horitzontal (extrems de les cadenes), el qual redueix 
molt l’àrea de cerca. Però tenen característiques geomètriques i d’amplada 
de traç diferents, al estar formades per mes duna lletra, el qual ens obliga a 
utilitzar unes condicions adaptades per aquest tipus de dades. 
  
Figura 14: Imatge on es poden apreciar lletres perdudes en els extrems de les 
cadenes (Esquerra). Imatge etiquetada de components generades per el BPT, es 
pot veure com les components que s’han perdut en la imatge de la esquerra estan 
sub-segmentades (Dreta). 
Les següents condicions són calculades sobre la component que es vol 
recuperar i la component de la cadena mes pròxima a la que es vol 
recuperar. És a dir, si es vol recuperar una component que esta a l’esquerra 
de la cadena utilitzarem la primera component de la cadena, i si es vol 
recuperar una component que esta a la dreta de la cadena utilitzarem la 
ultima component de la cadena. 





Repassarem cada cadena de components detectada en busca de 
components que estiguin mes o menys a la mateixa posició màxima i 
mínima en l’eix Y [condició 1 de la taula 6], ja que com hem dit són lletres 
de la mateixa línia de text i per tant tindran una dimensió vertical semblant. 
També s’ha de comprovar que estiguin relativament pròximes en la direcció 
horitzontal [condició 2 de la taula 6], i tenir una alçada semblant [condició 3 
de la taula 6] ja que les dues components pertanyen a la mateixa línia de 
text. 
La mitjana dels valors de l’amplada de traç també ha de ser semblant 
[condició 4 de la taula 6]. Aquest cop però s’ha relaxat el llindar ja que els 
valors d’amplada de traç de la component a recuperar poden variar una 
mica al estar sub-segmentada. 
Finalment també es realitza una comprovació de color entre les components 
igual que en les etapes anteriors [condició 5 de la taula 6], ja quela sub-
segmentació no afecta al color de les components. 
Condicions de repesca de components 
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TAULA 6 
Aquestes condicions es podrien variar en un futur ja que cada imatge te 
components sub-segmentades de manera diferent i és molt difícil 
aconseguir un bon resultat per a totes les imatges utilitzant un conjunt de 
filtres determinat. 





Si les dues components compleixen aquestes condicions s’uneixen en un par 
de components (com en l’apartat 4.2.5.1), per després unir aquest par en la 
cadena que s’ha analitzat (com en l’apartat 4.2.5.2). Seguidament es 
tornen a ordenar les components de la cadena.  
Com es pot veure en les Figures 15 i 16, es recuperen components en els 
extrems de les cadenes que havien sigut eliminats ja per que estiguessin 
sub-segmentades (imatges superiors de la figura 15), tinguessin algun fals 
positiu en el seu lloc (figura 16) o simplement siguin molt petites i difícils 
d’analitzar (imatges inferiors de la figura 16). 
 
 
Figura 15: Imatge superior sense recuperació de components, imatge inferior amb 
recuperació de components. 
 
 
Figura 16: Imatges a l’esquerra sense recuperació de components, imatges a la 
dreta amb recuperació de components. 
 






Un cop tenim de l’àrea final on suposadament tenim el text ens disposem a 
obtenir el text en sí en una imatge binaria, on tot el que no sigui text 
prendrà el valor de 0 (negre) i el text prendrà el valor de 255 (blanc). 
Per procedir amb la binarització podem escollir entre dos mètodes: 
El primer mètode consisteix en calcular dos llindars a partir de del nivell de 
gris de les pròpies components per binaritzar els elements que estiguin 
entre aquests llindars, es a dir les pròpies components. 
El llindar superior es calcula sumant la mitja amb la variància dels píxels de 
les components i el llindar inferior pren el valor de la mitja menys la 
variància, contenint així el rang de grisos de les components en els llindars. 
Es binaritza l’àrea detectada posant a 255 (blanc) els píxels que tinguin un 
valor comprés entre els llindars, i a 0 (negre) els demes. 
Els segon mètode és mitjançant l’algorisme k-means, que consisteix en 
estimar els centroides de cadascun dels grups i fer particions de les dades 
iterativament de forma que es calculi la suma dels quadrats dels errors en 
cada punt i, d’aquesta forma, els centroides de cada grup siguin recalculats 
aconseguint que la suma dels quadrats dels errors sigui mínima.  
L’únic que necessita saber aquest algorisme és el nombre de grups en que 
es volen dividir les dades d’entrada i, si es possible, una estimació inicial del 
centre per a cadascun d’aquests grups. En aquest cas, es vol dividir el 
conjunt de píxels en dos grups. 
Un cop es tenen els centroides calculats, per tal de binaritzar la imatge, es 
mira el valor de cada píxel i se li assigna 0 o 255 depenent de quin valor 
dels dos centroides és més proper. 







Figura 17: Binarització de les àrees obtingudes. 
Durant el procés de binarització és possible que alguna regió (que no és cap 
component detectada) del mateix nivell de gris que les components estigui 
dins de l’àrea detectada i aparegui en la imatge binaria. És possible que 
sigui una lletra intermitja que s’ha eliminat erròniament durant alguna 
etapa del programa i ja és correcte que s’agregui durant la binarització, 
però pot ser que també s’agreguin trossos de fons o altres regions 
indesitjables.  
Per tant em implementat una comprovació final sobre la imatge binaria 
resultant per saber si s’han agregat regions durant el procés de binarització 
i comprovar si els agregats ens convenen (cas de lletra) o no (cas de no 
lletra). 
La comprovació binaria es du a terme comparant directament la imatge 
binaria amb les components resultants de la formació de cadenes, i obtenim 
directament les regions agregades. Utilitzem aquestes regions com a 
màscara sobre la imatge que conté valors d’amplada de traç (apartat 
5.2.2), obtenint només els valors d’amplada de traç de les regions afegides. 
Seguidament analitzem les regions afegides utilitzant les seves propietats 
geomètriques i d’amplada de traç amb les condicions 0, 3 i 6 de la taula 3 
de l’apartat 5.2.4.  





Si les regions afegides són lletres eliminades prèviament, tindran un valor 
d’amplada de traç constant i complirà les 3 condicions, les quals s’han 
escollit per que si utilitzéssim totes les condicions anteriors segurament 
tornaríem a eliminar la component. Amb aquestes tres ens assegurem de 
que compleixi uns mínims geomètrics i d’amplada de traç sense ser massa 
estrictes. 
Mentre que si la regió afegida és una zona aleatòria que nomes tenia el 
mateix nivell de gris que les components detectades, no tindrà ni una 
relació d’aspecte semblant propera a la relació d’aspecte de les lletres, i 
segurament tindrà valors d’amplada de traç no vàlids o molt dispars, i les 
tres condicions seran suficients per eliminar-les. 
  
 
Figura 18: Exemple on s’agrega una regió que ha sigut una component bona 
eliminada: Components resultants de la formació de cadenes (imatge superior 
esquerra), regió agregada per la binarització (imatge superior derta), binarització 
final (imatge inferior). 
  
   
Figura 19: Exemple on s’agrega una regió que pertany al fons: Components 
resultants de la formació de cadenes (imatge superior esquerra), regió agregada 
per la binarització (imatge superior dreta), binarització inicial (imatge inferior 
esquerra), binarització final (imatge inferior dreta). 
 
Pot eliminar la majoria d’element afegits per la binarització però també 
malmet una mica les components, ja que al binaritzar les components no 
tots els píxels de les lletres estan en les components (poden ser una mica 





mes primes), i aquest píxels també són eliminats ja que s’han afegit durant 
la binarització. 
  





5 Avaluació del sistema 
En aquest apartat presentem els resultats obtinguts amb l’algorisme de 
detecció i segmentació de text descrit.  
5.1 ICDAR 
ICDAR (International Conference on Document Analysys and Recognition) 
[12] és una organització que presenta diferents competicions relacionades 
amb la detecció i l’anàlisis de tot tipus de text. En concret a nosaltres ens 
interessa el Robust Reading Competition que presenta tres tasques 
centrades en l’extracció de text en diferents entorns, imatges digitals, 
escenes reals i vides amb escenes reals, en les quals proposa detectar, 
segmentar i reconèixer text en aquest 3 entorns. Particularment ens 
centrarem en els dos primers entorns (imatges digitals i d’escenes naturals) 
i en la detecció i segmentació d’aquestes. 
L’avaluació es durà a terme a través de de les dades proporcionades per 
ICDAR ja que presenten dos conjunts de bases de dades i els seus 
corresponents ground truth (text etiquetat manualment que s’utilitza com a 
resultat ideal) per comparar els resultats. 
Les bases de dades de que es disposen per avaluar el detector són dos 
conjunts, una amb imatges d’origen digital i un altre amb imatges d’origen 
natural. 
5.1.1 Bases de dades 
De cada conjunt d’imatges (digitals i naturals) disposem d’un set de 
entrenament i un de test.  
Sobre les imatges d’origen digital podem observar que la majoria de text 
esta molt ben diferenciat de la resta de la imatge, al ser agregat 
digitalment, i sol ser quasi sempre horitzontal. Els fons de les imatges 
poden ser des de homogenis (logotips, ròtols, etc) fins a tenir components 
de molta alta freqüència (imatges naturals o paisatges de fons). 





Les lletres solen ser d’amplada de traç contant i amb formes normals, 
encara que hi ha imatges on les lletres tenen estils diferents on les lletres 
estan unides, l’amplada de traç varia, les lletres estan dividides en trossos o 
en una mateixa línia de text hi ha lletres amb diferents colors que no 
entrarien dins del criteri de detecció del nostre programa. Normalment són 
minoria aquest tipus de lletres especials. 
Normalment són imatges bastant petites i de mala qualitat, lo qual ens 
obliga sempre a utilitzar l’opció de duplicar la imatge d’entrada al detector, 
ja que sino els contorns no es calculen amb prou precisió.  
Exemples de les imatges digitals en la Figura 20, que presenten diferents 
estils de text presents en aquest conjunt de dades.  
 
Figura 20: Quatre exemples d’imatges d’origen digital on es poden apreciar les 
diferents característiques nombrades 
Respecte les imatges d’origen natural podem dir d’entrada que són molt 
mes complexes d’analitzar, el text pot estar sobre qualsevol tipus de fons 





(homogeni o d’alta freqüència) i pot tenir qualsevol forma (lletra normal de 
per exemple senyals o lletres mes complexes de per exemple logotips). 
L’orientació del text continua sent horitzontal en gran part però no 
completament, ja que les fotografies estan fetes manualment hi pot haver 
un cert angle. 
Hi ha el gran problemes de les oclusions de parts de lletres per altres 
elements de la imatge, els canvis de il·luminació i reflexes que afectaran 
directament al càlcul de contorns. 
La qualitat de les imatges és molt bona, i habitualment són d’una mida molt 
gran, per tant el nostre programa utilitzarà l’opció de no duplicar la mida de 
la imatge o inclús delmar-la en els casos de que sigui massa gran. 
Veure exemples de la base de dades d’imatges naturals en la Figura 21. 
 
Figura 21: Quatre exemples d’imatges d’origen natural on es poden apreciar les 
diferents característiques comentades 
  





5.2 Avaluació amb ICDAR 
L’avaluació es du a terme amb el càlcul de la precisió i el record sobre els 
píxels corresponent a text detectats i píxels no corresponents a text 
detectats per a cada imatge. Utilitzant els ground truth (detecció ideal 
etiquetada manualment) proporcionat per ICDAR juntament amb les bases 
de dades que s’han utilitzat. Aquesta avaluació s’executa de la mateixa 
manera que proposa ICDAR, així aconseguim calcular amb exactitud els 
valors que obtindríem al presentar el detector al concurs nombrat de 
ICDAR. 
On per calcular aquets nivells de mesura em d’extreure de la comparació 
dels nostres resultats amb el ground truth el següents paràmetres en 
mesura de píxels:  
 True Positive: Nombre de píxels detectats que pertanyen a text en el 
ground truth (ben detectats). 
 False Positive: Nombre de píxels detectats que no pertanyen a text 
en el ground truth (mal detectats). 
 False Negative: Nombre de píxels no detectats que pertanyen a text 
en el ground truth (no detectats). 
El càlcul de la precisió i record són els següents: 
          
             
                            
 
        
             
                           
 
On la Precisió representa la fracció de casos recuperats que són rellevants 
que es veu afectat pels falsos positius. Si False Positive  fos cero obtindríem 
una precisió de 1 que és el cas ideal. 
Mentre que el Record és la fracció dels casos pertinents que es recuperen, 
que es veu afectat pels falsos negatius, on si False Negative fos cero 
obtindríem un record de 1 que és el cas ideal. 
 





Com a ultima mesura es calcula la F-score que s’interpreta com una mitjana 
ponderada entre la precisió i el record, on F-score aconsegueix el seu millor 
valor en 1 i pitjor en 0. 
           
               
               
 
Per tant els resultats en termes de Precisió i Record obtingut en les bases 
de dades són els següents: 
Base de Dades Record Precisió F-score 
Digitals – Test 79.27% 77.60% 0.784 
Digitals – Training 79.39% 76.82% 0.780 
Naturals – Test 48.13% 71.19% 0.570 
Naturals - Training 52.66 73.82 0.614 
TAULA 6 
  





5.2.1 Comparació de resultats amb mètodes registrats a ICDAR 
El l’apartat de resultats de la pagina oficial de ICDAR podem trobar diferents 
mètodes registrats amb els seus resultats en forma de precisió, record i F-
score després d’haver estat avaluats per ICDAR. 
Les següents taules extretes de la web ordenen els mètodes de detecció de 
text ordenats per eficàcia, en imatges digitals i naturals respectivament: 
  
Figura 22: Taula de millors resultats en detecció de text sobre imatges digitals 
(esquerra), taula de millors resultats en detecció de text sobre imatges naturals 
(dreta) 
El nostre detector es situaria en tercer lloc en termes de F-score dins dels 
detectors d’imatges digitals ordenant els resultats segons el valor F-score, 
però dista molt dels valors de record obtinguts per els 4 primers detectors.  
En canvi en la detecció sobre imatges naturals el nostre detector no dona 
uns resultats comparables als obtinguts pels mètodes presentats en 
l’ICDAR, degut al baix percentatge de record obtingut. Obtenim però un 
valor de precisió que és mes pròxim als de la segona i tercera posició. 
Els motius d’obtenir un record tant baix és degut a que les imatges 
d’escenes naturals contenen text en moltes formes diferents, en alguns 
casos no es manté constant l’amplada de traç, apareixen unides entre elles, 
tenen fons molt variables i pocs definits. A tot això cal sumar-li que 
apareixen reflexes i canvis d’il·luminació forts en algunes imatges.  
A continuació mostrem comparacions de resultats del nostre detector amb 
el millor de cada secció per visualitzar les diferencies obtingudes: 
 En detecció i segmentació de text sobre imatges digitals: 





Compararem per a una imatge original els nostres resultats obtinguts en la 
imatge binaria, i els resultats del USTB_FuStar etiquetats segons la precisió 
del detector. 
Els resultats en verd del USTB_FuStar són correctes, els blaus són barrejats 
amb altres zones de la imatge, els taronges són parts incompletes de lletres 
i els vermells són lletres no detectades. 
Exemples de pitjor funcionament que el USTB_FuStar: 
En els exemples es pot veure com en algunes imatges el nostre detector no 
obté alguns caràcters que USTB_FuStar si segmenta degut a que estan 
nomes dos lletres juntes (em marcat en l’apartat 4.2.5.2 que el mínim per 
formar uan cadena valida han de ser de 3 components) (Figura 23 i 25), hi 
ha text de mida massa petita que es sub-segmenta i queda aïllat (problema 
exacte al de l’exemple de la figura 14) (Figura23) o obtenim molts falsos 
positius en la imatge i en la zona on hi ha text (Figura 24). 
 
Figura 23: Imatge original (esquerra), imatge obtinguda amb el nostre detector 
(centre), imatge obtinguda pel USTB_FuStar (dreta) 
 
   
Figura 24: Imatge original (esquerra), imatge obtinguda amb el nostre detector 
(centre), imatge obtinguda pel USTB_FuStar (dreta) 
 






Figura 25: Imatge original (esquerra), imatge obtinguda amb el nostre detector 
(centre), imatge obtinguda pel USTB_FuStar (dreta) 
 
Exemples de millor funcionament que el USTB_FuStar: 
       
Figura 26: Imatge original (esquerra), imatge obtinguda amb el nostre detector 






Figura 27: Imatge original (superior), imatge obtinguda amb el nostre detector 
(centre), imatge obtinguda pel USTB_FuStar (inferior) 
 
 
 En detecció de text sobre imatges Naturals: 
Compararem per a una imatge original els nostres resultats obtinguts en la 
imatge binaria, i els resultats del I2R_NUS_FAR etiquetats segons la 
precisió del detector. 





Els resultats en verd del I2R_NUS_FAR són correctes, els blaus són 
barrejats amb altres zones de la imatge, els taronges són parts incompletes 
de lletres i els vermells són lletres no detectades. 
Exemples de pitjor funcionament que el I2R_NUS_FAR: 
Els caràcters no detectats en els exemples que s’exposen són massa petits 
per obtenir una bona detecció de contorns (Figura 28), estan en perspectiva 
i per tant varia la seva forma (Figura 29) i tenen canvis d’il·luminació 
(Figura 29). 
   
Figura 28: Imatge original (superior), imatge obtinguda amb el nostre detector 
(esquerra), imatge obtinguda pel I2R_NUS_FAR (dreta) 
 
   
Figura 29: Imatge original (esquerra), imatge obtinguda amb el nostre detector 
(centre), imatge obtinguda pel I2R_NUS_FAR (dreta) 
Exemples de millor funcionament que el I2R_NUS_FAR: 
   
Figura 30: Imatge original (esquerra), imatge obtinguda amb el nostre detector 
(centre), imatge obtinguda pel I2R_NUS_FAR (dreta) 





   
Figura 31: Imatge original (esquerra), imatge obtinguda amb el nostre detector 
(centre), imatge obtinguda pel I2R_NUS_FAR (dreta) 
 
5.2.2 Resultats 
A continuació es mostren alguns dels resultats obtinguts en imatges 
purament digitals (Figura 32 i 34), en una imatge digital amb grans zones 
d’escenes reals (Figura 33), en una imatge natural amb reflexes i canvis de 
color suaus en les lletres (Figura 35) i imatges naturals amb text amb una 






















Figura 37  





5.3 Limitacions de l’argorisme 
Con ja s’ha comentat a l’inici de la memòria, el nostre detector de text fa ús 
de certes tècniques per obtenir informació del text en imatge, però cada 
una d’aquestes tècniques tenen certes limitacions que es transmeten 
directament al nostre detector.  
5.3.1 Detecció de contorns 
La primera tècnica de la qual fem ús, y on es suporten tots els futurs 
apartats del nostre algorisme, és la detecció de contorns amb Canny. Degut 
a que amb els contorns calcularem l’amplada de traç, que és la 
característica mes important que ens permet discriminar entre caràcters o 
no caràcters. 
No podrem obtenir una bona detecció si no hi ha un bon contrast en la 
imatge o si aquesta esta borrosa, ja que els contorns no seran prou forts o 




Figura 38: Exemple d’una mala detecció degut al poc contrast entre el text i el fons. 
 
Degut a casos com aquest s’ha intentat introduir un detector de contorns 
amb un funcionament diferent en l’apartat 4.2.1 que treballes amb 
intensitats de contorns. 






5.3.2 Sub-segmentació i sobre-segmentació 
La segmentació treballa inicialment amb color i després amb color mes 
valors de l’amplada de traç, per tant el color és un factor decisiu en la 
creació de les components, i en certes imatges els reflexes de llum poden 
alterar el resultat, donant components sobre-segmentades (trencades en 
varies components). Aquestes components sobre-segmentades ja no es 
detectaran, ja que les seves propietats geomètriques i d’amplada de traç  
que utilitzem per analitzar-les canvien i lo mes probable és que siguin 
eliminades o no s’ajuntin en cap cadena de components al diferir de la 
resta. 
 
Figura 39: Exemple de sobre-segmentació degut a un reflexa sobre els caràcters.  
Per altre banda tenim la sub-segmentació que s’urgeix al unir-se lletres ja 
sigui per la mala qualitat de la imatge o perquè realment ho estan. Encara 
que s’han aconseguit recuperar un gran nombre de lletres sub-segmentades 
amb l’apartat de recuperació de components 4.2.7 i s’han adaptat els 
llindars de l’etapa de filtratge de components 4.2.4 hi han components sub-
segmetnades que no es poden obtenir, ja sigui perquè estiguin aïllades o 
perquè la sub-segmentació sigui massa gran. 
  
Figura 39: Exemple de sub-segmentació degut a una unió sobre els caràcters 





5.3.3 Falsos positius 
A part de la pèrdua de caràcters descrita en els dos apartats previs un altre 
gran problema del detector és l’aparició d’un gran nombre de falsos 
positius. 
Aquest falsos positius poden vindre de diverses zones de la imatge, alta 
freqüència (arbres, public, etc), repetició de patrons que tenen una amplada 
de traç constant (finestres, parets de maons, etc) o símbols que estan 
pròxims a una cadena de text i que comparteixen mida i de vegades inclús 
amplada de traç però que no són caràcters a detectar. 
 
  
Figura 40: Exemple de falsos positius generats per l’alta freqüència en la part 
inferior esquerra de la imatge, i falsos positius generats per repetició de patrons en 
el centre de la iamtge. 
5.3.4 Text no contemplat 
Al realitzar el detector em s’han realitzat diferents suposicions, tals com que 
el text ha de mantenir una amplada de traç constant i que es considerarà 
text a cadenes de com a mínim 3 caràcters. Per tant el text que no 
compleixi algunes d’aquestes suposicions no serà detectat. 
  
Figura 40: Exemple de text no detectat al no complir les suposicions establertes.  






En aquest projecte final de carrera s’ha presentat una eina de detecció i 
segmentació de text la qual s’ha avaluat en dos tipus de bases de dades 
diferents proporcionades per ICDAR. S’ha adaptat una implementació inicial 
al mètode de segmentació BPT, introduint així noves característiques i 
tècniques per la detecció de text.  
Els resultats obtinguts en la primera base de dades, on nomes hi ha 
imatges amb text generat digitalment, han sigut bons millorant tant la els 
resultats obtinguts en el detector de la implementació inicial que nomes 
utilitzava l’estimació de l’ample de traç. Encara però hi ha marge de millora 
degut a que determinats caràcters no contemplats o imatges amb certes 
dificultats que es podrien corregir en un futur implementant noves 
tècniques sobre els resultats obtinguts de la segmentació. 
S’ha aplicat el detector de text sobre una segona bases de dades la qual 
esta formada nomes per imatges provinents d’escenes naturals, on la 
implementació inicial no havia estat avaluada. S’han aconseguit uns 
resultats inferiors en comparació als resultats de la primera base de dades, 
però prou bons per utilitzar el detector implementat en futurs treballs de 
millora que s’especialitzin en la detecció de text en imatges d’origen 
natural. 
En el següent apartat es comenten possibles aspectes a millorar.  
  





6.1 Treball futur 
En aquest apartat es comenten possibles millores en les diferents etapes 
implementades del detector de text. La majoria d’aquestes millores no s’han 
implementat per falta de temps. 
 Incloure un corrector d’il·luminació previ al càlcul dels contorns o 
utilitzar un detector de contorns mes robust a els canvis d’il·luminació 
i a contorns febles.  
 
 Implementar bounding boxes (caixes delimitadores) orientades 
segons les components en l’opció de detecció de text no horitzontal 
(apartat 4.2.5.2) per no haver d’adaptar el filtratje anterior a uns 
bounding boxes no orientats que es poden solapar entre ells, i poder 
utilitzar noves condicions per aquest text, reduint així el nombre de 
falsos positius detectats de mes en aquesta etapa. 
 
 Millorar la comprovació de la binarització ( apartat 4.2.8) amb 
operacions morfològiques que no baixin el record al eliminar píxels 
exteriors dels caràcters.  
 
 Estudiar amb profunditat el perquè obtenim un baix record del 
detector sobre imatges naturals, observar en quines etapes falla més 
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