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Abstract
In this article, we investigate large sample properties of model selection procedures in
a general Bayesian framework when a closed form expression of the marginal likelihood
function is not available or a local asymptotic quadratic approximation of the log-likelihood
function does not exist. Under appropriate identifiability assumptions on the true model,
we provide sufficient conditions for a Bayesian model selection procedure to be consistent
and obey the Occam’s razor phenomenon, i.e., the probability of selecting the “smallest”
model that contains the truth tends to one as the sample size goes to infinity. In order to
show that a Bayesian model selection procedure selects the smallest model containing the
truth, we impose a prior anti-concentration condition, requiring the prior mass assigned
by large models to a neighborhood of the truth to be sufficiently small. In a more general
setting where the strong model identifiability assumption may not hold, we introduce the
notion of local Bayesian complexity and develop oracle inequalities for Bayesian model
selection procedures. Our Bayesian oracle inequality characterizes a trade-off between
the approximation error and a Bayesian characterization of the local complexity of the
model, illustrating the adaptive nature of averaging-based Bayesian procedures towards
achieving an optimal rate of posterior convergence. Specific applications of the model
selection theory are discussed in the context of high-dimensional nonparametric regression
and density regression where the regression function or the conditional density is assumed
to depend on a fixed subset of predictors. As a result of independent interest, we propose a
general technique for obtaining upper bounds of certain small ball probability of stationary
Gaussian processes.
1 Introduction
A Bayesian framework offers a flexible and natural way to conduct model selection by placing
prior weights over different models and using the posterior distribution to select a best one.
However, unlike penalization-based model selection methods, there is a lack of general theory
understanding large sample properties of Bayesian model selection procedures from a frequen-
tist perspective. As a motivating example, we consider the problem of selecting a model from
a sequence of nested models. Under this special example, the Occam’s Razor [4] phenomenon
suggests that a good model selection procedure is expected to select the smallest model that
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contains the truth. This example motivates us to investigate the consistency of a Bayesian
model selection procedure, that is, whether the posterior tends to concentrate all its mass on
the smallest model space that contains the true data generating model.
In the frequentist literature, most model selection methods are based on optimization,
where penalty terms are incorporated to penalize models with higher complexity. A large
volume of the literature focuses on excess risk bounds and oracle inequalities, which are char-
acterized via either some global measures of model complexity [36, 39, 3, 7, 16] that typically
yield a suboptimal “slow rate”, or some improved local measures of the complexity [16, 2, 19]
that yield an optimal “fast rate” [1, 26]. An overwhelming amount of recent literature on pe-
nalization methods for high-dimensional statistical problems can also be analyzed under the
model selection perspective. For example, in high dimensional linear regression, the famous
Lasso [31] places an ℓ1 penalty to induce sparsity, which can be considered as selecting a model
from the model space consisting a sequence of ℓ1 balls with increasing radius; in sparse addi-
tive regression, by viewing the model space as all additive function spaces involving different
subset of covariates with each univariate function lying in a univariate Reproducing kernel
Hilbert space (RKHS) with increasing radius. [27] proposed a minimax-optimal penalized
method with a penalty term proportional to the sum of empirical norms and RKHS norms of
univariate functions.
In the classical literature of Bayesian model selection in low dimensional parametric mod-
els, most results on model selection consistency relies on the critical property that the log-
likelihood function can be locally approximated by a quadratic form of the parameter (such as
the local asymptotic normality property) under a set of regularity assumption in the asymp-
totic regime when the sample size n tends to infinity. There is a growing body of literature
which has provided some theoretical understanding of Bayesian variable selection for linear
regression with a growing number of covariates, which is a special case of the model selec-
tion. In the moderate-dimension scenario (the number p of covariates is allowed to grow
with the sample size, but p ≤ n), [29] established variable selection consistency in a Bayesian
linear model, meaning that the posterior probability of the true model that contains all in-
fluential covariates tends to one as n grows to infinity. [15] showed a selection inconsistency
phenomenon for using several commonly used mixture priors, including local mixture (point
mass at zero and slab prior with non-zero value at null-value 0 of the slab density) priors,
when p is larger than the order of
√
n. To address this, they advocated the use of a non-local
mixture priors (slab density has value 0 at null value 0) and obtained selection consistency
when the dimension p is O(n). [8] provided several conditions on the design matrix and the
minimum signal strength to ensure selection consistency with local priors when p ≫ n. [24]
considered selection consistency using a spike and slab local prior in a high-dimensional sce-
nario where p can grow nearly exponentially with n. [40] showed variable selection consistency
of high-dimensional Bayesian linear regression, where a prior is directly placed over the model
space that penalizes each covariate in the model by a factor of p−O(1); in this setting, they
showed a particular Markov chain Monte Carlo algorithm for sampling from the model space
is rapidly mixing, meaning that the number of iterations required for the chain to converge to
an ε-distance of stationary distribution from any initial configuration is at most polynomial
in (n, p). Although the aforementioned results on variable selection consistency in Bayesian
linear models are promising, their proofs are all based on analyzing closed form expressions
of the marginal likelihood function, that is, the likelihood function integrated with respect to
the conditional prior distribution of the parameters given the model.
The assumption of either an existence of a closed form expression of the marginal like-
lihood function or the existence of a local asymptotic quadratic approximation of the log-
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likelihood function significantly impedes the applicability of the current proof techniques to
general model selection problems. For example, this assumption precludes the case when the
parameter space is infinite dimensional, such as a space of functions or conditional densities
indexed by predictors. To the best of our knowledge, little is known about the model selection
consistency of an infinite dimensional Bayesian model or in general when the marginal like-
lihood is intractable. The only relevant work in this direction is [12], where they considered
Bayesian nonparametric density estimation under an unknown regularity parameter, such as
the smoothness level, which serves as the model index. In this setting, they showed that
the posterior distribution tends to give negligible weight to models that are bigger than the
optimal one, and thus selects the optimal model or smaller models that also approximate the
true density well.
The goal of the current paper is to build a general theory for studying large sample prop-
erties of Bayesian model selection procedures, for example, model selection consistency and
oracle inequalities. We show that in the Bayesian paradigm, the local Bayesian complex-
ity, defined as n−1 times the negative logarithm of the prior probability mass assigned to
certain Kullback-Leibler divergence ball around the true model, plays the same role as the
local complexity measures in oracle inequalities of penalized model selection methods. For
example, when the conditional prior within each model is close to a “uniform” distribution
over the parameter space, the local Bayesian complexity becomes similar to a local covering
entropy, recovering classical results [18] by Le Cam for charactering rate of convergence using
local entropy conditions. In the special case of parametric models, when the prior is thick
at the truth (which is a common assumption made in Bernstein-von Mises type results, refer
to [32]), the local Bayesian complexity is O(p log n), which scales linearly in the dimension
p of the parameter space, recovering classical asymptotic theory on Bayesian model selection
using the Bayesian information criterion (BIC). In this article, we build oracle inequalities
for Bayesian model selection procedures using the notion of local Bayesian complexity. Our
oracle inequality implies that by properly distributing prior mass over different models, the re-
sulting posterior distribution adaptively allocates its mass to models with the optimal rate of
posterior convergence, revealing the adaptive nature of averaging-based Bayesian procedures.
Under an appropriate identifiability assumption on the true model, we show that a Bayesian
model selection procedure is consistent, that is, the probability of selecting the “smallest”
model that contains the truth tends to one as n goes to infinity. Here, the size of a model
is determined by its local Bayesian complexity. In concrete examples, in order to show that
a Bayesian model selection procedure tends to select the model that contains the truth and
is smallest in the physical sense (for example, in variable selection case, the smallest model
is the one exactly contains all influential covariates), we impose a prior anti-concentration
condition, requiring the prior mass assigned by large models to a neighborhood of the truth
to be sufficiently small. As a result of independent interest, in our proof for variable selection
consistency of Bayesian high dimensional nonparametric regression using Gaussian process
(GP) priors, we propose a general technique for obtaining upper bounds of certain small ball
probability of stationary GP. The results complement the lower bound results obtained in
[17, 20, 34].
Our results reveal that in the framework of Bayesian model selection, averaging based
estimation procedure can gain advantage over optimization based procedures [6] in that i) the
derivation on the convergence rate is simpler as the expectation exchanges with integration; el-
ementary probability inequalities such as Chebyshev’s inequality and Markov’s inequality can
be used as opposed to more sophisticated empirical process tools for analysing optimization-
based estimators; ii) the averaging based approach offers a more flexible framework to incorpo-
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rate additional information and achieve adaptation to unknown hyper or tuning parameters,
due to its average case analysis nature, which is different from the worse case analysis of the
optimization based approach. Overall, our results indicate that a Bayesian model selection
approach naturally penalizes larger models since the prior distribution becomes more disper-
sive and the prior mass concentrating around the true model diminishes, manifesting Occam’s
Razor phenomenon. This renders a Bayesian approach to be naturally rate-adaptive to the
best model by optimally trading off between goodness-of-fit and model complexity.
The remainder of this paper is organized as follows. In §1.1, we introduce notations to
be used in the subsequent sections. In §2, we introduce the background and formulate the
model selection problem. The assumptions required for optimum posterior contraction rate
are discussed in §2.1 with corresponding PAC-Bayes bounds in §2.2. The main results are
stated in §3 with the Bayesian model selection consistency theorems in §3.1 and Bayesian
oracle inequalities in §3.2. In §3.3 and §3.4, we discuss applications of the model selection
theory in the context of high-dimensional nonparametric regression and density regression
where the regression function or the conditional density is assumed to depend on a fixed
subset of predictors.
1.1 Notations
Let h(p, q) = (
∫
(p1/2− q1/2)2dµ)1/2 and D(p, q) = ∫ p log (p/q)dµ stand for the Hellinger dis-
tance and Kullback-Leibler divergence, respectively, between two probability density functions
p and q relative to a a common dominating measure µ. We define an additional discrepancy
measure V (f, g) =
∫
f | log(f/g)−D(f, g)|2dµ. For any α ∈ (0, 1), let
D(n)α (p, q) =
1
α− 1 log
∫
pαq1−αdµ (1)
denote the Re´nyi divergence of order α. Let us also denote byAα(p, q) the quantity
∫
pαq1−αdµ =
e(α−1)D
(n)
α (p,q), which we shall refer to as the α-affinity. When α = 1/2, the α-affinity equals the
Hellinger affinity. Moreover, 0 ≤ Aα(p, q) ≤ 1 for any α ∈ (0, 1), implying that D(n)α (p, q) ≥ 0
for any α ∈ (0, 1) and equality holds if and only if p ≡ q. Relevant inequalities and properties
related to Re´nyi divergence can be found in [35]. Let N(ε, F , d) denote the ε-covering number
of the space F with respect to a semimetric d. Operator “.” denotes less or equal up to a
multiplicative positive constant relation. For a finite set A, let |A| denote the cardinality of
A. The set of natural numbers is denoted by N. The m-dimensional simplex is denoted by
∆m−1. Ik stands for the k× k identity matrix. Let φµ,σ denote a multivariate normal density
with mean µ ∈ Rk and covariance matrix σ2Ik.
2 Background and problem formulation
Let (X(n),A(n),P(n)θ : θ ∈ Θ) be a sequence of statistical experiments with observations
X(n) = (X1,X2, . . . ,Xn), where θ is the parameter of interest living in an arbitrary param-
eter space Θ, and n is the sample size. Our framework allows the observations to deviate
from identically or independently distributed setting (abbreviated as non-i.i.d.) [13]. For
example, this framework covers Gaussian regression with fixed design, where observations are
independent, but nonidentically distributed (i.n.i.d.). For each θ, let P
(n)
θ admit a density p
(n)
θ
relative to a σ-finite measure µ(n). Assume that (x, θ)→ p(n)θ (x) is jointly measurable relative
to A(n) ⊗ B, where B is a σ-field on Θ.
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For a model selection problem, let M = {Mλ, λ ∈ Λ} be the model space consisting of a
countable number of models of interest. Here, Λ is a countable index set, Mλ = {Pθ : θ ∈ Θλ}
is the model indexed by λ, and Θλ is the associated parameter space. Assume that the union
of all Θλ’s constitutes the entire parameter space Θ, that is Θ =
⋃
λ∈ΛΘλ. We consider
the model selection problem in its full generality by allowing {Θλ, λ ∈ Λ} to be arbitrary.
For example, they can be Euclidean spaces with different dimensions or spaces of functions
depending on different subsets of covariates. Moreover, Θλ’s may overlap or have inclusion
relationships.
We use the notation θ∗ to denote the true parameter, also referred to as the truth, cor-
responding to the data generating model P
(n)
θ∗ . Let λ
∗ denote the index corresponding to the
smallest model Mλ that contains P
(n)
θ∗ . More formally, a smallest model is defined as
Θλ∗ =
⋂
λ: θ∗∈Θλ
Θλ. (2)
Here, we have made an implicit assumption that for any θ∗ ∈ Θ, there always exists a unique
model Mλ∗ such that the preceding display is true. This assumption rules out pathological
cases where P(n)θ∗ may belong to several incomparable models and a smallest model cannot be
defined.
Let πλ be the prior weight assigned to model Mλ and Πλ(·) be the prior distribution
over Θλ in Mλ, that is, Πλ(·) is the conditional prior distribution of θ given model Mλ being
selected. Under this joint prior distribution Π = {(πλ,Πλ) : λ ∈ Λ} on (λ, θ), we obtain a
joint posterior distribution using Bayes Theorem,
Π(θ ∈ B, λ |X(n)) = πλ
∫
B p
(n)
θ (X
(n))Πλ(dθ)∑
λ∈Λ πλ
∫
Θλ
p
(n)
θ (X
(n))Πλ(dθ)
, ∀B ∈ B. (3)
By integrating this posterior distribution over λ or θ, we obtain respectively the marginal
posterior distribution of the model index λ or the parameter θ. In this paper, we also consider
a class of quasi-posterior distributions obtained by using the α-fractional likelihood [38, 21, 6],
which is the usual likelihood raised to power α ∈ (0, 1),
Ln,α(θ) =
[
p
(n)
θ (X
(n))
]α
.
Let Πn,α(·) denote the qausi-posterior distribution, also referred to as the α-fractional poste-
rior distribution, obtained by combining the fractional likelihood Ln,α with the prior Π,
Πα(θ ∈ B, λ |X(n)) =
πλ
∫
B
(
p
(n)
θ (X
(n))
)α
Πλ(dθ)∑
λ∈Λ πλ
∫
Θλ
(
p
(n)
θ (X
(n))
)α
Πλ(dθ)
, ∀B ∈ B. (4)
The posterior distribution in (3) is a special case of the fractional posterior with α = 1.
For this reason, we also refer the posterior in (3) as the regular posterior distribution. As
described in [6] (refer to Section 2.1 of the current article for a brief review), the development
of asymptotic theory for fractional posterior distributions demands much simpler conditions
than the regular posterior while maintaining the same rate of convergence. However, the
downside is two-fold i) the credible intervals from the fractional posterior distribution maybe
α−1 times wider than those from the normal posterior, at least for the regular parametric
models where the Bernstein-von Mises theorem holds; ii) the simplified asymptotic results
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only apply for a certain class of distance measures dn. The first downside can be remedied
by post-processing the credible intervals, for example, reduce its width from the center by a
factor of α; and the second by considering a general class of risk function-induced fractional
quasi-posteriors. We leave the latter as a topic of future research.
Definition: We say that a Bayesian procedure has model selection consistency if
E
(n)
θ∗ [Πα(λ = λ
∗ |X1, . . . ,Xn)]→ 1, as n→∞,
where either α = 1 or α ∈ (0, 1), depending on whether regular or fractional posterior distri-
bution is used.
Our general framework allows the truth θ∗ to belong to multiple, even infinitely many Θλ’s,
for example, when M is a sequence of nested models M1 ⊂M2 ⊂ · · · . In such a situation, the
Occam’s Razor principle suggests that a good statistical model selection procedure should
be able to select the most parsimonious model Mλ that fits the data well. This criterion
is consistent with our definition of Bayesian model selection consistency, which requires the
marginal posterior distribution over the model space to concentrate on the smallest model
Mλ∗ that contains P
(n)
θ∗ . If a Bayesian procedure results in model selection consistency, then
we can define a single selected model M
λ̂α
, with its model index being selected as
λ̂α : = argmax
λ
Πα(λ = λ
∗ |X1, . . . ,Xn)],
which is the posterior mode over the index set. This model selection procedure satisfies the
model selection consistency criterion under the frequentist perspective, i.e.,
P
(n)
θ∗
[
λ̂α = λ
∗
]→ 1, as n→∞.
2.1 Contraction of posterior distributions
In this subsection, we review the theory [11, 13, 6] on the contraction rate of regular and
fractional posterior distributions. For notational simplicity, we drop the dependence on the
model index λ in the current (§2.1) and the next (§2.2) subsections, and the results can
be applied to any Mλ with λ ∈ Λ. Recall that the observations X(n) = (X1, . . . ,Xn) are
realizations from the data generating model Pθ∗ , where the true parameter θ
∗ may or may
not belong to the parameter space Θ. When θ∗ does not belong to Θ, the model is considered
to be misspecified.
Regular posterior distribution: We consider the regular posterior distribution
Π(θ ∈ B |X(n)) =
∫
B p
(n)
θ (X
(n))Π(dθ)∫
Θ p
(n)
θ (X
(n))Π(dθ)
, ∀B ∈ B. (5)
We introduce three common assumptions that are adopted in the literature [11, 13]. Let dn
be a semimetric on Θ to quantify the distance between θ and θ∗.
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Assumption A1 (Test condition): There exist constants a > 0 and b > 0 such that for
every ε > 0 and θ1 ∈ Θ with dn(θ1, θ∗) > ε, there exists a test φn,θ1 such that
P
(n)
θ∗ φn,θ1 ≤ e−b n ε
2
and sup
θ∈Θ: dn(θ, θ1)≤ a ε
P
(n)
θ (1− φn,θ1) ≤ e−b n ε
2
. (6)
Assumption A1 ensures that θ∗ is statistically identifiable, which guarantees the existence of
a test function φn,θ1,λ for testing against parameters close to θ1 in Θ, and provides upper
bounds for its Type I and II errors. In the special case when Xi’s are i.i.d. observations and
dn(θ, θ
′) is the Hellinger distance between Pθ and Pθ′ , such a test φn,θ1 always exists [13].
Assumption A2 (Prior concentration): There exist a constant c > 0 and a sequence
{εn}∞n=1 with n ε2n →∞ such that
Π(Bn(θ
∗, εn)) ≥ e−c n ε2n .
Here for any θ0, Bn(θ0, ε) is defined as the following ε-KL neighbourhood in Θ around θ0,
Bn(θ0, ε) = {θ ∈ Θ : D(p(n)θ0 , p
(n)
θ ) ≤ n ε2, V (p(n)θ0 , p
(n)
θ ) ≤ n ε2}.
When the model is well-specified, a common procedure to verify Assumption A2 is to
show that it holds for all θ∗ in Θ. This stronger version of the parameter prior concentration
condition characterizes the compatibility of the prior distribution with the parameter space.
In fact, this assumption together with Assumption A3 below implies that the prior distribution
is almost “uniformly distributed” over Θ. In fact, if the covering entropy logN(εn,λ, Fn,λ, dn)
is of the order n ε2n,λ, then there are roughly e
n ε2n,λ disjoint εn,λ-balls in the parameter space.
Assumption A2 requires each ball to receive mass e−c n ε
2
n,λ , which matches up to a constant in
the exponent of the average prior probability mass e−n ε
2
n,λ received by those disjoint εn,λ-balls.
Assumption A3 (Sieve sequence condition): For some constant D > 1, there exists a
sequence of sieves Fn ⊂ Θ, n = 1, 2, . . ., such that
logN(ε, Fn, dn) ≤ n ε2n and Πλ(Fcn) ≤ e−Dnε
2
n .
Assumption A3 allows to focus our attention to the most important region in the parameter
space that is not too large, but still possesses most of the prior mass. Roughly speaking, the
sieve Fn can be viewed as the effective support of the prior distribution at sample size n. The
construction of the sieve sequence is required merely for the purpose of a proof and is not
need for implementing the methods, which is different from sieve estimators.
Theorem 1 (Contraction of the regular posterior [13]). If Assumptions A1-A3 hold, then
there exists a sufficiently large constant M such that the posterior distribution (3) satisfies
E
(n)
θ∗ [Π(dn(θ, θ
∗) > M εn |X(n))]→ 0, and
E
(n)
θ∗ [Π(θ ∈ Fn |X(n))]→ 1, as n→∞.
We say that Bayesian procedure for model M has a posterior contraction rate at least
εn relative to dn if the first display in Theorem 1 holds, or simply call εn,λ as the posterior
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contraction rate relative to dn when no ambiguity occurs. If we have an additional prior
anti-concentration condition
Πλ(dn(θ, θ
∗) ≤
¯
εn,λ) ≤ e−H nε
2
n,λ , (7)
where
¯
εn,λ < εn,λ and H is a sufficiently large constant, then by defining a new sieve sequence
in Assumption A3 as
Fn : = Fn ∩
{
θ ∈ Θ : dn(θ, θ∗) ≤
¯
εn
}
,
we have the following two-sided posterior contraction result, as a direct consequence of The-
orem 1.
Corollary 1 (Two sided contraction rate). Under the assumptions of Theorem 1, if (7) is
true for some sufficiently large H, then
E
(n)
θ∗ [Π(θ : ¯
εn ≤ dn(θ, θ∗) ≤M εn |X(n))]→ 1, as n→∞.
As we will show in the next section, a prior anti-concentration condition similar to (7)
plays an important role for Bayesian model selection consistency in ensuring overly large
models that contain P
(n)
θ∗ to receive negligible posterior mass as n→∞.
Fractional posterior distributions: Now let us turn to the fractional posterior distribu-
tion below that is based on fractional likelihood [38, 21, 6],
Πα(θ ∈ B |X(n)) =
∫
B
(
p
(n)
θ (X
(n))
)α
Π(dθ)∫
Θ
(
p
(n)
θ (X
(n))
)α
Π(dθ)
, ∀B ∈ B. (8)
Observe that the fractional-likelihood implicitly penalizes all models that are far away from
the true model Pθ∗ through the following identity,
E
(n)
θ∗
[(
p
(n)
θ (X
(n))
p
(n)
θ∗ (X
(n))
)α]
= exp
{−D(n)α (p(n)θ , p(n)θ0 )}. (9)
Hence by dividing both the denominator and numerator in (8) with an θ-independent quantity(
p
(n)
θ∗ (X
(n))
)α
, we can get rid of the test condition A1 and the sieve sequence condition A3
that are used to build a test procedure to discriminate all far away models in the theory for
the contraction of the regular posterior distribution. It is discussed in [6] that some control
on the complexity of the parameter space is also necessary to ensure the consistency of the
regular posterior distribution [11, 13]. Therefore, the fractional posterior distribution is, at
least theoretically, more appealing than the regular posterior distribution, since the prior
concentration condition A2 alone is sufficient to guarantee the contraction of the posterior
(see Theorem 2 below). More discussions and comparisons can be found in [6]. For notational
convenience, we assume the shorthand D
(n)
α (θ, θ∗) for D
(n)
α (P
(n)
θ ,P
(n)
θ∗ ).
Theorem 2 (Contraction of the fractional posterior [6]). If Assumption A2 holds, then there
exists a sufficiently large constant M independent of α such that the fractional posterior
distribution (8) with order α satisfies
E
(n)
θ∗ [Πα(n
−1D(n)α (θ, θ
∗) >
M
1− α ε
2
n |X(n))]→ 0,
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and for any subset Fn ⊂ Θ satisfying Π(Fcn) ≤ e−Dαnε
2
n , where D is a sufficiently large
constant independent of α,
E
(n)
θ∗ [Π
(n)
α (θ ∈ Fn |X(n))]→ 1, as n→∞.
In the special case of i.i.d. observations, the α-divergence becomesD
(n)
α (θ, θ∗) = nDα(θ, θ
∗),
where Dα(θ, θ
∗) is the α-divergence for one observation. In this case, Theorem 2 shows that a
Bayesian procedure using the fractional posterior distribution has a posterior contraction rate
of at least εn relative to the average α-Re´nyi divergence n
−1D
(n)
α . Similar to corollary (1) for
the regular posterior distribution, if we have an additional prior anti-concentration condition
Π(n−1D(n)α (θ, θ
∗) ≤
¯
ε2n) ≤ e−H αnε
2
n , (10)
where
¯
εn < εn and H is a sufficiently large constant, then we have the following two-sided
posterior contraction result as a corollary.
Corollary 2. Under the assumptions of Theorem 2, if (10) is also true for a sufficiently large
constant H > 0, then for some sufficiently large constant M ,
E
(n)
θ∗ [Πα(θ : ¯
ε2n ≤ n−1D(n)α (θ, θ∗) ≤
M
1− α ε
2
n |X(n))]→ 1, as n→∞.
2.2 PAC-Bayes bound
Model selection is typically a more difficult task than parameter estimation. As we will see
in the next section, Bayesian model selection consistency is stronger than the property that
the (fractional) posterior achieves a certain rate of contraction. In fact, Bayesian model
selection consistency requires an additional identifiability condition (see Assumption B1 in
the next section) on the true model Mλ∗ that assumes a proper gap between models that do
not contain Pθ∗ and models containing Pθ∗ . However, a posterior contraction rate εn is still
attainable even when such misspecified models receive considerable posterior mass, as long
as θ∗ can be approximated by parameters in those models with dn-error not exceeding εn.
Therefore, a Bayesian procedure may still achieve the estimation optimality without model
selection consistency. In our model selection framework, such a property can be best captured
and characterized by a Bayesian version of the frequentist oracle inequality — a PAC-Bayes
type inequality [22, 23]. For convenience and simplicity, we only focus on the fractional
posterior distribution (8), which only requires Assumption A2. Similar results also apply to
the regular posterior distribution (1) when more technical conditions such as Assumptions A1
and A3 are assumed.
Under the setup and notation in Section 2.1, a typical PAC-Bayes type inequality takes
the form as ∫
R(θ, θ∗)Π(dθ |X(n)) ≤
∫
Sn(θ, θ
∗)ρ(dθ) +
1
κn
D(ρ, Π) + Rem,
for all probability measure ρ that is absolutely continuous with respect to the prior Π. Here
R is the risk function, Sn is certain function that measures the discrepancy between θ and θ
∗
on the support of the measure ρ, κn is a tuning parameter and Rem is a remainder term. The
PAC-Bayes inequality ([6]) we review is for the fractional posterior distribution (8), where the
risk function R is a multiple of the α-Renyi divergence D
(n)
α in (9), and Sn(θ, θ0) a multiple
of the negative log-likelihood ratio between θ and θ∗,
rn(θ, θ
∗) := − log (p(n)θ (X(n))/p(n)θ∗ (X(n))).
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Theorem 3 (PAC Bayes inequality [6]). Fix α ∈ (0, 1). Then,
∫
1
n
D(n)α (θ, θ
∗)Πα(dθ |X(n)) ≤ α
n(1− α)
∫
rn(θ, θ
∗) ρ(dθ)
+
1
n(1− α) log(1/ε), ∀ probability measure ρ≪ Π,
(11)
holds with P
(n)
θ∗ probability at least (1− ε).
In particular, if we choose the measure ρ to be the conditional prior ρU (·) = Π(· |U) =
Π(· ∩ U)/Π(U) with U = Bn(θ∗, εn) being the KL neighborhood in Assumption A2, then we
have the following corollary.
Corollary 3 (Bayesian oracle inequality [6]). Let εn ∈ (0, 1) satisfy nε2n > 2 and fix D > 1.
Then, with P
(n)
θ∗ probability at least 1− 2/{(D − 1)2nε2n},∫
1
n
D(n)α (θ, θ
∗)Πα(dθ |X(n)) ≤ (D + 1)α
1− α ε
2
n +
{
− 1
n(1− α) log Π(Bn(θ
∗, εn))
}
. (12)
Note the posterior expected risk always provides a upper bound on the estimation loss
n−1D
(n)
α (θ̂M , θ
∗) of the posterior mean θ̂M : =
∫
θΠα(dθ |Xn), since the loss function n−1D(n)α (·, θ∗)
is convex in its first argument for any α ∈ (0, 1). Corollary 3 shows that the posterior esti-
mation risk is a trade-off between two terms: the term ε2n due to the approximation error,
and the term − 1n log Π(Bn(θ∗, εn)) characterizes the prior concentration at θ∗. Similar to the
discussion after Assumption A2, this second term can also be viewed as a measurement of the
local covering entropy of the parameter space Θ around θ∗ if the prior is “compatible” to Θ,
and therefore reflects the local complexity of the parameter space.
Definition: For a model M = {P(n)θ : θ ∈ Θ}, we define its local Bayesian complexity at
parameter θ∗ with radius ε as
− 1
n
log Π(Bn(θ
∗, ε)),
where Bn(θ
∗, ε) is given in Assumption A2. Here θ∗ may or may not belong to Θ.
According to Corollary 3, the Bayesian risk of an α-fractional posterior is bounded up to
a constant by the square critical radius (ε∗n)
2, where ε∗n is the smallest solution of
− 1
n
log Π(Bn(θ
∗, ε)) = α ε2
(more discussions on the local Bayesian complexity can be found in [6]). Using this no-
tation, Assumption A2 can be translated to the fact that the local Bayesian complexity
− 1n log Π(Bn(θ∗, εn)) at truth θ∗ with radius εn is upper bounded by c ε2n. When we refer to a
local Bayesian complexity without mentioning its radius, we implicitly mean a local Bayesian
complexity with the critical radius ε∗n. Moreover, we will refer to a Bayesian risk bound like
(12) as a Bayesian oracle inequality.
3 Model selection consistency and oracle inequalities for Bayesian
procedures
In this section, we start with our main result on the Bayesian model selection consistency
for both the regular and fractional posterior distribution under some suitable identifiability
condition on the truth. Next, we present Bayesian oracle inequalities for Bayesian model se-
lection procedures that hold without the strong identifiability condition. Our Bayesian oracle
inequality characterizes a trade-off between the approximation error and a local complex-
ity of the model via the local Bayesian complexity, and illustrates the adaptive nature of
averaging-based Bayesian procedures towards achieving an optimal rate of posterior conver-
gence. Finally, we apply our theory to high dimensional nonparametric regression and density
regression with variable selection.
3.1 Bayesian model selection consistency
Let us first introduce a few notations. Recall that λ∗ is the index corresponding to the
smallest model Mλ that contains P
(n)
θ∗ . We use λ > λ
∗ to mean all models Mλ that are
different from Mλ∗ , but contain P
(n)
θ∗ . According to our assumption (2) on the model space,
we have Θλ∗ ⊂ Θλ for each λ > λ∗. Similarly, we use the notation λ < λ∗ to mean all models
Mλ that do not contain Mλ∗ . Under this notation, the three subsets {λ : λ < λ∗}, {λ∗} and
{λ : λ > λ∗} form a partition of the index set Λ. As a common practice, when Θ˜ is a set, we
define dn(θ, Θ˜) as the infimum dn-distance between θ and any point in Θ˜. D
(n)
α (θ, Θ˜) is defined
in a similar way for the α-divergence D
(n)
α . We make the following additional assumptions for
Bayesian model selection consistency.
Assumption B1 (Prior concentration for model selection):
1. (Parameter space prior concentration). There exists a sequence, denoted by {εn,λ∗ :
n ≥ 1}, such that Assumption A2 holds with Θ = Θλ∗ , Π = Πλ∗ and εn = εn,λ∗ .
2. (Model space prior concentration). The prior weight πλ∗ forMλ∗ satisfies πλ∗ ≥ e−n ε
2
n,λ∗ .
The parameter space prior concentration requires the prior distribution Πλ∗ associated with
the target model Mλ∗ to put enough mass into a KL neighbourhood around the truth θ
∗.
However, we do not need any condition on the prior concentration for other Πλ’s with λ 6= λ∗.
The model space prior concentration condition requires a lower bound on the prior mass
assigned to the target model Mλ∗ , which is in the same spirit as the first part on parameter
space prior concentration. In fact, if πλ∗ ≤ e−C n ε
2
n,λ∗ for some sufficiently large constant
C > 0, then Theorem 1 with Fn = {λ : λ 6= λ∗} implies that the marginal posterior
probability of Mλ∗ tends to zero in probability as n grows no matter how well it fits the data.
Assumption B2 (Parameter space prior anti-concentration): For each λ > λ∗, there
exists a sequence, denoted by {εn,λ : n ≥ 1}, such that εn,λ ≥ εn,λ∗ , and for the regular
posterior distribution, Πλ(dn(θ, θ
∗) ≤ Mεn,λ) ≤ e−H nε
2
n,λ∗ holds for some sufficiently large
constants M > 0 and H > 0; for the fractional posterior distribution, Πλ(n
−1D
(n)
α (θ, θ∗) ≤
Mε2n,λ) ≤ e−H nε
2
n,λ∗ .
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This assumption ensures that the posterior probability of overly large models that contains
the truth tends to zero as n→∞. The first part that εn,λ∗ ≤ εn,λ for any λ > λ∗ requires the
“anti-contraction rate” εn,λ to honestly reflect the complexity of its associated model — εn,λ
associated with Mλ is expected to become slower as its parameter space Θλ becomes larger.
We remark that the εn,λ (λ > λ
∗) defined in Assumption B2 can be identified with the rate
¯
εn
in the lower bound in Corollary 1 or Corollary 2 with Θ = Θλ and Π = Πλ. This is the reason
we call it an “anti-contraction rate”. According to Corollary 1 or Corollary 2, Assumption
B2 implies that the Bayes factor of Mλ versus Mλ∗
BFα(Mλ; Mλ∗) :=
∫
Θλ
(
p
(n)
θ (X
(n))
)α
Πλ(dθ)∫
Θλ∗
(
p
(n)
θ (X
(n))
)α
Πλ∗(dθ)
, for any λ > λ∗, (13)
becomes exponentially small as n → ∞, where α = 1 or α ∈ (0, 1) depending on whether
the regular or the fractional posterior distribution is used. A combination of this fact with
the model space prior concentration condition in A1 implies the posterior probability of {λ :
λ > λ∗}, the set of all model indices corresponding to overly large models, tends to zero as
n→∞.
Assumption B3 (Model identifiability): There exists δn > Mεn,λ∗ , where M is some
sufficiently large constant independent of n, such that for all λ < λ∗, we have dn(θ
∗, Θλ) ≥ δn
for the regular posterior distribution, or n−1D
(n)
α (θ∗, Θλ) ≥ δ2n for the fractional posterior
distribution.
The separation gap δn in Assumption B3 is the best approximation error of θ
∗ using ele-
ments in the parameter space
⋃
λ<λ∗ Θλ corresponding to such misspecified models. The
lower bound condition δn ≥ Mεn,λ∗ requires the best approximation error δn of misspecified
models to be larger than the estimation error εn,λ∗ associated with Mθ∗ , so that the Bayes
factor BFα(Mλ; Mλ∗) defined in (13) for λ < λ
∗ also becomes exponentially small as n→∞,
implying that Mθ∗ is identifiable. In the special case of high dimensional sparse linear re-
gression, Assumption B3 becomes the beta-min condition [37] on the minimal magnitude of
nonzero regression coefficients, which is necessary for variable selection consistency.
Assumption B4 (Control on model complexity): For each λ < λ∗, Assumptions A1
and A3 hold with Θ = Θλ, Π = Πλ and εn = δn; and for each λ > λ
∗, Assumptions A1 and
A3 hold with Θ = Θλ, Π = Πλ and εn = εn,λ. Moreover,
∑
λ<λ∗ e
−C n δ2n+
∑
λ>λ e
−C nε2n,λ ≤ 1
holds for some sufficiently large constant C > 0.
The first part of this assumption is the reminiscent of Assumptions A1 and A3 for controlling
the model complexity of each Mλ when the regular posterior distribution is used. The second
part is due to technical reasons in the proof of Theorem 4 (some control when applying a
union bound).
Theorem 4 (Model selection consistency).
1. (Regular posteriors). Under Assumptions B1-B4, we have
E
(n)
θ∗ [Π(λ = λ
∗ |X(n))]→ 1, as n→∞.
2. (Fractional posteriors). Under Assumptions B1-B3, we have
E
(n)
θ∗ [Πα(λ = λ
∗ |X(n))]→ 1, as n→∞.
Similar to the theorems in Section 2.1 on the contraction rate of the regular and the fractional
posterior distributions, the latter is more flexible than the former since it does not demand any
assumption like B4 to control the model complexity in order to achieve the Bayesian model
selection consistency. Comparing the anti-concentration conditions in B2 for the regular
posterior and the fractional posterior, the former has an additional flexibility in the choice
of the distance measure dn due to the additional test condition A1 made for the regular
posterior. However, dn is typically a weaker or equivalent distance measure than the Renyi
divergence with certain order α. Therefore, the anti-concentration condition for the regular
posterior is often a stronger condition than that for the fractional posterior. For the fractional
posterior distribution, when a D
(n)
α neighborhood of θ∗ is comparable to the KL-neighborhood
in the definition of local Bayesian complexity (for example, regression problems with Gaussian
errors), a combination of Assumptions B1 and B2 imposes a two-sided constraint on the local
Bayesian complexity on the true model Mλ∗ , implying that the fractional posterior tends to
concentrate all its mass on the model that contains the truth θ∗ with smallest local Bayesian
complexity.
3.2 Posterior contraction rate and Bayesian oracle inequality for model
selection
Following Section 2.2, we show in this subsection that even when model selection consistency
does not hold, a Bayesian procedure may still achieve estimation optimality by adaptively
concentrating on models with fastest rate of contraction.
Regular posterior distributions: First, we focus on the use of the regular posterior
distribution (3). We require a stronger version of the sieve sequence condition.
Assumption A3′ (Sieve sequence condition): For some constant D > 1, and any ε > 0,
there exists a sequence of sieves Fn ⊂ Θ, n = 1, 2, . . ., such that
logN(ε, Fn, dn) ≤ n ε2 and Πλ(Fcn) ≤ e−Dnε
2
.
Assumption A3′ is stronger than Assumption A3 since it assumes the existence of the sieve
sequence for any ε > 0 rather than a single ε = εn,λ. In most cases, the sieve sequence
constructed for verifying Assumption A3 naturally extends to general ε (see the examples in
the following subsections). The following theorem shows that when Assumptions A1 and A3′
are true with Θ = Θλ, Π = Πλ for each λ ∈ Λ, the posterior distribution automatically adapts
to the best contraction rate over all models.
Theorem 5 (Contraction rate of regular posterior distributions). If Assumptions A1 and A3′
with Θ = Θλ, Π = Πλ hold for each λ ∈ Λ, then as n→∞,
E
(n)
θ∗
[
Π
(
d2n(θ, θ
∗) > M
(
min
λ∈Λ
{
min
ελ>0
{
ε2λ +
(
− 1
n
log Πλ(Bn(θ
∗, ελ))
)}
+
(
− 1
n
log πλ
)}
+
log |Λ|
n
) ∣∣∣∣X(n)
)]
→ 0.
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Theorem 5 shows that the overall rate of contraction under model selection is composed of
three terms. The first term,
ε2n,λ : = min
ελ>0
{
ε2λ +
(
− 1
n
log Πλ(Bn(θ
∗, ελ))
)}
, for λ ∈ Λ,
characterizes the rate of posterior contraction under model Mλ thorough balancing between
the approximation risk ε2λ and local Bayesian complexity −(1/n) log Πλ(Bn(θ∗, ελ)). The sec-
ond term −(1/n) log πλ can be viewed as the local Bayesian complexity over the space of model
index set Λ that reflects the prior belief over different models. The third term
√
log |Λ|/n is a
model selection uncertainty term, proportional to the logarithm of the cardinality of models,
allowing us to attain the estimation consistency with |Λ| growing at most exponentially large
in the sample size. Under the special case of an “objective prior” that assigns equal prior
weight to each model, the second model space complexity term has the same order as the third
model selection uncertainty term. In general, the posterior distribution adaptively achieves
the fastest rate of contraction that optimally trades-off those three terms, that is,
min
λ∈Λ
{
ε2n,λ +
(
− 1
n
log πλ
)}
+
log |Λ|
n
.
Theorem 5 requires much weaker conditions than Theorem 4. The former does not require
any model identifiability condition nor the anti-concentration condition, which is consistent
with the intuition that an optimal convergence rate can be attainable without model selection
consistency.
Fractional posterior distributions: Now let us turn to the fractional posterior distribu-
tion (4) based on fractional likelihood functions. First, we present our result on its contraction
rate.
Theorem 6 (Contraction rate of fractional posterior distributions). For any α ∈ (0, 1), we
have, as n→∞,
E
(n)
θ∗
[
Πα
(
1
n
D(n)α (θ, θ
∗) >
M
1− α minλ∈Λ
{
min
ελ>0
{
ε2λ +
(
− 1
n
log Πλ(Bn(θ
∗, ελ))
)}
+
(
− 1
n
log πλ
)} ∣∣∣∣X(n)
)]
→ 0.
Comparing to Theorem 5, Theorem 6 does not demand any conditions like Assumption A1 or
A3 for controlling the complexity of models, and obviates the model selection uncertainty term
log |Λ|/n (which is due to a union bound for controlling the covering entropy of Θ = ⋃λ∈ΛΘλ).
As a consequence, a fractional posterior distribution may lead to faster posterior contraction
rate than a regular posterior distribution (see our example in Section 3.3 for variable selection
of nonparametric regression). More interestingly, a fractional posterior distribution may still
be able to achieve estimation consistency without the typical constraint on the number of
models, such as log |Λ| = o(n) provided the prior {πλ} is properly chosen (more discussion
is provided after Theorem 7 below). This interesting phenomenon can be explained by the
averaging-based analysis nature of Bayesian approaches, as opposed to the worst case analysis
nature of optimization based approaches (more discussions on the comparison between typical
Bayesian analysis and frequentist analysis can be found in [6]). By applying Theorem 3, we
have the following Bayesian oracle inequality for the fractional posterior distribution.
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Theorem 7 (Bayesian oracle inequality for model selection). For any α ∈ (0, 1), if M is
some sufficiently large constant independent of α and n, then with P
(n)
θ∗ probability tending to
one as n→∞,∫
1
n
D(n)α (θ, θ
∗)Πα(dθ |X(n)) ≤
M
1− α minλ∈Λ
{
min
ελ>0
{
ε2λ +
(
− 1
n
log Πλ(Bn(θ
∗, ελ))
)}
+
(
− 1
n
log πλ
)}
.
Similar to the observations in Theorem 6 and the remarks after Theorem 4, this theorem shows
that the Bayesian risk for model selection is the best trade-off between the approximation
error ε2n,λ, where εn,λ is defined as the minimizer of ελ in the inner minimization step for
a fixed λ, and a model complexity penalty term consisting of the local Bayesian complexity
−(1/n) log Π(Bn(θ∗, εn,λ)) of the model Mλ and the local Bayesian complexity −(1/n) log πλ
of the model space M. Due to the averaging-based analysis nature of a Bayesian procedure,
the proof does not rely on any sophisticated empirical process tools, but only elementary
Chebyshev’s inequality. Again, the overall Bayesian risk does not explicitly depend on the
cardinality |Λ| of the model space. However, when no informative prior knowledge is available
on which models are more likely, we would like to put a non-informative prior distribution on
the model space, which implicitly entails some constraints on |Λ|. For example, in order for
−(1/n) log πλ to not substantially exceed −(1/n) log Π(Bn(θ∗, εn,λ)) for any λ ∈ Λ, we need
a condition like πλ ≥ e−n ε
2
n,λ, ∀λ ∈ Λ. This condition implies a constraint on |Λ| through∑
λ∈Λ
e−n ε
2
n,λ ≤
∑
λ∈Λ
πλ = 1,
implying that log |Λ| = o(n) when supλ∈Λ εn,λ = O(n−1/2).
3.3 Application to high dimensional nonparametric regression
In this subsection, we consider high dimensional nonparametric regression
Yi = f(X
i) + wi, wi ∼ N(0, σ2),
where Xi ∈ [0, 1]p is the ith observed p-dimensional covariate vector, Yi is the response, wi’s
are i.i.d. Gaussian noise and f is an unknown regression function. For simplicity, we assume
that the error standard deviation σ is known. In the high dimensional regime, p is allowed to
be comparable or much larger than the sample size n. [42, 28] developed Bayesian methods
for variable selection in this context by placing a sparsity inducing Gaussian process prior
on f . The goal of this section is to theoretically investigate variable selection consistency of
similar Bayesian procedures.
In the fixed-dimensional context, [5] developed theory for optimal posterior contraction
using Gaussian process priors with multiple-bandwidths under the assumption that the true
regression function depends on a subset of predictors. [41] studied the minimax estimation
risk of high dimensional nonparametric regression under three different structural assumptions
on f . In this article, we will focus on the sparsity structure with respect to the dependence
on covariates as in [5]. The sparsity constraint says that f only depends on a small subset
I∗ ⊂ [p] : = {1, 2, . . . , p} of size d∗. The model space Λ is the power set of [p]. Therefore, we
will identify each model index λ with a subset I of [p]. Without loss of generality, we may
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assume that the true model corresponds to the index set I∗ = {1, . . . , d∗} by reordering the
covariates, where d∗ is the number of important covariates included in the true model MI∗ :
Yi = f(X
i
I∗) + wi, wi ∼ N(0, σ2),
where for any I ⊂ [p] = {1, 2, . . . , p} and any vector b ∈ Rp, we use the notation bI ∈ RI to
denote the projection of b onto the coordinates along I. Under this setup, the sets {λ : λ < λ∗}
and {λ : λ > λ∗} become {I ∈ [p] : I 6⊃ I∗} and {I ∈ [p] : I ) I∗} respectively. For
technical reasons, we assume that an upper bound A∞ on the sup-norm ‖f‖sup is known.
We made the following assumption on the distribution of the p-dimensional covariate vector
X = (X1, . . . ,Xp), under which Assumption B3 has a simpler equivalent formulation.
Assumption NP-C (Independent design): X1, . . . ,Xp are independent and identically
distributed with marginal density µ over the unit interval [0, 1], where µ satisfies µ(x) ≥ c0 > 0,
∀x ∈ [0, 1].
Let the parameter space associated with MI be ΘI = C
α([0, 1]I ), the Ho¨lder class of func-
tions on RI having smoothness α and choose the distance metric dn(f1, f2) = ‖f1 − f2‖µ,2 : =∫
[0,1]p{f1(x)−f2(x)}2µp(x)dx for f1, f2 ∈ L2(µp; [0, 1]p) where µp is a product probability mea-
sure on [0, 1]p and L2(ρ
n; [0, 1]p) = {f : [0, 1]p → R : ∫ f2(x)µp(x) dx <∞}. Let N0 be the set
of all non-negative integers and let {ev(x) =
∏
j∈I evj (xj) : v ∈ NI
∗
0 } be a set of orthonormal
basis functions of L2(µ; [0, 1]
I∗ ) with e0 ≡ 1. Under random design and the assumption that
the regression function is bounded, we have Dα(f1, f2) = C α ‖f1 − f2‖2µ,2 = C αd2n(f1, f2),
where C is some constant only depending on A∞. Therefore, Assumption B3 becomes:
Assumption NP-B3 (Identifiability condition for nonparametric regression): There
exists δn > 0 such that for all I 6⊃ I∗, we have dn(f∗,ΘI) ≥ δn ≥ Mεn,I∗ under the regular
posterior distribution; and dn(f
∗,ΘI) ≥ C α−1/2 δn ≥ C α−1/2Mεn,I∗ under the α-fractional
posterior distribution.
The following lemma provides a characterization of gap δn when using a wrong model that
miss at least one important covariate.
Proposition 1 (Identifiability for variable selection in nonparametric regression). Under
Assumption NP-C, we can choose
δ2n : = inf
I 6⊃I∗
d2n(f
∗,ΘI)
= min
j=1,...,d∗
E[Var[f∗(XI∗) |XI∗\{j}]] = min
j=1,...,d∗
∑
v∈NI
∗
0 ,vj 6=0
〈f∗, ev〉2.
The conclusion of this proposition is intuitive: δn reflects the average relative change in
one coordinate when the rest are held fixed. Moreover, due to the independence assumption
on the design, δn only depends on the important covariates X1, . . . ,Xd∗ . The last expression
in the proposition is of a similar form as the assumption in Equation (2) in [9]. Intuitively,
this proposition, or Assumption NP-B3, states that the basis coefficients of f∗ associated with
the relevant variables should be sufficiently large for statistical identifiability.
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Now we specify our Bayesian variable selection model for high dimensional nonparametric
regression under the sparsity constraint. For simplicity, we identify the subset I with a p-
dimensional binary vector, called the inclusion indicator vector, whose jth element is one if and
only if j is in the subset. Under this identification, we can write I = (I1, . . . , Ip) ∈ {0, 1}p.
Conditional on a MI being selected, we place a Gaussian process (GP) prior with inverse
Gamma bandwidth [34] on f . The law of a d-dimensional GP W = (Wx;x ∈ [0, 1]d) is com-
pletely determined by its mean function m(x) = EWx and covariance function K(x, x
′) =
E(Wx −m(x))(Wx′ −m(x′)). [34] recommended using a zero mean GP with a squared expo-
nential kernel Ka(x, x′) := exp(−a2||x−x′||2), where a is an inverse bandwidth hyperparam-
eter whose prior satisfies Ad ∼ Ga(a1, a2), where Ga(a, b) stands for the Gamma distribution
with shape and scale parameter (a, b) and (a1, a2) are some constants. [34] showed that in
the absence of model selection, a Bayesian regression model with this GP prior leads to a
minimax-optimal posterior contraction rate up to log n factors. For technical reasons, we
consider a variant of this prior, denoted by ΠGP, as the conditional GP prior on the set
{‖f‖sup ≤ A∞, A ≥ n
1
2β+d}. Some discussions on conditioning on {‖f‖sup ≤ A∞} for random
design nonparametric regression can be found in [41]. We impose the constraint {A ≥ n 12β+d}
in order to verify the prior anti-concentration assumption B2. This specific form of prior is
only designed to illustrate the applicability of our general theory on Bayesian model selection
consistency, and we do not pursue a more practically convenient prior specification in the
current paper. In our model selection setup, we use the notation ΠGPI to denote the Π
GP
prior over functions of XI ∈ [0, 1]I .
Following [41], we consider the following GP variable selection (GPVS) prior for high
dimensional nonparametric regression with variable selection:
πI ∝ p−|I|(1− p−1)p−|I|I(|I| ≤ d0),
f | I ∼ ΠGPI ,
(14)
where I(·) is the indicator function, d0 is a prespecified hyperparameter, interpreted as the
prior belief on the maximum number of important predictors. The following theorem shows
that a Bayesian procedure under this hierarchical prior is Bayesian model selection consistent.
In the applied Bayesian literature, similar priors have been used to select variables in the
context of gene-expression studies [42, 28].
Theorem 8 (Variable selection consistency for high dimensional nonparametric regression).
Assume that the true regression function f∗ ∈ Cβ([0, 1]I∗) only depends on xI∗. Let d∗ = |I∗|.
If β ≥ d0/2, and
1. for the regular posterior distribution, Assumption NP-B3 holds with
δn =M
(
n
− β
2β+d∗ (log n)
4β+d∗
4β+2d∗ ∧
√
d0 log p
n
)
,
for sufficiently large M ;
2. for the α-fractional posterior distribution, Assumption NP-B3 holds with
δn =
M√
α (1− α)
(
n
− β
2β+d∗ (log n)
4β+d∗
4β+2d∗ ∧
√
d∗ log p
n
)
,
for sufficiently large M independent of α,
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then under the GPVS prior (14), it holds that
E
(n)
f∗ [Πα(I = I
∗ |X1, . . . ,Xn)]→ 1, as n→∞.
The main difficulty in the proof is the verification of the prior anti-concentration condition
B2. To achieve that, we propose a general technique for obtaining lower bounds to small ball
probabilities of any stationary GP. First, the small ball probability lower bound is related to a
lower bound of the covering entropy of the Reproducing kernel Hilbert space associated with
the GP. Second, we use a volume argument to obtain a lower bound of the covering entropy,
where the lower bound depends on the eigenvalues associated with the covariance kernel of the
GP. Finally, we provide a general lemma (Lemma 6) to characterize the eigenvalues of any one-
dimensional stationary kernel over [0, 1]2, which may be of independent interest. Comparing
the conditions using the regular and the fractional posterior distribution in Theorem 8, the
only difference is on the lower bound of the gap δn. For the regular posterior distribution,
the lower bound of δn depends on the largest dimension d0 of the model in the support of the
prior. For the fractional posterior distribution, the lower bound depends on the potentially
much smaller dimension d∗ of the true regression function, although sacrificing a multiplicative
factor α−1/2 (1 − α)−1/2. The next result shows the rate of contraction for high dimensional
nonparametric regression under the GPVS prior. The proof of Theorem 9 is a straightforward
application of Theorems 5 and 6 and hence is omitted.
Theorem 9 (Contraction rate for high dimensional nonparametric regression). Assume that
the true regression function f∗ only depends on xI∗ and is β-Ho¨lder smooth. Let d
∗ = |I∗|.
Under the GPVS prior (14):
1. the regular posterior distribution has a contraction rate relative to the ‖ · ‖µ,2 norm at
least
εn = n
− β
2β+d∗ (log n)
4β+d∗
4β+2d∗ ∧
√
d0 log p
n
;
2. the α-fractional posterior distribution has a contraction rate relative to the ‖ · ‖µ,2 norm
at least
εn =
1√
α (1− α)
(
n
− β
2β+d∗ (log n)
4β+d∗
4β+2d∗ ∧
√
d∗ log p
n
)
.
Similar to Theorem 8, fractional posteriors reveal better adaptation on the sparsity level d∗
in the contraction rate than regular posteriors. It is unclear whether this difference in the
rate is due to the inefficiency of regular posteriors or deficiency of current proof techniques
(there are examples where fractional posteriors contract while the regular posterior does not,
for example, see [6]).
3.4 Application to density regression with variable selection
In this section, we study consistency of variable selection in the context of estimating condi-
tional densities which may possibly depend on a fixed subset of predictors. To that end, we
define Y ⊂ R be the response space, X = [0, 1]p be the covariate space, and Z = Y × X . Let
F denote a space of conditional densities with respect to the Lebesgue measure,
F =
{
f : Y × X → [0,∞) - Borel measurable,
∫
f(y|x)dy = 1, ∀x ∈ X
}
.
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Suppose {(Y i,Xi), i = 1, . . . , n} is a random sample from the joint density f0µp, where f0 ∈ F
and µp is a product probability measure in X with respect to the Lebesgue measure. Let P0
and E0 denote the probability measure and expectation corresponding to f0µ
p. For f1, f2 ∈ F ,
dh(f1, f2) =
(∫ (√
f1(y|x)−
√
f2(y|x)
)2
µp(x)dydx
)1/2
and
d1(f1, f2) =
∫
|f1(y|x)− f2(y|x)|µp(x)dydx
denote analogs of the Hellinger and total variation distances correspondingly. Also, let us
denote the Hellinger distance for the joint densities by dH .
Let us denote the largest integer that is strictly smaller than β by ⌊β⌋. For L : Z → [0,∞),
τ0 ≥ 0, and β > 0, a class of locally Ho¨lder functions, Cβ,L,τ0(Z), consists of f : Rd → R such
that for k = (k1, . . . , kd), k1 + · · · + kd ≤ ⌊β⌋, mixed partial derivative of order k, Dkf , is
finite and for k1 + · · ·+ kd = ⌊β⌋ and ∆z ∈ Z,
|Dkf(z +∆z)−Dkf(z)| ≤ L(z)||∆z||β−⌊β⌋eτ0||∆z||2.
We identify ΘI as Cβ,L,τ0(Y × [0, 1]I ). The following identifiability condition is the analogue
of NP-B3 in the case of density regression. In this case, for f1, f2 ∈ Cβ,L,τ0(Z), Dα(f1, f2) is
given by
Dα(f1, f2) =
1
α− 1 log
∫
Z
fα1 (y|x)f1−α2 (y|x)µp(x)dydx.
Assumption DR-B3 (Identifiability condition for density regression): There exists
δn > 0 such that for all I 6⊃ I∗, we have dh(f∗,ΘI) ≥ δn ≥Mεn,I∗ under the regular posterior
distribution; and Dα(f
∗,ΘI) ≥ δ2n ≥M2ε2n,I∗ under the α-fractional posterior distribution.
In the special case when α ∈ [1/2, 1), it is sufficient to have dh(f∗,ΘI) ≥ (1/2)δ2n in DR-B3
for the fractional posterior distribution.
Assumption DGP (Assumption on the data generating process): We assume that
f∗ ∈ Cβ,L,τ0 and depends on xI∗ with d∗ = |I∗|, µ is assumed to be bounded from below and
above and for all k ≤ ⌊β⌋ and some ε > 0,
∫
Z
∣∣∣∣Dkf∗(y|x)f∗(y|x)
∣∣∣∣
(2β+ε)/k
f∗(y|x) dy dx <∞,
∫
Z
∣∣∣∣ L(y, x)f∗(y|x)
∣∣∣∣(2β+ε)/β f∗(y|x) dy dx <∞.
(15)
Assume, for all x ∈ [0, 1]I∗ , all sufficiently large y ∈ Y and some positive (c, b, τ),
f∗(y|x) ≤ c exp(−b||y||τ ). (16)
In our model selection setup, we use the notation ΠDRI to denote a prior over conditional
densities defined on Y × [0, 1]I . ΠDRI is defined by a location mixture of normal densities
p(y|x, θ,m) =
m∑
j=1
αj exp{−0.5||x − µxj ||2/σ2}∑m
i=1 αi exp{−0.5||x − µxi ||2/σ2}
φµyj ,σ(y), (17)
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where σ ∈ (0,∞) and we choose a prior on θ = (µyj , µxj , αj , j = 1, 2, . . . ,m), where αj ∈ [0, 1],
µyj ∈ R, µxj ∈ R|I|, We assume the following conditions on the prior. Prior for (α1, . . . , αm)
given m is Dirichlet(a/m, . . . , a/m), a > 0 restricted to the region {αj > b/m, j = 1, . . . ,m}
where b > 1 a fixed constant. A priori, µj = (µ
y
j , µ
x
j )’s are independent from other parameters
and across j, and µyj is independent of µ
x
j . Prior density for µ
x
j is bounded away from 0 on X
and equal to 0 elsewhere. Prior density for µyj is bounded below for some a1, a2, τ1 > 0 by
a1 exp(−a2||µyj ||τ1), (18)
and for some a3, τ2 > 0 and all sufficiently large r > 0,
1−Π(µyj ∈ [−r, r]) ≤ exp(−a3rτ2). (19)
Define
εn,I = n
− β
2β+|I|+1 (log n)t (20)
with t > t0 +max{0, (1 − τ1)/2}, t0 = {(|I| + 1)s +max{τ1, 1, τ2/τ})/{2 + (|I| + 1)/β}, and
s = 1 + 1/β + 1/τ . Set σ = σn = [εn,I/ log(1/εn,I)]
1/β and m = σ
−|I|
n {log(1/εn,I)}|I|+|I|/τ .
Extensions to the cases where σ and m are assigned prior distributions are not explored in
the current paper. Similar to (14) in the nonparametric regression case, we assume the DRVS
prior with
πI ∝ p−|I|(1− p−1)p−|I|I(|I| ≤ d0)
p(·|·, θ,m) | I ∼ ΠDRI .
(21)
The following theorem shows that a Bayesian procedure under this hierarchical prior is
Bayesian model selection consistent.
Theorem 10 (Variable selection consistency for high dimensional density regression). Assume
that the true conditional density f∗ satisfies assumption DGP with β > d0 and
1. for the regular posterior distribution, Assumption DR-B3 holds with
δn =M
(
n−
β
2β+d∗+1 (log n)t ∧
√
d0 log p
n
)
,
for sufficiently large M ;
2. for the α-fractional posterior distribution, Assumption DR-B3 holds with
δn =
M√
α (1− α)
(
n
− β
2β+d∗+1 (log n)t ∧
√
d∗ log p
n
)
,
with t > t0 +max{0, (1 − τ1)/2}, t0 = {(d∗ + 1)s + max{τ1, 1, τ2/τ})/{2 + (d∗ + 1)/β}, and
s = 1+1/β+1/τ . Then for sufficiently large M independent of α, under the DRVS prior (21),
it holds that
E
(n)
f∗ [Πα(I = I
∗ |X1, . . . ,Xn)]→ 1, as n→∞.
Since Assumption A3′ is satisfied due to Theorem 4.1 of [25], we derive a rate of contraction
theorem under the DRVS prior similar to Theorem 9. The proof is straightforward from [25]
and Theorems 5 and 6 and hence is omitted.
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Theorem 11 (Contraction rate for high dimensional density regression). Assume that the
true conditional density f∗ satisfies assumption DGP. Then under the DRVS prior (21):
1. the regular posterior distribution has a contraction rate relative to dh at least
εn = n
− β
2β+d∗+1 (log n)t ∧
√
d0 log p
n
;
2. the α-fractional posterior distribution has a contraction rate relative to dh at least
εn =
1√
α (1− α)
(
n−
β
2β+d∗+1 (log n)t ∧
√
d∗ log p
n
)
.
where t is defined in Theorem 10.
We remark that unlike in the proof of Theorem 10, one can relax the assumption of m and
σ being deterministic sequences depending on the smoothness level in the proof of Theorem
11. Also, both parts 1 and 2 of Theorem 11 are valid with a Gamma prior on σ and a Poisson
prior on m. In fact, part 2. of Theorem 11 is valid with even less restrictive conditions on the
tail of the prior on σ. Refer to §4.2 of [6] for an analogous example on density estimation.
3.5 Proof of Corollary 2
Choose ρ(·) = Π(· |Bn(θ∗, εn)) in Theorem 2, we obtain that∫
1
n
D(n)α (θ, θ
∗)Πα(dθ |X(n)) ≤ α
n(1− α)
∫
Bn(θ∗,εn)
rn(θ, θ
∗) ρ(dθ)
+
{
− 1
n(1− α) log Π(Bn(θ
∗, εn))
}
+
1
n(1− α) log(1/ε)
(22)
holds with P
(n)
θ∗ probability at least (1− ε).
Now we will apply Chebyshev’s inequality to obtain a high probability upper bound to the
integral
∫
Bn(θ∗,εn)
rn(θ, θ
∗) ρ(dθ). By applying Fubini’s theorem and invoking the definition of
Bn(θ
∗, εn), we obtain the following bound for its expectation,
E
(n)
θ∗
[ ∫
Bn(θ∗,εn)
rn(θ, θ
∗) ρ(dθ)
]
=
∫
Bn(θ∗,εn)
E
(n)
θ∗
[
rn(θ, θ
∗)
]
ρ(dθ) ≤ n ε2n.
Similarly, by applying the Cauchy-Schwarz inequality and Fubini’s theorem, we have the
following bound for its variance,
Var
(n)
θ∗
[ ∫
Bn(θ∗,εn)
rn(θ, θ
∗) ρ(dθ)
]
≤
∫
Bn(θ∗,εn)
Var
(n)
θ∗
[
rn(θ, θ
∗)
]
ρ(dθ) ≤ n ε2n.
Thus, by applying Cauchy-Schwarz inequality, we obtain that for any D > 1,
P
(n)
θ∗
(∫
Bn(θ∗,εn)
rn(θ, θ
∗) ρ(dθ) > Dnε2n
)
≤ P(n)θ∗
{∫
Bn(θ∗,εn)
rn(θ, θ
∗) ρ(dθ)− E(n)θ∗
[ ∫
Bn(θ∗,εn)
rn(θ, θ
∗) ρ(dθ)
]
> (D − 1)n ε2n
}
≤
Var
(n)
θ∗
[ ∫
Bn(θ∗,εn)
rn(θ, θ
∗) ρ(dθ)
]2
(D − 1)2 n2 ε4n
≤ 1
(D − 1)2 n ε2n
.
21
Putting all pieces together, we obtain by choosing ε = αn ε2n in (22) that with probability
at least 1− 1
(D−1)2 nε2n
− e−αnε2n ≤ 1− 2
(D−1)2 n ε2n
, it holds that
∫
1
n
D(n)(θ, θ∗)Πα(dθ |X(n)) ≤ (D + 1)α
1− α ε
2
n +
{
− 1
n(1− α) log Π(Bn,(θ
∗, εn))
}
.
3.6 Proof of Theorem 4
Part 1 on regular posteriors: Fixed some constant M > 0 that is sufficiently large. For
λ < λ∗, let Fn,λ be the sieve sequence in Assumption B4 for Θ = Θλ and Π = Πλ with ε = δn;
and for λ > λ∗, let Fn,λ be the sieve sequence in Assumption B4 for Θ = Θλ and Π = Πλ
with ε =Mεn,λ.
We will make use of the following two lemmas. Proofs of them can be found, for example,
in [11] or [13].
Lemma 1. Under Assumption B4, for each λ ∈ Λ, there exists constant b > 0 and a test
φn,λ such that:
For λ < λ∗ : P
(n)
θ∗ φn,λ ≤ e−b n δ
2
n , sup
θ∈Fn,λ: dn(θ,θ∗)≥δn
P
(n)
θ (1− φn,λ) ≤ e−b n δ
2
n ;
For λ > λ∗ : P
(n)
θ∗ φn,λ ≤ e−bM
2 nε2n,λ , sup
θ∈Fn,λ: dn(θ,θ∗)≥M εn,λ
P
(n)
θ (1− φn,λ) ≤ e−bM
2 nε2n,λ .
Lemma 2. For every ε > 0, we have, for any C > 0,
P
(n)
θ∗
(∫
Bn(θ∗, ε))
p
(n)
θ (X
(n))
p
(n)
θ∗ (X
(n))
Πλ∗(dθ) ≤ e−(1+C)nε2 Πλ∗(Bn(θ∗, ε))
)
≤ 1
C2 n ε2
.
Let test φn defined by φn = maxλ φn,λ, where φn,λ are the test functions given by Lemma 1.
Then we have the following decomposition:
1− P(n)θ∗
[
Π(Mλ∗ |X1, . . . ,Xn)
]
= P
(n)
θ∗
[ ∑
λ6=λ∗
Π(Mλ |X1, . . . ,Xn)
]
=P
(n)
θ∗
[ ∑
λ6=λ∗
Π(Mλ |X1, . . . ,Xn)φn
]
+ P
(n)
θ∗
[ ∑
λ6=λ∗
Π(Mλ |X1, . . . ,Xn) (1− φn)
]
. (23)
We will bound the two terms on the r.h.s. separately.
Applying Lemma 1, we can bound the first term as
P
(n)
θ∗
[ ∑
λ6=λ∗
Π(Mλ |X1, . . . ,Xn)φn
]
≤ P(n)θ∗
[
φn
] ≤ ∑
λ6=λ∗
P
(n)
θ∗
[
φn,λ
] ≤ ∑
λ<λ∗
e−b n δ
2
n +
∑
λ>λ∗
e−bM
2 n ε2n,λ → 0,
(24)
as n→∞, where we used Assumption B4 in the last step.
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Now we focus on the second term. Let An denote the events in Lemma 2 with ε = εn,λ∗ .
Then, we have the following decomposition
P
(n)
θ∗
[ ∑
λ6=λ∗
Π(Mλ |X1, . . . ,Xn) (1 − φn)
]
=P
(n)
θ∗
[ ∑
λ6=λ∗
Π(Mλ |X1, . . . ,Xn) (1 − φn) I(Acn)
]
+ P
(n)
θ∗
[ ∑
λ6=λ∗
Π(Mλ |X1, . . . ,Xn) (1− φn) I(An)
]
=P
(n)
θ∗
[ ∑
λ6=λ∗
Π(Mλ |X1, . . . ,Xn) (1 − φn) I(Acn)
]
+ P
(n)
θ∗
[ ∑
λ6=λ∗
Π(Fcn,λ, Mλ |X1, . . . ,Xn) (1 − φn) I(An)
]
+ P
(n)
θ∗
[ ∑
λ>λ∗
Π({dn(θ, θ∗) ≥M εn,λ} ∩ Fn,λ,Mλ |X1, . . . ,Xn) (1− φn) I(An)
]
+ P
(n)
θ∗
[ ∑
λ>λ∗
Π({dn(θ, θ∗) < M εn,λ} ∩ Fn,λ,Mλ |X1, . . . ,Xn) (1− φn) I(An)
]
+ P
(n)
θ∗
[ ∑
λ<λ∗
Π({dn(θ, θ∗) ≥ δn} ∩ Fn,λ,Mλ |X1, . . . ,Xn) (1− φn) I(An)
]
+ P
(n)
θ∗
[ ∑
λ<λ∗
Π({dn(θ, θ∗) < δn} ∩ Fn,λ,Mλ |X1, . . . ,Xn) (1− φn) I(An)
]
: =S1 + S2 + S3 + S4 + S5 + S6. (25)
Now we bound S1-S6 respectively:
Term S1: Since
∑
λ6=λ∗ Π(Mλ |X1, . . . ,Xn) (1 − φn) ≤ 1, we have
S1 ≤ P(n)θ∗ (Acn) ≤
1
C2 n ε2n,λ∗
→ 0, as n→∞,
by applying Lemma 2.
Term S2: By Bayes’ rule, for each λ 6= λ∗, we have
Π(Fcn,λ, Mλ |X1, . . . ,Xn) =
πλ
∫
Fcn,λ
p
(n)
θ X
(n))
p
(n)
θ∗
(X(n))
Πλ(dθ)
∑
λ∈Λ πλ
∫ p(n)θ X(n))
p
(n)
θ∗
(X(n))
Πλ(dθ)
≤
πλ
∫
Fcn,λ
p
(n)
θ X
(n))
p
(n)
θ∗
(X(n))
Πλ(dθ)
πλ∗
∫ p(n)θ X(n))
p
(n)
θ∗
(X(n))
Πλ∗(dθ)
(26)
Applying Lemma 2 and using Assumption B1, under the event An the denominator on the
r.h.s can be bounded as
πλ∗
∫
p
(n)
θ X
(n))
p
(n)
θ∗ (X
(n))
(Xi)Πλ∗(dθ) ≥ e−n ε
2
n,λ∗ e−(1+C)nε
2
n,λ∗e−c n ε
2
n,λ∗ = e−(2+C+c)nε
2
n,λ∗ . (27)
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Combining inequalities (26) and (27), we have
S2 ≤ e(2+C+c)nε
2
n,λ∗
∑
λ6=λ∗
πλ P
(n)
θ∗
[ ∫
Fcn,λ
p
(n)
θ X
(n))
p
(n)
θ∗ (X
(n))
Πλ(dθ)
]
(i)
= e(2+C+c)n ε
2
n,λ∗
{ ∑
λ<λ∗
πλΠλ(Fcn,λ) +
∑
λ>λ∗
πλΠλ(Fcn,λ)
}
(ii)
≤ e(2+C+c)n ε2n,λ∗
{ ∑
λ<λ∗
πλ e
−Dnδ2n +
∑
λ>λ∗
πλ e
−DM2 n ε2n,λ
}
(iii)
≤ e(2+C+c−DM2/2)nε2n,λ∗ → 0, as n→∞
(28)
when M is sufficiently large. Here in step (i) we applied Fubini’s theorem, in step (ii) we
used our definition of Fn,λ and Assumption B4, and step (iii) follows since by Assumptions
B2 and B3, εn,λ ≥ εn,λ∗ for λ > λ∗ and δn ≥ Mεn,λ∗ , and by Assumption B4, we have∑
λ<λ∗ e
−C nδ2n +
∑
λ>λ e
−C nε2n,λ ≤ 1 with C ≥ DM2/2.
Term S3: Using Bayes’ rule and inequality (27), we can bound S3 as (similar to the first
two steps in the series of inequalities in (28))
S3 ≤ e(2+C+c)n ε
2
n,λ∗
∑
λ>λ∗
πλ P
(n)
θ∗
[
(1− φn)
∫
{dn(θ, θ∗)>M εn,λ}∩Fn,λ
p
(n)
θ X
(n))
p
(n)
θ∗ (X
(n))
Πλ(dθ)
]
≤ e(2+C+c)n ε2n,λ∗
∑
λ>λ∗
πλ sup
θ∈Fn,λ: dn(θ, θ∗)>M εn,λ
P
(n)
θ∗
[
(1− φn)
]
(i)
≤ e(2+C+c)nε2n,λ∗ sup
λ>λ∗
e−bM
2 nε2n,λ
(ii)
≤ Ce(2+C+c−bM2)nε2n,λ∗ → 0, as n→∞,
for sufficiently largeM . Here in step (i) we used Lemma 1 and in step (ii) we used Assumption
B2 that εn,λ ≥ εn,λ for λ > λ∗.
Term S4: Similar as before, using Bayes’ rule and inequality (27), we can bound S4 as
S4 ≤ e(2+C+c)n ε
2
n,λ∗
∑
λ>λ∗
πλΠλ(dn(θ, θ
∗) < M εn,λ)
(i)
≤ e(2+C+c−H)n ε2n,λ∗ → 0, as n→∞,
for sufficiently large H. Here in step (i) we used Assumption B3.
Term S5: Similar to the proof of the bound for term S3, we have
S5 ≤ e(2+C+c)n ε
2
n,λ∗
∑
λ<λ∗
πλ sup
θ∈Fn,λ: dn(θ, θ∗)>δn
P
(n)
θ∗
[
(1− φn)
]
(i)
≤ e(2+C+c)nε2n,λ∗e−b n δ2n
(ii)
≤ e(2+C+c−bM2)n ε2n,λ∗ → 0, as n→∞,
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for sufficiently largeM . Here in step (i) we used Lemma 1, and in step (ii) we used Assumption
B3 that δn ≥Mεn,λ∗ .
Term S6: By Assumption B3, this term is zero.
Combining above bounds for terms S1-S6, inequality (24), and equations (23) and (25), we
can prove
E
(n)
θ∗ [Π(λ = λ
∗ |X(n))]→ 1, as n→∞.
Part 2 on fractional posteriors: Similar to Lemma 2 for regular posterior distributions,
we have the following lemma for fractional posterior distributions.
Lemma 3. For every ε > 0, we have, for any C > 0,
P
(n)
θ∗
(∫
Bn(θ∗, ε))
(p(n)θ (X(n))
p
(n)
θ∗ (X
(n))
)α
Πλ∗(dθ) ≤ e−α (1+C)n ε2 Πλ∗(Bn(θ∗, ε))
)
≤ 1
C2 n ε2
.
Let An denote the complement of the event inside the bracket of the inequality in Lemma 3
with ε = εn,λ∗ . Then we have P
(n)
θ∗ (An) ≥ 1− 1/(C2 n ε2n,λ∗).
Note that we have the following decomposition
P
(n)
θ∗
[ ∑
λ6=λ∗
Πα(Mλ |X1, . . . ,Xn)
]
=P
(n)
θ∗
[ ∑
λ6=λ∗
Πα(Mλ |X1, . . . ,Xn) I(Acn)
]
+ P
(n)
θ∗
[ ∑
λ>λ∗
Πα({D(n)α (θ, θ∗) ≥M nε2n,λ}, Mλ |X1, . . . ,Xn) I(An)
]
+ P
(n)
θ∗
[ ∑
λ>λ∗
Πα({D(n)α (θ, θ∗) < M nε2n,λ}, Mλ |X1, . . . ,Xn) I(An)
]
+ P
(n)
θ∗
[ ∑
λ<λ∗
Πα({D(n)α (θ, θ∗) ≥ n δ2n}, Mλ |X1, . . . ,Xn) I(An)
]
+ P
(n)
θ∗
[ ∑
λ<λ∗
Πα({D(n)α (θ, θ∗) < n δ2n}, Mλ |X1, . . . ,Xn) I(An)
]
: =S1 + S2 + S3 + S4 + S5. (29)
Now we bound S1-S5 respectively:
Term S1: Since
∑
λ6=λ∗ Πα(Mλ |X1, . . . ,Xn) ≤ 1, we have
S1 ≤ P(n)θ∗ (Acn) ≤
1
C2 n ε2n,λ∗
→ 0, as n→∞,
by applying Lemma 3.
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Term S2: By Bayes’ rule, for each λ > λ
∗, we have
Πα({D(n)α (θ, θ∗) ≥M εn,λ}, Mλ |X1, . . . ,Xn) =
πλ
∫
D
(n)
α (θ, θ∗)≥M nε2n,λ
(
p
(n)
θ X
(n))
p
(n)
θ∗
(X(n))
)α
Πλ(dθ)
∑
λ∈Λ πλ
∫ ( p(n)θ X(n))
p
(n)
θ∗
(X(n))
)α
Πλ(dθ)
≤
πλ
∫
D
(n)
α (θ, θ∗)≥M nε2n,λ
(
p
(n)
θ X
(n))
p
(n)
θ∗
(X(n))
)α
Πλ(dθ)
πλ∗
∫ ( p(n)θ X(n))
p
(n)
θ∗
(X(n))
)α
Πλ∗(dθ)
(30)
Using the definition of the α-divergence D
(n)
α , we have that for any θ,
E
(n)
θ∗
[(p(n)θ (X(n))
p
(n)
θ∗ (X
(n))
)α]
= A(n)α (θ, θ
∗) = exp
{− (1− α)D(n)α (θ, θ∗)}. (31)
Applying Lemma 3 and using Assumptions A2 and B3, under the event An the denomi-
nator on the r.h.s can be bounded as
πλ∗
∫ ( p(n)θ X(n))
p
(n)
θ∗ (X
(n))
)α
Πλ∗(dθ) ≥ e−nε
2
n,λ∗ e
−α (1+C)n ε2
n,λ∗e
−c n ε2
n,λ∗ = e
−(1+α+αC+c)nε2
n,λ∗ .
(32)
Combining inequalities (30), (31) and (32), we have
S2 ≤ e(1+α+αC+c)nε
2
n,λ∗
∑
λ>λ∗
πλ P
(n)
θ∗
[ ∫
D
(n)
α (θ, θ∗)≥M nε2n,λ
( p(n)θ X(n))
p
(n)
θ∗ (X
(n))
)α
Πλ(dθ)
]
≤ e(1+α+αC+c)nε2n,λ∗
∑
λ>λ∗
πλ e
−n(1−α)M ε2n,λ
≤ e(1+α+αC+c−(1−α)M)nε2n,λ∗ → 0, as n→∞
(33)
when M is sufficiently large.
Term S3: Similar to the previous step of bounding S2, using Bayes’ rule and inequality (32),
we can bound S3 as
S3 ≤ e(1+α+αC+c)n ε
2
n,λ∗
∑
λ>λ∗
πλΠλ(D
(n)
α (θ, θ
∗) < M nε2n,λ)
(i)
≤ C e(1+α+αC+c−H)n ε2n,λ∗ → 0, as n→∞,
for sufficiently large H. Here in step (i) we used Assumptions B2 and B3.
Term S4: Similar to the proof of the bound for term S2, we have
S4 ≤ e(1+α+αC+c)n ε
2
n,λ∗
∑
λ<λ∗
πλ e
−n(1−α) δ2n
≤ e(1+α+αC+c−(1−α)M)n ε2n,λ∗ → 0, as n→∞,
for sufficiently large M . Here in the last step we used Assumption B3.
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Term S5: By Assumption B2, this term is zero.
Combining above bounds for terms S1-S5 and (29) yields a proof for
E
(n)
θ∗ [Πα(λ = λ
∗ |X(n))]→ 1, as n→∞.
3.7 Proof of Theorem 5
For simplicity, we let
ε2n : = min
λ∈Λ
{
min
ελ>0
{
ε2λ +
(
− 1
n
log Πλ(Bn(θ
∗, ελ))
)}
+
(
− 1
n
log πλ
)}
+
log |Λ|
n
,
and let λ∗ be the index under which the outside minimum in the display achieves, and εn,λ∗
be the ελ∗ that achieves the inner minimum under λ = λ
∗. According to Assumption A3′, for
any ε > 0 and any λ, there exists a sequence of sieves Fn,λ such that
logN(ε, Fn,λ, dn) ≤ n ε2 and Πλ(Fcn,λ) ≤ e−Dnε
2
.
We can use this to construct a sieve sequence {Fn} of the entire parameter space Θ =
⋃
λ∈ΛΘλ
as
Fn : =
⋃
λ
Fn,λ,
which satisfies
logN(ε, Fn, dn) ≤ log
(∑
λ
N(ε, Fn,λ, dn)
)
≤ n ε2 + log |Λ|, and
Πλ(Fcn) ≤ inf
λ∈Λ
Πλ(Fcn,λ) ≤ e−Dnε
2
.
Therefore, there exists some sufficiently large constant c such that for ε = c εn, we have
logN(ε, Fn, dn) ≤ log
(∑
λ
N(ε, Fn,λ, dn)
)
≤ 2n ε2, and
Πλ(Fcn) ≤
∑
λ
Πλ(Fcn,λ) ≤ e−
1
2
Dnε2 .
(34)
This can be considered as Assumption A3 with Θ as the parameter space and Π =
∑
λ πλΠλ
as the prior over Θ. Similarly, if we let
Bn(θ
∗, ε) = {θ ∈ Θ : D(p(n)θ∗ , p(n)θ ) ≤ n ε2, V (p(n)θ0 , p
(n)
θ ) ≤ n ε2}, ε > 0.
Then by the definition of the εn, we have
Π(Bn(θ
∗, εn)) ≥ πλ∗ Πλ∗(Bn(θ∗, εn)) ≥ πλ∗ Πλ∗(Bn(θ∗, εn,λ∗)) ≥ e−n ε2n . (35)
This can be considered as Assumption A2 with Θ and Π. Now under the condition of the
theorem, Assumption A1 applies for all θ1 ∈ Θλ and any λ ∈ Λ, so it also applies for all
θ1 ∈ Θ, which is Assumption A1 with Θ and Π. Now, we apply Theorem 1 for Θ as the
parameter space and Π as the posterior distribution, we obtain that for sufficiently large M ,
it holds
E
(n)
θ∗ [Π(dn(θ, θ
∗) > M εn |X(n))]→ 0, as n→∞.
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3.8 Proof of Theorem 6
Similar to the proof of Theorem 5, we let
ε2n : = min
λ∈Λ
{
min
ελ>0
{
(ε2λ +
(
− 1
n
log Πλ(Bn(θ
∗, ελ))
)}
+
(
− 1
n
log πλ
)}
,
and define λ∗ and εn,λ∗ accordingly. Let us write
Un : =
{
θ ∈ Θ : D(n)α (θ, θ∗) ≥
M
1− α n ε
2
n
}
.
Then, we can express the desired posterior probability as
Πα
(
D(n)α (θ, θ
∗) ≥ M
1− α n ε
2
n
∣∣∣X(n)) =
∫
Un
e−α rn(θ, θ
∗)Π(dθ)∫
Θ e
−α rn(θ, θ∗)Π(dθ)
, (36)
where recall that rn(θ, θ
∗) is the negative log-likelihood ratio between θ and θ∗.
Let us first consider the numerator. By the definition of the α-divergence D
(n)
α (θ, θ∗), we
have
E
(n)
θ∗ e
−α rn(θ, θ∗) = A(n)α (θ, θ
∗) = e−(1−α)D
(n)
α (θ, θ
∗). (37)
Now integrating both side with respect to the prior Π over Un and applying Fubini’s theorem,
we can get
E
(n)
θ∗
∫
Un
e−α rn(θ, θ
∗)Π(dθ) =
∫
Un
e−(1−α)D
(n)
α (θ, θ
∗)Π(dθ) ≤ e−M nε2n ,
where the last step follows from the definition of Un. An application of the Markov inequality
yields the following high probability bound for the numerator on the right hand side of (36),
P
(n)
θ∗
[ ∫
Un
e−rn,α(f)Π(df) ≥ e−M nε2n/2
]
≤ e−M nε2n/2 ≤ 4
M2 n ε2n
. (38)
Next, we consider the denominator on the right hand side of (36). We always have the
lower bound ∫
Θ
e−α rn(θ, θ
∗)Π(dθ) ≥
∫
Bn(θ∗,εn;)
e−α rn(θ, θ
∗)Π(dθ).
Since the prior concentration bound (35) holds, we invoke Lemma 3 to obtain for any D > 1,
we have
P
(n)
θ∗
[ ∫
Bn(θ∗,εn)
e−α rn(θ, θ
∗)Π(dθ) ≤ e−αDn ε2n
]
≤ 1
(D − 1)2n ε2n
. (39)
Now combining (36), (38) and (39), we obtain that with probability at least 1−2/{(M/4−
1)2nε2n} → 1,
Πα
(
D(n)α (θ, θ
∗) ≥ M
1− α n ε
2
n
∣∣∣X(n)) ≤ e−M nε2n/2eM nε2n/4 = e−M nε2n/4 → 0, as n→∞.
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3.9 Proof of Theorem 7
Define the same εn, λ
∗ and εn,λ∗ as in the proof of Theorem 6. Then we have
Π
({θ ∈ Bn(θ∗, εn,λ∗)} ∩ {λ = λ∗}) ≥ πλ∗ Πλ∗(Bn(θ∗, εn,λ∗)) ≥ e−n ε2n . (40)
Now apply Theorem 3 with Θ as the parameter space and
ρ(·) = Π( · ∣∣ {θ ∈ Bn(θ∗, εn,λ∗)} ∩ {λ = λ∗}),
we obtain that with P
(n)
θ∗ probability at least 1− ε,∫
1
n
D(n)α (θ, θ
∗)Πα(dθ |X(n)) ≤ 1
n(1− α)
{∫
Bn(θ∗,εn,λ∗)
rn(θ, θ
∗)ρ(dθ) + ε2n
}
+
1
n(1− α) log(1/ε),
where we used inequality (40). The rest of the proof follows the same lines as the proof of
Corollary 2 to obtain a high probability upper bound to the integral
∫
Bn(θ∗,εn,λ∗)
rn(θ, θ
∗),
leading to that for some sufficiently large M , with P
(n)
θ∗ probability tending to one,∫
1
n
D(n)α (θ, θ
∗)Πα(dθ |X(n)) ≤ M
1− α
{
ε2n,λ∗ +
(
− 1
n
log πλ∗ − 1
n
log Π(Bn(θ
∗, εn,λ∗))
)
,
which implies the desired Bayesian oracle inequality.
3.10 Proof of Proposition 1
We use the fact that the projection of any function f ∈ L2(µn; [0, 1]p) onto ΘI is the condi-
tional expectation E[f |XI ]. Therefore, for any I 6⊃ I∗, we have
d2n(f
∗,ΘI) = E[f
∗ − E[f∗ |XI ]]2 = E[Var[f∗(XI∗) |XI ]].
Write I = I1 ∪ I2 where I1 ⊂ I∗ and I2 ∩ I∗ = ∅. Then I 6⊃ I∗ implies I1 ( I. By adding and
subtracting E[f∗ |XI1 ] in the first expression of d2n(f∗,ΘI), we have
d2n(f
∗,ΘI) = E[f
∗ − E[f∗ |XI ]]2 = E[f∗ − E[f∗ |XI1 ] + E[f∗ |XI1 ]− E[f∗ |XI ]]2
=E[f∗ − E[f∗ |XI1 ]]2 + 2E[(f∗ − E[f∗ |XI1 ])(E[f∗ |XI1 ]− E[f∗ |XI ])] + E[E[f∗ |XI1 ]− E[f∗ |XI ]]2
(i)
= E[f∗ − E[f∗ |XI1 ]]2 + E[E[f∗ |XI1 ]− E[f∗ |XI ]]2
≥E[f∗ − E[f∗ |XI1 ]]2 = d2n(f∗,ΘI1). (41)
Here, in step (i), we used the fact that under Assumption NP-C, the cross term
2E[(f∗ − E[f∗ |XI1 ])(E[f∗ |XI1 ]− E[f∗ |XI ])]
(ii)
= 2E[(f∗ − E[f∗ |XI1 ])E[(E[f∗ |XI1 ]− E[f∗ |XI ]) |XI∗ ]]
= 2E[(f∗ − E[f∗ |XI1 ]) (E[f∗ |XI1 ]− E[E[f∗ |XI ] |XI∗ ])]
(iii)
= 2E[(f∗ − E[f∗ |XI1 ]) (E[f∗ |XI1 ]− E[f∗ |XI1 ])] = 0,
where in step (ii) we used the law of iterated expectations and the fact that (f∗−E[f∗ |XI1 ]) is
a deterministic function of XI∗ so that this term can be pulled out from the inner conditional
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expectation, and step (iii) follows by using the fact that if X, Y , Z and W are independent,
then for any measurable function f(x, y), E[E[f(X,Y ) |X,Z] |X,W ] = E[f(X,Y ) |X].
Inequality (41) implies that
inf
I 6⊃I∗
d2n(f
∗,ΘI) = inf
I(I∗
d2n(f
∗,ΘI).
Combining this with the monotonicity of d2n(f
∗,ΘI) in I, we proved that
inf
I 6⊃I∗
d2n(f
∗,ΘI) = min
j=1,...,d∗
E[f∗ − E[f∗ |XI∗\{j}]]2 = min
j=1,...,d∗
E[Var[f∗(XI∗) |XI∗\{j}]].
The second part follows from the identity
E[f∗ − E[f∗ |XI∗\{j}]]2 =
∑
v∈NI
∗
0 ,vj 6=0
〈f∗, ev〉2,
which can be verified by direct calculation and noticing the fact that ev forms an orthonormal
bases and e0 ≡ 1 so that E[evj (Xj)] = 0 for any j ∈ [p].
3.11 Proof of Theorem 8
For simplicity, we only prove the part for the regular posterior distribution, and a proof
for the fractional posterior distribution is almost the same. We prove this by verifying the
assumptions in Theorem 4 under the regression setup.
First we verify Assumption B1 and B4. By the choice of the prior over the model space,
we have
πI∗ ≥ c p−d∗(1− p−1)p−d∗ ≥ c′ p−d∗ ≥ c′ exp
{− d0 log p} ≥ e−nε2n,I∗ ,
implying the model space prior concentration in Assumption B1. Using the result in Section
5.1 in [34], Assumption A2 is true with
εn,I = n
− β
2β+|I| (log n)
4β+|I|
4β+2|I| ∧
√
d0 log p
n
,
implying the parameter space prior concentration in Assumption B1. For regression model
with random design, the likelihood ratio test for θ∗ = f∗ versus θ1 = f1 satisfies Assumption
A1 with dn(f1, f2) = ‖f1 − f2‖µ,2 when the function class is uniformly bounded by some
constant, which is satisfied with our modified conditional prior ΠGP. Equations (5.6) and
(5.7) in [41] implies the existence of the sieve sequence in Assumption A3 for any ε > 0 and
any model index I ⊂ p satisfying |I| ≤ d0. These two arguments verified B4.
Assumption B3 is true by the condition on δn is the statement of the theorem and our
choice of εn,I . The only remaining part is to verify Assumption B2. We invoke the following
lemma, whose proof is provided in the next subsection. We remark that the proof of this
lemma can be generalized to any RKHS associated with a stationary GP, which in turn can
be converted into a anti-concentration inequality for the small ball probability of a GP. As
an intermediate result, Lemma 6 in the proof of the following lemma, playing a key role that
characterizes the eigensystem of any one-dimensional stationary kernel over [0, 1]2, is interest
in its own right. In Appendix A, we characterize eigensystems of some popular stationary
covariance kernels.
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Lemma 4. Under Assumption NP-C, if a ≥ 2, then for any ε ∈ (0, a−|I|/2), we have
logN(ε,HaI , dn) ≥ C
a|I|
|I||I| log
( 1
ε a|I|/2
) |I|+2
2
.
Let an,I := n
1
2β+|I| denote the lower bound on the constraint of the conditional prior of A.
Under the condition that β ≥ d0/2, we always have
εn,I ≤ a−|I|/2n,I
and the constraint A ≥ n 12β+|I| in our conditional prior for all I and a in the support of
the prior of A given I. According to Lemma 4.7 in [34], when a ≥ an,I , we always have
HaI ⊃ H
an,I
I and therefore logN(ε,H
a
I , dn) ≥ logN(ε,H
an,I
I , dn) for any ε > 0. Using this fact,
and applying Lemma 4 and the result on the relation between the small ball probability of
GP and the covering entropy of its associated RKHS [33], we obtain that for all I such that
εn,I ≥ εn,I∗ ,
ΠI(dn(f, f
∗) ≤Mεn,I) ≤ sup
a≥n1/(2β+|I|)
ΠI(dn(f, f
∗) ≤Mεn,I |A = a) ≤ e−Cn
|I|
2β+|I|
= e−C nε
2
n,I ≤ e−H nε2n,I∗
holds for any H > 0 when n is sufficiently large, which verifies Assumption B2.
3.12 Proof of Lemma 4
By Assumption NP-C, dn(f1, f2) = ‖f1− f2‖µ,2 can be bounded below up to some multiplica-
tive constant by ‖f1 − f2‖U,2, where U is the uniform distribution over [0, 1]. Therefore, it
suffices to prove a lower bound on the covering entropy with respect to the ‖ · ‖U,2 metric.
According to the argument before Lemma 6, the orthonormal eigenbasis of KaI as a kernel
over [0, 1]I is the tensor product of the one-dimensional one as {φv(x) =
∏
j∈I φvj (xj) : v ∈
NI0}, with the corresponding eigenvalue of φv being ηv : =
∏
j∈I ηvj . Under these notation,
the unit ball HaI in the RKHS can be identified with the ellipsoid in ℓ2 as
E = {u = (uv, v ∈ NI0) :
∑
v
u2v
ηv
≤ 1}.
The desired bound becomes
logN(ε, E , ‖ · ‖ℓ2) ≥ Ca|I| log
( 1
ε a|I|/2
) |I|+2
2
.
For any subset V of NI0, the following is true using the volume argument
N(ε, E , ‖ · ‖ℓ2) ≥
Vol(EV )
Vol(BV )
(1
ε
)|V |
, (42)
where EV stands for coordinate projection of E onto V and BV stands for the unit ball in
R|V |.
By choosing V = {v ∈ NI0 : vj ≤ m− 1, ∀j ∈ I} for some m ≤ a2, we have
Vol(EV )
Vol(BV )
=
∏
v∈V
η1/2v =
(m−1∏
j=0
η
1/2
j
)|I|m|I|−1 ≍ a− 12 |I|m|I|e− |I|m|I|+28a2 ,
31
where we have used Proposition 2 for expressions of eigenvalues {ηj : j ≤ m − 1}, and the
exponent |I|m|I|−1 is because every η1/2j appears |I|m|I|/m times in the product
∏
v∈V η
1/2
v .
Since |V | = m|I|, we combine the above with inequality (42) to obtain
logN(ε, E , ‖ · ‖ℓ2) ≥ m|I| log
(1
ε
)
− 1
2
|I|m|I| log a− |I|m
|I|+2
8a2
= m|I| log
( 1
ε a|I|/2
)
− |I|m
|I|+2
8a2
,
By choosing
m ≍ a|I| log
1
2
( 1
ε a|I|/2
)
,
in the above display, we obtain
logN(ε, E , ‖ · ‖ℓ2) ≥ C
a|I|
|I||I| log
( 1
ε a|I|/2
) |I|+2
2
.
3.13 Proof of Theorem 10
As before, we will provide the proof only for the ordinary posterior. All the parts except
for the verification of Assumption B2 are same as in the proof of Theorem 2.2 in [25] and
Theorem 8 of the current paper. The following Lemma guarantees the prior anti-concentration
condition B2.
Lemma 5. Under Assumption DGP and the prior distribution on θ in §3.4, for I ⊃ I⋆ and
εn,I = n
− β
2β+|I|+1 (log n)t ∧
√
d0 log p
n with t as defined in the statement of Theorem 10, we
have
Π(d2h(f0, p(·|·, θ,m)) ≤Mε2n,I) ≤ e−Hnε
2
n,I⋆ (43)
for some constants M,H > 0.
Proof. Without loss of generality, we assume µ to be Unif(0, 1). By triangle inequality, we
have for any θ∗ in the parameter space
d2h(f0, p(·|·, θ,m)) ≥ I− II− III
where I = d2H(p(·|θ,m), p(·|θ∗,m)), II = d2H(p(·|·, θ∗,m), p(·|θ∗,m)), III = d2H(f0, p(·|θ∗,m)).
We will first provide an upper bound for III by choosing an appropriate θ∗. For σn =
[εn,I/ log(1/εn,I)]
1/β , ε defined in (15), a sufficiently small δ > 0, b and τ defined in (16),
a0 = {(8β + 4ε + 16)/(bδ)}1/τ , aσn = a0{log(1/σn)}1/τ , and b1 > max{1, 1/2β} satisfying
εb1n,I{log(1/εn,I)}5/4 ≤ εn,I , the proof of Theorem 4 in [30] implies the following three claims.
First, there exists a partition of {z ∈ Z : ||z|| ≤ aσn}, {Uj , j = 1, . . . ,K} such that for
j = 1, . . . , N , Uj is a ball with diameter σnε
2b1
n,I and center zj = (xj , yj); for j = N +1, . . . ,K,
Uj is a set with a diameter bounded above by σn; 1 ≤ N < K ≤ C2σ−dn {log(1/εn,I)}d+d/τ ,
where C2 > 0 does not depend on n. Second, there exist θ
⋆ = {µ⋆j , α⋆j , j = 1, 2, . . . ;σn} with
α⋆j = 0 for j > N , µ
⋆
j = zj for j = 1, . . . , N , and µ
⋆
j ∈ Uj for j = N + 1, . . . ,K such that for
m = K = σ
−|I|
n {log(1/εn,I)}|I|+|I|/τ and a positive constant C3,
dH(f0, p(·|θ⋆,m)) ≤ C3σβn . (44)
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Furthermore, since mεn,I → 0 as β > d0, one can choose the probabilities α⋆j of θ⋆ to be larger
or equal to εn,I/δ, for some 0 < δ < 1 since if not, we can add εn,I/δ to α
⋆
j and renormalize.
We next prove that II ≤ III. Observe that
II =
∫
(
√
g(x)− 1)2dx
where g(x) is the marginal density of x obtained from p(·|θ⋆,m), i.e. g(x) = ∫ p(y, x|θ⋆,m)dy.
Write 1 =
∫
f0(y|x)dy. Note that by Ho¨lder’s inequality,
√
g(x) ≥
∫ √
p(y, x|θ⋆,m)f0(y|x)dy
Hence,
II = d2H(p(·|·, θ⋆,m), p(·|θ⋆,m)) ≤ 2− 2
∫ ∫ √
p(y, x|θ⋆,m)f0(y|x)dydx = III.
Finally, we derive a lower bound for I. From the proof of Theorem 3.1 of [14], we obtain
for exact-fitted mixtures, the first-order identifiability condition (which is trivially satisfied
for multivariate isotropic Gaussian kernels) suffices for obtaining that
d2H(p(·|θ,m), p(·|θ⋆,m)) ≥W 21 (p(·|θ,m), p(·|θ⋆,m))
where W1 is the Wasserstein distance of order 1 and is given by
W1(p(·|θ,m), p(·|θ⋆,m)) = inf
q
∑
j,j′
qjj′
∥∥µj − µ⋆j′∥∥ . (45)
In (45), the infimum is taken over all joint probability distributions q on [1, . . . ,m]2 such
that when expressing q as a m×m matrix under the marginal constraints ∑j qjj′ = αj′ and∑
j′ qjj′ = α
⋆
j . Hence it suffices to obtain a result like
P
(
inf
q
m∑
j=1
qjj
∥∥µj − µ⋆j∥∥ < Mεn,I
)
≤ e−nHε2n,I⋆ .
for some constants M,H > 0. It follows from [14] that qjj = min{αj , α⋆j} if ‖µj − µ⋆j‖ are
close enough for all j = 1, . . . ,m. Since α⋆j ≥ εn,I/δ, αj > b/m by construction, and using
the fact that P (
∑m
j=1 ‖µj − µ⋆j‖ ≤ ǫ) ≍ exp{−Cm log(1/ǫ)} for sufficiently small ǫ > 0 and
C > 0, we obtain
Π(d2h(f0, p(·|·, θ,m)) ≤Mε2n,I) ≤ e−Hnε
2
n,I⋆ . (46)
Using the result in Theorem 2.2 in [25], Assumption A2 is satisfied with
εn,I = n
− β
2β+|I|+1 (log n)t ∧
√
d0 log p
n
,
with t as defined in the statement of (20).
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Appendix A: Some results on eigen system of popular covari-
ance kernels
In this section, we develop a general technique to find the eigen sytem of commonly used
stationary covariance kernels. We will focus our attention only to covariance kernels on
[0, 1]I × [0, 1]I which are separable in its coordinates. To that end we start with a kernel
Ka(x, y) on [0, 1]× [0, 1] and construct a separable class of covariance kernels on [0, 1]I× [0, 1]I
by considering product of univariate kernels KaI (x, y) =
∏
j∈I K
a(xj , yj). Example include
the Mate´rn class of covariance kernels
Ka(x, y) =
21−ν
Γ(ν)
{√
2ν |x− y|}νBν{√2νa |x− y|}, (47)
where Bν is the modified Bessel function of the second kind for 0 < ν ≤ ∞. (47) contains the
squared exponential
KaI (x, y) = e
−a2(x−y)2 , (48)
as a special case when ν = ∞. To obtain the eigen system of KaI (x, y), it is enough to
characterize the eigen system of Ka(x, y) defined on [0, 1]× [0, 1]. Let {φj(x), j = 0, 1, 2, . . .}
denote the orthonormal basis functions of the one-dimensional function space L2(U ; [0, 1])
such that φj is the jth eigenfunction of K corresponding to the jth largest eigenvalue ηj
(the existence is guaranteed by Mercer’s theorem). The following lemma characterizes the
eigensystem of a general stationary kernel K(x, y) with respect to ‖ · ‖U,2, which turns out to
be closely related to Fourier series, and is interesting in its own right. Since K is stationary,
we simply write k(x− y) = K(x, y).
Lemma 6. For any stationary kernel K over [0, 1]2, if fK is its spectral density, then all
eigenvalues of K are
η0 =
∫ 1
−1
k(t) dt, η2j−1 = η2j =
∫ 1
−1
k(t) ei jπt dt, j ≥ 1,
where η0 has multiplicity one, corresponding to the eigenfunction φ0(x) = 1, and all η2j−1 =
η2j (j ≥ 1) has multiplicity two, corresponding to eigenfunctions
φ2j−1(x) = sin(jπx), and φ2j(x) = cos(jπx).
Proof. It is obvious that {φj : j ≥ 0} forms a complete orthonormal basis for L2(U ; [0, 1]).
Now k(·) is an even function over [−1, 1], we can expand it via Fourier series as
k(t) =
∞∑
u=0
αu cos(uπt), t ∈ [−1, 1],
where we used the fact that the Fourier coefficient for sin’s are zero because k is an even
function, and
αu =
∫ 1
−1
k(t) cos(uπt)dt =
∫ 1
−1
k(t)ei uπtdt, u ≥ 1,
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where in the last step we used the fact that K(t) is an even function.
h(ψ) =
1
2π
∫
ei tψk(t)dt.
Use the identity that for any x, y,
cos(x− y) = cos(x) cos(y) + sin(x) sin(y),
we obtain
k(x, y) = K(x− y) =
∞∑
u=0
αu
[
cos(uπx) cos(uπy) + sin(uπx) sin(uπy)
]
, x, y ∈ [0, 1],
implying the claimed result.
Next, we apply Lemma 6 to find eigen-values of squared exponential (48) and Mate´rn (47)
covariance kernels.
Proposition 2. If Ka(x, y) is given by (48), then
η0 ≍ a−1, and η2j−1 = η2j ≍ a−1e−j2/a2 , for j = 1, . . . , a2.
Proof. Let ha denote the spectral density of any one dimension stationary kernel K (by
Bochner’s theorem), that is,
Ka(x, y) =
∫
e−i t(x−y)h(t)dt, x, y ∈ [0, 1],
or ha(t) =
1
2π
∫
ei tuka(u)du, t ∈ R.
For the one-dimensional Gaussian kernel Ka, its spectral density ha is
ha(t) =
√
π
a
exp
{
− t
2
4a2
}
, t ∈ R.
Note that ∫
|t|≤1
ka(u) ei jπu du = ha(j) −
∫
|t|≥1
ka(u) ei jπu du.
Using the tail bound for the standard normal distribution, we have∫
|t|≥1
ka(u) ei jπu du ≤
∫
|t|≥1
ka(u) du ≍ a−1 exp{−a2},
for j = 0, 1, 2, . . .. Combining this with Lemma 6, we obtain the proof since for a ≥ 2,
ha(j) ≥ a−1 exp{−a2} for j = 0, 1, 2, . . . , a2.
Proposition 3. If Ka(x, y) is given by (47), then
λ0 ≍ a−1, λ2j−1 = λ2j ≍ a−1(1 + j2/a2)−(ν+1/2), j = 1, . . . , nκ (49)
for any κ > 0, provided a ≥ C(ν, κ) log n for a constant C(ν, κ) > 0 depending on ν and κ.
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Proof. The spectral density of the Ma´tern kernel is given by
ha(ψ) :=
1
2π
∫
ei tψka(t)dt = C
1
a
(
1 +
ψ2
a2
)−(ν+1/2)
.
We now argue that by choosing a ≥ C log n for a suitably large constant C, one can ensure
that
∫
|u|≤1 k
a(u) ei jπu du is of the same order as
∫∞
−∞ k
a(u) ei jπu du. This is true, since
∫
|u|≥1
ka(u) ei jπu du ≤
∫
|u|≥1
ka(u) du = C1
∫
|u|≥C2a
tνBν(t) ≍ e−C3a
for j = 0, 1, 2, . . ., where the last inequality follows from Theorem 2.5 and (A.5) of [10].
Since e−C3a can be made smaller than λnκ by choosing a ≥ C(ν, κ) log n, we can estimate
λ2j−1 = λ2j ≍ ha(jπ), delivering the proof of the Proposition.
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