We provide explicit bounds on the Wasserstein distance between discrete time martingales and the standard normal distribution. The proofs are based on a combination of Lindeberg's and Stein's method.
INTRODUCTION
Let X 1 , . . . , X n be a martingale difference sequence, that is, a sequence of random variables adapted to a filtration F 0 , . . . , F n such that (X k |F k−1 ) = 0 almost surely for 1 k n, (1.1) and let S 0 := 0, S k := X 1 + · · · + X k for 1 k n, be the resulting discrete-time martingale. For 1 k n, define the quantities i=a is defined to be zero if a > b. The asymptotic behaviour of S n /s n has already been intensively studied for many decades, probably starting with Billingsley (1961) and Ibragimov (1963) , who proved central limit theorem in certain special cases; we refer to the classical textbook Hall and Heyde (1980) . Bounds on the quality of normal approximation were also obtained, such as by Ibragimov (1963) and Heyde and Brown (1970) with respect to the Kolmogorov distance, on which most later work has focused, too. For example, it was shown by Bolthausen (1982) that rates of order n −1/4 as n → ∞ are sharp if uniformly bounded third moments are assumed, even under the strong assumption that the conditional variances satisfy σ 2 k =σ 2 k almost surely. For uniformly bounded random variables and assuming only that V 2 n = s 2 n almost surely, (1.2) Bolthausen (1982) improved the rate to n −1/2 log n, for which he again showed that it is sharp. Various embellishments were obtained later; see, for example, Haeusler (1988) and El Machkouri and Ouchti (2007) to name but a few. In contrast, bounds with respect to the Wasserstein distance are rare. To the best of our knowledge, the first result was obtained by Dedecker and Rio (2008) in the case of stationary martingale differences, and later generalised by Van Dung, Son and Tien (2014) under conditions akin to those asserted by Bolthausen (1982) .
In the standard literature, proofs to obtain quantitative bounds in the martingale central limit theorems are often based on Lindeberg's telescoping sum argument. The individual differences in the sum are usually handled by Taylor expansion, followed by some sort of smoothing argument to obtain bounds with respect to the Kolmogorov or Wasserstein distances. As of now, there are no proofs based on Stein's method (Stein (1972) ), and the work on these notes was started with the intention to close this gap. While we were not able to find a proof purely based on Stein's method, our basic approach is instead a combination of both Lindeberg's and Stein's method. Our proofs also start with Lindeberg's telescoping sum, but we then use Stein's method to handle the individual differences in the sum. This seems to by-pass the tedious smoothing arguments appearing in many of the aforementioned articles, resulting in shorter proofs under weaker assumptions. In order not to just provide new proofs of already known results, and also in order to keep things simple, we restrict ourselves to the Wasserstein distance and consider conditions similar to those of Bolthausen (1982) .
MAIN RESULTS
Let d W (F, G) = |F (x) − G(x)|dx denote the Wasserstein distance between two distributions F and G, which are assumed to have finite first moments. The following is our main result, from which we then deduce various corollaries.
Theorem 2.1. Assume that V 2 n = s 2 n almost surely. Then, for any a 0,
. . , Z n , be a sequence of independent standard normal random variables, also independent of F n , and let
Note that Z is normally distributed with variance s 2 n , both conditionally on F n and unconditionally. Moreover, note that both
almost surely. Now, fix a 1-Lipschitz function h; using the triangle inequality, it is easy to see that
Then, write
where
Let g be the unique bounded solution to
where Y ∼ N(0, 1). Stein (1986) and Raič (2004) 
(2.8)
From the bounds on g, we easily obtain the bounds
It is also straightforward to show that f s,t (w), as well as f ′ s,t (w) and f ′′ s,t (w), understood as functions from Ê × Ê >0 × Ê → Ê, are measurable, so that in what follows, we are allowed to write expressions like f U,V (W ) for arbitrary random variables U , V and W , where V > 0. Letting T ′ k+1 := T k+1 + aZ ′ and ρ ′ k = ρ 2 k + a 2 , and using (2.8) with s = S k−1 and t = ρ ′ k ,
where we also have used (2.3) and (2.4) and the fact that {b 2 g ′ (Y ) − Y g(Y )} = 0 for every function g for which the expectation exist whenever Y ∼ N(0, b 2 ). Using
Taylor expansion, the fact that {X k |F k−1 } = 0 and {X 2 k |F k−1 } = σ 2 k , and also that, conditionally on F k−1 , X k and T ′ k+1 are independent of each other, we obtain
(2.11) Using (2.9),
Thus,
(2.12)
Scaling by 1/s n , the final bound follows.
The following corollary is an immediate consequence of Theorem 2.1; it not only gives a better rate of convergence under weaker conditions than Theorem 4 of Van Dung et al. (2014) , but also explicit constants.
Corollary 2.2. Assume that V 2 n = s 2 n almost surely, and assume there exist constants α and γ such that 0 < α σ 2 k and |X k | 3 γ for 1 k n. Then
As mentioned before, a rate of order n 1/4 is sharp for the Kolmogorov distance under the conditions of Corollary 2.2. It is not difficult to see that for any random variable X,
so that (2.15) comes quite close to the optimal rate, but has the advantage of giving explicit constants. If the conditional variances can not be bounded away from zero, we need stronger conditions on the third moments. Indeed, Bolthausen (1982, Theorem 2) assumes in this case uniformly bounded X i . Using Theorem 2.1, it will be enough to assume some appropriate bounds on the conditional third moments.
Corollary 2.3. Assume V 2 n = s 2 n almost surely, and assume there exist constants β and δ such that
Proof. Define the sequence of stopping times
Note that {τ k = m} = V 2 m s 2 n k/n ∩ V 2 m+1 > s 2 n k/n , and since both V 2 m and V 2 m+1 are F m -measurable, it follows that {τ k = m} ∈ F m , so that τ k is indeed a stopping time. Now, if j τ k , we have ρ
where we have used (2.14) in the second-last and last inequality. With
, the final bound now easily follows from Theorem 2.1 with a = s n / √ n.
The convergence behaviour of S n /s n to the normal distribution is intimately connected to the behaviour of V 2 n /s 2 n and thus rates of convergence of S n crucially depend on the rate of convergence of V 2 n /s
Corollary 2.4. Assume there exist constants β and δ such that (2.14) holds. Then
Proof. Define the stopping time τ = sup m n : V 2 m s 2 n , and let the new martingale difference sequenceX 1 , . . . ,X 2n be defined as follows. For 1 k τ , let X k := X k . Define R := ⌊(s 2 n − V 2 τ )β −2/3 ⌋ and note that τ + R is also a stopping time. LetX τ +1 , . . . ,X τ +R be i.i.d. with distribution N(0, β 2/3 ), letX τ +R+1 have distribution N(0, s 2 n − Rβ 2/3 ), and setX k := 0 for all τ + R + 2 k 2n. Note that, because s 2 n nβ 2/3 , we will never need more than 2n indices. By construction, we haveṼ 2 2n = s 2 n almost surely, and
Since s 2 n − Rβ 2/3 β 3/2 , it is follows that
so that we can apply Corollary 2.3 toS 2n with β being replaced by 1.6β and δ being replaced by 1.6β 1/3 ∨ δ. Noting moreover that
the claim follows.
It is possible to replace the random quantities ρ 2 k in Theorem 2.1 by the averaged quantitiesρ 2 k = ρ 2 k . Theorem 2.5. For any martingale with finite third moments,
Proof. The proof is analogous to that of Theorem 2.1. Define Z := n i=1σ i Z i and T k := n i=kσ i Z i , where we now use unconditional variances instead of conditional variances. Analogously to (2.11), we can show that
The rest of the argument runs similarly to the proof of Theorem 2.1.
