Perceptual decisions are based on the activity of sensory cortical neurons, but how organisms learn to transform this activity into appropriate actions remains unknown. Projections from the auditory cortex to the auditory striatum carry information that drives decisions in an auditory frequency discrimination task 1 . To assess the role of these projections in learning, we developed a Channelrhodopsin-2-based assay to selectively probe for synaptic plasticity associated with corticostriatal neurons representing different frequencies.
Animals use sensory information to guide their behavior. The neural mechanisms underlying the transformation of sensory responses into motor commands have been studied extensively using a two alternative forced choice (2AFC) paradigm, in which subjects are trained to make a binary decision and indicate their choice by performing one of two actions. Defined brain areas have been implicated in the circuit performing this transformation in primates 2,3 and rodents 1, [4] [5] [6] [7] [8] [9] [10] .
The site or sites of plasticity engaged when animals learn to make appropriate decisions about sensory stimuli are not well established. Striatal plasticity has been implicated in reinforcement learning 11, 12 , specifically at corticostriatal inputs 13, 14 . Different areas of the striatum receive input from different areas of the cortex and play different roles in learning. During motor skill learning, for example, changes occur first in the dorsomedial striatum and later in the dorsolateral striatum 14 . However, little is known about precisely what features of the cortical representation of the task are selected for potentiation in the striatum. We therefore set out to study the role of corticostriatal plasticity in task acquisition, in a setting where we could exploit our understanding of the relevant cortical representation.
We previously found that neurons in the primary auditory cortex that project to the auditory striatum drive decisions in a 2AFC auditory task 1 in which rats learn to associate the frequency of a complex auditory cloud-of-tones stimulus with either a left or right reward port (Fig. 1a&b) . Here, to test whether acquisition of this task modified the strength of corticostriatal connections, we developed an in vivo recording paradigm with which we could monitor corticostriatal synaptic strength in single animals over multiple behavioral sessions during the course of learning. We first injected an adeno-associated virus expressing Channelrhodopsin-2 (AAV-ChR2-Venus) into the left primary auditory cortex. This resulted in widespread expression of ChR2 in different cell types in the auditory cortex, including corticostriatal neurons and their axons in the striatum (Fig. S1 ). We next implanted bundles of optical fibers and tetrodes into the left auditory striatum (Fig. 1c ). Brief pulses of blue light delivered through the optical fiber excited the corticostriatal axons and elicited excitatory postsynaptic responses in the striatum (Fig.  1d ). Because the striatum, like the CA1 region of the hippocampus, lacks recurrent excitatory connections, we reasoned that this in vivo ChR2-evoked local field potential response (ChR2-LFP) could serve as a measure of the strength of the corticostriatal synaptic connectivity 15 . The ChR2-LFP had a stereotypic waveform consisting of an early and a late component (Fig. S2 ). Local pharmacological blockade of excitatory but not inhibitory transmission diminished the late component (n=2 rats), indicating that it was mainly mediated by currents elicited by glutamatergic release from corticostriatal terminals (Fig. 1d, S3 ). The early component was resistant to all blockers including tetrodoxin, suggesting that it is driven directly by light-evoked ChR2 currents in corticostriatal axons. The early component was not observed when the electrode was advanced through the overlying somatosensory cortex, which lacked ChR2-positive axons ( Fig. S4 ), indicating that it was not due to a photoelectric artifact. We therefore used the amplitude of this early component as a measure of the number of ChR2-expressing axons recruited by photostimulation. In subsequent analyses we normalized the ChR2-LFP to the amplitude of this presynaptic component ( Fig. S2 ) and then used the initial slope of the second component as a measure of corticostriatal synaptic efficacy ( Fig. 1d & Fig. S2b , dotted line). This metric was robust to changes in light intensity in vivo ( Fig. S5 ) and in vitro ( Fig. S6b ) and was monotonically related to the magnitude of the intracellular EPSC when synaptic strength was manipulated experimentally in vitro (Fig. S6 ).
We used the ChR2-LFP recording paradigm to assess changes in the strength of corticostriatal synapses over the course of training in the cloud-of-tones task. We first established that the ChR2-LFP signal was stable over several days in naïve rats, and then measured the ChR2-LFP after each training session. We used the tone-evoked multiunit responses recorded prior to training to estimate the frequency tuning at each site 1 (Fig.  S7 , see Methods). At some recording sites, corticostriatal synaptic efficacy increased as soon as the animal started to learn the task, and continued to increase in subsequent training sessions ( Fig. 2a ). Synaptic efficacy at such sites thus reflected behavioral performance over the course of training. At other sites, however, corticostriatal efficacy remained unchanged over the course of training ( Fig. 2b ). We found that potentiation was restricted to sites tuned to low-frequency (<14 kHz, the center frequency of the tones used in the task) sounds (mean potentiation of 30%; n=17, p=0.002, signed-rank test, Fig.  2c ), whereas sites tuned to high-frequency (>14 kHz) sounds showed no significant change (mean change of -3%; n=6, p=0.58, signed-rank test, Fig. 2c.) . Notably, all animals in this cohort were trained to associate low frequency sounds with rightward choices (LowRight), and all recordings were performed in the left striatum. Hence, low frequencies were always associated with responses contralateral to the recording hemisphere. Our results therefore suggested that task training selectively enhances the strength of corticostriatal synapses only when the stimuli they encode are associated with contralateral choices (Fig. 2d ).
The observed potentiation depended strongly on the frequency tuning of the recording site, suggesting that corticostriatal plasticity encodes the association of specific frequencies with rewarded actions. However, since the striatum has been widely implicated in motor learning 14 , we sought to rule out this and other alternative causes of plasticity unrelated to auditory discrimination. We trained animals to perform a simple 2AFC visual task, relying on the same sequence of movements, and monitored the strength of auditory corticostriatal synapses during learning ( Fig. 3a ). There was no significant change in ChR2-LFP in the auditory striatum during visual task training (mean change of -17%, n=12, p=0.13, signed-rank test), and there was no correlation between potentiation and the preferred frequency at the recording site (n=12, p=0.19; Fig.  3d ). However, corticostriatal inputs at these same recording sites were potentiated when the animals subsequently learned the auditory cloud-of-tones task (mean potentiation of 36%, n=6, p=0.03, signed-rank test; Fig. 3b&c ). We therefore conclude that the selective potentiation of auditory corticostriatal synaptic strength is specific to the acquisition of the auditory task.
The preferential potentiation in vivo of striatal sites tuned to low frequencies suggested that the pattern of potentiation within the striatum might be spatially organized. We therefore developed an in vitro brain slice preparation to examine this possibility. We first characterized the tonotopic organization of the auditory corticostriatal projection by injecting AAVs encoding either red or green fluorescent proteins at two different positions along the auditory cortical tonotopic axis. Cortical axons terminated in the striatum in distinct bands, with cortical projections tuned to high frequency sounds terminating more laterally in the auditory striatum and projections tuned to low frequency sounds more medially ( Fig. 4a & S8) . We next developed a protocol to assess the gradient of corticostriatal potentiation along the tonotopic axis, by recording ChR2-LFPs in coronal slices that preserve striatal tonotopy ( Fig. 4b , see Methods). These recordings targeted left striatum, contralateral to the reward direction associated with low-frequency stimuli (LowRight; n=7 rats). For consistency across experiments, we used only a single slice from each animal, selected on the basis of striatal and hippocampal landmarks (see Methods). ChR2-LFPs in these slices showed a stereotyped waveform similar to that observed in vivo, and pharmacological dissection confirmed that the late component of the response was mediated mainly by AMPA-type glutamate receptors ( Fig. 4c ). In each slice we recorded the ChR2-LFP at between 8 and 16 sites (12.1 ± 2.1), and determined the gradient of ChR2-LFP along the tonotopic axis. Naïve rats showed no systematic difference in the strength of cortical input along the striatal tonotopic axis ( Fig. S9 ). In contrast, in rats trained to associate low frequencies with rightward choices, the evoked corticostriatal response was strongest at medial (low frequency) sites and decreased laterally ( Fig. 4d&e ). This confirmed our observations in vivo and was consistent with the association to contralateral rewards. Thus the degree of corticostriatal synaptic potentiation induced by learning depended systematically on the position along the striatal tonotopic axis.
If the gradient of potentiation along the striatal tonotopic axis encodes the association between frequency and choice direction, then animals trained to make the opposite association should have a gradient of opposite sign. To test this we trained a new cohort of animals to associate low frequencies with leftward choices (LowLeft; n=7 rats). As predicted, the gradient in these animals was of similar magnitude but opposite in sign ( Fig. 4e ). There was no difference between these two training groups in ChR2-LFP across the orthogonal (dorsoventral) axis (p=0.22, paired t-test; Fig. S10 ). Thus the spatial gradient of corticostriatal potentiation induced by learning along the tonotopic axis depends on the training contingencies to which the animal is subjected.
Finally, we wondered whether the direction of the stimulus-response association could be inferred based on the sign of the ChR2-LFP gradient in individual animals. Remarkably, the training regimen (LowRight vs. LowLeft) could be correctly determined from the sign of gradient in single slice of every rat (14/14) tested (binomial test p=0.00006, Fig.  4f ). Thus post-mortem study of corticostriatal efficacy can reliably reveal the training history of individual subjects.
Our results suggest a simple model of how the specific pattern of corticostriatal potentiation we observed might mediate task acquisition. In the LowRight task, training selectively potentiated corticostriatal synapses tuned to low frequencies between the left auditory cortex and the left auditory striatum ( Fig. S11 ). Thus in behaving animals, low frequency tones would trigger stronger activation in the left auditory striatum and direct the animal to the right (contralateral) response port, possibly through the action of direct pathway medium spiny neurons 10 that project ipsilaterally to the left substantia nigra pars reticulata and in turn to the superior colliculus 16 . On the other hand, in LowLeft trained animals, potentiation would cause the same stimulus to trigger stronger activation in right auditory striatum and direct the animal to the left response port. Although this model ignores much of the complexity of striatal circuitry, it offers a simple framework for understanding our results.
Previous work has demonstrated synaptic changes induced by learning [17] [18] [19] [20] or associated with reorganization of sensory maps [21] [22] [23] [24] . Our results identify a locus of synaptic plasticity during the acquisition of a sensory discrimination task. We focused on auditory frequency discrimination, which allowed us to exploit the spatial organization of auditory corticostriatal connections to dissect the rules that govern corticostriatal plasticity during operant learning. Training selectively enhanced the strength of cortical inputs to establish an orderly gradient of corticostriatal synaptic strength across the striatal tonotopic axis.
The strengthening of a subset of connections, selected from a rich sensory representation, is reminiscent of several powerful models of learning [25] [26] [27] . In these models, even difficult nonlinear classification can be achieved by combining a high-dimensional representation of the stimulus-such as is found in the auditory cortex 28 -through simple perceptronlike learning rules. We speculate that selective strengthening of appropriate corticostriatal synapses would allow animals to categorize a wide range of sensory stimuli-even those that are not mapped topographically in the striatum-and may reflect a general mechanism through which sensory representations guide the selection of motor responses.
Materials and Methods

Animals and viruses
Animal procedures were approved by the Cold Spring Harbor Laboratory Animal Care and Use Committee and carried out in accordance with National Institutes of Health standards. AAV-CAGGS-ChR2-Venus serotype 2/9 was packaged by the University of Pennsylvania Vector Core.
Long Evans male rats (Taconic Farm) were anaesthetized with a mixture of ketamine (50 mg kg -1 ) and medetomidine (0.2 mg kg -1 ), and injected with virus at 3-4 weeks old in the left auditory cortex. To cover most of the area and layers of the primary auditory cortex, 3-4 injections were made perpendicularly to brain surface at 1, 2, and 3 mm caudal to the temporoparietal suture, and 1 mm from the ventral edge. Each injection was made at three depths (500, 750 and 1000 μm), expelling approximately 200 nl of virus at each depth.
Behavioural training
Rats were placed on a water deprivation schedule and trained to perform an auditory 2AFC task in a single-walled sound-attenuating training chamber as described previously 1 . Briefly, freely moving rats were trained to initiate a trial by poking into the center port of a three-port operant chamber, which triggered the presentation of a stimulus. Subjects then selected the left or right goal port. Correct responses were rewarded with water. The cloud-of-tones stimulus consisted of a stream of 30-ms overlapping pure tones presented at 100 Hz. The stream of tones continued until the rat withdrew from the center port. Eighteen possible tone frequencies were logarithmically spaced from 5 to 40 kHz. For each trial either the low stimulus (5 to 10 kHz) or high stimulus (20 to 40 kHz) was selected as the target stimulus, and the rats were trained to report low or high by choosing the correct side of port for water reward. In LowLeft task, the rats were required to go to the left goal port for water reward when the low stimulus was presented, and to the right goal port when high stimulus was presented. In LowRight task, the rats were required to go to the right goal port when the low stimulus was presented, and to the left goal port when the high stimulus was presented.
The pre-stimulus delay was drawn from exponential distribution with a mean of 300 ms. Early withdrawal from the center port before the onset of stimuli terminated the trial and a new trial was started. To complete a trial after exiting the center port, the animals were allowed up to 3 seconds to select a reward port. Typically, they made their choice within 300-700 ms. Error trials, where the rats reported to the wrong goal port after the presentation of the stimulus, were penalized with a 4 second time-out.
The intensity of individual tones was constant during each trial. To discourage rats from using loudness differences in discrimination, tone intensity was randomly selected on each trial from a uniform distribution between 45 and 75 dB (SPL) during training.
Implanted rats were water deprived and given free water for 1 hour every day before ChR2-LFP recording. These sessions were used to record baseline ChR2-LFP responses and defined as naïve sessions. Once a stable baseline was achieved, we began training subjects to perform the cloud-of-tones task. To introduce the subjects to the task structure, they were first trained (-direct mode‖) to poke at the center port, which triggered the presentation of a stimulus and elicited water delivery from the corresponding goal port. Direct mode training was continued until a subject completed at least 150 trials in a single session (usually the first or second session). In subsequent sessions, defined as -session 1‖ in Figs. 2 and 3 , the animal was trained on the -full task,‖ in which water was delivered only if the subject poked the correct goal port. For control subjects used in Fig. 3 , subjects were trained in the direct mode with visual stimuli prior to introducing the full visual task, and then trained on the full auditory task.
Tetrode recording and optogenetics
Custom tetrode and optic fiber arrays were assembled as described previously 1 . Each array carried 6 individually movable microdrives. Each microdrive consisted of one tetrode (4 polyimide-coated nichrome; wire diameter 12.7 μm; Kanthal Palm Coast) twisted together and gold-plated to an impedance of 0.3-0.5 MΩ at 1 kHz) and one optic fiber (62.5 μm diameter with a 50-μm core; Polymicro Technologies). The tetrode and fiber on the same microdrive were glued together, with the tips approximately 100 μm from each other.
To implant the tetrode/fiber array, rats were anaesthetized with a mixture of ketamine (50 mg kg -1 ) and medetomidine (0.2 mg kg -1 ) and placed in a stereotaxic apparatus. A craniotomy was made above the target area (2.5 to 3.5 mm from Bregma and 4 mm to 6 mm lateral from the midline). All rats were implanted in left hemisphere. The array was fixed in place with dental acrylic, and the tetrodes were lowered down to auditory striatum (3 to 5 mm from pia).
Electrical signals in auditory striatum were recorded using Neuralynx Cheetah 32channel system and cheetah data acquisition software. For action potential recording, signals were filtered 600 to 6000 Hz. For local field potential recording, signals were filtered 10 to 9000 Hz. The rise time of the ChR2-LFP is relatively fast, so to preserve its dynamics we sought to stay as close to the raw data as possible. We re-analyzed the data in To determine the preferred sound frequency of recording sites, pure tones spanning from 1 kHz to 64 kHz were presented to rats before the start of behavioral training in a soundproof chamber for 100 ms every 2 s, in a random order at 30, 50 or 70 dB (SPL). The multi-unit baseline-subtracted firing rate in a window 5 to 55 ms after sound onset was compared with that in a window 0 to 50 ms before sound onset; only sites that significantly responded to sound were included. Firing rates in the window 5 to 55 ms after sound onset were computed for each frequency at 70 dB, and the peak of the resulting tuning curve was selected as the preferred frequency ( Fig. S7 ).
For ChR2-LFP recording, 473 nm laser light was delivered through an FC/PC patch cord using a FiberPort Collimator (Thor Labs) to each implanted fiber individually. ChR2-LFP was recorded immediately after each training session. The laser power out of the patch cord was measured and adjusted to elicit an LFP with clear early and delayed components at each recording site (1-10 mW). For individual recording sites, laser power was adjusted slightly between days to maintain the early, presynaptic component of the LFP response at a consistent level (Fig. S13 ). Each light pulse was 100 μs in duration, presented at 1Hz, and each recording was an average of approximately 100 trials.
In vivo pharmacology
To dissect the components of ChR2-LFP in vivo, rats were anaesthetized and placed in a stereotaxic apparatus. A single tetrode/fiber bundle was placed on a motorized manipulator (Sutter Instrument Company) and the tips of tetrode/fiber were guided to auditory striatum. Glass pipettes were used to deliver chemicals into auditory striatum. The pipettes filled with desired chemicals were carefully moved to penetrate through cortex and placed with the tips close to auditory striatum. Air pressure was slowly applied to inject the chemicals into tissue through a syringe that was connected to the pipette.
Slice recording
Virus-injected and trained rats were anesthetized and decapitated, and the brains were transferred to a chilled cutting solution composed of (in mM) 110 choline chloride, 25 NaHCO 3 , 25 D-glucose, 11.6 sodium ascorbate, 7 MgCl 2 , 3.1 sodium pyruvate, 2.5 KCl, 1.25 NaH 2 PO 4 and 0.5 CaCl 2 . Coronal slices (350 μm) were cut and transferred to artificial cerebrospinal fluid (ACSF) containing (in mM) 127 NaCl, 25 NaHCO 3 , 25 Dglucose, 2.5 KCl, 4 MgCl 2 , 1 CaCl 2 and 1.25 NaH 2 PO 4 , aerated with 95% O 2 5% CO 2 .
To ensure maximal alignment across animals, only a single slice (350 μm thickness, between 2.5 mm and 2.9 mm from Bregma) per animal was used. Slices were incubated at 34 °C for 15-20 min and then kept at room temperature (22 °C) during the experiments. Local field potentials were recorded using Axopatch 200B amplifiers (Axons Instruments, Molecular Devices).
We delivered light pulses through a light guide microscope illumination system (Lumen Dynamics) modified to accept a blue laser (473 nm, Lasermate Group, CA, USA) in place of the lamp. The laser beam was focused onto the sample through the 60X objective during recordings, with illumination field of 350-μm diameter. Each light pulse was 500 μs at 1Hz, and each recording was an average of approximately 10 trials. Laser power was adjusted from site to site to maintain a similar level of axonal stimulation as judged by the amplitude of the early, presynaptic component of the ChR2-LFP response. To minimize the contribution of rundown on the estimation of the plasticity gradient within the striatal slice, recording locations were selected in randomly for each slice.
Data analysis
All data were analyzed in MATLAB.
Behavior analysis only included completed trials. The percentage of correct trials for each animal in each session was computed using the last 200 trials of that session, unless the number of trials was less than 300, in which case only the last 100 trials were used.
Each measurement of in vivo ChR2-LFP was from a trace obtained by averaging across 70-100 trials (The slope measured from averaged trace is not different from the averaged slope from those of single traces, Fig. S14 ). Each average trace was normalized to the peak of the first component (around the time window between 0.5 ms to 1.2 ms after light stimulation, Fig. S2a ), and the LFP slope was estimated by a linear regression fit of the rising phase of the second component ( Fig. S2b , same time window was used for each recording site across sessions, the time window from site to site varied and was adjusted by eye for each site, ranged from 1.6 ms to 5 ms after light stimulation). The ChR2-LFP slope for each recording site across sessions was used as a measure of synaptic strength in subsequent analyses (Fig. 2a&b, Fig. 3b ). The absolute change of the ChR2-LFP slope was used in Fig. 2d & 3d . In population analyses, normalized synaptic strength for each site was obtained by dividing the LFP slope values from all sessions by the mean of the ChR2-LFP slope values from naïve sessions ( Fig. 2c & 3c) .
For quantification of the ChR2-LFP in slice recording, the ChR2-LFP slope at each recording site was obtained in a manner similar to that in vivo: each averaged trace was normalized to the peak of the first component (around the time window between 1.5 ms to 4 ms after light stimulation), and the ChR2-LFP slope was estimated by a linear regression fit of the rising phase of the second component (around the time window between 5 ms to 8 ms after light stimulation, adjusted by eye for each slice). For each slice, the ChR2-LFP slopes across sites were rescaled from 0 to 1, with the smallest ChR2-LFP set to zero and the largest to 1. All recorded brain slices were aligned to a consensus brain slice. The positions of recording sites were measured from the aligned brain slices. Data from all the slices were pooled together for plotting the summary plot and for the quantitative analysis. The normalization factor A i was determined as the peak of the raw trace in the time window (W1) between 0.5 ms to 1.2 ms after light stimulation onset. (b) The rising phase of the late component of ChR2-LFP (in a time window W2 defined by rise from 10% to 90% of the peak P) was fit linearly, and the slope of the fit was used for the quantification of ChR2-LFP. figure 3 . GABAergic block by picrotoxin had no effect ChR2-LFP slope in vivo. (a) ChR2-LFP before (black traces) and after (orange traces) picrotoxin application (20 mM, 5 ul). Raw traces are averaged traces from 60-80 trials at each condition (upper row). Normalized traces are raw traces normalized to their peaks of first components (as illustrated in fig S2) . (b) Slopes measured from normalized traces in control and picrotoxin conditions for each recording before and after picrotoxin application (p=0.8, paired signed-rank test). Data in b are presented as mean ± s.e.. Training Session (#) 
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