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Abstract

The digital communication and radar community has recently manifested more
interest in using data-driven approaches for tasks such as modulation recognition,
channel estimation and distortion correction. In this research we seek to apply an object detector for parameter estimation to perform waveform separation in the time and
frequency domain prior to classification. This enables the full automation of detecting and classifying simultaneously occurring waveforms. We leverage a 1D Residual
Neural Network (ResNet) implemented by O’Shea et al. in [1] and the You Only Look
Once (YOLO) v3 object detector designed by Redmon et al. in [2]. We conducted an
in depth study of the performance of these architectures and integrated the models
to perform joint detection and classification. To our knowledge, the present research
is the first to study and successfully combine a 1D ResNet classifier and Yolo v3
object detector to fully automate the process of Automatic Modulation Recognition
(AMR) for parameter estimation, pulse extraction and waveform classification for
non-cooperative scenarios. The overall performance of the joint detector/classifier is
90% at 10 dB signal to noise ratio for 24 digital and analog modulations.
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Joint 1D and 2D Neural Networks for Automatic Modulation Recognition

I. Introduction

1.1

Motivation
Automatic Modulation Recognition (AMR) is the task of classifying signals based

on their modulations. AMR serves significant roles in military and commercial applications. AMR techniques are widely applied in the field of cognitive radio, spectrum management, radar threat assessment, blind demodulation, device identification
among others. The design and implementation of AMR systems in general has long
relied on mathematical algorithms and expert knowledge. Unfortunately this mathematical and expert knowledge dependency has greatly limited the adaption of these
algorithms to new and unknown signals as well to the application of more diverse
tasks. The purpose of this research is to employ the emerging deep learning neural network techniques to tackle most of the challenges seen in AMR to make this
technology readily available and easily adaptable to the ever growing complex signals
around us.

1.2

Problem Background
Statistical methods have been used for several decades for AMR and parameter

estimation. Recently, an alternative which bypasses the feature engineering, parameter estimation and decision policy required to implement AMR has been found using
deep learning. In this thesis we explore the use of deep learning based classifiers that
not only outperform statistical methods in non-cooperative environments but also
1

serve as robust parameter estimation techniques.
The traditional methods for AMR requires pulse detection, down conversion, pulse
extraction and compensation for channel distortion prior to classification. This work
aims to combine 1D and 2D Convolutional Neural Networks (CNNs) to tackle real
world AMR problems to fully automate the entire process. We will study many of the
limitations of the individual networks that would render these algorithms unpractical.
The study of the factors that degrade the performance of the models will help us to
determine the basic criteria needed for implementing these algorithms in practice. All
these unavoidable impairments undermine the classifier’s performance and can even
render the classifier useless if they are not tackled properly. Finally, we will combine
the two networks to supplement each other in the tasks of signal detection, pulse
extraction, down conversion and waveform classification.
The new wave of cognitive radios and cognitive radars require the AMR to be robust to continuously changing channel conditions or at least to rapidly adapt to these
conditions. This is where the importance of the neural network properties cannot
be overemphasized. In fact, without the advances in deep learning techniques, many
of today’s sophisticated and high-performing Artificial Intelligence (AI) systems may
not have been possible. These algorithms are highly scalable and provide automatic
feature extraction. There are several advantages to learning features and decision
policies directly rather than attempting to manually compute them specially for dynamic wireless spectrums. Deep learning models have been shown to be robust to
time varying and nonstationary Radio Frequency (RF) environments. These models
can be trained using transfer learning which can cut training time to a fraction while
yielding high performing results. Transfer learning can also be used to retrain models
for different environments and newer modulations schemes. These modulation recognition models also serve as an alternative to threshold detection algorithms as they

2

can achieve detection in non-cooperative scenarios at Signal to Noise Ratio (SNR)
values as low as -10 dB without any prior knowledge of the observed signals.

1.3

Research Objectives
Let us consider a wireless communication system, which consists of a transmitter,

a wireless channel and a receiver. Let y[n] denote a discrete-time bandpass signal at
the receiver. The received signal y[n] is generally given by




y[n] = F x[n] ∗ h[n] + s[n]

(1)

where x[n] is the transmitted signal with time sample n, F (.) is the modulation, h[n]
is the channel response and s[n] is the additive noise. However, the mathematical
model of y[n] in real world communication systems is much more complex. There are
many distortions introduced to the transmitted signal both in the channel as well as
in the receiver. The objective of this research is to discover the limitations of two
neural networks when exposed to these impairments as they predict the modulation
F (.). Understanding these limitations we then explore applications of parameter
estimation and joint detection/classification of the modulated waveforms using both
neural networks.

1.4

Organization of this Thesis
The rest of this paper is presented as follows. In chapter 2 we discuss the three

methods historically used to implement AMR. We go over some of the limitations
of these methods when performing AMR in non-cooperative environments and how
deep learning provides the means to overcome these limitations. We then introduce
and briefly cover some of the neural network architectures recently applied to the

3

task of AMR. Chapter 3 describes the implementation of the 1D ResNet classifier
and Yolo v3 object detector. Here we detail the model architectures, datasets and
training strategies. Chapter 4 contains all the experiments and results performed on
both architectures individually and jointly. Finally, our conclusions and directions
for further research are given in chapter 5.

4

II. Background and Literature Review

2.1

Preamble
This chapter provides the necessary background to understand the methodology

and the experiments described in this thesis. The chapter is organized as follows.
In 2.2, discusses the general approaches used for AMR and some of the limitations
with these methods. Section 2.3 details some of the common features engineered for
AMR followed by the different neural networks employed for naive feature extraction
in section 2.4. Section 2.5 highlights the effectiveness of automatic feature extraction
when applied to modulation recognition. Finally 2.6, details the inner working of
some of the neural networks applied to the task of

2.2

AMR Methods
Over three decades of research in AMR has led to the development of extensive

methods in this area [3]. The algorithms developed can be categorized into three
major groups: likelihood-based, distribution test-based and feature-based as shown
in Figure 1. Nandi et al. provides an in depth analysis of these methods in his book on
the topic [4]. Likelihood-based methods are popular due to their optimal classification
accuracy when the channel and the transmitted signals are fully characterized and
known to the receiver. In these scenarios the maximum likelihood classifier can be
used. In scenarios where the channel conditions are unknown, the average likelihood
ratio test [5], generalized likelihood ratio test [6], hybrid likelihood ratio test or one
of its variants can be implemented. In order to apply these techniques for unknown
channel conditions, the modulation recognition problem has to be formulated as a
parametric estimation problem where certain parameters are unknown and need to
be estimated [7].
5

Figure 1: Most common AMR methods
These likelihood-based methods suffer from four major drawbacks: high computational complexity, sensitivity to parametric degradation, lack of generalization and
ability to scale to new modulation types and Multiple Input Multiple Mutput (MIMO)
systems [8, 9]. A less computationally intensive category of methods, which could be
used in MIMO systems is the Distribution Test-based [3]. Assuming prior knowledge
of the empirical distribution of the modulated signal and estimated channel parameters, a distribution equity test such as Kolmogorov-Smirnov test, Cramer-Von Mises
test or the Anderson-Darling test can be performed to compare the empirical distribution to that of the received signal [10]. Lastly, in non-cooperative scenarios where
little or no information of the signal structure exists, feature-based algorithms provide
the means that enable AMR. While feature-based methods offer sub-optimal performance, they have lower computational requirements and provide practical modulation
recognition in non-cooperative environments where little or no prior information of
the waveforms is known. This last attribute is what makes feature-based methods the
center of our research. The rest of this chapter will focus on feature-based methods
for AMR.

6

Figure 2: Constellation diagrams 30 dB SNR.
2.3

Feature Extraction Methods
The performance of feature-based AMR algorithms depend on two components:

the classifier’s ability to separate classes and the features’ discrimination capability. Various machine learning algorithms exist for the task of classification, among
which are Support Vector Machines (SVMs), Random Forest, Decision Trees, Artificial Neural Network (ANN) and ensemble methods which combine collections of
classifiers to improve performance such as XGBoost [11]. Among the most commonly
employed features used are: variance, skewness and kurtosis of the instantaneous amplitude, phase and/or frequency; higher order statistics such as cumulants [12]; and
the spectral correlation function [4]. There are two methods for extracting features
from signals: feature engineering using expert knowledge and naive feature extraction
using deep learning algorithms. Many of the handcrafted features are engineered to
exploit certain structures of the transmitted waveforms and can provide robustness
against certain channel distortions. Some of the commonly used features for ampli-
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tude and phase modulated signals are the second, fourth and sixth order cumulants,
which are defined in equations (24)-(8), where y[n] corresponds to the data sequence
composed of the in-phase and quadrature channels as shown in equation. These
cumulants provide the means by which we can classify modulations based on their
unit power constellations as shown in figure 2. For example, cumulants such as C42
determine if the constellation is real-valued (Pulse Amplitude Modulation (PAM)),
circular (Phase Shift Keying (PSK)) or rectangular (Quadrature Amplitude Modulation (QAM)) [13]. Additionally to providing excellent discrimination for phase and
amplitude modulated signals, cumulants are robust against phase offset and other
channel impairments.

y[n] = I[n] + jQ[n]

(2)

C20

N
1 X
(y[n])2
=
N n=1

(3)

C21

N
1 X
=
|y[n]|2
N n=1

(4)

C40 =

C41 =

C42 =

1
N

1
N

1
N

PN

4
n=1 (y[n])
2
C21

PN

2
− 3C20

3 ∗
n=1 (y[n]) y [n]
2
C21

PN

n=1

− 3C20 C21

|y[n]|4 − |C20 |2 − 2|C21 |2
2
C21
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(5)

(6)

(7)

C63 =

1
N

PN

n=1

3
|y[n]|6 − 9C42 C21 − 6C21
3
C21

(8)

While expert feature extraction methods provide relatively specialized solutions,
they lack the generality needed to deal with a complex and growing number of
waveform types and varying channel distortions that occur in non-cooperative environments. With the continuous development of radar technology, a variety of new
modulation methods are constantly emerging, similarly in the digital communication
domain. On the other hand, deep learning-based feature extraction methods easily
scale to additional modulations and provide more general solutions while reducing the
tedious and expensive development of analytical or mathematical models which can
only be performed by subject matter experts. The following section presents some of
the naive feature extraction methods used for AMR.

2.4

Automatic Feature Extraction Methods
While automatic feature extraction techniques have been performing quite well

for natural language processing, speech recognition and computer vision problems
for the last decade, only recently there has been the attempt in automatic feature
extraction with deep learning architectures for modulation classification [14, 15, 16].
Here we will highlight some of these recent automatic feature extraction techniques
and how they have been applied to AMR and have essentially eliminated the need
for feature engineering when sufficient training data is available.
Drawing on the mature application of deep learning in the field of image recognition, many researchers are using a Residual Network architecture (also known as
Residual Neural Network (ResNet)) to classify radar waveforms using a 2D representation. ResNet has won several image recognition competitions [17] because of
its ability to handle the vanishing gradients problem that occurs in deep models. In
9

[18] and [19] a transformation is performed to obtain a time-frequency representation
using Short Time Fourier Transforms (STFTs) as Wigner-Ville Distribution, ChoiWilliams Distribution, and the Gabor transform. These images are then processed
using a ResNet for feature extraction. A similar but more impressive technique is
implemented in [20], where a Single Shot Multibox Detector (SSD) [21] designed to
perform real time object detection is used to classify Low Probability of Interception
(LPI) radar waveforms. This means that the network can localize multiple modulations within one image and it can perform this at 59 Frames per Second (FPS). See
Figure 3.
Another interesting application of 2D CNNs for extracting features from 1D signals
was employed by O’Shea et al. in [15]. Here I and Q sequences are fed as raw
real values signals to a two channel 2D CNN layer. Additional to providing high
discrimination under Additive White Gaussian Noise (AWGN) channel, the 2D CNN
are able to provide features robust against frequency and phase offset. This has
become a common setup, to use 2D CNNs for 1D signal classification and many

Figure 3: Multi-signal localization, classification and parameter estimation using SSD
network and spectrogram [22]. The spectrogram displays PSD with the frequency
(Hz) in the y axis and time (Sec) in the x axis.

10

others have followed to improve upon this method [15, 23, 24, 25]. In [26], 1D CNNs
are used to produce a time-frequency representation of the signal as one would with a
STFT. The output is then processed as a 2D image using a 2D CNN network. Finally,
the features extracted from the 2D images are passed to a Long Short Term Memory
(LSTM) layer to extract features across longer time periods.
While some researchers are using the basic Autoencoder architecture used to classify Modified National Institute of Standards and Technology (MNIST) digits for
AMR [27], others are investigating state of the art architectures developed in other areas and implementing 1D versions [24, 25, 28, 29]. Among these state-of-the-art architectures are ResNet, Convolutional Long Short-term Deep Neural Network (CLDNN),
LSTM, Inception and Densely Connected Convolutional Network (DenseNet). The
original CLDNN combines a 2D CNN and a LSTM to improve performance by harnessing the phase and frequency invariance of 2D CNNs and the long term feature
extraction of the LSTM when trained jointly. The original DenseNet architecture
[30] has several compelling advantages: it alleviates the vanishing-gradient problem,
strengthens feature propagation, encourages feature reuse, and substantially reduces
the number of parameters. In the next section we will dive into the performance and
benefits of these state-of-the-art architectures for AMR.

2.5

Naı̈ve Features Classification Performance
This section provides an overview of several AMR research papers conducted since

2016, when deep learning was first introduced to the wireless communication domain
[14]. Various papers have mainly focused on comparing the performance of handcrafted features versus naive features and proving that naive features can outperform
handcrafted features in many aspects. Other researchers have attempted to improve
the effectiveness of naive feature extraction algorithms by experimenting with dif-
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ferent training methods, signal transformations and new architectures. The results
obtained in these papers shed light on the trends of research, providing interesting
applications and opening up new research topics. The following review consists of
papers published between 2016 and 2019.
While automatic feature extraction techniques have been performing quite well for
natural language processing, speech recognition and computer vision problems for over
half a decade [31], only recently there has been the attempt to automatically extract
features with deep learning algorithms for modulation classification. The first paper
on harnessing a deep neural network for AMR is [27] where Migliori et al. proposed
the use of naive learned features over expert features for modulation classification.
This method was proposed to solve the challenge that specialized solutions have not
been able to provide and have been found lacking. Expert based solutions lack the
generality for the rapidly growing number of waveforms and emitters [32] as well as
the growing complexity of the propagation environment.
In 2016, Migliori et al. published a paper [27] where they performed AMR on six
digital modulation types: On-Off Keying (OOK), Gaussian Frequency Shift Keying
(GFSK), Gaussian Minimum Shift Keying (GMSK), Differential Binary Phase Shift
Keying (DBPSK), Differential Quadrature Phase Shift Keying (DQPSK) and Orthogonal Frequency-division Multiplexing (OFDM) that were synthetically generated to
include AWGN. The dataset consisted of 70,000 samples where each sample was of
shape 100 × 2 representing the I and Q channels. Migliori et al. employed densely
connected Sparse Autoencoders for feature extraction. Here the two hidden layer
model was trained to perform signal compression and later the decoder layers were
discarded and the encoder was kept for extracting features. The performance of this
model was compared to that of an Average Likelihood Ratio Test (ALRT) and quasiALRT model and the likelihood-based models outperformed the feature based model

12

on specific modulations but their performance degraded as soon as new modulations
were added for classification. The network proposed by Migliori et al. achieved 90%
overall accuracy at -2 dB for an AWGN channel, while the likelihood-based methods
achieved 97% overall accuracy at -3 dB.
Shortly after [27], O’Shea et al. published a paper [15] proposing a convolutional
network which performance was compared to that of a SVM, Decision Tree, Naive
Bayes, K Nearest Neighbors (KNN) and ANN classifier using Cyclic-Moments as
features. The synthetic dataset (RadioML2016.10a) consisted of 8 digital modulations and 3 analog modulations that include multipath fading, frequency and sample
offset as well as AWGN. These modulations consisted of Binary Phase Shift Keying (BPSK), Quadrature Phase Shift Keying (QPSK), 8-PSK, 16-QAM, 64-QAM,
Binary Frequency Shift Keying (BFSK), Continuous Phase Frequency Shift Keying
(CPFSK), and 4-PAM for the digital modulations. The analog modulations consisted
of Wide Band Frequency Modulation (WB-FM), Single Side Band Amplitude Modulation (AM-SSB), and Double Side Band Amplitude Modulation (AM-DSB). The
dataset was split into 96,000 samples for training and 64,000 samples for validation
and testing. Each sample signal contained 2 × 128 I and Q data samples which were
fed raw to the 2D CNN. This network achieved 87.4% overall accuracy outperforming
the expert feature methods by 5 dB at negative SNR values.
In [14], O’Shea et al. continued to improve upon their previous work [15] by
adding an Attention Network prior to their 2D CNN network. The purpose behind
the Attention Network was to provide automatic synchronization capability to the
AMR algorithm. The Attention Network acted as a channel estimator providing the
necessary parameters to implement channel compensation prior to the classification of
the waveforms. In this paper the channel distorsions that needed to be compensated
for were sample, frequency and phase offset as well as time dilation. The network

13

proposed is an Attention-Convolutional network and its performance was compared
to a SVM, Decision Tree, Naive Bayes, one layer ANN and three layer ANN classifier
using Cumulants as features. The synthetic dataset (RadioML2016.04C) consisted
of BPSK, QPSK, 8-PSK, 16-QAM, 64-QAM, BFSK, CPFSK, and 4-PAM for digital
modulations; and WB-FM, AM-SSB, and AM-DSB for analog modulations. The
dataset which consisted of 1 million samples was split into 60% for training and
40% for validation and testing. Each sample signal contained 2 × 128 I and Q timesamples which were fed in polar format to the network. While the network didn’t
automatically extract the correct parameters it did slightly improve the classification
over the previous CNN and all the expert-features classifiers under these new channel
conditions. The improvement was around 2% between 0 dB and 5 dB after which
point the improvement was negligible.
In 2017, O’Shea et al. started implementing 1D versions of state-of-the-art architectures for AMR [24]. Among the architectures implemented were Inception, ResNet
and CLDNN. The dataset used was RadioML2016.10a which was also used in [15].
The highest performing architecture was the CLDNN which reached 82% overall accuracy at 0 dB with a maximum overall accuracy of 83% thereafter. While they weren’t
able to surpass their previous results, this paper provided intuition on the filters used
by the network to perform classification of the waveforms. The authors plotted the
impulse response of two of the filters from the first layer of the network which seem
like low pass filters. Other filters exhibited frequency selection, DC blocking, sinc-like
band pass filtering while others were unintepretable.
In [33], Guo et al. proposed a 2D CNN for classification of eight Radar waveforms
including BPSK Barker Codes, Linear Frequency Modulation (LFM), Costa Codes,
Frank Codes and Poly Time Codes (T1, T2, T3 and T4). The I and Q samples
were transformed into time-frequency 1024 × 1024 images using the Choi-Willams
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transform. These images were downsampled to 32 × 32 pixels using an opening
process for SNR improvement. The data set consisted in 8000 images which were
split 80/20 for training and testing. The architecture achieved 85% overall accuracy
at -4 dB and a max overall accuracy of 93.7% at -2 dB assuming AWGN as the only
channel distortion.
In [18], Zhang et al. implemented a 2D CNN similar to LeNet to classify 50 × 50
images consisting of the Wigner-Ville transformation of 5 radar modulations. These
waveforms were LFM, Non Linear Frequency Modulation (NLFM), 3 element PSK
Barker Codes, 5 element Costa code and a continuous waveform. The networks performance was compared a probabilistic graphical classifier extracting expert feature from
the Autocorrelation Function (ACF). The 2D CNN outperformed the probabilistic
graphical classifier by 1 dB at SNR values less than -5 dB with a 95% overall accuracy. They also tested the networks capability to generalize by adding two additional
waveforms (13 element Barker Code and 10 element Costa Code). The CNN network
was able to generalize and loss a negligible amount of accuracy from the additional
two waveforms meanwhile the probabilistic graphical classifier completely degraded
its performance when tested with the new modulations. For these experiments only
AWGN was assumed as channel distortion.
In 2018, Pollin et al. in [34] proposed applying a three layer LSTM architecture which outperformed the CNN proposed by O’Shea et al. in [15] on the eleven
modulation dataset (RadioML2016.10a) found in the same paper. The model also
outperformed multiple classifiers using this architecture among which are the random
forest, SVM, KNN and Gaussian Naive Bayes classifiers. The model achieved an overall classification accuracy of 88% at 0 dB and obtained a max overall classification
accuracy of 90% above 4 dB. The architecture used the L2 normalized amplitude and
phase transformation from I and Q channels. The input to the network was 128 × 2
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where the normalized amplitude and phase occupied different channels.
In 2019, Qu et al. implemented an Inception based autoencoder for image denoising in order to improve the SNR of the images prior to classification [35]. The
denoising autoencoder produced a 1 dB SNR improvement enabling higher classification at negative SNR values. The network achieved 90% overall accuracy at -10
dB for 12 radar modulations while assuming a AWGN contaminated channel. The
twelve modulations were intra-pulse modulation LFM, Sinusiodal Frequency Modulation (SFM), Even Quadratic Frequency Modulation (EQFM), BFSK, 4-Frequency
Shift Keying (FSK), Dual Linear Frequency Modulation (DLFM), Multiple Linear
Frequency Modulations (MLFM), mono pulse, BPSK, Frank Codes, LFM-BPSK and
BFSK-BPSK. The 1024 × 1024 Time Frequency Images (TFIs) were generated using Cohen’s time-frequency transformation and downsampled to 64 × 64 by bilinear
interpolation and amplitude normalization.
In [36], Hoang et al. implemented an AMR algorithm using SSD and You Only
Look Once (YOLO) as detectors. The algorithm was supplemented with parameter
extraction functions and an additional classifier in order to detect a subset of the
waveforms which do not exhibit unique frequency characteristics making them indiscriminable in a time-frequency image. The parameter extraction functions extracted
parameters such as barker length and number of segments in Costa codes using dedicated CNN classifiers and segmentation networks. The algorithm also employed image
processing techniques such as opening and closing process for noise suppression. The
dataset included the following 12 radar waveforms; BPSK Barker Codes, LFM, Costa
Codes, Frank Codes, polyphase codes (P1, P2, P3, P4) and polytime codes (T1, T2,
T3 and T4). Hoang et al. used the Choi-William distribution for detection and
the Wigner Ville distribution for parameter estimation. The network was trained on
25,920 images and validated using 6,480 images. For pulsed waveforms it achieved
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90% overall accuracy at -8 dB and 100% overall accuracy from -2 dB to 10 dB. For
continuous waveforms, 90% overall accuracy was achieved at -9 dB and 100% overall
accuracy at -6 dB. These results were obtained while only considering AWGN as a
channel distortion.
Using a similar methodology as in [36] but tackling a more difficult AMR problem,
in [22] Yang et al. used the SSD network for detecting simultaneously occurring signals
and to estimate general parameters such as bandwidth, center frequency and startend time from the bounding box predictions. These parameters were used to convert
the detected signals to baseband automatically. A multiple-input CNN network was
then used for classification as the SSD is unable to classify amplitude/phase modulated signals, due to the time-frequency spectrum not having sufficient discrimination
capability for these modulations. For phase and amplitude modulated waveforms,
the multiple-input CNN classifier exploited the eye diagram of the I and Q channels
as well as the vector representation of the baseband signals for discrimination.
The dataset used in [22] consisted of BPSK, QPSK, Offset Quadrature Phaseshift Keying (OQPSK), 8-PSK, 16-QAM, 16-Amplitude Phase Shift Keying (APSK),
32-APSK and 64-QAM. The channel distorsions simulated were symbol rate offset,
frequency offset, phase offset, and AWGN. The 512 × 512 time-frequency images used
to feed the SSD network were created using the STFT. The multiple-input CNN
classification network used three 128 × 128 inputs. These inputs are the signal vector
diagram and eye diagram for the I and Q channels. The SSD network produced 90%
overall accuracy at 5 dB and reached a max of 95% overall accuracy. The network
estimated carrier frequency with a 2% error and start/end time with 38.6% error at 0
dB. The multiple-input CNN alone obtained 90% overall accuracy at 2 dB and a max
of 100% overall accuracy after 9 dB. When the SSD was used to automatically down
convert the detected waveforms and feed these to the multiple-input classifier the

17

performance of the model degraded proportional to the frequency offset distortion.
The joint networks resulted in 90% overall accuracy at 4 dB and a max of 98% overall
accuracy at 10 dB when no frequency offset was present.
As can be seen by all the new research of deep learning based AMR algorithms,
the AMR field is experiencing a shift from statistical methods to deep learning neural
networks just as has happened in the fields of computer vision, natural language processing and speech recognition [37]. This is in part due to the fact that the design of
these specialized solutions tend to be time demanding as they typically rely on manual development of mathematical feature extraction methods for which a significant
amount of domain knowledge is required. Dozens of new research papers are demonstrating the state-of-the-art results which deep learning based methods can achieve in
certain areas where statistical methods once led [15]. It is not just the performance
of deep learning models on benchmark problems that is most appealing; but the fact
that a single model can characterize different channel conditions, obviating the need
for specialized hand-crafted features for different environments. In the next section
we will dive into some details of the neural architectures that have been applied to
AMR recently.

2.6

Deep Learning AMR Algorithms
While most expert designed feature extraction methods tend to be modulation

specific, this is not the case with automatic feature extraction methods. It has been
shown that deep neural network architectures which have led to state of the art results
in fields so far as in image recognition and natural language processing can produce
state of the art results for time series applications in general [25]. Therefore, it is
important to study the state-of-the-art architectures of other areas and investigate
their performance for AMR. Recently, researchers in the digital communications field

18

have started to apply deep neural networks to cognitive radio tasks successfully. In
particular it has been shown that relatively simple convolutional neural networks
outperform algorithms with expert features for radio modulation. In the next section
we will give on overview of some of the architecture successfully employed for the
task.

2.6.1

Convolutional Neural Networks

Figure 4: 7 layer LeNet-5 neural network architecture. The convolutional layers are
labeled Cx, maxpooling layers are labeled Sx and the dense layers F x, where x is
the index.
In 1989, Yann LeCun described the handwritten digit recognition problem and
showed that even though the problem is linearly separable, single-layer networks exhibited poor generalization capabilities and that multi-layered shift-invariant feature
detectors could performed better [38]. In 1998 LeCun et al. released a paper proposing a novel CNN architecture that outperformed all other models on the handwritten
digit recognition task [39]. The architecture name LeNet-5 consisted of 3 CNN layers
and 1 dense layer used to classify the digits. See Figure 4. The network was trained
on a combination of two datasets (NIST’s Special Database 1 and 3) which they
called the Modified NIST, or MNIST. MNIST consisted of 60,000 training samples
and 10,000 test samples of 32 × 32 images.
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Forwarding to 2010, when ImageNet Large-Scale Visual Recognition Challenge
(ILSVRC) was launched. This classification part of this competition consisted in
recognizing more than 1.2 million high resolution images of 1,000 categories [40] and
required “deeper” architectures to reduce the top-5 and top-1 testing error. In 2012
the competition was won by AlexNet, a “deep” CNN architecture designed by Alex
Krizhevsky [31]. AlexNet contained eight layers of which the first five were convolutional layers, followed by a three dense layer classifier. The network had a 256 × 256
input and outputed a flatten vector of length 1000. See Figure 5.
The following year, the ILSVRC classification competition was won by a network
called ZFnet which contained 5 CNN layers and 3 dense layers similar to AlexNet [41].
In 2014, the first and second place winners were GoogLeNet and VVGNet respectively.
GoogLeNet was 22 layers deep while VVGNet was 16 layers deep. Researchers now
knew that state of the art networks required going deeper [42, 43, 44, 45, 46] and all
started exploring models as deep as 30 layers. But deeper models are difficult to train
because of the exploding and vanishing gradients and will not produce lower testing
error by trivially stacking them [47, 48]. See Figure 6. In the next section we will see
how a novel architecture solved the problem of training deeper networks.

Figure 5: AlexNet 5 layer deep neural network architecture.
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Figure 6: Training and test error of two networks trained on CIFAR-10 without
residual connections. The network with more layers (deeper) exhibits higher error
than the shallow network [49].
2.6.2

Residual Network Architecture

ResNet was introduced by Kaiming He, Xiangyu Zhang, Shaoqing Ren and Jian
Sun in 2015 with the purposes of easing the optimization of deep neural networks
[49]. This 152 layer network won 1st place on the 2015 ILSVRC classification and
localization tasks. They also took first place in the 2015 COCO classification and segmentation tasks [50]. As stated by the authors, they won these competitions “...solely
due to our extremely deep representation...”. This was achieved using residual mapping to ensure that future network layers learn at minimum the identity function in
order to avoid the banishing gradient effect of deep neural networks. This residual
mapping is achieved using shortcut connections as shown in Figure 7. Notice that the
input x is added to the output of the two layers f (x) creating a direct path (identity
path).
After ResNet, all of the winners of the ILSVRC used some variant of the residual
connections in their architectures to lower the error of the models. ResNext and the
first place winners of the two following ILSVRC competitions build on the same principle of skip connections [51, 52]. See Figure 8. Since then, the research community
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Figure 7: Basic residual unit of a ResNet architecture. [49]
has heavily studied residual networks from which many variants of the ResNet has
resulted. One of these variants is DenseNet. We will go over view this network in the
next section.

Figure 8: ILSVRC Classification challenge statistics [53]
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2.6.3

DenseNet Architecture

DenseNet was introduced in 2016 by Huang Gao et al. [30]. Figure 9 and 10
illustrate its layout schematically. While ResNet proposes summing the outputs from
a previous layer with the following layer, DenseNet proposes concatenating outputs
from all previous layers, hence the name Densely Connected Convolutional Network.
According to Huang et al., this concatenation of feature maps learned by previous
layers increases variation in the input of subsequent layers, handles the problem of
vanishing gradiants and encourages feature reuse making the network highly parameter efficient. In order to regulate the amount of feature maps produced by this
concatenation, a 1 × 1 convolution is performed prior to each 3 × 3 convolution and
in the transition layer. This control of information flow is also seen in networks such
as LSTMs, which we will overview in the next section.

2.6.4

Long Short Term Deep Neural Network

LSTMs were introduced in 1997 by Sepp Hochreiter and Jurgen Schmidhuber [54].
These neural networks contain memory that are suitable for learning sequential data
such as sentences and time series data such as speech or temperature. LSTMs optimize
the gradient vanishing problem found in Recurrent Neural Networks (RNNs) by using
forget gates in its memory cell, which limits the learning of long-term dependencies.
These forget gates are represented in Figure 11 by the sigmoid activation followed by a
point wise multiplication. The sigmoid layer outputs numbers between zero and one,
describing how much information from a previous state should be let through. The

Figure 9: Diagram a DenseNet network containing three dense blocks [30].
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Figure 10: A 4-layer dense block with a growth rate of k = 4. Notice that each layer
takes all previous layers as input. [30].
first gate decides how much of the previous information to conserve, the second gate
decides how much of the new information will be added with the previous information
and lastly the third gate decides how much of the combined information will be
outputted. In the following section we will overview the combination of CNNs and
LSTMs.

Figure 11: LSTM layers include three forget gates to control information flow and
long-term dependencies [55].
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2.6.5

Convolutional Long Short Term Deep Neural Network

CLDNN were introduced in 2015 by Sainath et al. for the task of speech recognition [56]. The architecture is composed of two convolutional layers, two LSTM layers
and a two layer fully connected classifier as shown in Figure 12. Sainath et al. states
that the LSTM’s performance is improved when provided better features as those
coming from the CNN which have reduced spectral variance. The network was shown
to provide up to 5% improvement over only using LSTM or CNN layers and others
have shown similar outcomes [57, 58, 59]. In the next section we will go over networks
that combine feature extractors with different classifiers to enable classification and
localization of objects in an image.

2.6.6

You Only Look Once

Until now we have seen architectures that are good at performing the single task of
classification. One set of deep learning algorithms that enable both the localization
and classification of multiple objects in an image are object detection and image
segmentation algorithms. These are divided into single-stage methods which are

Figure 12: CLDNN Architecture [56].
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designed for speed and two-stage methods which until recently offered the highest
classification accuracy. Among the single stage methods, the most popular are YOLO
[60] and SSD [21] while for two stage methods the most well known include Region
Proposal with CNN (RCNN) [61], Fast RCNN [62], and Faster RCNN [63].
Two stage object detectors such as RCNN divide the object detection task into

Figure 13: Two stage region proposal object detection algorithm.

26

localization and classification as shown in Figure 13. In the localization stage, multiple
regions are extracted from an image using a selective search algorithm [64] which
predicts windows that may contain an object of interest, features are then extracted
from these windows using a CNN and classified using a SVM [61]. One stage methods
such as YOLO and SSD frame the task of object detection as a regression problem
enabling the network to perform both localization and classification on a single pass.
This simultaneous prediction of bounding boxes and class probabilities for those boxes
result in real-time predictions at the expense of accuracy while multi-stage pipelines
tend to have higher accuracy at a higher latency. See Figure 14.
YOLO was introduced in 2015 by Joseph Redmon et al. The network was designed
for real-time object detection, achieving 150 FPS on a Titan X Graphics Processing
Unit (GPU) and still managed higher Mean Average Precision (mAP) than other
real-time networks at the time [60]. The YOLO architecture was incrementally improved between 2015 and 2018 and currently three versions exist [2, 60, 66]. Each

Figure 14: Mean average precision vs latency of single-stage versus multi-stage object
detection algorithms [65].
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improvement made the network computationally more efficient as well as more accurate. We will implement the YOLO v3 algorithm for this research as at the time of
this writing it was the fastest and highest performing object detector.
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III. Methodology
3.1

Preamble
Deep learning algorithms can be employed to perform time-series data analysis

using 1D, 2D or 3D architectures. In this section 1D neural network layers will be
employed to automatically extract features from one dimensional data. While much
research has experimented using CNN on raw I and Q data, these networks can also
extract features from instantaneous phase, frequency and amplitude as well as from
the correlogram [67] or any other meaningful 1D transformations.
To ease the classification problem, many assumptions are made when training the
1D CNN architectures. Signals are assumed to ...
• have been down converted to baseband
• ideally synchronized
• contain at least one symbol or pulse
• contain a single modulation
• have corrected phase and frequency offset.
While models can be trained at different frequency bands, it is assumed that all signals
have been down converted to baseband. The baseband signals are also assumed to
be ideally synchronized that is that there exist no symbol timing offset and that the
starting and ending data points are known. Using this knowledge all samples are
assumed to contain at least one pulse or symbol. The next assumption is that only
one signal is transmitted in an instance of time. In practice signals can be transmitted
simultaneous in time, phase or frequency and cannot be separated using 1D networks
(assuming baseband signals) without additional processing. The last assumption is
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that frequency offset or phase offset has been corrected. While CNNs are phase
invariant, they are only tolerant to a small amount of frequency offset. More on this
will be seen in Chapter IV, where several tests are performed to determine the models
capabilities.

3.2

Time Series Classification
In the following section 1D CNN architectures will be used to classify sequential

data. It has been shown that convolutional networks can outperform recurrent networks on audio synthesis [68]. They have also been shown to exhibit substantially
longer memory than LSTMs and Gated Recurrent Units (GRUs) while requiring less
computational resources, and have been shown to offer state-of-the-art performance
in many tasks while requiring less inference time [69]. The 1D convolution network
will be trained to classify modulated radio signals. These models can than be used
to provide an alternative to statistical methods for pulse extraction and RF signal
parameter estimation due to their ability of classifying modulated signals in the negative SNR range where threshold detectors prove less effective in non-cooperative
environments.

3.2.1

Dataset and Input Pipeline

The input of the neural network are batches of raw radio signals. We use the
DeepSig dataset RADIOML 2018.01A which consists of 2.5 million samples of 24 digital and analog modulations from over-the-air collection and synthetically generated.
Each sample is a 1024×2 vector where 1024 is the signal length and 2 represents the I
and Q channels. The dataset is labeled with both modulation type and SNR ground
truth. Figure 15 depicts one of each of the modulations included in the dataset.
In order to effectively train the models care was taken to develop an input data
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Figure 15: DeepSig RADIOML 2018.01A dataset samples [70].
pipeline that
• delivers data with randomness and without duplication
• maximizes the GPU and Central Processing Unit (CPU) usage
• provides flexibility for data augmentation.
The original dataset was stored in one large 20 GB h5 file and was therefore
converted to Tensorflow’s native TFRecord format which enables efficient training
on large datasets that do not fit in memory by accelerating data IO, processing and
consumption. This was achieved by storing the data over several 256 MB binary files
which can only be read sequentially for higher file reading speeds. We also wrote all
preprocessing operations using Tensorflow’s low level API which enables training with
high-performance graphs. Lastly, we employed the APIs supported functions such as
prefetching which overlaps the preprocessing and model execution of a training step,
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enabling uninterrupted flow of data to the GPU and avoiding it from being idle. This
input pipeline radically reduced the training time from 20 minutes per epoch to 2
minutes per epoch on a V100 GPU.
The original dataset was store sorted by modulation type and SNR values in
ascending order. To ensure the most reasonable representation of the data was distributed across the training, validation and test sets the dataset was shuffled prior to
the conversion into TFRecords. The data was divided using a 60/20/20 split making
sure the data was uniformly distributed and that each modulation had a uniform
distribution of SNR values. See Figure 16.
Additionally to requiring the training split to reasonably represent the overall
distribution of the test split, deep learning models require that training samples be
fed in a non-deterministic manner at training time. It is recommended that the data
is shuffled at every epoch to reduce variance and regularize the model. To achieve this
we used Tensorflow’s tf.data API to shuffle and interleave how the data was extracted
from files and reshuffled when loaded in to memory.

Figure 16: 60/20/20 Training, validation and testing split exhibiting a uniform distribution across all 24 modulations and 28 SNR values.
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3.2.2

1D ResNet Architecture Implementation

Higher accuracy in neural network architectures is commonly attributed to additional layers. The intuition is that earlier layers learn simple features while deeper
layers can extract more fine and complex features. Nevertheless it has been empirically demonstrated that there are limits to the expressiveness which deeper layers can
achieve without encountering performance degradation [17]. The difficulties arise in
training when the gradient computation shrinks to zero causing gradients to vanish.
Figure 17 illustrates the resulting performance of increasing the number of layers in a
model from 20 to 52. The poor performance of the 56-layer CNN could be blamed on
many factors, one of them being the vanishing gradient. ResNet solved this problem
of training very deep layers by using skip connections to enable the optimization of
deeper networks which offer higher accuracy while maintaining low architecture complexity. The theory behind the technique is that residual connections enable deeper
networks to at minimum learn the identity mapping.

Figure 17: Training and test error of two networks trained on CIFAR-10 without
residual connections. The network with more layers (deeper) exhibits higher error
than the shallow network [17].
While there exist many residual block variants, the simplest form is shown in
Figure 18. This block consists of a layer (convolutional, dense, etc.) followed by an
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activation function (ReLU, SeLU, etc.), followed by a second layer. The output of
this second layer F (x) is then added to the input x of the first layer prior to the
second activation function. This skip connection between the input and the output
of the second layer creates an identity mapping which does not have any parameters.
Lastly, the addition is possible provided that the input and the output feature maps
contain the same dimensions.

Figure 18: Simple Residual Block [17].

Figure 19: 1D ResNet with 6 residual stacks composed of two residual units each [1].
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Figure 20: 1D ResNet network baseline [1].
Using this simple intuition and guided by the work performed by O’Shea et al. [1],
we develop an AMR classifier following the ResNet architecture using 1D convolutions.
Figure 19 and 20 illustrate the overall structure of the network. The residual block
here called residual unit follows the same split-transform-merge paradigm. The input
is bypassed to the addition operator by the identity shortcut and fed to two 1D
convolutions which transforms the feature map with Rectified Linear Unit (ReLU)
and linear activation functions. The output features of these operations are merged
with the inputs and passed through a second ReLU activation function. The addition
of these two feature space are enabled by the 1 × 1 convolution which acts as a
projection operator. This operation expands or constrains the feature map enabling
the dimensions of the two feature spaces to match in the addition. These residual unit
operations are repeated twice in the residual stack before down-sampling the feature
map. Here the max pooling layer provides an approach to down-sample by a factor
of 2. This lower resolution version of an input keeps only the max values insuring
that only the relevant features are passed to the next residual layer. This also reduces
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computation in the next layer where more abstract features are computed without
the fine details which may not provide more information.
The original architecture [1] resulting in the the highest performance contained
six of these residual stacks prior to the classification phase. The classifier contained
a flatten layer followed by two dense layers. Each dense layer uses mean-response
scaled initialization (MRSA) [45] with scaled exponential linear unit (SELU) activation functions which provide self-normalization. For regularization alpha dropout
was employed in the dense layers. The authors of [1] did not provide the filter sizes
employed in their final architecture, therefore a small hyper-parameter search was
implemented to obtain the filter sizes that produced a model close to 229,000 trainable parameters and the performance stated by the authors. The model was trained
using categorical cross-entropy as a loss function and an Adam optimizer.
Figure 21 displays the filter size combinations iterated over with the resulting
model parameters and validation accuracy after training on 1024 batches for 300
epochs with dropout set to 0.5. It seems like the authors of [1] used various filter sizes
through out the network to obtain their 229,000 parameter model. For our models
we assigned the kernel sizes uniformly across every residual unit. After training the
models with the various filter sizes that gave a close parameter count to [1], we selected
filters to have kernel sizes of (6,7) which resulted in the highest validation accuracy
as shown in Figure 22. Many other parameters such as learning rate, learning rate
scheduler, epochs, batch size, and dropout rate were not specified by the authors in
[1]. They also presented the results of training on two separate datasets but provided
an aggregate of the two making it impossible to compare our results with theirs. We
therefore resorted to training the models using different learning rate schedulers and
methodologies in order to achieve the highest performing models and compared them
to the baseline we obtained here.
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Figure 21: Each residual unit contains two convolutions for which a kernel size needs
to be selected. The original authors of [1] stated that their model resulted in 229,000
trainable parameters. We performed a small grid search to find the best model with
a similar parameter count. (Left) Kernel sizes combination and parameter counts.
(Right) Max validation accuracy of kernel combination.
The following parameter tuned was the learning rate. The learning rate controls
both the speed of convergence and the performance of the network. After several
initial attempts to manually set the learning rate, we noticed that starting at a high
learning rate, reducing the learning rate too quickly or too low were all detrimental
to the model’s performance. Notice from Figure 23 that starting training with a
learning rate of 0.1 resulted in a poor performing model compared to starting with a
learning rate of 0.001 or 0.01. Fortunately, Leslie Smith [71] presents a simple method
of empirically determining the learning rate to avoid instabilities in the gradients.
The process consists in training a model one iteration at a time (forward and
backward pass) and storing the training loss starting from a low learning rate and
gradually increasing the learning rate until the loss starts to diverge. If training
batches are small high variance in the loss can be expected and a moving average of
the loss could be used. Plotting the training log loss versus the learning rate will reveal
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Figure 22: Validation accuracy of the kernel combinations. We selected the 6,7 kernel
combination which resulted in the best training and validation performance. The max
accuracy achieved by each model is shown in Figure 21.
when the learning rate will produce the fastest converging model without leading to
instability. For this experiment we used an initial learning rate of 1e-6, a multiplier
of 1.1 and a batch size of 1024. For a stopping criteria, the training loss was tracked
until it surpassed twice the initial loss. Analysing the results shown in Figure 24 we
observe a drop in the loss up until 1e-2 where the loss appears to diverge. This is
the learning rate with the highest potential of fastest convergence before the model
becomes unstable.
To evaluate this method, three models were trained from the same initial weights
for learning rates of 1e-6, 1e-2 and 1.5e-2 for 50 epochs with 1024 batch size. The
theory is that higher learning rates can result in a low performing model and a small
learning rate can result in longer training time. Notice from Figure 25 that the most
conservative rate (1e-6) effectively takes longer to reduce the loss, while the rate of
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Figure 23: Training and validation performance comparison for models trained with
dropout rate set to 0, kernel sizes set uniformly to (6,7), initial learning rates of 0.001
(button),√
0.01 (middle) and 0.1 (top) with a reduce on plateau scheduler with a decay
factor of 0.1.
1e-2 reaches a lower loss in the same amount of iterations. We also plotted the results
for a sightly larger rate (1.5e-2) which introduces a slight detriment to the loss of the
model as expected. While it still results in a reduction of the loss it is not able to
reduce the loss as low as a learning rate of 1e-2.
As discussed earlier, we should select a learning rate where the loss is falling but
before it starts to diverge. We choose the initial learning rate to be 0.001 as it has
high potential of reducing the loss while keeping us away from unstable models. In
Figure 23 we noted that reducing the learning rate too quickly is also detrimental to
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the performance of the model. Therefore, the next step in our search for the best
performing network was to find the appropriate learning rate scheduler.
Initial experiments employed the basic reduce on plateau, Cyclical Learning Rates
(CLR) and Stochastic Gradient Descent with Restarts (SGDR) learning rate scheduler. In [72], Hutter et al. proposed SGDR for improving the gradient optimization
problem and showed performance improvement of this learning rate restart technique
on the ResNet architecture. In [71], Leslie proposes that the difficulties of minimizing
the model loss arises from saddle points rather than from local minima and proposes
CLR schedulers to rapidly traverse these saddle points and reduce training time. After training using these schedulers with multiple settings we plotted the best results
to illustrate the performance improvement obtained. Figure 26 illustrates how SGDR
and CLR schedulers slightly improved the validation accuracy of the models compared
to using a ReduceOnPlateau scheduler which monotonically decreases. While the cosine decay with a repetition interval of 1 achieved its highest accuracy the earliest,
it proved pointless to than slowly increase learning rate after that point. The cosine
decay with a repetition interval of 10 achieved its highest performance at epoch 260
but it was only 0.04% higher than the repetition interval of 1 which is not substantial.
The SGDR achieved the highest accuracy at the end of the training session providing
the highest model performance improvement. See Table 1. With our learning rate
scheduler determined we proceeded to implement data augmentation conventionally
known to regularize models and combat over-fitting.
Scheduler
SGDR
CLR-Cosine-10
ReduceOnPlateau
CLR-Cosine-1

Val Acc
0.6215
0.6206
0.6203
0.6202

Epoch
299
260
298
157

Table 1: Parameters employed for generation of data augmentation.
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Figure 24: Empirical method for determining the adequate learning rate proposed by
[71] consisting in logging the loss of the model as the learning rate gradually increases.
Here we plot the training loss against the log of the learning rate ranging from 1e-6
to 1e-1 and notice that the model diverges for learning rates higher than 1e-2.

Figure 25: We trained three model starting with the same initial weight with learning
rates of 1e-6, 1e-2 and 1.5e-2. The results validate the method proposed by [71].
The data augmentation implemented were AWGN, filtering, dropout, cutout,
phase offset, frequency offset and symbol rate offset using similar parameters for the
distortions as in the original implementation of the network [1]. See Figure 27 and
Table 2. We employed a 4th order Butterworth low pass filter with cutoff frequency
varying between 0.08 ∗ Fs and 0.1 ∗ Fs . Figure 28 illustrates the frequency response
of the low pass filter and the bandwidth of three of the modulations. Adding noise
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Figure 26: Experimental training using a baseline ReduceOnPlateau, a cyclic learning
rate and SGDR learning rate scheduler. The learning rate was varied between 1e-3
and 1-e5 with a dropout of 0.3. The validation results are shown in table 1.
Augmentation
AWGN
Cutout
Dropout
Symbol Rate Offset
Phase Offset
Frequency Offset
Loss Pass Filter

Units
SNR (dB)
Samples (%)
Samples (%)
Samples
Degrees
Hz
Hz

Range
U(2, 28)
U(0,25)
U(0,10)
U(-256, 256)
U(-90,90)
U(-0.05, 0.05)Fs
U(0.08, 0.1)Fs

Table 2: Parameters employed for generation of data augmentation.

as augmentation is something commonly done when working on time-series data, as
well as adding channel distortions [73]. Recently, Xu et al. published a survey on
data augmentation for time-series data [74]. They present time, frequency domain
transformations as well as neural network based generative models among the most
adopted methods. Interestingly they do not consider filtering, dropout, [75, 76] and
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cutout [77] as time-series augmentations. While filtering is a common practice for
SNR improvement used across disciplines, augmentations such as dropout and cutout
are more common in the Computer Vision (CV) field. These data augmentation techniques consist of zeroing out samples of the data. Dropout zeros out random samples;
while cutout zeros out sections of the images. One dimensional implementations of
these were used as augmentation to help regularize our models.

Figure 27: Augmentations employed for regularizing and improving the performance
of our models.
Figure 29 illustrates the performance improvement or degradation of using the
individual augmentation techniques. Here we compare results of applying different
data augmentation to the model. Each model was trained using 50% augmented data
and 50% original data to see the effect of the individual augmentations on the model’s
performance. The idea of data augmentation is to generate synthetic data covering
unexplored input space which will not adversely affect the models performance. As
we can see all but filtering provided similar or better performance after 50 epochs
when compared to no augmentation. Filtering is commonly performed to improve
SNR and it is not different in this scenario. Therefore applying filtering 50% of the
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Figure 28: Frequency response of the Butter-Worth filters employed for augmenting
the dataset.
time is skewing the dataset towards higher SNR samples, degrading the performance
of the model.

Figure 29: Performance improvement of using individual augmentations.
Multiple experiments were ran including and excluding filtering as an augmentation and the results show that lower levels of filtering improve the models performance.
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See Figure 30. When the model was trained applying each augmentation with a 10%
rate we saw 0.5993% improvement in performance relative to not using augmentation, while excluding filtering led to 0.5977% improvement again relative to not using
augmentation. Notice that in three instances using all the augmentations produce
better results than excluding filtering. This demonstrates the practical effectiveness
of all these techniques as augmentation.

Figure 30: Due to high variance we trained four models for each experiment. Overall
the models exhibited a performance improvement when using augmentation including
filtering versus excluding filtering or not using augmentation.
With the results obtained from using augmentation we proceeded to run inference
and plot the Receiver Operating Characteristic (ROC) of the best model. Observing
the results we noticed that two of the modulations were erratically classified when
compared to the results shown in [1]. Figure 31 shows the results of the authors
training on a synthetic dataset with only local oscillator offset of 0.0001% as distortion
and our results training on both synthetic and collected data. Notice that all four
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AM waveforms have poor performance in our test, especially the suppressed carriers.
While in [1], these waveforms were among the four worst performing, they were
classified with 80% accuracy for SNR values above 10 dB. Closer examination of the
results on transfer learning found in [1], where the authors trained on synthetic data
and fine tuned on collected data, reveal that they got similar results to ours. Figure
32 on the left shows their confusion matrix after training on synthetic data using only
Local Oscillator (LO) offset as distortion and fine tuning on collected data. On the
right are our results after training on the mixed dataset they provided. The results
they obtained here led them to train using individual channel distortion and than
perform transfer learning on these individual models. See Figure 33. Here they display
the results of training five models using individual distortions and performing transfer
learning on collected data an as can be seen, the models performance degrades for
each of these synthetic channel distortions. From the results obtained they concluded
that the synthetically generated distortions do not match those found on the collected
data which led to the degradation when implementing transfer learning. To validate
that this was the cause of our results we trained a model on the entire dataset even
though great care was taken to split the dataset evenly and similar results as those
in [1] were obtained as shown on Figure 31. This validates that our data pipeline is
functioning properly and that the root of the poor classification is the mixture of the
synthetic and collected dataset for the analog modulations in particular.
Upon encountering the aforementioned problem, one of the troubleshooting steps
we performed was to retrain the models using a parameter count closer to the one
found in [1]. Here O’Shea et al. states their 6 stack model approximately had 229,000
parameters. The network contains 30 convolutional layers out of which 6 are 1 × 1
projection layers accounting for 5376 of the trainable parameters. The network also
contains three dense layers in the classifier which account for 85,272 of the total pa-

46

Figure 31: Comparison of model trained on synthetic data with phase offset as distortion (left) [1] and our model trained on both synthetic and collected data (right).

Figure 32: Comparison of model trained on synthetic data with just AWGN as distortion (left) [1] and our model trained on both synthetic and collected data (right).
The results shown are for SNR of 10 dB.
rameters. This leaves us with 24 convolutions for which the kernel sizes should be
determined and for which the total parameter count is approximately 138,352. Evaluating all the possible permutations with replacement for kernel of sizes 3 through 8
would lead to

24∗6

P24 = 6.32e + 51 permutations and

24∗6

C24 = 6.29e + 28 combina-

tions which is intractable. Therefore we generated 10e + 6 random values sampling
from a pool of 6 kernel sizes with replacement and filtered out all combinations that
yield 138, 352 ± 1000 parameters assuming each individual kernel could be set to a
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Figure 33: Performance comparison of models trained on synthetic data with individual distortions and fine tuning on collected data , where τ is the delay spread of
Rayleigh fading channel and σclk is local oscillator offset [1].
unique value. This generated 905,460 unique combinations out of which we randomly
selected 4. We repeated this process assuming that the kernels in each unit could be
of the same size. This generated 196,398 unique combinations out of which we also
randomly selected 4. The total parameter count of model with random kernel sizes
was 229,656 and for models with a random kernel size per unit was 228,632. Figure
34 displays the results.
The models were trained several times with augmentation and SGDR with restarts
at each 75th epoch selecting the top models after every training session. The model
indexed 0 was the top performing model after the fourth training session. Note that
we intentionally selected two models to have increasing and decreasing kernel sizes.
These were the worst performing when compared to the rest of the models which had
alternating kernel sizes in one form or another. See models 9 and 10 in Figure 34.
A second test we implemented while troubleshooting the aforementioned problem
was to trained the network using different normalization and scaling methods. O’Shea
et al. stated they only normalized the data to unit variance. Additionally to unit
variance, we implemented zscore normalization, minmax scaling to have values lying
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Figure 34: Accuracy results of training models using randomly generated kernels to
approximate the 229,000 parameter count of the original architecture.
between [0, 1] and lastly max absolute scaler was implemented to have values lying
within the range [-1, 1]. Figure 35 illustrate the results of the different normalization
and scaling strategies. No improvement was obtained from these additional strategies
therefore our final model was trained using unit variance normalization as the only
preprocessing done on the dataset.
In Figure 36 we see a comparison of models with kernel sizes randomly selected
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Figure 35: Models performance results to different normalization strategies.
versus using a grid search. As can be seen, the models using the grid search kernel
values resulted in a slightly higher accuracy. Nevertheless we decided to keep the
kernel sizes found using the random search as the parameter count is closer to 229,000
and the accuracy difference is only 0.06%. The final parameters to tune after selecting
the kernel sizes was the SGDR repetition interval. Figure 37 displays the results of
restarting the learning rate scheduler at 75, 100 and 125 epochs. Clearly the models
benefits the most from a repetition interval each 100 epochs. With this final parameter
determined, we proceeded with training our final models.
Our final model was trained using unit variance normalization, data augmentation
as described in table 2 including filtering, using SGDR learning rate scheduler with
learning rate varying between [1e-3, 1e-5] with restarts at each 100th epoch, using the
kernel sizes found in row 0 of figure 34 on the entire training and validation set for
600 epochs. This concludes the training of the 1D classifier. In the following section
we go over the implementation of an object detection algorithm for detection and
classification of simultaneously occurring modulations.
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Figure 36: Performance comparison of best kernels selected using grid search vs a
random search. The kernels found using the grid search outperformed those found
using the random search.
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Figure 37: Model performance as function of SGDR restart intervals.
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3.3

Time-Frequency Detection and Classification
As we shall see in section 4.2.5 , 1D architectures have certain limitations when

performing time-series analysis. One particular limitation is that they can not classify
simultaneous occurring signals without significant preprocessing. In practice, radios
can sample frequency bands wide enough to contain several signals as is shown in Figure 38. Hence the detected signal Y [n] may contain several waveforms which could
share any combination of the time and frequency space. Scenarios where waveforms
overlap in both frequency and time require more than simple sub-banding prior to
classification. Object detection algorithms in conjunction with time-frequency imagery enable us to perform wide-band spectral sensing and classification simultaneously. These architectures are sophisticated enough to concurrently localize and
classify multiple objects. Additionally, due to the translation invariance of 2D CNNs,
object detection networks are not affected by phase or frequency offsets. In this
section we will explore more of these benefits of the 2D architectures.

3.3.1

Object Detection

Object detection is the process of detecting the presence of one or more objects in
an image, localizing these objects in the image and classifying them. Object detection
algorithms such as YOLO v3 using time-frequency images can be used to detect and

Figure 38: In practice there are scenarios with multiple waveforms sharing the same
frequency band (a), occurring simultaneous in time (b) or a combination of both (c).
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classify frequency modulated waveforms. Figure 39 illustrates the typical output of
an object-detection algorithm. Notice that objects are labeled by type and that a
confidence score is given above each bounding box. The object detector returns a list
of detected objects with the following information for each object:
• The confidence score (Pc ) in the [0, 1] range, which conveys the probability of
an object being present at the location.
• The class of the object (LFM, Barker Code, etc...).
• The class probabilities, which represent the networks confidence of the objects
class.
• The coordinates of the rectangular region of the image where the object is located. These bounding boxes are represented by the upper left corner coordinate
and the lower right corner coordinate [(x1 ,y1 ),(x2 ,y2 )].

Figure 39: Output of object detection algorithm.
From the list above you can see that single stage object detection is composed
of binary classification (object present or not), multi-label classification (classifying
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more than one object per image) and vector regression (predicting the coordinates
of the bounding boxes) with vector regression being a critical part of the algorithm.
To ease the regression problem and to help the network generalize better (avoid overfitting), the model evaluation criteria is of critical importance. In the next section we
will be talking about the Intersection Over Union (IoU) as an evaluation metric for
object detection.

3.3.2

Intersection over Union

In object detection, bounding boxes are used to localize objects in an image. To
quantify the similarity of a predicted bounding box and the ground truth the IoU
metric is used. See Figure 40. Here the area of intersection is divided by the union
of the two bounding boxes as illustrated in Figure 41. This is similar to the Jaccard
index [78], which is defined as the intersection of two sets divided by the union of
the two sets. See equation (9). The IoU metric produces a score between 0 and 1.
A higher score is awarded for bounding boxes that heavily overlap with the groundtruth bounding boxes and a lower score for those with less overlap. An IoU score
greater than 0.5 is normally considered a “good” prediction.

Figure 40: Ground truth bounding box and predicted bounding box.

J(A, B) =

|A ∩ B|
|A ∩ B|
=
|A ∪ B|
|A| + |B| − |A ∩ B|
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(9)

Figure 41: Intersection over Union measure of similarity.
3.3.3

Anchor Boxes

Figure 42: Yolo v3 bounding box annotation format illustration.
The ground truth bounding boxes are generated using object detection annotation
tools such as LabelIMG, Labelme or Labelbox (More annotation tools are found here:
[80]). Notice that these bounding boxes are centered around the objects of interest
and are of different sizes and aspect ratios. See Figure 42. The YOLO v3 annotation
format for bounding boxes is [class,x11,y11,x12,y12], where class is the name of one of
the objects of interest, (x11,y11) are the upper left coordinates of the bounding boxes
and (x12,y12) are the lower right coordinates of the bounding box with the origin
being at the upper left corner. Predicting these bounding box coordinates directly is
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Figure 43: Localization expressed as a heat map, where the color-coding scheme
identifies regions that are relatively important to the architecture to perform the
object detection. Adding anchor boxes helps the network in predicting the correct
dimension of the bounding boxes [79].
not the most efficient. Observing a class activation map for the detection makes it
easier to understand why. See Figure 43. Notice that it would be more accurate to
predict the center of the object of interest with the width and height from the heat
map in order to capture the location of an object than to predict four coordinate
points. In [81], Ren et al. introduced anchor boxes in order to ease the regression
problem of their Faster R-CNN network. Anchor boxes also call priors, are a set of
predefined bounding boxes of a certain height and width. These boxes are defined to
capture the scale and aspect ratio of the specific object classes to be detected and are
typically chosen based on the sizes of the objects found in the training set.
In order to use anchor boxes with the YOLO v3 architecture, the bounding boxes
are represented by the normalized bounding box height and width (pw ,ph )

pw =

x2 − x1
W

ph =

y2 − y1
H

(10)

where W and H represent the width and height of the image. Once all the bounding
box coordinates are normalized the set of anchor boxes can be hand chosen or au57

tomatically generated using the k-means algorithm with IoU as a distance measure
[66]. See Figure 44. The use of anchor boxes facilitates the networks learning process
in multiple ways. First, it enables the network to detect multiple objects with higher
precision even when these are overlapping. Secondly, anchor boxes help address the
multiple scale limitation previously seen in object detection networks [82] by selecting
anchor boxes at multiple scales and aspect ratios. The third and major benefit of
anchor boxes is the boost in prediction speed that it offers. This is extremely important specially in two stage object detection networks such as Faster R-CNN. This is
so, because, anchor boxes eliminate the need to scan an image with a sliding window
that computes a separate prediction at every potential position. In [81], Ren et al.
mention that anchor boxes enable their Faster R-CNN network to evaluate all region
predictions at once.

Figure 44: Bounding boxes K-means clusters for height and width selection for 9
anchor boxes using normalized dimensions.
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In the case of YOLO v3, which does not use region proposal, the predefined anchor
boxes are tiled across the output feature map and the network can directly predict
height and width for the objects from these priors simultaneously. Due to striding or
downsampling the network will produce coarse height and width predictions, which
will lead to localization errors [83]. To account for these errors, the object detector
applies an offset to each tiled anchor box prediction refining the predicted position
(tx , ty ) and aspect ratio (tw , th ) as is shown in Figure 45. One draw back of anchor
box prediction is that the network produces thousands of bounding boxes. In the
next section we will go over the necessary post processing needed to suppress the
excess predictions.

Figure 45: The predicted position targets (tx , ty ) representing the center of an object
are passed through a sigmoid (σ) function and are offset by grid cell center (cx , cy )
to account for the localization error. The predicted height and width targets (tw , th )
are passed through an exponential to produce a value between 0 and 1. These results
are than multiplied by the anchor box width and height (pw , ph ) to produce an aspect
ratio relative to the anchor box.
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Figure 46: Bounding box predictions with and without NMS. On the left are the
predictions prior to none max suppression and on the right after.
3.3.4

Non Maximum Suppression

Object detection algorithms typically predict more than one bounding box per
object with different aspect ratios. Some architectures do not constrain the number
of predictions while other architectures such as YOLO v3 constrain the max number
of predictions to 10,647 per image. This redundancy in bounding box prediction could
be solved by selecting the prediction with the highest classification score if only one
object was present in the image, which is not the case for this problem. See Figure
46. When multiple objects are neighboring by, NMS is the post-processing algorithm
to filter out the redundant bounding boxes. NMS is performed on a per class basis.
The simple algorithm starts with a list of bounding box predictions (B), sorted in
descending order based on the object classification score (c). The algorithm selects
the bounding box with the highest score and proceeds to remove from the list (B) all
other bounding boxes with a IoU over a NMS threshold (λ). Where high IoU values
indicate bounding boxes surrounding the same object, while low IoU values indicate
bounding boxes surrounding different objects. After the comparison is done, the next
bounding box with the highest score will be selected and the process repeated. See
algorithm 1.
The selection of this single threshold value is key for the performance of the
model. It must be selected considering the redundant box suppression and model
performance trade-off. Like with any threshold based technique this algorithm suffers
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Algorithm 1 Non Max Suppression Algorithm
1: function NMS(B, λ)
2:
Bnms , ←[]
. Empty list to hold the bounding boxes
3:
while B 6= empty do
4:
bi ← max(B)
5:
Remove bi from B
6:
Bnms , ← bi
7:
for bj ∈ B do
. j = [i+1,i+2,...]
8:
if IoU (bi , bj ) > λ then
9:
discard bj from B
10:
return Bnms
. Output
from limitations discriminating between overlapping boundaries. Different objects
with overlaps leading to IoU values greater than the threshold λ will be discarded. A
solution for this is soft-NMS [84]. Soft-NMS consist in reducing the confidences of the
proposals proportional to the IoU value instead of completely removing the proposals
with high IoU. This algorithm comes in handy when objects exhibit high rate of
overlap which is not the case for our specific problem set. In the next section we go
over the YOLO architecture and how NMS, and the previous techniques contribute
to the operation of an object detection algorithm.

3.3.5

Object Detection Architecture

Traditionally, object detection has been achieved using a sliding window to detect
objects by scanning a whole image with windows of different sizes and scales [62,
63, 81]. This naı̈ve sliding window-based approach suffered from severe performance
drawbacks since this type of approach does not permit reusability of pre-computed
features. A more efficient approach to this three step process can be achieved in
one single pass through a neural network such as the YOLO algorithm. This singlestage object detection architecture first released in 2015, provides real time object
detection at a small precision tradeoff [85, 86]. This architecture has been released in
three versions with incremental improvements at each release. In this section, we’ll
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discuss this one-stage object detection algorithm and some of the concepts behind
the architecture.
YOLO v1 [60] frames the object detection task as a single regression problem. It
divides the input images into S × S grid cells and then runs prediction on each cell.
See Figure 47. If an object is detected in a cell (only one object is predicted per
cell), (B) bounding boxes are predicted. In training, each bounding box prediction
consists of [(cx ,cy ),(w,h), confidence, class] where (cx ,cy ) represents the center of the
box relative to the grid cell, (w,h) represent the width and height which are predicted
relative to the whole image. The confidence prediction represents the IoU between the
predicted box and any ground truth box. Each cell also predicts the class probabilities
which are conditioned on the grid cell containing an object. These bounding boxes
predictions are than post processed using a NMS algorithm to select one of the B
bounding boxes predicted per cell.
Due to YOLO v1 only being able to predict one object per grid cell and limitations imposed by the grid cell size, the network has problems detecting small objects
or objects that are too close. In YOLO v2 [66] the authors improved the network by
implementing anchor box prediction. The network is given a set of 9 predetermined
bounding boxes of the most common sizes and aspect ratios occurring in the dataset
for it to predict an offset instead of directly predicting the bounding boxes coordinates as done in YOLO v1. In this second version the architecture was completely
redesigned to be a Fully Convolutional Network (FCN) (does not include any dense
layers) which enabled the network to perform multi-scale training by inputting different size images while keeping the same output dimensions. Every 10 batches the
network randomly changes the image dimension sizes by increments multiples of 32
(288,320,...,544,608). This factor of 32 is resultant of the network performing downsampling using maxpooling with stride of 2 in 5 occasions to down-sample the input
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images by a factor of 32.
The YOLO v3 [2] architecture improves upon version 2 by using three different
scales of the image for prediction. The second and last predictions use the feature map
of previous scales to allow utilization of prior information. See Figure 48. Additionally
the network now supports multi-label classification through the use of a special type
of ground-truth/output data and logistic classifier, which can perform binary classification, multi-label classification and vector regression. Meaning that more than
one object can be predicted per grid cell. Other changes in the architecture include
a deeper feature extractor (in order to improve the architecture’s accuracy), 1 × 1
convolution, the use of residual connections, the use of stride 2 convolution instead
of max-pooling and the use leaky-ReLU activation. The YOLO v3 feature extractor
Darknet-53 is shown in Figure 49.
The YOLO v3 architecture consists of four parts, the Darknet-53 feature extractor, a binary classifier, a multi-class classifier and a bounding box regressor. The
feature extractor consists of 53 convolutional layers which were initially trained on
the COCO dataset and then the weights were transferred for object detection. An
additional 53 layers are added to the base network for object detection for a total of
106 convoluational layers. See Figure 50. Notice that the Darknet-53 base network is
used without the fully connected layer as a feature extractor and that predictions are
made at three scales. Detections at different scales helps address the issue of detecting
small objects which was a limitation of YOLO v2. The network makes predictions
at three scales and uses upsampling of previous feature maps in order to reuse prior
features. These three scales are given by downsampling the dimensions of the input
image by 32, 16 and 8 respectively. Additional to multi-scale prediction, YOLO v3
uses anchor box prediction instead of direct bounding box prediction. It uses three
anchor boxes per scale for a total of 9 anchor boxes. These are selected using k-means
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Figure 47: YOLO frames detection as a regression problem. It divides the image into
an (S × S) grid and for each grid cell predicts B bounding boxes, confidence for those
boxes, and C class probabilities. These predictions are encoded as an (S × S) × (B ∗
5 + C) tensor.

Figure 48: Yolo version 3 architecture diagram illustrating the networks prediction
at three scales. This is achieved through the combination of skip connections and
upsampling of previous feature maps.
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Figure 49: Darknet-53 feature extractor with classification head [2]
clustering algorithm then rearranged in descending order. The three biggest anchors
are assigned to the 52 × 52 scale, the next three to the 26 × 26 scale, and the last
three for the 13 × 13 scale.
One interesting technique found in YOLO v3 is the use of 1 × 1 convolutions
for prediction. As we have mentioned previously, 1 × 1 convolutions can be used
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to expand or contract the number of channels in a convolution operation. YOLO
v3 uses this technique to encode its predictions in the channels of the feature maps
enabling multi-object prediction. Letting B represent the batch size, N the scale of
the feature maps and C the number of classes in the training dataset, the outputs of
the YOLO v3 network have a shape of (B, N, N, 3 ∗ [4 + 1 + C]). Assuming a batch
size of 1, a scale of 13 × 13 and 80 classes (COCO dataset) the output feature map 1
is (1 × 13 × 13 × 255). See Figure 50.
In Figure 51, we can see an example of one such multi-object prediction tensor
output. For illustration purposes the three box predictions are 7 × 7 feature maps.
For each predicted box the network yields five values representing the bounding box
coordinates and the objectness additional to the class probabilities for each grid cell
[tx , ty , tw , th , Po , P1 , ..., Pc )]. See Figure 52. The four initial values are used to scale
the anchor boxes. This means that the neural network can learn how to scale the
predicted bounding boxes, making it possible to fit objects of arbitrary size. As we
can see from Figure 53, a sigmoid function is used to make sure that the target center
coordinates (tx, ty) stay within the range 0-1. These values are added to the center of
the grid cells (cx, cy) as an offset to correct localization errors. For the bounding box
width and height, the (tw, th) are passed through an exponential to keep the values
positive. These values are used to predict the width and height of the bounding box
relative to the anchor box width and height (pw , ph ). This process is repeated for
each grid cell prior to computing the loss of the network, which we will discuss in the
next section.

3.3.6

Object Detection Loss Function

As mentioned earlier, YOLO v3 makes predictions at three stages; these predictions include probability of an object being present, bounding box coordinates and
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Figure 50: Yolo v3 architecture diagram illustrating the three prediction scales and
the output feature map dimensions.
class probabilities. Since object detection is a multi-part problem, the loss function has three parts (binary classification loss (Lbc ), vector regression loss (Lvr ) and
multi-label classification loss (Lmc )),

Lmc =

2 −1
SX

i=0

Iobj
i

X

[pi (c) − p̂i (c)]2

(11)

c∈classes

where S 2 is the number of grid cells per image, Iobj
is a binary output denoting the
i
objectness (object present or not) which penalizes the multi-label classification loss
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Figure 51: Example of the YOLO v3 output tensor. The entire cube represents the
predictions for one image at one scale. The blue cube represents the first prediction
at one location with the probability of each class in white.
only if the object is truly present to avoid the gradient being influenced by nonexistent objects. Objectness is calculated using the IoU score. pi (c) and piˆ(c) denote
the ground truth label and the class probability respectively.

Lvr = λcoord

2 −1 B−1
SX
X



2
2
Iobj
ij (xi − x̂i ) + (yi − ŷi ) +

i=0 j=0
S 2 −1

λcoord

X B−1
X

(12)

p
p
√
ŵi )2 + ( hi −
Iobj
ij ( wi −

q

ĥi )2

i=0 j=0

Lvr is the vector regression loss used to predict the bounding boxes. This loss measures
the error of the predicted bounding boxes with respect to the ground truth. B is the
number of bounding box predictions per object, Iobj
ij is a binary output denoting the
objectness for each bounding box prediction. This loss will be reduced to zero if no
object is present as previously mentioned. The coordinate weight (λcoord ) and the no
object weight (λnoobj ) balance the bounding box coordinate loss prediction and the
binary classification loss prediction. According to [60], weighing the bounding box
regression with binary classification loss equally is not ideal. In [60], λcoord = 5 and
λnoobj = 0.5 are the values used.
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Figure 52: Grid cells tensor output for YOLO v3 network.

Lbc =

2 −1 B−1
SX
X

Iobj
ij (Ci

2

− Ĉi ) + λnoobj

i=0 j=0

2 −1 B−1
SX
X

2
(1 − Iobj
ij )(Ci − Ĉi )

(13)

i=0 j=0

Lbc is the binary classification loss also known as the confidence loss. Ĉi is the
predicted probability of object being present in the cell i for the bounding box j,
therefore measuring the error when deciding if an object is in the box or not. The
full YOLO v3 loss is the sum of the three losses Lmc + Lvr + Lbc . By optimizing these
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Figure 53: Grid cells tensor output for YOLO v3 network [2].
losses the network can predict the correct bounding boxes for multiple objects along
with their class. In the following section we will go over the evaluation metric for the
resulting predictions.

3.3.7

Object Detection Evaluation Metric

While ROC can be used to evaluate the performance of our single label classification models, object detection models require a more appropriate metric which
measures the accuracy of the bounding box predictions (precision) and that the number of bounding box predictions correspond to the number of objects in the image
(recall). For each sample image a confusion matrix as the one shown in Figure 54
can be computed. This confusion matrix summarizes the prediction results on a classification problem. For multi-label classification, True Positive (TP) represents the
predictions that match the ground truth, False Positive (FP) represents the predictions which were misclassified and False Negative (FN) represents the objects which
were not classified.
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Figure 54: Confusion matrix.

P recision =

Recall =

TP
TP + FP

TP
TP + FN

(14)

(15)

For object detection, precision as shown in equation (14), is the ratio of TP over
the total number of bounding box predictions (TP+FP). From equation (15), recall is
the ratio of TP over the total number of objects in an image (TP+FN). Precision and
recall are dependent on the NMS threshold value and are inversely related to each
other. NMS threshold values close to 1 will produce models with high precision but
low recall whereas threshold values close to 0 will produce models with low precision
and high recall. High precision models have low FP which could be beneficial when a
really accurate model is required at the expense of not detecting some of the objects.
High recall models hardly ever miss objects but tend to misclassify many of the
objects. The NMS threshold will control this detection/classification trade-off.
While the recall and precision provide much information about the models behaviour, these metrics are used to compute the multi-class evaluation metric known
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as mAP which offers better interpretability and sensitivity than precision, recall or
even ROC [87]. The mAP calculation starts with computing the precision-recall curve
for each class in the dataset. Figure 55 illustrates the precision-recall plot which exhibits a zigzag pattern. An 11 or 101 point interpolation is used to reduce the impact
of variations in rankings (reduce the zigzag). This interpolation consists in replacing
each precision value with the maximum precision value to the right of the recall level.
Next the Average Precision (AP) can be computed, which is a summary of the shape
of the precision/recall curve and provides information of the model for a single class.
Finally, the mAP is a single value averaging the AP values across all classes. mAP
can be calculated using the algorithm presented in the original COCO dataset paper
[87]. The authors used 11-point interpolation to summarize the precision-recall curve
by averaging the precision at a set of eleven equally spaced recall levels [0, 0.1, 0.2,
... , 1]:

AP =

X
1
ρinterp (r)
11 r∈0,.1,.2,...,1

(16)

with
ρinterp (r) = max p(r̂)
r̂:r̂≥r

mAP =

1 X
APi
N i=1

(17)

(18)

where N is the number of classes in the dataset. A variation of this algorithm was
introduced for the 2010-2012 Pascal VOC competition called all-point interpolation
[88]. The change consists in measuring the exact area under the precision-recall curve
after the zigzags are removed using M interpolation points. See equation (19-20).
After this step, the mAP can be computed using equation (18). In this research
paper, mAP results are given using all-point interpolation AP,
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Figure 55: Raw and interpolated Precision-recall Curve for one class.

AP =

1
M

M
−1
X

(ri+1 − ri )ρinterp (ri+1 )

(19)

i=0,1,2...

with
ρinterp (ri+1 ) = max p(r̂)
r̂:r̂≥ri+1

3.3.8

(20)

Object Detection Dataset

In this section we will be going over the construction and annotation of a synthetic
radar waveform dataset consisting of LFM and Barker Codes. The parameters for
the LFM and Barker Code modulated signals are shown in Table 3. The LFM has an
uniformly distributed excursion between 0.5 MHz to 4 MHz while the Barker Codes
were generated containing between 2 and 13 bits also using an uniform distribution.
Each waveform was generated containing 1024 time samples of both I and Q channels.
In order to simulate simultaneously occurring waveforms, pairs of the signals were
added. Frequency, phase and sampling rate offset were applied in such a manner to
ensure that the paired signals did not overlap in both time and frequency domain
simultaneously. See table 4 for the set of parameters used for channel distortion. For

73

each pair of waveforms (LFM-LFM, LFM-Barker Code, Barker Code-Barker Code),
20 samples were generated for SNR values varying from -12 dB to 10 dB. This resulted
in a total of 720 pairs samples of 2048 length signals.
While many 2D transformation can be used for object detection, it has been shown
that certain transformations provide higher discriminating features especially when
multiple signals are operating concurrently [20, 89]. For the time being we used the
spectrogram to visually represent the spectral activity of the observed signals and
leave more advance transformations for future work. The spectrogram were obtained
by computing the squared magnitude of the STFT of the observed signals and saving
the spectrogram as images. The STFT were performed on 2048 length observations
using 128 windows with a 120 overlap and a Fast Fourier Transform (FFT) size of
128. The resulting 2400×1180 RGB images were manually annotated using LabelImg
open source software to generate the bounding box coordinates and modulation names
as labels. The waveforms were annotated with tight bounding boxes, using the two
object categories, LFM and Barker Code employing the PASCAL VOC format. In
the next section we will see the network training strategies and augmentations used
to improve the performance of the network for such a small data set.
Modulation Scheme
LFM
Barker Code

Parameters
fc
∆f
fc
Lc

Range
U(1, 6) MHz
U(0.5, 4) MHz
U(1, 6) MHz
{2, 3, 7, 11, 13}

Table 3: Synthetic data set generation parameters, fc is carrier frequency and Lc is
barker code length.
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Channel Distortion
AWGN
Symbol Rate Offset
Phase Offset
Frequency Offset

Units
SNR (dB)
Samples
Degrees
Hz

Range
U(-12, 10)
U(-256, 256)
U(-90,90)
U(-0.05, 0.05)Fs

Table 4: Parameters employed to simulate the channel distortions.

Figure 56: Experiments with different Learning Rate Scheduler Repetitions Rate.
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Figure 57: Experiments with different Learning Rate Ranges.
3.3.9

Object Detection Training

The YOLO v3 architecture was implemented using the ImageAI object detection
Application Programming Interface (API) which can be found at [90]. We used some
of the training strategies implemented by Zhang et al. in [91]. In this paper, Zhang et
al. implemented image mixup, learning scheduling, label smoothing and synchornized
batch normalization among other techniques to obtain a 5% improvement in mAP
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while training the YOLO v3 architecture. Our models were trained using 600 images for training and 120 for validation with random input resolution varying from
288 × 288 to 608 × 608 in 32 increments. This multiscale training was introduced
by Redmon et al. in [66] to enable users to select the tradeoff between accuracy and
speed without having to train multiple networks. At training, the input image sizes
were randomly changed every 10th batch, enabling the network to train at both low
and high resolutions. For augmentation we used vertical and horizontal flipping in
addition to cropping and resizing, with raised cosine scheduled learning and batches
of 15 images.
The original network was trained using an initial learning rate of 1e-4 with a
reduce on plateau scheduler with a 0.1 reduction every 40-45k iteration. Zhang et
al., demonstrated a 0.45% mAP improvement when swapping the scheduler for a
cosine decay. As can be seen from figure 56 the repetition interval of the scheduler
is also critical for the convergence of the network [91]. The initial learning rate for
our network was obtained using a small grid search. Figure 57 illustrates the results
of training with an initial learning rates ranging from 1e-4 to 1e-4 and reducing it to
1e-5. Figure 58 shows the top validation mAP of each training session. Notice that
a learning rate of 1e-4 obtained the highest mAP. All these results are after running
inference with a confidence threshold and NMS threshold of 0.5.
Figure 59 illustrates the resulting performance of our final model. This network
managed to achieve 67.94% mAP in training. After training, we proceeded to tune
the post processing parameters. The API provides a confidence threshold and a
NMS threshold used to adjust the networks bounding box output quantity and to
suppress the overlapping bounding boxes respectively. These parameters are critical
for inference speed and the detection performance of the model. Notice from Figure
60 how the mAP is heavily influenced by the NMS threshold. The models mAP
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Figure 58: mAP results for different learning rates with confidence and NMS threshold
fixed at 0.50.
decreases rapidly as the NMS increases above 0.3. This was expected as most of our
waveforms were generated with minimum overlap. While the models mAP is affected
less by the confidence threshold, the inference speed is effected due to the increase
number of bounding boxes produced by the network as the confidence threshold drops.
See Figure 60 and 61.
The last parameter tuned was the input image resolution. As can be seen from
Figure 62, the models performance is not affected much by the increase in size of the
input image as all our signals have the same scale. From Figure 44, notice that all
the signals have a similar width. The height varies more due to the bandwidth of
the LFM. In this scenario the larger input images do not offer any significant mAP
improvement. On the other hand, larger images add to the inference time therefore
from an inference time perspective an input size of 288 × 288 would be the logical
selection.
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Figure 59: Final OD model training results.
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Figure 60: NMS and Confidence thresholds Grid Search
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Figure 61: NMS and Confidence thresholds Grid Search heatmap

Figure 62: mAP results of varying the input image size with confidence and NMS
threshold fixed at 0.5 and 0.2 respectively.
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IV. Results and Analysis

4.1

Preamble
In this chapter we present the results and performance measures of the deep learn-

ing algorithms for multi-signal detection and modulation classification. The experiments are divided into two sections. First, we will evaluate the 1D neural network to
measure its classification performance under various channel distortions (Phase and
frequency offset) and the influence of symbol delay. Secondly, we will evaluate the 2D
network capability of spectral activity detection and parameter estimation. Lastly,
we will combine the object detector with the 1D ResNet classifier for fully automated
waveform classification.

4.2

1D Classifier Performance Evaluation
In section 4.2.1 we will establish the 1D classifier’s lower and upper classifica-

tion boundary given no prior channel knowledge, that is assuming a non-cooperative
environment. In the first set of experiments we examine the robustness of the classifier under different channel conditions, then we examine the behavior of the model
when some of the assumptions made in training are not valid. For example, in practice pulses are not always extracted with the correct symbol timing. Additional to
examining the model’s robustness to timing error, we examine simultaneously occurring signals, limited training data and the model’s performance to alternative input
transformations.

4.2.1

Classifier Model Performance

In this section we examine the classification accuracy of the 1D classifier as a
function of SNR values ranging from -20 dB to 30 dB in 2 dB increments. SNR is
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the measure of signal power over noise power in decibels as expressed by

SN R = 10log10

Ps
Pn

(21)

where Ps is the signal power and Pn is the noise power. The classification accuracy
percentage (Pca ) given in equation (22) is obtained from the normalized confusion
matrix.

Pca =

Mccr
Mcr

(22)

where Mccr is the number of correctly classified realizations per modulation and Mcr
is the total number of classified realizations per modulation. The overall classification accuracy is obtained by averaging the classification accuracy across the set of
modulations at each SNR values as given by

Poa

M
1 X
=
Pca,i
M i=1

(23)

where M is the total number of modulations.
From Figure 63, we can see that the model’s performance significantly degrades
as the SNR degrades. Most modulations reach a 90% classification accuracy at 8
dB with the exception of the single and double side band Amplitude Modulations
(AMs). See Figure 64. As we saw in section 3.2.2 this is due to the synthetic and
collected dataset mixture. Meanwhile, the model exhibits higher robustness to SNR
degradation for modulations such as OOK, BPSK, QPSK, Frequency Modulation
(FM), GMSK and OQPSK which reach 100% classification accuracy for SNR values
above 0 dB. See Figure 65.
From Figure 66 we can see that the model struggles to discriminate higher order
modulations. This is expected as higher order modulations are more densely pop-
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ulated making classification mode difficult. It has been noted that the order of a
modulation on a single dimension has close correlation to the classification difficulty
[4]. For example, while 4-PAM, QPSK and QAM all have four symbol states, 4-PAM
has all states on one dimension making its classification more difficult than those of
QPSK and QAM. One last observation is that these poorly classified signals are all
phase modulated signals. As we will discuss in section 4.2.3, the model could benefit
from a transformation that exploits the phase of the modulation as well as from more
data.

4.2.2

Impact of Data Size

One important aspect of data driven classifiers is how they perform with limited
training samples. It is common knowledge that a model’s performance will be determined by three main factors: the model’s capacity, the availability of large-scale

Figure 63: Classification accuracy for 1D classifier at varying SNR values for each
modulation.
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Figure 64: Classification accuracy for 1D classifier at varying SNR values for a subset
of AMs.
datasets and the representation of the input data [92]. It is also common practice to
train on larger datasets and to fine tune on smaller but more specialized datasets to
achieve an increase in performance [2, 60, 66, 81, 93]. In this section we will explore
how much data is required before the model’s performance is worse than a random
guess.
Many factors influence the lack of clean training data, one of them being lack of
expert knowledge to label large datasets. For that reason in the field of computer
vision efforts have gone into automatic image labeling [92, 94, 95]. While this method
has its limitations, it can facilitate the labeling process and has potential of increasing
the CV model’s performance if properly implemented. In [92] it was shown that the
performance grows logarithmically as the dataset grows from 10 million to 300 million
images. The authors achieved a massive 12% improvement on the PASCAL VOC 2007
dataset for object detection when aggregating the PASCAL VOC 2007 dataset and
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Figure 65: Classification accuracy for 1D classifier at varying SNR values for subset
of lower order modulations.
the automatically generated dataset. Similar results were obtained with the COCO
mini-val dataset, where the authors obtained an impressive 10% improvement while
using a vanilla Faster RCNN without multi-scale training and box refinement.
While our experiments are limited by the amount of samples available for analysis,
our personal experiments seen to be in line with the general findings that some gain
in the performance numbers is obtained if the training set size is increased, with
decreasing marginal performance as the dataset grows [1]. Figures 67 and 68 illustrate
the results of training the model with limited amounts of data.
Notice that even with 12,288 training samples the model can reach 50% accuracy
at SNR values above 4 dB. That is, with only 472 samples per SNR and 20 samples per
modulation the model can provide better classification than a random choice (4.2%)
at positive SNR values. Also notice that after 303,104 training samples the model
exhibits diminishing returns in terms of classification accuracy reaching 95% accuracy
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Figure 66: Confusion matrix at 0 dB for all modulations.
at 12 dB. Considering that the mixture of the collected and synthetically generated
dataset limits the model’s performance as we seen in section 3.2.2. We understand
that this saturation in performance when using a dataset containing beyond 303,104
samples does not necessarily mean that this model has reached its representational
capacity but only its discrimination capacity at low SNR values. To stress the models
representational capacity we would need more modulation types which we currently
do not have. From Figure 68 we can see that the poor classification is in the negative
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SNR range. This suggests that a SNR improvement in the waveforms may result
in higher classification. This can be achieved via filtering, a channel compensation
network or by the use of an input data representation which is robust to noise and
other channel impairments. In the next section we will go over the third factor which
highly influences the model’s performance: input data representation.

4.2.3

Feature Engineering

As we saw in section 3.3.3, we can facilitate the network’s learning process by
hand-coding transformations before feeding the data into the model. In the case of
object detection, anchor boxes greatly simplified the network’s regression task. In
this section we experiment with some transformations to see if they aid the neural
networks learning process. Figure 69 illustrates some of the linear and non-linear
transformations that could be used for training. Fundamentally, modulations can be

Figure 67: Overall model performance as a function of training set quantity. The
training set size is shown in log scale on top and in linear scale on the bottom.
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Figure 68: Effects of training data sample size on model performance. The highest
classification accuracy at each given noise level is not improved by the number of
samples available for training after 700,416 samples.
characterized by the different properties they exhibit in the amplitude, phase and
frequency domain. Many expert feature methods have successfully exploited these
basic domain transformations for modulation recognition [96, 97, 98, 99]. In this
section we will find out if the network can extract any new information from these
transformations.
Letting y[n] correspond to the data sequence composed of the in-phase and quadrature channels,

y[n] = I[n] + jQ[n]
the instantaneous amplitude A[n], phase P [n] and frequency F [n] are given by
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(24)

Figure 69: Different linear and nonlinear transformations for BPSK modulation.

A[n] =

p

I 2 [n] + Q2 [n]

P [n] = tan−1

F [n] =

Q[n]
I[n]

(25)

!

1 P [n] − P [n − 1]
∗
2π
∆n

(26)

(27)

where I[n] and Q[n] are the instantaneous in-phase and quadrature components.
To save computational resources at training time, we created an entirely new
dataset including the instantaneous amplitude, phase and frequency as well as the raw
in-phase and quadrature data. This limited how we could train the models but enable
us to quickly prove the concept. The only change done to the model architecture was
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to change the input to accept an arbitrary number of channels instead of just two.
Due to all the channels exhibiting different scales, all the channels were normalized
to lie between 1 and -1. See Figure 69.
The models were trained without data augmentation using individual and combinations of the I, Q, instantaneous amplitude, phase and frequency channels. Figure
70 illustrates how the individual transformations do not provide enough information
to characterize all these modulations. When the three transformations are aggregated the model exhibits higher classification accuracy and when the three are used
in conjunction with the raw in-phase and quadrature data, the model exhibits a small
improvement over using only I and Q channels. One interesting observation is that
the amplitude has more discriminating capacity than either phase or frequency. This
observation is mostly due to the fact that most of the modulations are amplitude modulated signals (M-APSK, M-QAM, M-Amplitude Shift Keying (ASK), AM, OOK).

Figure 70: Validation performance for models trained using multiple channels where
I and Q are the raw in-phase and quadrature channels, and A, P, F are the instantaneous amplitude, phase and frequency transformations respectively.
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Figure 71: Confusion matrix at 8 dB for models trained employing instantaneous
amplitude, phase and frequency as well as raw I and Q data.
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Figure 72: Overall performance comparison for models trained employing instantaneous amplitude, phase and frequency as well as raw I and Q data.
Observing Figure 71, we can see that at 8 dB the models struggle to discriminate
higher order APSK and QAM modulations when employing phase and frequency
as individual channels for training. On the other hand, the model trained on amplitude struggles to discriminate PSK modulations. Finally notice that aggregating
these three transformations provides more discrimination among these modulations
resulting in higher classification accuracy.
In Figure 72 we can see the overall performance comparison of all six models by
taking the average of the classification accuracy for every modulation for each model.
From this ROC curve we can see that the amplitude provides almost as much discrimination as using the raw I and Q channels at SNR values above 16 dB. We also notice
that the frequency and phase provide better discrimination at lower SNR values when
compared to the amplitude. Finally we notice that the I and Q channels provide the
same discrimination as the aggregation of all 5 channels from -20 dB to approximately
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16 dB above which the aggregation of all 5 channels outperform the I and Q model
by 1%. We were expecting phase to provide more discrimination capability as most
of the signals are phase modulated. However, the phase has significantly lower classification accuracy when compared with the amplitude as SNR values above 4 dB
and does not supply the model with any more discrimination than the raw I and Q
channels.
Due to the method used to implement the training of these models while using
these transformations, we were limited to not using augmentation. Future research
could explore the online computation of the instantaneous amplitude, phase and
frequency so that augmentation can be possible. Other methods to explore are the
use of parallel models where some train on raw data and others on the transformations
as well as exploring different normalization methods. In conclusion the performance
of the I+Q+A+P+F and I+Q models are very similar, although the I+Q+A+P+F
model slightly outperforms I+Q at SNR values above 16 dB. Otherwise they share
the same degraded performance for the phase modulated signals at lower SNR values
which is where the improvement is desired. In the next section we will explore if the
final model trained on I and Q data is robust against extreme amounts of channel
distortions.

4.2.4

1D Classifier Robustness Against Sample Rate, Phase and Frequency Offset

In any real world scenario, wireless signals are impaired by a number of effects.
In this section the models will be tested under channel conditions such as phase
offset, symbol rate offset and frequency offset. While AWGN is the most widely used
in simulation and modeling, the channel effects mentioned above are inevitable in
wireless channels and are of most importance to consider when evaluating a classifier’s
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performance. The first impairment we will analyze is symbol timing offset which occur
when the receiver is not able to synchronize appropriately. While pulse alignment
is possible in non-cooperative scenarios using power detection while the signals of
interest are above the noise floor, this is difficult to achieve when the signals of
interest fall below the noise. As will be shown in the next experiment, models not
trained to handle pulses extracted with coarse alignment will suffer a performance
degradation.
To test the robustness of the model to pulse misalignments, we run inference on
pulses starting and ending with a positive or negative delay similar to the augmentation performed in section 3.2.2. Figure 73 illustrates the robustness of the 1D model
to misalignment. In the 12 dB SNR case, the model does not suffer of major classification performance loss for pulses misaligned by upto ± 256 samples. We can also
notice that this robustness wears out as the SNR decreases. One unique strength of
CNNs that does not wear out is its phase invariance. In the next experiment we will
see the behavior of the model when exposed to phase offset.

Figure 73: Model performance results with varying starting and ending pulse position.
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Figure 74: Model performance resultant from phase rotation.
Phase offset is given by equation

y[n] = ejθ s[n] + ω[n]

(28)

where sample signal s[n] is shifted in phase by θ degrees. In this experiment, we fixed
the SNR to 0 dB, 6 dB and 12 dB. We considered phase offset ranging from −180o to
180o in 10 degree increments. Figure 74 illustrates the overall performance of the 1D
classifier to the phase offset. While the model is invariant to phase offset and shows
minimal classification loss, the model is particularly sensitive to frequency offset as
we shall see in the next experiment.
Another common channel distortion in wireless transmission is frequency offset.
Frequency offset is a time variant effect which increments over time and can be caused
by poor frequency synchronization and the Doppler effect. Frequency offset is given
by

y[n] = ej2πnfo s[n] + ω[n]
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(29)

where fo is the frequency offset. For this experiment the frequency offset ranges
from -50 Hz to 50 Hz in 1 Hz increments. Figure 75 shows the overall classification
performance of the model as frequency offset is varied. Notice that at high SNR
values the model’s performance drastically degrades after a couple hertz of offset
than gradually decays after the frequency offset surpasses about 5 Hz. The model
exhibits approximately a 20% performance degrade after 5 Hz and an additional
15% degradation after 20 Hz. Interestingly, the model seems to be more robust to
frequency at lower SNR values, exhibiting only a 10% degradation after 5 Hz and
gradually reducing the performance by 15% after 40 Hz.

4.2.5

1D Classifier Robustness Against Interference

One aspect of the robustness of a classifier is how it performs under non-ideal
conditions. One such non-ideal condition that can severely deteriorate the detection
capability of a classifier is simultaneously occurring waveforms. This intentional or
unintentional interference can be caused by signals operating in the neighboring fre-

Figure 75: Model performance as result of varying the frequency offset varying from
-50 Hz to 50 Hz with a sampling frequency of 5 kHz.
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Figure 76: Model performance results with varying starting and ending pulse position
quency band as well as in the same bandwidth of the signal of interest. See Figure 76.
While a low pass filter is generally always applied to the signal of interest, a residual
from the sidelobes of the neighboring waveforms will always remain. In our first interference experiment we will test the model’s performances as two signals share the
same time axis and are separated by a frequency offset,

y[n] = s[n] + ej2πnfo i[n] + ω[n]

(30)

where i[n] is the interfering signal with a frequency offset fo . Notice from Figure 77
that the interference of the sidelobes are always present highly affecting the model’s
performance. Notice that when the interfering signal is placed at half the sample
frequency the highest classification accuracy achieved is ±35% and as the interfering
signal is shifted closer to the bandwidth of the signal of interest the model’s accuracy
rapidly collapses to a random guess. We can also observe that right before the bandwidth of the interfering signal completely overlaps the signal of interest, the models
accuracy drops below a random choice. This is where the interfering signal causes
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most performance degradation. In the next experiment we will test the model’s performance as the interfering signal completely overlaps the signal of interest in frequency
and is shifted in the time domain.
In wireless channels, a receiver may sense several delayed replicas of the transmitted signal, which is known as multipath. Therefore, we will add an delayed signal
to the signal of interest to simulate this multipath effect. In this case the interfering
signal will be delayed in time by a factor τ and the new signal is given by

y[n] = s[n] + αs[n − τ ] + ω[n]

(31)

where s[n] is the original signal, s[n − τ ] is the delayed version with scaling factor
α and w[n] is AWGN. The delay applied to the delayed signal will vary between 1024 and 1024 in increments of 16 time samples. As can be seen from Figure 78, as
the delay between the signal of interest and the delayed version shortens, the model’s
performance gradually decays to a random choice. Also notice that the model exhibits
a small amount of tolerance to this type of interference which occurs when a small

Figure 77: Model performance results when inter-symbol interference with frequency
offset occurs.
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portion of the tail of the delayed signal is overlapping with the signal of interest.
In this section we analyzed the model’s performance under different channel conditions and interference scenarios in order to understand how these effect model performance. The first experiment consisted in shortening the input signal length by
delaying the time samples. Here we saw that the model requires at minimum 768
time stamps to maintain a classification accuracy over 90%. We than saw the models phase invariant performance and frequency offset sensitivity which handled a few
hertz before dropping performance below 90%. The last two experiments consisted
in testing the model’s classification performance when signals occur simultaneous in
time or frequency. While it is clear that the model’s performance were affected by
these experiments as they did not resemble the underlying distribution which the
model was trained against, in practice these effects are common and therefore need
to be analyzed. In the following section we will see how object detection can be used
to mitigate the effects of these distortions.

Figure 78: Model performance results as the two 1024 time sample waveforms overlap
in the time domain.
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4.3

Object Detection and Classification
In this section we will perform experiments on synthetically generated waveforms

as well as on the RadioML 2018.01A dataset. The YOLO v3 architecture was trained
on LFM and Barker Code waveforms. Figure 79 provides a visualization of the detection and classification of the object detection algorithm for single waveforms. Notice
that the algorithm predicts three bounding boxes and then selects the bounding box
which results in the best localization of the waveform. In the previous section we
saw how 1D classification of waveforms are based on many assumptions that aren’t

Figure 79: Barker Code and LFM detection and classification using Yolo v3 architecture. The multiple bounding box predictions are shown on top. The final bounding
box prediction after NMS is shown in the middle and the final bounding box prediction and the ground truth are shown beneath.
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always true in practice. For example, signals can be transmitted simultaneous in
time, phase or frequency and cannot be classified solely using 1D networks (assuming baseband signals) as we saw in the previous section. Additionally, we saw that
consecutive pulses which might be contained in a sample will result in a performance
degradation [20]. Detecting and classifying signals automatically pose a significantly
more complicated problem when waveforms occur simultaneously. For this task we
need object detection which is sophisticated enough to make concurrent detection
and classification of waveforms occurring simultaneously. Figure 80 illustrates the
detection and classification of multiple waveforms occurring simultaneously in the
time domain. Notice that unlike the 1D classifier, the object detection algorithm
can detect waveforms containing several consecutive signals overlapping in the time
domain as well as in the frequency domain.
One limitation of time-frequency analysis for signal classification is that only frequency modulated waveforms are distinguishable from the time-frequency plot. Consequently, the object detection algorithm is limited in the classification of phase and

Figure 80: Detection and classification of multiple Barker Code and LFM waveforms
which are occurring simultaneously in time.
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Figure 81: Detection of phase and amplitude modulated waveforms using the timefrequency domain is difficult due to the lack of distinguishable characteristics. In
the top we have the ground truth bounding boxes, on the left in blue we have the
non-LFM predictions and on the right in yellow we have the LFM predictions.
amplitude modulated signals which do not exhibit characteristics which are discriminable in the frequency domain. Figure 81 illustrates the results of running inference
on waveforms from the digital communication dataset which were overlapped in the
time domain and classified using the object detection model trained on LFM and
Barker Code waveforms. On top is the ground truth and on the bottom are the
predictions. On the left are the non-LFM predictions and on the right are the LFM
predictions. For the sake of this experiment all the digital communication waveforms
were labeled as non-LFM. We split the prediction into two images for clarity. Additional to the digi-comm waveforms not exhibiting any discriminating features in the
frequency domain, they exhibit more bandwidth, which might be the reason why the
object detection algorithm poorly classifies them as LFM waveforms in two instances.
Using the object detection algorithm for bandwidth and center frequency estimation,
signals overlapping in time can be down converted to baseband, filtered and classified
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using the 1D classifier. In the next experiment, we evaluate the object detector’s
parameter estimation performance.

4.3.1

Object Detection Parameter Estimation

As mentioned previously, modulation classifiers are typically trained using single,
baseband and bandwidth limited signals. This requires some level of preprocessing to
detect, filter and down convert the signals prior to classification. Thanks to the object
detector’s ability to detect and classify objects in the time-frequency domain it can
serve to solve this prerequisite to fully automate the signal detection and classification
process. As noted in section 4.2.4, the 1D classifier is intolerant to frequency offsets;
for this reason we need to evaluate the effectiveness of the object detection time and
frequency parameter estimation. For the following experiments we created a synthetic
dataset using the RADIOML 2018.01A modulations. We extracted the signals with a
SNR greater than 30 dB and augmented them by adding AWGN. The waveforms were
randomly shifted in time and frequency to simulate passband signals. The time shift
applied was between 250 and 750 time samples, while the frequency offset applied
was between 750 and 4500 Hz.
It is important to note that we will test the object detection algorithm trained only
on LFM and Barker-code modulation to extract the time and frequency parameters
of this new dataset. The process of the following experiments consists of creating
a spectrogram of a signal which is fed to the object detection algorithm in order to
localize both in time and frequency any number of waveforms contained in the signal.
Figure 82 displays the time-frequency image of a modulation after being processed by
the object detection algorithm. The detected waveform is highlighted with the yellow
bounding box while the black bounding box represents the ground truth. Converting
the bounding box coordinates to frequency and time values yields the coarse estimates
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needed to separate waveforms occurring simultaneously and down-convert them to
baseband. The conversion is achieved through the adaptation of the bounding box
predictions to frequency and time estimates by a linear interpolation,

y = y1 + (x − x1 )

y2 − y1
x2 − x1

(32)

where the two known points given by the coordinates (x1 , y1 ) and (x2 , y2 ) represent the
pixels (xi ) and the corresponding time or frequency values (yi ). Once the waveforms
are located in time (as shown in plots a and b of Figure 83) and frequency (as shown
in plots a and b of Figure 84) they are down converted to baseband and ready to be
classified by the 1D classifier. See plots c of figures 83 and 84.
From Figure 85 we note that for single waveforms the object detection algorithm
always under estimates the upper frequency and over estimates the lower frequency
providing a tight bandwidth estimation. This can also be observed from figure 82
where the predicted bounding box is tighter than the ground truth. Figure 86 displays

Figure 82: Object detection input image with overlaid output bounding box and
ground truth.
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Figure 83: a) raw passband input signal, b) waveform extracted using time stamps
from the object detection algorithm still at passband, c) baseband waveform
the average difference between the ground truth and the predicted frequency values
with 95% confidence intervals. We note that up to -4 dB the confidence intervals are
relatively tight in comparison to lower SNR values in which the model exhibits greater
error margins. A closer look at the errors reveals that the object detection algorithm
produces a coarse estimate of the offset applied (center frequency estimation) but
which is not precise enough to down-convert the waveform to baseband properly. See
Figure 87. Subsequently, fine frequency tuning may be required to produce a more
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Figure 84: a) PSD of raw passband input signal, b) waveform extracted using frequency estimate from the object detection algorithm still at passband, c) PSD of the
baseband waveform
accurate center frequency and bandwidth estimate.
Figure 88 illustrates the resulting time estimations in comparison to the ground
truth starting and ending time. Just as we saw for the frequency estimation, the object
detection algorithm generally over estimates the starting time and under estimates
the ending time. As can be seen from Figure 89, the object detection algorithm can
predict the starting and ending time with an error typically above 20 ms which is
equivalent to 100 time samples. As we saw in section 4.2.4, the 1D classifier is robust
107

against this error and is not affected as much as is the case with frequency offset. In
the next section we will evaluate the 1D classifier’s performance when supplied with
coarsely and finely estimated parameters as those seen in this section.

Figure 85: Comparison of ground truth frequency parameters to coarse estimates
provided by the object detection algorithm for waveforms with a SNR of 30 dB.
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Figure 86: Difference between ground truth frequency parameters and coarse estimates provided by the object detection algorithm for waveforms at multiple SNR
values.

Figure 87: Close look at the difference between ground truth frequency parameters
and coarse estimates provided by the object detection algorithm for waveforms with
SNR values between -4 dB and 30 dB.
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Figure 88: Comparison of ground truth time parameters to coarse estimates provided
by the object detection algorithm for waveforms with a SNR of 30 dB.

Figure 89: Difference between ground truth frequency parameters and coarse estimates provided by the object detection algorithm for waveforms at multiple SNR
values.
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4.4

Joint Yolo v3 Object Detector/1D ResNet Detection and Classification
One of the major advantages of object detection for spectrum sensing is that it is

bandwidth agnostic. Therefore, a spectrogram of any sensed sub-band can be used
for detection meaning that this network can pursue waveforms spanning different
frequency bands. The major limitation of this method is that only modulations that
exhibit significant frequency characteristics to be discriminated in the time-frequency
domain can be correctly classified by the object detector. Meanwhile the 1D classifier
has the ability to classify these remaining waveforms as long as each signal contains
a single baseband waveform which has been extracted with minimum frequency and
sample rate offset. In this section we combine the two methods taking advantage of
the strengths of both architectures to enable the automatic recognition of modulation
without any human intervention. As we saw from the results of both networks, there
are situation in which each method is not sufficient to achieve the signal classification.
Therefore the signal identification must be performed at multiple stages.
The multistage classification process begins by monitoring the spectral activity
using the object detection algorithm. In this stage we also obtain the necessary
information to satisfy the 1D classifier’s requirement of single waveforms which have
been downconverted to baseband.The demodulation process consists of separating the
waveforms that occur simultaneously and down converting the individual waveforms
using band pass filters whose lower, center and upper band frequencies are determined
by the object detection algorithm’s bounding box predictions. Using the bounding
box results we truncate the samples to a fix length of 1024 time samples therefore
separating waveforms also in time. In the following experiment we investigate the
performance of the 1D classifier when combined with the results from the object
detection network.
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Figure 85 illustrates the models overall performance to coarse and fine tuned
estimates. Notice that the model exhibits the highest overall accuracy when the
frequency values are fine tuned and the lowest accuracy when the frequency values
are coarsely estimated. We also notice that the fine or coarse estimation of time does
not have a major effect on the overall accuracy. Due to the sensitivity of the 1D
classifier to frequency offset and the object detection algorithm only being able to
provide a course estimation of the bandwidth of the waveform, a frequency tuning
algorithm is required. As can be seen from Figure 91 coarse frequency offset estimates
can render the classifier useless if the waveforms are not properly down converted.

Figure 90: Comparison of overall 1D classifier performance as input data is provided
with fine or coarse estimation.
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Figure 91: Confusion matrix for resulting model performance to coarse and fine estimate inputs.
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V. Conclusions

In the previous two chapters we have developed and analyzed the performance of
the 1D ResNet classifier and the Yolo V3 object detector in terms of their versatility
under different channel impairments. The performance comparisons provided a general impression of how the models will perform under several scenarios and helped us
better understand the strengths and limitations of each architecture. We witnessed
the 1D ResNet classifier’s tolerance to symbol rate offset and phase offset invariance
as well as its sensitivity to frequency offset and spectral interference. The fact that
simultaneously occurring signals made discrimination difficult when analyzed solely
using 1D networks and that the network required down conversion prior to classification led to the exploration of the joint detection/classification experiment with
the Yolo v3 object detector. The object detector did not only provide the means
to fulfill the general assumptions of the 1D classifier but also provided an additional
classification mechanism which exploits the time-frequency transformation providing
a wider range of discrimination. In the next sections we will focus on some of the
areas in which we believe major progress is still possible: improving the parameter
estimation, dataset development, addressing scenarios involving spectral inference,
SNR improvement techniques and exploring other neural network architectures.

5.1

Improving Parameter Estimation
Prior to signal classification employing the 1D ResNet classifier, we need to detect

the waveforms in a wideband spectrogram. Using the object detection algorithm we
can predict the modulation format of some waveforms as well as record the startstop time, carrier frequency, and bandwidth. These parameters are obtained from
the bounding box results which are then converted into the coordinates on a time-
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frequency image. As we saw previously the carrier frequency estimates are not precise
enough to down convert the signal and obtain high classification performance. Developing an algorithm to fine tune or use the coarse estimates to re-compute the carrier
frequency and bandwidth is essential in order to correctly demodulate the waveforms
prior to classification. Another possible solution is retraining of the 1D classifier
with more severe frequency offset observations to make the network robust to this
distortion as is done in the computer vision domain with object rotation.

5.2

Waveform Separation
Another factor which severely degrades the performance of the 1D classifier is

simultaneously occurring waveforms which make discrimination difficult when analyzed solely using 1D networks. Simultaneous signals also complicate fine tuning the
carrier frequency and bandwidth parameters as when waveforms are closely located
in the spectral domain, determining the threshold between one waveform and the
other to estimate the precise bandwidth parameters can be difficult. Additionally, in
order to assess the suitability of our waveform separation algorithm extensive testing
is required for scenarios with increasing waveform types and quantities.

5.3

SNR Improvement
There are multiple avenues to improve the Signal to Noise Ratio (SNR) of the raw

signals as well of the time-frequency images. As always, filtering is our main method
for SNR improvement. This when coupled with precise bandwidth estimates can
provide a highly effective method for positive SNR values. For negative SNR values
and for non-linear channel distortions which degrade the SNR of the signals new
methods which operate without any prior information of the channel are essential to
compensate for these distortions. Denoising autoencoders for improving the SNR of
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the raw data and using Choi-Williams Distribution (CWD) are some of the methods
that could be explored. Other 2D transformations that can be employed to further aid
classification are the Gabor transform, the ambiguity function, the spectral correlation
junction and the IQ constellation. The benefit of the time-frequency transformations
is that they enable further processing to reduce disturbances such as Additive White
Gaussian Noise (AWGN) by using image processing techniques such as the opening
and closing operations.

5.4

Neural Network Architectures
It has been proven that most neural architectures are not limited to a single task

and that they could be applied to sequence modeling problems as is the case of ResNet
and Yolo v3. Networks that have achieved impressive, record breaking performance
on many image recognition, detection, segmentation, style transfer, localization and
super resolution tasks and to the best of our knowledge have not yet been used for
1D waveform feature extraction are: Sparse Transformers [100], Deep Complex U-Net
[101], EfficientNet [102] and EfficientDet [103] among others. Notable examples of
networks which are yielding state of the art results in a variety of sequence modeling
tasks are Temporal Convolutional Network (TCN) [69] and WaveNet [104]. Other areas of research that could result in classification improvements are the exploration of
multiple input networks with different transformations. One such unique architecture
that to our understanding has yet to be applied to Automatic Modulation Recognition (AMR) is the multivariate network [105, 106, 107]. This multivariate network
has two or more feature extraction methods in parallel which are concatenated for
classification.
One particular need in AMR is the adaption of state of the art networks from other
fields to the task of blind channel compensation. A notable architecture which has
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won several image segmentation competitions and incorporates several design aspects
which makes the network ideal for channel compensation is U-Net [108]. The network
is fully convolutional which results in low memory usage and can output a signal of
the same dimensions as the input which can result in a denoised version of the input.
The architecture also computes features at lower sampling rates and if undersampled
at integer multiples of the sample frequency the network can effectively convert the
signal to baseband. This property of resampling can help the network in learning
features for many bandwidths and in theory provide frequency offset tolerance.
Another major challenge faced by the 1D ResNet classifier is it’s poor classification
at negative SNR range as many of waveforms lay below the noise floor. Experiments
have been done with densely connected Autoencoders and transformer networks to
provide blind SNR improvement and channel distortion compensation [14, 109] on the
raw observations as has been done in the speech recognition domain [110, 111, 112].
While these networks have achieved some level of SNR improvement in the speech
recognition domain, they are still to provide similar improvement for modulated signals. To our understanding convolutional autoencoder architectures have not been
thoroughly explored for these purposes yet and may produce ground-breaking results
as they have done in other domains. Experiments of denoising waveforms as well
as removing frequency offset with convolutional autoencoders might just provide the
solution to this major limitation.

5.5

Dataset Development
The drawback of deep learning methods is that there must exist sufficient obser-

vations representing the distribution of the modulations to get proper classification
results when running inference, but sufficiently large and well curated datasets for
AMR are not readily available. While the data augmentation implemented to gen-
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erate synthetic samples proved particularly useful in the training of our models, the
performance improvement seen from this method is only due to model regularization.
Additional performance increase can be obtained from larger datasets as is seen in the
image recognition domain as increased dataset size has led to improved performance
in addition to the use of regularization from augmenting the data.
It is clear that radio environments will increase in complexity as result of newer
modulation schemes, multi-modulation protocols and multiple radio emitters combining within a single band. Future research should develop new datasets that could
serve as standards for training AMR models. As is seen in other deep learning areas,
datasets that include both preprocessed and raw data have served to advance the
area of research. The annotation process is laborious and tedious as object detectors and image classifiers are generally trained on millions of annotated observations.
Thankfully neural networks can be trained via transfer learning by initially training
on synthetic data while a real-world dataset is created by running inference on real
data and using the validated results to retrain the model. The process of transfer
learning for digital modulations was implemented in [1], and while the model’s performance did degrade under real world observations, we are confident that as the
dataset consisting of real world observations starts to increase in size the model’s
performance should see improvement.

5.6

Joint Model Detection/Classification
Time-frequency images make the visual differences of frequency modulated wave-

forms more apparent but are not useful to discriminate phase and amplitude modulated waveforms making both 1D and 2D analysis a requirement to completely automate the recognition of the three modulation types. As we have seen previously,
while object detectors using neural networks provide real-time and fairly accurate
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means to predict the location and size of an object in an image, this 2D analysis
has its limitations when applied to waveform recognition. Waveforms which don’t
exhibit frequency modulation or signals which exhibit similar time-frequency characteristics are difficult to discriminate using time-frequency analysis. Waveforms as
Phase Shift Keying (PSK), Amplitude Phase Shift Keying (APSK) and Quadrature
Amplitude Modulation (QAM) exhibit similar time-frequency spectrums which are
not sufficient to identify their modulation in the frequency domain. On the other
hand, while the 1D ResNet classifier is capable of classifying the remaining modulations, its performance is hindered by simultaneously occurring signals and frequency
offset. One possible solution to this problem is to add yet a third neural network to
the detection/classification process to perform classification using a transformation
which is robust to frequency offset. The advantage of this integration is obvious as
it allows for the classification of a greater number of modulation types without the
need of any frequency offset compensation algorithm. Nevertheless as we have shown
in chapter 4, the integration of these networks will not come without challenges. Extensive experimentation will have to be performed in order to weight the outcomes
based on the three classifications.

5.7

Advances in Training Methodology
As has been seen in other areas of deep learning, further advances in deep learn-

ing for radio tasks will likely come from improved training methods which will enable training deeper models. Some current examples of training methods that could
improve performance of the residual model is the use of data augmentation, advanced learning rate schedulers and stochastic depth training [113]. Recently, a semisupervised learning method known as “noisy student training” has been shown to improve image classification as well as audio classification performance of deep networks
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[114, 115]. Additionally, there are numerous design, training, and data considerations
which can significantly affect the performance of a deep learning network.
We would like to highlight that searching for the right set of hyper-parameters
requires significantly more effort and advanced techniques than what we have performed in this research as we were not trying to improve the performance of the
models implemented beyond those stated in the original papers. Our sole interest
was in measuring the model’s performance under different experiments and in joint
classification. We believe that further improvement can come from more rigorous
analysis and more comprehensive experiments in the area of hyper-parameter tuning.
Algorithms such as Population Based Training (PBT), Vizier’s Median Stopping Rule
and HyperBand/ASHA [116] which perform evolutionary hyper-parameter optimization have not been explored for AMR. To the best of our knowledge no paper has
been written of the implementation of any sort of advanced hyper-parameter sweep
algorithms for AMR. Only the most common factors which impact accuracy including propagation effects, model size/depth, dropout rate, kernel size, dataset sizes,
observation window length among others have been manually explored.

5.8

Other Experiments and Future Work
There are still many questions and experiments left to be performed. For example,

how many modulation types could the models correctly classify with a 95% accuracy
for waveforms above 20 dB before saturating and reaching their representational capacity? What would be the effects of pretraining on data only exhibiting AWGN as
perturbation and fine tuning on real data? What is the models response to selective
frequency fading, phase and frequency jitter? Additionally, data augmentation in
the time-frequency domain was left unexplored as well as augmentation combinations
for both 1D and 2D. We did not explore exactly which modulations are and are not

120

classifiable from the time-frequency images as well as to evaluate the object detection
networks performance as the training data decreases and increases. The classification
results of the object detector with the 1D ResNet classifier still needs to be integrated
by weighting the classifications. Lastly, AMR systems are expected to incur in low
memory footprint and low computational cost in order to efficiently process the high
volumes of data. Integration of the 1D classifier with more efficient object detection
networks should be explored.

5.9

Conclusion
In conclusion, having a dataset that contains observations representing the dis-

tribution of all possible modulations under all environmental conditions as well as
robustness against noise and frequency offset still remains a challenging issue which
hinders the waveform separation, down conversion process as well as the classification performance in AMR. However, even with these drawbacks the joint object
detector/1D ResNet classifier provides one of the most promising frameworks to address the challenges posed by the modulation recognition task as they produce rapidly
retrainable light weight models which are suitable for distributed computing.
Additionally, these models can then be used to provide an alternative to statistical methods for pulse extraction and Radio Frequency (RF) signal parameter
estimation due to their ability of classifying modulated signals in the negative SNR
range where threshold detectors prove less effective in non-cooperative environments.
Finally, while the current models can be retrained to be more robust to these types of
distortions, new architectures are being discovered every year which exhibit tolerance
to many alterations, and it is only a matter of time before a new architecture will be
developed to exhibit tolerance to the non-linearities seen in AMR systems.
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