The Evans-Krylov theorem for nonlocal parabolic fully nonlinear
  equations by Kim, Yong-Cheol & Lee, Ki-Ahm
ar
X
iv
:1
40
2.
28
05
v6
  [
ma
th.
CA
]  
31
 D
ec
 20
16
THE EVANS-KRYLOV THEOREM FOR NONLOCAL
PARABOLIC FULLY NONLINEAR EQUATIONS
YONG-CHEOL KIM AND KI-AHM LEE
Abstract. In this paper, we prove the Evans-Krylov theorem for nonlocal
parabolic fully nonlinear equations.
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1. Introduction
Evans and Krylov proved independently an interior regularity for elliptic par-
tial differential equations which states that any solution u ∈ C2(B1) of a uni-
formly elliptic and fully nonlinear concave equation F (D2u) = 0 in the unit ball
B1 ⊂ R
n satisfies an interior estimate ‖u‖C2,α(B1/2) ≤ C ‖u‖C1,1(B1) with some
universal constants C > 0 and α ∈ (0, 1), so-called the Evans-Krylov theorem (see
[Ev], [Kr] and [CS2]). Recently, Caffarelli and Silvestre [CS1] proved a nonlocal
elliptic version of the Evans-Krylov theorem which describes that any viscosity
solution u ∈ L∞(Rn) of concave homogeneous equation on B1 ⊂ R
n formulated
by elliptic integro-differential operators of order σ ∈ (0, 2) satisfies an estimate
‖u‖Cσ+α(B1/2) ≤ C ‖u‖L∞(Rn) with universal constants C > 0 and α ∈ (0, 1). This
nonlocal result makes it possible to recover the Evans-Krylov theorem as σ → 2−.
In this paper, we prove a parabolic version of the nonlocal elliptic result of Caffarelli
and Silvestre.
We consider the linear parabolic integro-differential operators given by
(1.1) Lu(x, t)− ∂tu(x, t) = p.v.
∫
Rn
µt(u, x, y)K(y) dy − ∂tu(x, t)
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for µt(u, x, y) = u(x + y, t) + u(x − y, t) − 2u(x, t). Here we write µ(u, x, y) =
u(x+y)+u(x−y)−2u(x) if u is independent of t. We refer the detailed definitions
of notations to [CS1, KL1, KL2, KL3]. Then we see that Lu(x, t) is well-defined
provided that u ∈ C1,1x (x, t) ∩ B(R
n
T ) where B(R
n
T ) denotes the family of all real-
valued bounded functions defined on RnT := R
n× (−T, 0] and C1,1x (x, t) means C
1,1-
function in x-variable at a given point (x, t). Moreover, Lu(x, t) is well-defined even
for u ∈ C1,1x (x, t) ∩ L
∞
T (L
1
ω) (see [KL4]).
We say that the operator L belongs to L0 = L0(σ) if its corresponding kernel
K ∈ K0 = K0(σ) satisfies the uniform ellipticity assumption:
(1.2) (2 − σ)
λ
|y|n+σ
≤ K(y) ≤ (2− σ)
Λ
|y|n+σ
, 0 < σ < 2.
If K(y) = cn,σ|y|
−n−σ where cn,σ > 0 is the normalization constant comparable to
σ(2− σ) given by
cn,σ =
(∫
Rn
1− cos(y1)
|y|n+σ
dy
)−1
,
then the corresponding operator is L = −(−∆)σ/2. Also we say the operator L ∈ L0
belongs to L1 = L1(σ) if its corresponding kernel K ∈ K1 = K1(σ) satisfies K ∈ C
1
away from the origin and satisfies
(1.3) |∇K(y)| ≤
C
|y|n+1+σ
.
Finally we say that the operator L ∈ L1 belongs to L2 = L2(σ) if its corresponding
kernel K ∈ K2 = K2(σ) satisfies K ∈ C
2 away from the origin and satisfies
(1.4) |D2K(y)| ≤
C
|y|n+2+σ
.
The maximal operators are defined by
M+0 u(x, t) = sup
L∈L0
Lu(x, t) = (2− σ)
∫
Rn
Λµ+t (u, x, y)− λµ
−
t (u, x, y)
|y|n+σ
dy,
M+1 u(x, t) = sup
L∈L1
Lu(x, t) and M+2 u(x, t) = sup
L∈L2
Lu(x, t).
We shall consider nonlinear integro-differential operators, which originates from
stochastic control theory with jump processes related with
Iu(x, t) = inf
β∈B
Lβu(x, t),
where Lβu(x, t) = p.v.
∫
Rn
µt(u, x, y)Kβ(y) dy (see [AK, CS1, KL1, KL2, MP, MR]
for the elliptic case and [KL3, KL4] for the parabolic case). In this paper, we are
mainly interested in the nonlocal parabolic concave equations
(1.5) Iu(x, t) − ∂tu(x, t) = 0 in Q1.
[Notations and Definitions] Let σ ∈ (0, 2) and r > 0.
• Denote by Qr = Br × I
σ
r and Qr(x, t) = Qr + (x, t) for (x, t) ∈ R
n
T , where
Br(x) is the open ball with center x ∈ R
n and radius r > 0, Br = Br(0)
and Iσr = (−r
σ , 0].
• For a bounded domain Ω ⊂ Rn and τ ∈ (0, T ), we denote the parabolic
boundary of Ωτ = Ω × (−τ, 0] by ∂pΩτ := ∂xΩτ ∪ ∂bΩτ := ∂Ω× (−τ, 0] ∪
Ω× {−τ}.
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• The parabolic distance d between X = (x, t) and Y = (y, s) is defined by
(1.6) d(X,Y ) =
{
(|x− y|σ + |t− s|)1/σ, t ≤ s,
∞, t > s.
For X0 = (x0, t0) ∈ R
n
T , we set B
d
r(x0, t0) = {(x, t) ∈ R
n
T : d
(
X,X0)
)
< r}.
• We denote by ωσ(y) = 1/(1+|y|
n+σ) and ω := ωσ0 for some σ0 ∈ (1, 2) very
close to 1, and also we denote by ω(Br/2) =
∫
Br/2
ω(y) dy. Let F(RnT ) be the
family of all real-valued measurable functions defined onRnT := R
n×(−T, 0].
For u ∈ F(RnT ) and t ∈ (−T, 0], we define the weighted norm ‖u(·, t)‖L1ω by
‖u(·, t)‖L1ω =
∫
Rn
|u(x, t)|ω(x) dx.
Consider the function space L∞T (L
1
ω) of all continuous L
1
ω-valued functions
u ∈ F(RnT ) given by the family{
u ∈ F(RnT ) : ‖u‖L∞T (L1ω) <∞, lims→t−
‖u(·, s)−u(·, t)‖L1ω = 0 ∀t ∈ (−T, 0]
}
with the norm ‖u‖L∞T (L1ω) = sup
t∈(−T,0]
‖u(·, t)‖L1ω , which is separable with
respect to the topology given by the norm.
• A mapping I : F(RnT )→ F(R
n
T ) given by u 7→ Iu is called a nonlocal parabolic
operator if (a) Iu(x, t) is well-defined for any u ∈ C2x(x, t) ∩ L
∞
T (L
1
ω) and
(b) Iu is continuous on Ωτ ⊂ R
n
T , whenever u ∈ C
2
x(Ωτ ) ∩ L
∞
T (L
1
ω), where
C2x(x, t) is the class of all u ∈ F whose second derivatives D
2u in space
variables exist at (x, t) and C2x(Ωτ ) denotes the class of all u ∈ F such
that u ∈ C2x(x, t) for any (x, t) ∈ Ωτ and sup
(x,t)∈Ωτ
|D2u(x, t)| < ∞. Such a
nonlocal operator I is said to be uniformly elliptic with respect to a class
L of linear integro-differential operators if
(1.7) M−
L
v(x, t) ≤ I(u + v)(x, t) − Iu(x, t) ≤M+
L
v(x, t)
where M−
L
v(x, t) := infL∈L Lv(x, t) and M
+
L
v(x, t) := supL∈L Lv(x, t).
• For u ∈ C(Qr), we define ‖u‖C(Qr) = sup(x,t)∈Qr |u(x, t)|. For α ∈ (0, 1]
and σ ∈ (0, 2), we define the parabolic αth Ho¨lder seminorm of u by
[u]Cα(Qr) = sup
(x,t),(y,s)∈Qr
|u(x, t)− u(y, s)|
(|x− y|σ + |t− s|)α/σ
.
In particular, if 0 < α/σ < 1, then we define the norm
‖u‖Cσ+α(Qr) = ‖u‖C(Qr) + ‖∂tu‖C(Qr) + ‖(−∆)
σ/2u‖C(Qr)
+ ‖(Du)1[1,2)(σ)‖C(Qr) + [∂tu]Cα(Qr) + [(−∆)
σ/2u]Cα(Qr).
(1.8)
• For a, b ∈ R, we denote by a ∨ b = max{a, b} and a ∧ b = min{a, b}.
• For a multiindex β = (β1, · · · , βn) ∈ (N∪{0})
n, we denote by |β| =
∑n
i=1 βi.
• Throughout this paper, let η ∈ (0, 1) be a fixed sufficiently small positive
number.
• For two quantities a and b, we write a . b (resp. a & b) if there is a universal
constant C > 0 (depending only on λ,Λ, n, η, σ0 and the constants in (1.3),
(1.4) and (2.2), but not on σ) such that a ≤ C b (resp. b ≤ C a).
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• For Qr, we denote by C
2(Qr) = C
2
x(Qr) ∩ C
1
t (Qr) the class of functions
u ∈ F(Rn) which is C2 in space and C1 in time on Qr.
• For (z, s) ∈ RnT and u ∈ F(R
n
T ), we denote the translation operators τ z, τ
s
and τ sz by τ zu(x, t) = u(x + z, t), τ
su(x, t) = u(x, t + s) and τ szu(x, t) =
u(x+ z, t+ s), respectively.
• Let f : Rn × I → R be a continuous function and let J := (a, b] ⊂ I :=
(−T, 0]. Then a function u : Rn×I → R being upper (lower) semicontinuous
on Ω× J is said to be a viscosity subsolution (res. viscosity supersolution)
of an equation Iu − ∂tu = f on Ω × J and we write Iu − ∂tu ≥ f (res.
Iu−∂tu ≤ f) on Ω×J in the viscosity sense, if for any (x, t) ∈ Ω×J there is
a neighborhoodQr(x, t) ⊂ Ω×J of (x, t) such that Iv(x, t)−∂tϕ(x, t) is well-
defined and Iv(x, t)− ∂tϕ(x, t) ≥ f(x, t) (res. Iv(x, t)− ∂tϕ(x, t) ≤ f(x, t))
for v = ϕ1Qr(x,t) + u1Qcr(x,t) whenever ϕ ∈ C
2(Qr(x, t)) with ϕ(x, t) =
u(x, t) and ϕ > u (ϕ < u) on Qr(x, t) \ {(x, t)} exists. Here, we denote
such a function ϕ by ϕ ∈ C2Ω×J (u;x, t)
+ (res. ϕ ∈ C2Ω×J(u;x, t)
−). Also a
function u is called as a viscosity solution if it is both a viscosity subsolution
and a viscosity supersolution to Iu− ∂tu = f on Ω× J (see [KL3, KL4]).
• We say that u ∈ F(RnT ) is continuous at a point (x, t) ∈ ∂pQr, if for any
ε > 0 there exists some δ = δ(ε) > 0 such that |u(y, s) − u(x, t)| < ε
whenever (y, s) ∈ RnT \Qr and (|y−x|
σ + |s− t|)1/σ < δ. If u is continuous
at every points in ∂pQr, then we say that u is continuous in ∂pQr and we
write u ∈ C(∂pQr).
We shall now state the main theorem. The following Cσ+α-estimate for nonlocal
parabolic concave equation for σ+α ≥ 2 and σ ∈ (1, 2) makes it possible to recover
the well-known Evans-Krylov estimate as σ → 2−. If σ+α < 2, then Cσ+α-estimate
is covered by C1,β-estimate in [KL3]. Our proof of the main theorem is based
on the nonlocal elliptic results of Silvestre and Caffarelli [CS1] and the regularity
results on nonlocal parabolic equations [KL3, KL4]. Recently, we learned that
Chang-Lara and Kriventsov [CK] obtained some results for rough kernels under
mild assumptions on the boundary data which is related with ours.
Theorem 1.1. Let u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) be a viscosity solution of the concave
equation
Iu− ∂tu = 0 in Q2,
where I is defined on L2(σ) for σ ∈ (σ0, 2) with σ0 ∈ (0, 2) as in (1.5). Then there
exists a constant α ∈ (0, 14 ∧ σ0 ∧ |σ0 − 1|) such that
‖u‖Cσ+α(Q1/2) . ‖u‖L∞T (L1ω).
Remark. (i) As mentioned above, given any σ0 ∈ (1, 2) very close to 1, it suffices
to prove this theorem only for σ + α ≥ 2 and σ ∈ [σ0, 2).
(ii) In fact, from p.1569 of [KL3] and (i) we could select such α > 0 so that
α ∈ (0, 14 ∧ σ0 ∧ |σ0 − 1|) in the above. This implies that 0 < α < 2 + α− σ < 1.
2. Parabolic interpolation inequalities
Let u ∈ C(Qr). For 0 < α ≤ 1 and σ ∈ (0, 2), we define the α
th Ho¨lder
seminorms of u in the space and time variable, respectively;
(i) [u]Cαx (Qr) = sup
t∈(−rσ,0]
sup
(x,t),(y,t)∈Qr
|u(x, t)− u(y, t)|
|x− y|α
,
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(ii) [u]Cαt (Qr) = sup
x∈Br
sup
(x,t),(x,s)∈Qr
|u(x, t)− u(x, s)|
|t− s|α
.
If 0 < α/σ ≤ 1, then it is easy to check that the seminorms [ · ]Cαx (Qr) + [ · ]C
α
σ
t (Qr)
and [ · ]Cα(Qr) are equivalent.
We furnish an useful parabolic interpolation inequalities which simplify the proof
of our main.
Theorem 2.1. If u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) is a viscosity solution of the concave
equation
Iu− ∂tu = 0 in Q2,
where I is defined on L2(σ) for σ ∈ (σ0, 2) with σ0 ∈ (1, 2) very close to 1, then
there exists a constant α ∈ (0, 1) with σ + α ≥ 2 such that
‖u‖C(Qr) . ‖u‖L∞T (L1ω) and ‖(−∆)
σ/2u‖C(Qr) ∨ ‖∂tu‖C(Qr) . ‖u‖L∞T (L1ω)
for any r ∈ (0, 2).
Proof. By rescaling, the first and second inequalities can be shown as in Theorem
5.1 and Corollary 7.4 below, respectively (also, refer to [KL4]). 
Remark. (i) The main idea for the proof of the first inequality comes from that
of parabolic Harnack inequality, and so it still holds without the concavity of the
equation (see [KL3]).
(ii) Since 0 < α/σ < 1, this theorem and (1.8) imply that we have only to
control the seminorms [∂tu]Cα(Qr) and [(−∆)
σ/2u]Cα(Qr) in order to control the
norm ‖u‖Cσ+α(Qr).
Next we give a fundamental lemma which facilitates the proof of another type
of parabolic interpolation inequalities.
Lemma 2.2. If u ∈ L∞T (L
1
ω) is a function with u(·, t) ∈ C
k(Br) for t ∈ (−r
σ, 0]
and [Dβu]Cαx (Qr) <∞ for some α ∈ (0, 1), then for each t ∈ (−r
σ , 0] and multiindex
β with |β| = k ∈ N, there exists some zt0 ∈ Br (depending on t) such that∣∣Dβu(zt0, t)∣∣ ≤ (3r2 )α [Dβu]Cαx (Qr) + 2(4k)kω(Br/2) rk ‖u‖L∞T (L1ω).
Proof. Take h = r2k and any multiindex β with |β| = k. For (y, t) ∈ Br/2× (−T, 0],
we consider the finite difference operator Dβhu(y, t) = D
β1
h,1D
β2
h,2 · · ·D
βn
h,nu(y, t)
where
Dh,iu(y, t) =
1
h
[u(y + hei, t)− u(y, t)]
for a standard basis {e1, · · · , en} of R
n. For i = 1, · · · , n, we observe that
(2.1) Dβih,iu(y, t) =
1
hβi
βi∑
s=0
(−1)s
βi!
(βi − s)! s!
u
(
y + (βi − s)hei, t
)
.
By the mean value theorem, we see that there are some zt1 ∈ Bh(y) and z
t
2 ∈ B2h(y)
such that
Dh,iDh,ju(y, t) = ∂yi [Dh,ju](z
t
1, t) = Dh,j(∂yiu)(z
t
1, t) = ∂yiyju(z
t
2, t).
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This implies that Dβhu(y, t) = D
βu(zty, t) for some z
t
y ∈ Br/2(y). Thus it follows
from this and (2.1) that
ω(Br/2)
∣∣Dβu(zt0, t)∣∣ ≤ ∣∣∣∣ω(Br/2)Dβu(zt0, t)− ∫
Rn
Dβhu(y, t)ω(y) dy
∣∣∣∣+ 2khk ‖u‖L∞T (L1ω)
≤
∫
Br/2
∣∣Dβu(zt0, t)−Dβu(zty, t)∣∣ω(y) dy + 2k+1hk ‖u‖L∞T (L1ω)
≤ [Dβu]Cαx (Qr)
(3r
2
)α
ω(Br/2) +
2(4k)k
rk
‖u‖L∞T (L1ω).
Therefore, this completes the proof. 
Theorem 2.3. If u ∈ L∞T (L
1
ω) is a function such that u(·, t) ∈ C
k(Br) for each
t ∈ (−rσ, 0] and [Dβu]Cαx (Qr) <∞ for some α ∈ (0, 1), then we have that∥∥Dβu∥∥
C(Qr)
≤ 2
(3r
2
)α
[Dβu]Cαx (Qr) +
2(4k)k
ω(Br/2) rk
‖u‖L∞T (L1ω)
for any multiindex β with |β| = k ∈ N.
Proof. From Lemma 2.2, for any (x, t) ∈ Qr we obtain that∣∣Dβu(x, t)∣∣ ≤ ∣∣Dβu(x, t)−Dβu(zt0, t)∣∣+ ∣∣Dβu(zt0, t)∣∣
≤ 2 [Dβu]Cαx (Qr)
(3r
2
)α
+
2(4k)k
ω(Br/2) rk
‖u‖L∞T (L1ω).
Hence we can have the required inequality. 
In order to understand the parabolic Ho¨lder spaces Ck,γ(Qr) with k ∈ N and
γ ∈ (0, 1), we define the Ho¨lder spaces Ck,γx (Qr) and C
k,γ
t (Qr) in the space and
time variable, respectively. For u ∈ C(Qr), we define the norms
‖u‖Ck,γx (Qr) = ‖u‖C(Qr) +
k∑
i=1
‖Diu‖C(Qr) + [D
ku]Cγx (Qr),
‖u‖Ck,γt (Qr)
= ‖u‖C(Qr) +
k∑
i=1
‖∂itu‖C(Qr) + [∂
k
t u]Cγt (Qr),
where ‖Diu‖C(Qr) =
∑
|β|=i ‖D
βu‖C(Qr) and [D
ku]Cγx (Qr) =
∑
|β|=k[D
βu]Cγx (Qr)
for i, k ∈ N. And we denote by Ck,γx (Qr) = {u ∈ F(R
n
T ) : ‖u‖Ck,γx (Qr) < ∞} and
Ck,γt (Qr) = {u ∈ F(R
n
T ) : ‖u‖Ck,γt (Qr)
<∞}.
If σ ∈ [σ0, 2) for σ0 ∈ (1, 2) and α ∈ (0, σ0 − 1), then 0 < α < 2+ α− σ < 1 and
2 + α− σ
σ
+ 1 =
2 + α
σ
.
Then we define the parabolic Ho¨lder space C2,α(Qr) endowed with the norm
‖u‖C2,α(Qr) = ‖u‖C(Qr) +
2∑
i=1
‖Diu‖C(Qr) + ‖∂tu‖C(Qr)
+ [D2u]Cα(Qr) + [∂tu]C2+α−σ(Qr).
In the same case as the above, we can learn from Theorem 2.1 and Theorem
2.3 that the estimates on the norm ‖u‖C2,α(Qr) must be controlled by those on the
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seminorms [∂tu]C2+α−σ(Qr) ∼ [∂tu]C2+α−σx (Qr)+[∂tu]C
2+α−σ
σ
t (Qr)
and [D2u]Cα(Qr) ∼
[D2u]Cαx (Qr) + [D
2u]
C
α
σ
t (Qr)
. Similarly, the other parabolic Ho¨lder spaces can be
defined along this line.
Lemma 2.4. Let σ ∈ [σ0, 2) for σ0 ∈ (1, 2) and α ∈ (0, σ0 − 1). If u ∈ L
∞
T (L
1
ω) is
a function with u(x, ·) ∈ C1(−rσ, 0] for x ∈ Br and [∂tu]
C
2+α−σ
σ
t (Qr)
<∞, then we
have that
‖∂tu‖C(Qr) ≤ r
2+α−σ [∂tu]
C
2+α−σ
σ
t (Qr)
+
4
rσ
‖u‖C(Qr).
Proof. Take any r ∈ (0, 2) and (x, t) ∈ Qr. Then there is some t0 ∈ (−r
σ, 0] such
that |t− t0| =
1
2r
σ , and by the mean value theorem, there is some tx0 between t and
t0 such that u(x, t0)− u(x, t) =
1
2r
σ ∂tu(x, t
x
0). Thus we have the estimate
1
2
rσ |∂tu(x, t)| ≤
∣∣∣∣12 rσ ∂tu(x, t)− (u(x, t0)− u(x, t))
∣∣∣∣+ 2 ‖u‖C(Qr)
=
1
2
rσ
∣∣∂tu(x, t)− ∂tu(x, tx0)∣∣+ 2 ‖u‖C(Qr)
≤
1
2
r2+α[∂tu]
C
2+α−σ
σ
t (Qr)
+ 2 ‖u‖C(Qr).
Hence this implies the required inequality. 
Lemma 2.5. Let σ ∈ [σ0, 2) for σ0 ∈ (1, 2), and let u ∈ L
∞
T (L
1
ω) be a viscosity
solution of the equation
Iu− ∂tu = 0 in Q2
where I is defined on L2(σ). If u ∈, then we have the estimates
[D2u]
C
α
σ
t (Qr)
. ‖D2u‖C(Qr) + ‖u‖L∞T (L1ω),
[∂tu]C2+α−σx (Qr) . ‖u‖L∞T (L1ω)
for any r ∈ (0, 1).
Proof. Take any r ∈ (0, 2) and (x, t) ∈ Qr. We note that 0 < α < 2 + α − σ < 1.
For h with |h| < ǫ, we consider the difference quotients in the x-direction
uh(x, t) =
u(x+ h, t)− u(x, t)
|h|
.
Write uh = uh1 + u
h
2 where u
h
1 = u
h
1Qr . By Theorem 2.4 [KL3], we have that
M+
L2
uh − ∂tu
h ≥ 0 and M−
L2
uh − ∂tu
h ≤ 0 on Qr. Since ∂tu
h
2 ≡ 0 in Qr, it follows
from the uniform ellipticity (1.7) of M+
L2
and M−
L2
with respect to L2 that
M+
L0
uh1 − ∂tu
h
1 ≥ −M
+
L2
uh2 and M
−
L0
uh1 − ∂tu
h
1 ≤ −M
−
L2
uh2 in Qr.
Then it is easy to show that |M+
L2
uh2 | ∨ |M
−
L2
uh2 | . ‖u‖L∞T (L1ω) in Qr for a universal
constant c > 0. So we have that
M+
L0
uh1 − ∂tu
h
1 & −‖u‖L∞T (L1ω) and M
−
L0
uh1 − ∂tu
h
1 . ‖u‖L∞T (L1ω) in Qr.
We now consider another difference quotients in the x-direction
wh(x, t) =
uh1(x + h, t)− u
h
1 (x, t)
|h|
.
8 YONG-CHEOL KIM AND KI-AHM LEE
Applying Theorem 2.4 [KL3] again, we obtain that
M+
L0
wh − ∂tw
h & −‖u‖L∞T (L1ω) and M
−
L0
wh − ∂tw
h . ‖u‖L∞T (L1ω) in Qr.
From the Ho¨lder estimate(Theorem 3.4) in [KL4], we get the estimate
[wh]
C
α
σ
t (Qr)
≤ [wh]Cα(Qr) . ‖w
h‖C(Qr) + ‖w
h‖L∞T (L1ω) + ‖u‖L∞T (L1ω).
By the mean value theorem, we easily have that ‖wh‖C(Qrǫ) ≤ ‖D
2u‖C(Qrǫ).
Since |Dω(y, s)|+ |D2ω(y, s)| . ω(y), it follows from the integration by parts that
‖wh‖L∞T (L1ω) ≤ ‖u‖L∞T (L1ω). Thus we obtain that
[wh]
C
α
σ
t (Qr)
. ‖D2u‖C(Qr) + ‖u‖L∞T (L1ω).
Taking the limit |h| → 0, the first inequality can be obtained.
Take any (x, t) ∈ Qr. Then it follows from the uniform ellipticity that
M−2 (τ
t
xu− τ
tu)(0, 0) ≤ ∂tu(x, t)− ∂tu(0, t)
= Iu(x, t)− Iu(0, t) ≤M+2 (τ
t
xu− τ
tu)(0, 0)
(2.2)
Let ϕ ∈ C∞c (R
n) be a function satisfying that ϕ = 1 in B1, ϕ = 0 in R
n \B3/2 and
0 ≤ ϕ ≤ 1 in Rn, and take any L ∈ L2. Then by the change of variable, the mean
value theorem and (1.3) we have that
L(τ txu− τ
tu)(0, 0) =
∫
Rn
[
µt(u, x, y)− µt(u, 0, y)
]
ϕ(y)K(y) dy
+
∫
Rn
[
µt(u, x, y)− µt(u, 0, y)
]
(1− ϕ(y))K(y) dy
. ϕ+u(x, 0) + ‖u‖L∞T (L1ω) |x|,
(2.3)
where
ϕ+u(x, 0) = sup
t∈(−T,0]
sup
K∈K2
∫
Rn
[
µt(u, x, y)− µt(u, 0, y)
]
ϕ(y)K(y) dy.
Similarly we can obtain that
L(τ txu− τ
tu)(0, 0) & ϕ−u(x, 0)− ‖u‖L∞T (L1ω) |x|,(2.4)
where
ϕ−u(x, 0) = inf
t∈(−T,0]
inf
K∈K2
∫
Rn
[
µt(u, x, y)− µt(u, 0, y)
]
ϕ(y)K(y) dy.
The estimates (2.2), (2.3) and (2.4) imply that
ϕ−u(x, 0)− ‖u‖L∞T (L1ω) |x| .M
−
2 (τ
t
xu− τ
tu)(0, 0)
≤ ∂tu(x, t)− ∂tu(0, t)
≤M+2 (τ
t
xu− τ
tu)(0, 0)
. ϕ+u(x, 0) + ‖u‖L∞T (L1ω) |x|.
(2.5)
Applying the method in Lemma 9.2 [CS1] with (2.5), we have that
|ϕ−u(x, 0)| ∨ |ϕ+u(x, 0)| . ‖u‖L∞T (L1ω) |x|
β
for some β ∈ (0, 1). Here, without loss of generality, we may assume that β =
2 + α − σ by applying a standard telescopic argument [CC]. Hence the second
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inequality can be achieved from a standard translation argument. Therefore we
complete the proof. 
We now consider the class L∗ of operators L with kernels K ∈ K∗ satisfying (1.2)
such that there are some ̺0 > 0 and a constant C > 0 such that
(2.6) |∇K(y)| ≤ C ω(y) for any y ∈ Rn \B̺0 .
We note that L1 is the largest scale invariant class contained in the class L∗.
Theorem 2.6. Let σ ∈ [σ0, 2) for some σ0 ∈ (1, 2). Then there is some ̺0 > 0
(depending on λ,Λ, σ0 and n) so that if I is a nonlocal, translation-invariant and
uniformly elliptic operator with respect to L∗ and u ∈ L
∞
T (L
1
ω) satisfies the equation
Iu− ∂tu = 0 in Q2,
then there is some α > 0 such that
‖Du‖
C
α
σ
t (Qr)
. ‖Du‖C(Qr) + ‖u‖L∞T (L1ω)
for any r ∈ (0, 2).
Proof. We proceed the proof by applying Theorem 3.4 [KL4] to the difference
quotients in the x-direction
wh(x, t) =
u(x+ h, t)− u(x, t)
|h|
.
Take any r ∈ (0, 2). Then we write wh = wh1 + w
h
2 where w
h
1 = w
h
1Qr . From
Theorem 2.4 [KL3], we have that M+
L∗
wh − ∂tw
h ≥ 0 and M−
L∗
wh − ∂tw
h ≤ 0 in
Qr. Because ∂tw
h
2 ≡ 0 in Qr, it follows from the uniform ellipticity with respect to
L∗ that we get that
M+
L0
wh1 − ∂tw
h
1 ≥M
+
L∗
wh1 − ∂tw
h
1 ≥M
+
L∗
wh −M+
L∗
wh2 − ∂tw
h ≥ −M+
L∗
wh2 in Qr,
M−
L0
wh1 − ∂tw
h
1 ≤M
−
L∗
wh1 − ∂tw
h
1 ≤M
−
L∗
wh −M−
L∗
wh2 − ∂tw
h ≤ −M−
L∗
wh2 in Qr.
If we can show that |M+
L∗
wh2 | ∨ |M
−
L∗
wh2 | . ‖u‖L∞T (L1ω) in Qr, then we have that
M+
L0
wh1 − ∂tw
h
1 & −‖u‖L∞T (L1ω) and M
−
L0
wh1 − ∂tw
h
1 . ‖u‖L∞T (L1ω) in Qr
for h with a sufficiently small |h|. Indeed, by using (2.6), it can be obtained from
the fact that ∫
Rn\Bρ
|u(x+ y, t)|
|K(x, y, t)−K(x, y − h, t)|
|h|
dy
+
∫
Rn\Bρ
|u(x+ y + h, t)|K(x, y, t) dy . ‖u‖L∞T (L1ω)
for some ρ > 0. Hence wh1 admits the Ho¨lder estimate(Theorem 3.4 [KL4]) on Qr,
and thus applying the mean value theorem and integration by parts with (2.6) gives
the estimate
‖wh1‖C
α
σ
t (Qr)
≤ ‖Du‖C(Qr) + ‖u‖L∞T (L1ω).
Finally, taking the limit |h| → 0, we obtain the required result. 
Remark. In order to show Theorem 1.1, we learned from the interpolation
results obtained in this section that the norm ‖u‖C2,α(Qr) of viscosity solutions
u ∈ L∞T (L
1
ω) of the equation
Iu− ∂tu = 0 in Qr
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is controlled by only two seminorms [∂tu]
C
2+α−σ
σ
t (Qr)
and [D2u]Cαx (Qr), and so only
two norms ‖u‖C2,αx (Qr) and ‖u‖C
1,2+α−σ
σ
t (Qr)
.
3. Approximation of solutions and average of subsolutions
In the first part of this section, we show that any viscosity solution of (1.5)
can be approximated by C2,α-functions solving an approximate equation with the
same shape as (1.5), by using a standard regularization argument. This useful
result makes it possible to extend an estimate on C2,α-solutions to the estimate on
viscosity solutions by passing to the limit process.
Let Ω be a bounded domain in Rn and Ωτ = Ω × (−τ, 0] for τ ∈ (0, T ). Then
we say that a function u : RnT → R is in C
1,1
x (Ωτ ), if there is a constant C0 > 0
(independent of (x, t) and (y, t)) such that
(3.1) |u(y, t)− u(x, t)− (y − x) · ∇u(x, t)| ≤ C0|y − x|
2
for all (x, t), (y, t) ∈ Ωτ . Here we denote by the norm ‖u‖C1,1x (Ωτ ) the smallest C0
satisfying (3.1).
The following definitions are the parabolic version corresponding to the elliptic
case in [CS1] (see also [KL4]).
Definition 3.1. For a nonlocal parabolic operator I and τ ∈ (0, T ), we define ‖I‖
in Ωτ with respect to a weight ω as
‖I‖ = sup
(y,s)∈Ωτ
sup
u∈FMy,s
|Iu(y, s)|
1 + ‖u‖L∞T (L1ω) + ‖u‖C1,1x (Q1(y,s))
where FMy,s = {u ∈ F(R
n
T ) ∩ C
2
x(y, s) : ‖u‖L∞T (L1ω) ∨ ‖u‖C1,1x (Q1(y,s)) ≤ M} for some
M > 0.
For Kβ ∈ L0 and ε > 0, we consider the following regularized kernels
Kεβ(y) = ϕε(y)
λ(2 − σ)
|y|n+σ
+ (1 − ϕε(y))Kβ(y)
where ϕ ∈ C∞c (R
n) is a function such that 0 ≤ ϕ ≤ 1 in Rn, ϕ = 0 in Rn \B2 and
ϕ = 1 in B1, and ϕε(y) = ϕ(y/ε). Then we define the corresponding operator I
ε
by
Iεv(x, t) := inf
β
Lεβv(x, t) := inf
β
∫
Rn
µt(v, x, y)K
ε
β(y) dy.
Under the parabolic topology, it is natural to consider the partial derivative ∂−t
with respect to the past time defined by
∂−t u(x, t) = lim
h→0−
u(x, t+ h)− u(x, t)
h
for u ∈ F, if it exists.
Lemma 3.2. Let u ∈ L∞T (L
1
ω) ∩ C(∂pQ1+η) be a viscosity solution of the nonlocal
parabolic concave equation
Iu− ∂tu = 0 in Q1+η,
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where every Lβ belong to the class L2(σ) for σ ∈ (1, 2). Then there are some
α ∈ (0, 1) and a sequence {uε} ⊂ C2,α(Q1) such that
lim
ε→0
sup
Q1+η
|uε − u| = 0, lim
ε→0
∂tu
ε = ∂tu on B1 × (−1, 0),
limε→0 ∂tu
ε(x, 0) = ∂−t u(x, 0) for any x ∈ B1 and
(3.2)
{
Iεuε − ∂tu
ε = 0 in Q1+η,
uε = u in RnT \Q1+η.
Moreover, we have that limε→0 ‖I
ε − I‖ = 0.
Remark. Note that the condition limε→0 ‖I
ε− I‖ = 0 implies that Iε converges
weakly to I in Q1+η as in [KL4].
Proof. We observe that if Lβ ∈ L2(σ), then L
ε
β ∈ L2(σ). For any ε ∈ (0, 1), let
uε be the viscosity solution of (3.2). Then it follows from Corollary 7.9 [KL4] that
uε ∈ C2,α(Q1) for some α ∈ (0, 1).
If v ∈ FMy,s for M > 0 and (y, s) ∈ Q1, then ‖v‖L∞T (L1ω) ∨ ‖v‖C1,1(Q1(y,s)) ≤ M
and v ∈ F ∩ C2x(y, s), and so we have that
|v(x, t) − v(y, t)− (x− y) · ∇xv(y, t)| ≤ ‖v‖C1,1(Q1(y,s))|x− y|
2
for all (x, t) ∈ Q1(y, s). Thus by simple computation, we obtain that
|Iεv(x, t)− Iv(x, t)| . ε2−σ,
so that ‖Iε − I‖ . ε2−σ → 0 as ε → 0 because σ ∈ (0, 2). Thus by Lemma 5.8
[KL4] we conclude that uε converges to u uniformly in Q1+η as ε→ 0.
For ε ∈ (0, 1), h ∈ (−1, 1) and (x, t) ∈ Q1, we set
gε,h(x, t) =
uε(x, t+ h)− uε(x, t)
h
and gh(x, t) =
u(x, t+ h)− u(x, t)
h
.
For every fixed h ∈ (0, 1), it is easy to check that gε,h converges uniformly to gh
on Q1 as ε → 0, and moreover gε,h has a pointwise limit ∂tu
ε on Q1 as h → 0.
Thus, by commutative property of double limits, gh has a pointwise limit on Q1 as
h→ 0, and moreover
∂tu(x, t) = lim
h→0
gh(x, t) = lim
ε→0
lim
h→0
gε,h(x, t) = lim
ε→0
∂tu
ε(x, t)
for any (x, t) ∈ B1 × (−1, 0) and limε→0 ∂tu
ε(x, 0) = ∂−t u(x, 0) for any x ∈ B1.
Hence we are done. 
From Lemma 3.2 and Theorem 2.2 [KL3], we can easily derive the following
corollary which shall be useful in the final step of the proof of the main theorem.
Corollary 3.3. If u ∈ L∞T (L
1
ω)∩C(∂pQ1+η) be a viscosity solution of the nonlocal
parabolic concave equation
Iu− ∂tu = 0 in Q1+η,
where every Lβ belong to L2(σ) for σ ∈ (1, 2), then Iu−∂tu is well-defined on Q1+η
in the classical sense and
Iu(x, t) − ∂tu(x, t) = 0 for any (x, t) ∈ Q1+η.
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In the second part, we shall show that any average of viscosity subsolutions
to the nonlocal parabolic concave equation is a viscosity subsolution to the same
equation. This implies that the convolution of the viscosity subsolution with a
mollifier with compact support is also a viscosity subsolution, which shall be very
useful in obtaining local uniform boundedness of linear operators in Section 6.
Lemma 3.4. If u, v ∈ L∞T (L
1
ω) ∩ C(∂pQ1) be viscosity subsolutions of the concave
equations Iu− ∂tu = 0 and Iv − ∂tv = 0 in Q1, then we have that
I
(
u+ v
2
)
− ∂t
(
u+ v
2
)
≥ 0 in Q1
in the viscosity sense. In particular, if u ∈ L∞T (L
1
ω)∩C(∂pQ1) is a viscosity solution
of the concave equation Iu−∂tu = 0 in Q1 and ϕ ∈ C
∞
c (R
n) is a mollifier supported
in a small ball Bδ such that ϕ ≥ 0 and ‖ϕ‖L1(Rn) = 1, then I(ϕ ∗ u)− ∂t(ϕ ∗ u) ≥ 0
in Q1 in the viscosity sense.
Remark. Note that the convolution ϕ ∗ u of ϕ and u means
ϕ ∗ u(x, t) =
∫
Rn
ϕ(x− y)u(y, t) dy =
∫
Rn
u(x− y, t)ϕ(y) dy, x ∈ Rn, t ∈ (−T, 0].
Proof. We consider approximate equations Iεuε−∂tu
ε = 0 and Iεvε−∂tv
ε = 0 in Q1
with boundary values as in (3.2). By Lemma 3.2, we see that uε, vε ∈ C2(Q1) and
uε, vε converges uniformly to u, v inQ1, respectively. Thus the operators L
ε
βu
ε,Lεβv
ε
are well-defined and continuous on Q1. Now it follows from simple computation
that
Iε
(
uε + vε
2
)
− ∂t
(
uε + vε
2
)
≥
infβ Lβu
ε + infβ Lβv
ε
2
− ∂t
(
uε + vε
2
)
=
(Iεuε − ∂tu
ε) + (Iεvε − ∂tv
ε)
2
≥ 0 in Ω× I
in the viscosity sense. Since it is obvious that limε→0 ‖u
ε − u‖L∞T (L1ω) = 0 and
limε→0 ‖v
ε − v‖L∞T (L1ω) = 0, by Lemma 5.4 [KL4] and Lemma 3.2 we obtain the
first required result. Finally, the second part is a natural by-product of the first
part we obtained just before in the above. 
4. Linear parabolic integro-differential equations
In this section, we shall obtain regularity results for linear parabolic integro-
differential equations much better than those for the nonlinear equations.
Theorem 4.1. Let L be a linear integro-differential operator in the class L1(σ) for
σ ∈ (σ0, 2) with σ0 ∈ (1, 2). If u ∈ L
∞
T (L
1
ω) ∩ C(∂pQ1+η) is a viscosity solution of
Lu− ∂tu = 0 in Q1+η,
then u ∈ C2,α(Q1), and moreover there is some α ∈ (0, 1) such that
‖u‖C2,α(Q1) . ‖u‖L∞T (L1ω).
Proof. Applying Theorem 3.6 in [KL4], we see that there is a constant α ∈ (0, 1)
such that u ∈ C1,α(Q1) and
(4.1) ‖u‖C1,α(Q1) . ‖u‖L∞T (L1ω).
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We note that Lue(x, t) − ∂tue(x, t) = 0 for (x, t) ∈ Q1 where ue means the weak
derivative of u in the direction e ∈ Sn−1. Also by (4.1), we note that ue coincides
with the strong type directional derivative of u in the direction e on Q1.
Next we show that ue ∈ L
∞
T (L
1
ω). For (x, t) ∈ Q1, we consider a function
w ∈ C10 (R
n) such that w(y) = 1 for |y| < 1/2, |we(y)| ≤ 1 and w(y) ≥ 1 for
1/2 ≤ |y| < 1, and w(y) = K(y) for |y| ≥ 1. Take any (x, t) ∈ Q1. Then by
integration by parts, (1.3) and Theorem 2.1, we have that∣∣∣∣∫
Rn
ue(y, t)w(y) dy
∣∣∣∣ = ∣∣∣∣∫
Rn
u(y, t)we(y) dy
∣∣∣∣
≤
∫
1/2≤|y|<1
|u(y, t)| dy +
∫
|y|≥1
|u(y, t)| |〈e,∇K(y)〉| dy
. ‖u‖C(Q1+η) + ‖u‖L∞T (L1ω) . ‖u‖L∞T (L1ω).
(4.2)
This implies that (ue)
+, (ue)
− ∈ L1(w dy). Thus we see that |ue| ∈ L
1(w dy).
Moreover we conclude that ue ∈ L
∞
T (L
1
ω).
Then it follows from Theorem 3.6 [KL4] that ue ∈ C
1,α
x (Q1). Thus we obtain
that u ∈ C2,αx (Q1). Here we note that we could choose some α > 0 so that α < σ0−1
in Theorem 3.4 [KL4] (or Theorem 5.2 [KL3]). Since (2+α)/σ > 1 for such α > 0,
we see that
2 + α− σ
σ
+ 1 =
2 + α
σ
and 0 < α < 2+α−σ < 1. Since 0 < 2+α−σ < 1 < 1+α, by (4.1) we can obtain
that u is C
2+α−σ
σ
t -Ho¨lder continuous in Q1. By applying the idea of the proof of
Theorem 7.8 [KL4], the C
1, 2+α−σσ
t -regularity of u can be achieved on Q1. Therefore
by the final remark in Section 2, we conclude that u ∈ C2,α(Q1). 
Let F(RnT ) denote the family of all real-valued measurable functions defined on
R
n
T . Then we introduce a function space L
∞
T (L
2
x) consisting of all f ∈ F(R
n
T )
satisfying
sup
t∈(−T,0]
(∫
Rn
|f(x, t)|2 dx
) 1
2
<∞.
Theorem 4.2. If ‖L0u‖L∞T (L2x) < ∞ for some L0 ∈ L0(σ) with σ ∈ (0, 2) and
u ∈ F, then we have that
sup
L∈L0(σ)
‖Lu‖L∞T (L2x) . infL∈L0(σ)
‖Lu‖L∞T (L2x).
Proof. If we denote the Fourier transform of u ∈ F(RnT ) in terms of space variable
by û(ξ, t) =
∫
Rn
e−ix·ξu(x, t) dx, then it follows from Plancherel’s Theorem that
L̂u(ξ, t) =
(
−
∫
Rn
2
(
1− cos(y · ξ)
)
K(y) dy
)
û(ξ, t) := −m(ξ)û(ξ, t)
for any L ∈ L0(σ). By simple computation as in [CS1], we have that
1
c0
|ξ|σ ≤ m(ξ) ≤ c0|ξ|
σ
for a universal constant c0 > 0 possibly depending on λ,Λ and the dimension n,
but not depending on t. Applying standard harmonic analysis, there is a universal
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constant C > 0 possibly depending on λ,Λ and the dimension n, but not depending
on t such that
sup
t∈(−T,0]
sup
‖v(·,t)‖L2(Rn) 6=0
‖L1 ◦ L
−1
2 v(·, t)‖L2(Rn)
‖v(·, t)‖L2(Rn)
= ‖m1m
−1
2 ‖L∞(Rn) < C <∞
for any L1,L2 ∈ L0(σ), wherem1 andm
−1
2 denote the symbols of L1 and the inverse
L−12 of the operator L2, respectively. Hence this implies the required result. 
Let s be a real number. Then the homogeneous mixed Sobolev space L∞T (H˙
s
x)
is defined as the function space of all f ∈ F(RnT ) satisfying
‖f‖L∞T (H˙sx)
:= sup
t∈(−T,0]
(∫
Rn
|ξ|2s
∣∣f̂(ξ, t)∣∣2) 12 <∞.
For pσ := 2n/(n−2σ) with σ ∈ (0, 2), we define a function space L
∞
T (L
pσ
x ) consisting
of all f ∈ F(RnT ) satisfying
‖f‖L∞T (L
pσ
x ) := sup
t∈(−T,0]
(∫
Rn
∣∣f(x, t)∣∣pσ) 1pσ <∞.
For r > 0, we consider the function space of all measurable functions f on Qr such
that
‖f‖L∞t L2x(Qr) := sup
t∈(−rσ,0]
(∫
Br
∣∣f(x, t)∣∣2) 12 <∞.
Theorem 4.3. Suppose that a function u ∈ L∞T (L
1
ω) ∩ C(∂pQ1+η) is a viscosity
solution of the equation
L0u− ∂tu = h in Q1+η
for h ∈ L∞T (L
2
x), where L0 ∈ L0(σ) for σ ∈ [σ0, 2) with σ0 ∈ (1, 2). Then there is a
solution v ∈ L∞T (H˙
σ
2
x ) of the equation L0v − ∂tv = h1Q1+η in R
n
T such that
sup
L∈L0(σ)
‖Lu‖L∞t L2x(Q1/2) . sup
Q1+η
|u− v|+ ‖u− v‖L∞T (L1ω) + ‖h‖L∞T (L2x) + ‖v‖L∞T (H˙
σ
2
x )
.
Proof. Take any L ∈ L0(σ) for σ ∈ [σ0, 2) with σ0 ∈ (1, 2). Let v ∈ L
∞
T (H˙
σ
2
x ) be
a solution of the equation L0v − ∂tv = h1Q1+η in R
n
T . By the Sobolev embedding
theorem, we see that
(4.3) v ∈ L∞T (H˙
σ
2
x ) ⊂ L
∞
T (L
pσ
x ).
Since v ∈ L∞T (H˙
σ
2
x ) is equivalent to (−∆)σ/2v ∈ L∞T (L
2
x), it follows from Lemma
4.2 that L0v ∈ L
∞
T (L
2
x), and so ∂tv ∈ L
∞
T (L
2
x). By Ho¨lder’s inequality and (4.3),
we have that v ∈ L∞T (L
1
ω). From Theorem 4.1, we obtain that
(4.4) ‖u− v‖C2,α(Q1) . sup
Q1+η
|u− v|+ ‖u− v‖L∞T (L1ω).
Since µt(u − v, x, y) =
∫ 1
0
∫ 1
0 〈D
2(u − v)((x + τy) − 2sτy, t)y, y〉 ds dτ by the mean
value theorem, we have that∣∣µt(u− v, x, y)∣∣ . ( sup
Q1+η
|u− v|+ ‖u− v‖L∞T (L1ω)
)
|y|2
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for any (x, t) ∈ Q1/2 and y ∈ B 1
2+η
. So we get that∣∣L(u− v)(x, t)∣∣ . ( sup
Q1+η
|u− v|+ ‖u− v‖L∞T (L1ω)
) ∫
|y|< 12+η
|y|2K(y) dy
+ (u− v) ∗Kη(y) . sup
Q1+η
|u− v|+ ‖u− v‖L∞T (L1ω)
(4.5)
for any (x, t) ∈ Q1/2, where Kη(y) = 1Rn\B 1
2
+η
(y)K(y). This implies that
‖L(u− v)‖L∞t L2x(Q1/2) . sup
Q1+η
|u− v|+ ‖u− v‖L∞T (L1ω).
Hence we conclude that
sup
L∈L0(σ)
‖Lu‖L∞t L2x(Q1/2) . sup
Q1+η
|u−v|+‖u−v‖L∞T (L1ω)+‖h‖L∞T (L2x)+‖v‖L∞T (H˙
σ
2
x )
. 
5. Local uniform upper boundedness of viscosity subsolutions
In this section, local uniform upper boundedness of viscosity subsolutions in
L∞T (L
1
ω) will be achieved by using almost the same idea of the proof of the Harnack
inequality in [KL3].
Theorem 5.1. Let σ ∈ (1, 2). If u ∈ L∞T (L
1
ω) ∩ C(Q2) satisfies the equation
M+0 u− ∂tu ≥ −‖u‖L∞T (L1ω) in Q2
in the viscosity sense, then we have the estimate
sup
Q1/2
u . ‖u‖L∞T (L1ω).
Proof. Without loss of generality, we may assume that u ∈ B(RnT ). Indeed, if we
set u1 = u1Q2 and u2 = u1RnT \Q2 , then it easily follows that
M+0 u1 − ∂tu1 & −‖u‖L∞T (L1ω) in Q2.
Since u is continuous on Q2, u1 is bounded on R
n
T . So we could use u1 instead of
u. Also we may assume that ‖u‖L∞T (L1ω) = 1 by dividing u by the norm ‖u‖L∞T (L1ω).
Thus it suffices to show that supQ1/2 u ≤ C. If u is non-positive on Q1/2, then there
is nothing to prove it. Thus we may now suppose that u is non-negative on Q1/2.
We set s0 = inf{s > 0 : u(x, t) ≤ s d((x, t), ∂pQ1)
−n−σ, ∀ (x, t) ∈ Q1}. Then we see
that s0 > 0 and there is some (xˇ, tˇ) ∈ Q1 such that
u(xˇ, tˇ) = s0 d((xˇ, tˇ), ∂pQ1))
−n−σ = s0d
−n−σ
0
where d0 = d((xˇ, tˇ), ∂pQ1) ≤ 2
1/σ < 2 for σ ∈ (1, 2). We note that
(5.1) Bdr (x0, t0) ⊂ Qr(x0, t0) ⊂ B
d
2r(x0, t0)
for any r > 0 and (x0, t0) ∈ R
n
T .
To finish the proof, we have only to show that s0 can not be too large because
u(x, t) ≤ C1d((x, t), ∂pQ1)
−n−σ ≤ C for any (x, t) ∈ Q1/2 ⊂ Q1 if C1 > 0 is
some constant with s0 ≤ C1. Assume that s0 is very large. Then by Chebyshev’s
inequality we have that∣∣{u ≥ u(xˇ, tˇ)/2} ∩Q1}∣∣ ≤ 2
|u(xˇ, tˇ)|
‖u‖L∞(L1ω) . s
−1
0 d
n+σ
0 .
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Since Bdr(xˇ, tˇ) ⊂ Q1 and |B
d
r | = Cd
n+σ
0 for r = d0/2 ≤ 2
−(1−1/σ) < 1 for σ ∈ (1, 2),
we easily obtain that
(5.2)
∣∣{u ≥ u(xˇ, tˇ)/2} ∩ Bdr (xˇ, tˇ)}∣∣ . s−10 |Bdr |.
In order to get a contradiction, we estimate |{u ≤ u(xˇ, tˇ)/2}∩Bdδr/2(xˇ, tˇ)| for some
very small δ > 0 (to be determined later). For any (x, t) ∈ Bd2δr(xˇ, tˇ), we have that
u(x, t) ≤ s0(d0 − δd0)
−n−σ = u(xˇ, tˇ)(1 − δ)−n−σ for δ > 0 so that (1 − δ)−n−σ is
close to 1. We consider the function
v(x, t) =
u(xˇ, tˇ)
(1− δ)n+σ
− u(x, t).
Then we see that v ≥ 0 on Bd2δr(xˇ, tˇ), and alsoM
−
0 v− ∂tv ≤ 1 on Qδr(xˇ, tˇ) because
M+0 u − ∂tu ≥ −1 on Qδr(xˇ, tˇ). In order to apply Theorem 4.12 [KL3] to v, we
consider w = v+ instead of v. Since w = v + v−, we have that
(5.3) M−0 w − ∂tw ≤M
−
0 v − ∂tv +M
+
0 v
− − ∂tv
− ≤ 1 +M+0 v
− − ∂tv
−
on Qδr(xˇ, tˇ). Since v
− ≡ 0 on Bd2δr(xˇ, tˇ), if (x, t) ∈ Qδr(xˇ, tˇ) then we have that
µt(v
−, x, y) = v−(x+ y, t) + v−(x − y, t) for y ∈ Rn.
Take any (x, t) ∈ Qδr(xˇ, tˇ) and any ϕ ∈ C
2
Qδr(xˇ,tˇ)
(v−;x, t)+. Since (x, t)+Qδr ⊂
Q2δr(xˇ, tˇ) and v
−(x, t) = 0, we see that ∂tϕ(x, t) = 0. Thus we have that
M+0 v
−(x, t)− ∂tϕ(x, t) = (2 − σ)
∫
Rn
Λµ+t (v
−, x, y)− λµ−t (v
−, x, y)
|y|n+σ
dy
≤ 2(2− σ)Λ
∫
{y∈Rn: v(x+y,t)<0}
−v(x+ y, t)
|y|n+σ
dy
≤ 2(2− σ)Λ
∫
Bcδr
(
u(x+ y, t)− (1− δ)−n−σu(xˇ, tˇ)
)
+
|y|n+σ
dy
≤ C(2 − σ)Λ
(
(δr)−n−σ + 1
) ∫
Rn
|u(y, t)|
1 + |y|n+σ
dy.
This implies that
M+0 v
− − ∂tv
− . ‖u‖L∞T (L1ω)(δr)
−n−σ . (δr)−n−σ on Qδr(xˇ, tˇ).
Thus by (5.3), we obtain that w satisfies
M−0 w(x, t) − ∂tw . (δr)
−n−σ on Qδr(xˇ, tˇ)
in viscosity sense. Since u(xˇ, tˇ) = s0d
−β
0 = 2
−βs0r
−β , by Theorem 4.12 [KL3] there
is some ε∗ > 0 such that∣∣{u ≤ u(xˇ, tˇ)/2} ∩ Bdδr/2(xˇ, tˇ)∣∣ ≤ ∣∣{u ≤ u(xˇ, tˇ)/2} ∩Qδr/2(xˇ, tˇ)∣∣
=
∣∣{w ≥ u(xˇ, tˇ)((1 − δ)−β − 1/2)} ∩Qδr/2(xˇ, tˇ)∣∣
. (δr)n+σ
[
((1 − δ)−β − 1)u(xˇ, tˇ) + C(δr)−σ(δr)σ
]ε∗
×
[
u(xˇ, tˇ)((1 − δ)−β − 1/2)
]−ε∗
. (δr)n+σ
[(
(1− δ)−β − 1
(1 − δ)−β − 1/2
)ε∗
+
s−ε∗0 r
n+σ
((1 − δ)−β − 1/2)ε∗
]
. (δr)n+σ [((1− δ)−β − 1)ε∗ + s−ε∗0 r
n+σ ]
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We now choose δ > 0 so small enough that (δr)n+σ((1 − δ)−β − 1)ε∗ . |Bdδr/2|/4.
Since δ was chosen independently of s0, if s0 is large enough for such fixed δ then
we get that (δr)n+σs−ε∗0 r
n+σ . |Bdδr/2|/4. Therefore we obtain that∣∣{u ≤ u(xˇ, tˇ)/2} ∩ Bdδr/2(xˇ, tˇ)∣∣ ≤ |Bdδr/2|/2.
Thus we conclude that∣∣{u ≥ u(xˇ, tˇ)/2} ∩ Bdr(xˇ, tˇ)∣∣ ≥ ∣∣{u ≥ u(xˇ, tˇ)/2} ∩ Bdδr/2(xˇ, tˇ)∣∣
≥
∣∣{u > u(xˇ, tˇ)/2} ∩ Bdδr/2(xˇ, tˇ)∣∣
≥
∣∣Bdδr/2(xˇ, tˇ)∣∣− ∣∣Bdδr/2∣∣/2
=
∣∣Bdδr/2∣∣/2 = C|Bdr |,
which contradicts (5.2) if s0 is large enough. Hence we complete the proof. 
6. Local uniform boundedness of linear operators
The main theme of this section is to establish local uniform boundedness of
linear operators from the result obtained in Section 5, which facilitate obtaining
local uniform boundedness of extremal operators to be given in the next section.
Lemma 6.1. Let u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) be a viscosity solution satisfying the
equation
Iu− ∂tu = 0 in Q2.
If K ∈ K0(σ) is a symmetric kernel, then for any cut-off function ϕ ∈ C
∞
c (R
n)
supported in B1 and with 0 ≤ ϕ ≤ 1 in R
n, we have that
M+2 uϕ − ∂tuϕ ≥ 0 in Q1
in the viscosity sense, where
uϕ(x, t) =
∫
Rn
µt(u, x, y)K(y)ϕ(y) dy.
Proof. By Lemma 5.4 [KL4] and Lemma 3.2, without loss of generality we may as-
sume that u ∈ C2(Q1). So we see that integro-differential type operators like uϕ are
well-defined and continuous in Q1. For ℓ ∈ N, we set ϕℓ(y) = 1Rn\B4/ℓ(y)K(y)ϕ(y).
Then we see that ϕℓ ∈ L
1(Rn) for all ℓ ∈ N. By Lebesgue’s dominated convergence
theorem, we have that
uϕ = lim
ℓ→∞
∫
Rn
µ·(u, ·, y)ϕℓ(y) dy = 2
(
lim
ℓ→∞
u ∗ ϕℓ − u ‖ϕℓ‖L1
)
.
Now it follows from Lemma 3.4 that
I
(
u ∗
ϕℓ
‖ϕℓ‖L1
)
− ∂t
(
u ∗
ϕℓ
‖ϕℓ‖L1
)
≥ 0 in Q1.
Also we have that Iu − ∂tu = 0 in Q1. Thus by applying Theorem 2.4 [KL3], we
easily obtain that
M+2
(
u ∗ ϕℓ − u ‖ϕℓ‖L1
)
− ∂t
(
u ∗ ϕℓ − u ‖ϕℓ‖L1
)
= ‖ϕℓ‖L1
[
M+2
(
u ∗
ϕℓ
‖ϕℓ‖L1
− u
)
− ∂t
(
u ∗
ϕℓ
‖ϕℓ‖L1
− u
)]
≥ 0 in Q1
for any ℓ ∈ N. Hence we can obtain the required result by taking limit ℓ→∞. 
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Lemma 6.2. Let u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) be any viscosity solution satisfying the
equation
Iu− ∂tu = 0 in Q2.
Then we have the estimate
M+2 (Lu)− ∂t(Lu) & −‖u‖L∞T (L1ω) in Q1
for any L ∈ L2.
Proof. By Lemma 5.4 [KL4] and Lemma 3.2, without loss of generality we may
assume that u ∈ C2(Q1). For ℓ ∈ N, let ηℓ(y) = 1Rn\B4/ℓ(y)K(y). Take any
L ∈ L2. Then as in Lemma 6.1 we have that
Lu = lim
ℓ→∞
∫
Rn
µ·(u, ·, y)ηℓ(y) dy = 2 lim
ℓ→∞
(
u ∗ ηℓ − u ‖ηℓ‖L1
)
.
Let ϕ ∈ C∞c (R
n) be any radial cut-off function supported in B2 such that ϕ ≡ 1 in
B3/2 and 0 ≤ ϕ ≤ 1 in R
n. We set φℓ(y) = ηℓ(y)ϕ(y) and ψℓ(y) = ηℓ(y)(1 − ϕ(y)).
By Lemma 6.1, we have that
(6.1) M+2
(
u ∗ φℓ − u ‖φℓ‖L1
)
− ∂t
(
u ∗ φℓ − u ‖φℓ‖L1
)
≥ 0 in Q1.
Also we now estimate I(u ∗ ψℓ) − ∂t(u ∗ ψℓ) in Q1. Take any point (x, t) ∈ Q1.
We note that
I(u ∗ ψℓ)− ∂t(u ∗ ψℓ) = inf
β
Lβ(u ∗ ψℓ)− ∂t(u ∗ ψℓ)
= inf
β
u ∗ (Lβψℓ)− ∂t(u ∗ ψℓ)
and
u ∗ Lβ(ψℓ)(x, t) =
∫
Rn
u(x− y, t)
∫
|z|≥ 12
µ(ψℓ, y, z)K(z) dz dy
+
∫
|y|≥1
u(x− y, t)
∫
|z|< 12
µ(ψℓ, y, z)K(z) dz dy
:= I(x, t) + II(x, t)
by the definition of ψℓ. Then it is easy to check that
(6.2) I = 2(u ∗ ψℓ ∗ η2)− 2c (u ∗ ψℓ)
for a universal constant c > 0. By the mean value theorem and triangle inequality,
we see that for any y ∈ Rn \B1 and z ∈ B1/2,
µ(ψℓ, y, z) =
∫ 1
0
∫ 1
0
〈D2ψℓ((y + τz)− 2sτz)z, z〉 ds dτ,
|(y + τz)− 2sτz| = |y + τ(1 − 2s)z| ≥ |y| − |z| ≥ |y|/2.
Since D2ψℓ = (D
2ηℓ)(1 − ϕ)− 2(Dηℓ)(Dϕ) − ηℓ(D
2ϕ), by (1.2) and (1.4) we have
that
|D2ψℓ((y + τz)− 2sτz, t)| ≤
C
|y|n+σ
1Rn\B3(y) := k(y)
for any y ∈ Rn \B1, z ∈ B1/2 and s, τ ∈ [0, 1]. Thus we obtain that
(6.3) |II(x, t)| ≤ |u| ∗ k(x, t)
∫
|z|< 12
|z|2K(z) dz . |u| ∗ k(x, t) . ‖u‖L∞T (L1ω).
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Hence it easily follows from (6.2), (6.3) and Young’s inequality that
(6.4) |u ∗ Lβ(ψℓ)(x, t)| . ‖u‖L∞T (L1ω)
for any β, and thus we have that
(6.5) I(u ∗ ψℓ)(x, t) & −‖u‖L∞T (L1ω).
Since u ∈ C1t (Q1), as in the above estimate we can obtain that
∂t(u ∗ ψℓ)(x, t) = (∂tu) ∗ ψℓ(x, t) = (Iu) ∗ ψℓ(x, t)
≤ (Lβu) ∗ ψℓ(x, t) = u ∗ (Lβψℓ)(x, t)
. ‖u‖L∞T (L1ω).
(6.6)
Hence by (6.1), (6.5) and (6.6), we conclude that
M+2 (Lu)− ∂t(Lu) & −‖u‖L∞T (L1ω) in Q1.
Therefore we complete the proof. 
Lemma 6.3. If u ∈ L∞T (L
1
ω) ∩ C(∂pQ2+η) is a viscosity solution satisfying the
equation
Iu− ∂tu = 0 in Q2+η
where I is defined on L2(σ) for σ ∈ (σ0, 2) with σ0 ∈ (1, 2), then we have the
estimate
sup
L∈L2
(
sup
Q1/4
Lu
)
. ‖u‖L∞T (L1ω).
Proof. By Lemma 5.4 [KL4] and Lemma 3.2, without loss of generality we may
assume that u ∈ C2(Q2). By Lemma 6.2, we see that
(6.7) M+0 (Lu)− ∂t(Lu) ≥M
+
2 (Lu)− ∂t(Lu) & −‖u‖L∞T (L1ω) in Q1
for any L ∈ L2. Since it is easy to check that L is a nonlocal parabolic operator,
we see that Lu ∈ C(Q2) (see [KL4]).
Let ϕ ∈ C∞c (R
n) be a function such that 0 ≤ ϕ ≤ 1, ϕ = 1 in B2, ϕ = 0 in
R
n \ B2+η/2 and |D
2ϕ| ≤ N0 in B2+η/2 for some N0 > 0. Then by the change of
variables we have that
(6.8)
∫
Rn
Lu(x, t)ϕ(x) dx =
∫
Rn
u(x, t) Lϕ(x) dx.
We note that |(x+ τy)− 2sτy| = |x+ τ(1 − 2s)y| ≤ |x|+ |y| for s, τ ∈ [0, 1] and
µ(ϕ, x, y) =
∫ 1
0
∫ 1
0
〈D2ϕ((x+ τy) − 2sτy)y, y〉 ds dτ
for any x ∈ B1 and y ∈ B1. We now have that
Lϕ(x) =
∫
B1
µ(ϕ, x, y)K(y) dy +
∫
Rn\B1
µ(ϕ, x, y)K(y) dy := b(x) + c(x)
and c(x) = 2ϕ ∗ η4(x) − 2 c0ϕ(x) where c0 =
∫
Rn\B1
K(y) dy < ∞ and ηr(y) =
1Rn\Br (y)K(y). Then it is easy to check that |b(x)| ≤ N0
∫
B1
|y|2K(y) dy ≤ c <∞
for |x| < 5 and |b(x)| = 0 for |x| ≥ 5, and |c(x)| ≤ c for |x| < 5 and |c(x)| ≤ c/|x|n+σ
for |x| ≥ 5, where c > 0 is a universal constant. So we see that |Lϕ(x)| . ω(x).
Thus by (6.8), we obtain that
(6.9)
∣∣∣∣∫
Rn
Lu(x, t)ϕ(x) dx
∣∣∣∣ . ‖u‖L∞T (L1ω).
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We set φ(x) = 1 − ϕ(x) and w(x, t) = ϕ(x) Lu(x, t), and we denote by fx(y) =
f(x+y). Then (6.9) implies that w ∈ L∞T (L
1
ω)∩C(Q2). We now estimateM
+
0 w(x, t)
for x ∈ B1 and t ∈ (−T, 0]. For this, as in (6.4) we have that
(6.10) sup
(x,t)∈Q1
∣∣u ∗ L(φxK)(x, t)∣∣ . ‖u‖L∞T (L1ω),
because φxK is a smooth function with nice decay such that φxK = 0 on B(x; 1)
for each x ∈ B1. If (x, t) ∈ Q1, then by the change of variables and (6.10), we have
the estimate
Lβw(x, t) =
∫
Rn
µt(Lu, x, y)K(y) dy −
∫
Rn
µt
(
(Lu)φ, x, y
)
K(y) dy
=
∫
Rn
µt(Lu, x, y)K(y) dy − 2
∫
Rn
Lu(x+ y, t)φx(y)K(y) dy
=
∫
Rn
µt(Lu, x, y)K(y) dy − 2 u ∗ L(φ
xK)(x, t)
&
∫
Rn
µt(Lu, x, y)K(y) dy − ‖u‖L∞T (L1ω)
(6.11)
for any Lβ ∈ L2. Hence by (6.7) and (6.11) we conclude that
M+0 w − ∂tw &M
+
2 (Lu)− ∂t(Lu)− ‖u‖L∞T (L1ω) & −‖u‖L∞T (L1ω) on Q1.
Therefore the required result can be achieved by applying Theorem 5.1. 
7. Local uniform boundedness of extremal operators
In this section, we show that if u ∈ L∞T (L
1
ω) is a viscosity solution of the nonlocal
parabolic concave equation Iu− ∂tu = 0 in Q2, then M
+
0 u and M
−
0 u are bounded
uniformly on Q1/2 for σ ∈ (σ0, 2) with σ0 ∈ (1, 2). This plays an important role as
a cornerstone in proving the main theorem in the final section.
Lemma 7.1. Let u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) be a viscosity solution satisfying the
equation
Iu− ∂tu = 0 in Q2.
If K is a symmetric kernel with K(y) ≤ (2 − σ)Λ|y|−n−σ, then for any function
γ ∈ C∞c (−T, T ] with γ = 1 in (−2
1−σ, 0] and supp(γ) ⊂ (−1, η] and any radial
cut-off function ψ ∈ C∞c (R
n) supported in B2 such that ψ = 1 in B8/5, ψ = 0 in
R
n \B2 and 0 ≤ ψ ≤ 1 in R
n, we have that
M+2 (ψγ uϕ)− ∂t(ψγ uϕ) & −‖u‖L∞T (L1ω) in Q1/2
in the viscosity sense, where
uϕ(x, t) =
∫
Rn
µt(u, x, y)K(y)ϕ(y) dy
for a radial cut-off function ϕ ∈ C∞c (R
n) supported in B1/4 with 0 ≤ ϕ ≤ 1 in R
n.
Proof. By Lemma 6.1, we see that M+2 uϕ − ∂tuϕ ≥ 0 in Q1 in the viscosity sense.
Set φ = 1− ψγ in RnT . Take any Lβ ∈ L2 and (x, t) ∈ Q1/2. Then we have that
Lβ(ψγ uϕ)(x, t) =
∫
Rn
µt(uϕ, x, y)Kβ(y) dy − E(x, t)(7.1)
THE EVANS-KRYLOV THEOREM 21
where E(x, t) =
∫
Rn
µt(φuϕ, x, y)Kβ(y) dy. By the mean value theorem and trian-
gle inequality, we see that
(7.2) µ(φxKβ , y, z) =
∫ 1
0
∫ 1
0
〈D2(φxKβ)((y + τz)− 2sτz)z, z〉 ds dτ
and |x + (y + τz) − 2sτz| = |x + y + τ(1 − 2s)z| ≥ |y| − 1516 |y| ≥
1
16 |y| for any
y ∈ Rn \ B4/5, z ∈ B1/4 and −2
1−σ < t ≤ 0. Also we note that µ(φxKβ , y, z) = 0
for any y ∈ B4/5, z ∈ B1/4 and −2
1−σ < t ≤ 0. Thus by (7.2) we obtain that
E(x, t) = 2
∫
Rn
(∫
Rn
µt(u, x+ y, z)K(z)ϕ(z) dz
)
φ(x + y)Kβ(y) dy
= 2
∫
Rn
(∫
Rn
µt(u, x+ y, z)φ(x+ y)Kβ(y) dy
)
K(z)ϕ(z) dz
= 2
∫
Rn
u(x+ y, t)
(∫
Rn
µt(φ
xKβ, y, z)K(z)ϕ(z) dz
)
dy
= 2
∫
Rn
u(x+ y, t)
(∫
|z|< 14
µt(φ
xKβ , y, z)K(z)ϕ(z) dz
)
dy
.
∫
|y|≥ 45
|u(x+ y, t)|
1
|y|n+2+σ
dy
∫
|z|< 14
|z|2K(z) dz . ‖u‖L∞T (L1ω)
for any |x| < 1/2 and −21−σ < t ≤ 0. Hence by (7.1) we conclude that
M+2 (ψγ uϕ)(x, t)− ∂t(ψγ uϕ)(x, t)
≥M+2 uϕ(x, t)− ∂tuϕ(x, t)− E(x, t) & −‖u‖L∞T (ω)
for any (x, t) ∈ Q1/2. Therefore we complete the proof. 
Lemma 7.2. Let u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) be any viscosity solution satisfying the
equation
Iu− ∂tu = 0 in Q2,
where I is defined on L2(σ) for σ ∈ (σ0, 2) with σ0 ∈ (1, 2). Then for any operator
L with a symmetric kernel K satisfying K(y) ≤ (2 − σ)Λ|y|−n−σ, we have the
estimate
sup
Q1/2
|Lu| . ‖u‖L∞T (L1ω).
Proof. Take any σ ∈ (σ0, 2) with σ0 ∈ (1, 2). As in Lemma 6.3, without loss
of generality, we may assume that u ∈ C2(Q1). For convenience, we normalize
‖u‖L∞T (L1ω) = 1. By Lemma 6.3, we see that supLβ∈L2 |Lβu| is bounded in Q1/2
because −u is another viscosity solution of our equation. So this implies that
|∂tu| = |Iu| is bounded in Q1/2. Thus it follows from that
‖Lβu− ∂tu‖L∞t L2x(Q1/2) ≤ ‖Lβu‖L∞t L2x(Q1/2) + ‖∂tu‖L∞t L2x(Q1/2) <∞.
Combining Theorem 4.3 with this yields that
(7.3) sup
L∈L0(σ)
‖Lu‖L∞t L2x(Q1/2) <∞.
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Take any operator L with a symmetric kernelK satisfying K(y) ≤ (2−σ)Λ|y|−n−σ.
Then we split Lu into two integrals
Lu(x, t) =
∫
Rn
µt(u, x, y)K(y)ϕ(y) dy +
∫
Rn
µt(u, x, y)K(y)(1− ϕ(y)) dy
:= uϕ(x, t) + u1−ϕ(x, t),
where ϕ ∈ C∞c (R
n) is a radial cut-off function supported in B1 such that ϕ = 1
in B1/2 and 0 ≤ ϕ ≤ 1 in R
n. Since K ∈ L1(Rn \ B1/2), it is easy to check that
supQ1/2 |u1−ϕ| <∞, and thus we have that
‖u1−ϕ‖L∞t L2x(Q1/2) <∞.
Thus by (7.3), we obtain that
(7.4) ‖uϕ‖L∞t L2x(Q1/2) <∞.
From Lemma 6.1, we have that
(7.5) M+2 uϕ − ∂tuϕ ≥ 0 in Q1.
Let ψ ∈ C∞c (R
n) be a function such that ψ = 1 in B1/2 and supp(ψ) ⊂ B 1
2+η
,
and let γ ∈ Cc(−T, T ] be a function such that γ = 1 in (−2
−σ, 0] and supp(γ) ⊂
(−2−σ − η, η]. Set vϕ(x, t) = ψ(x)γ(t)uϕ(x, t). Then by (7.4) it is easy to check
that vϕ ∈ L
∞
T (L
1
ω). So it follows from Lemma 7.1 that
M+2 vϕ − ∂tvϕ & −1 in Q1/2.
Applying Theorem 5.1, we obtain that vϕ . 1 in Q1/8. Thus the required upper
bound for Lu on Q1/2 follows from a standard covering and scaling argument.
For the lower bound for Lu on Q1/2, we take an operator Lβ ∈ L2(σ) with kernel
Kβ and consider an operator L∗ with kernel K∗ =
2
λKβ −
1
ΛK. Then it is easy to
check that
2− σ
|y|n+σ
≤ K∗(y) ≤
(2− σ)(2Λλ −
λ
Λ)
|y|n+σ
.
As in the first half, we obtain that L∗u . 1 in Q1/2. This implies that Lu & −1 in
Q1/2. Therefore the required result can be achieved. 
From the above result, it is natural to obtain the following corollaries.
Corollary 7.3. Let u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) be any viscosity solution satisfying
the equation Iu − ∂tu = 0 in Q2, where I is defined on L2(σ) for σ ∈ (σ0, 2)
with σ0 ∈ (1, 2). Then M
+
0 u, M
−
0 u and ∂tu are uniformly bounded in Q1/2, and
moreover we have(
sup
Q1/2
|M+0 u|
)
∨
(
sup
Q1/2
|M−0 u|
)
∨
(
sup
Q1/2
|∂tu|
)
. ‖u‖L∞T (L1ω).
Corollary 7.4. Let u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) be any viscosity solution satisfying
the equation Iu − ∂tu = 0 in Q2, where I is defined on L2(σ) for σ ∈ (σ0, 2) with
σ0 ∈ (1, 2). Then we have that
sup
Q1/2
∫
Rn
∣∣µ·(u, · , y)∣∣ 2− σ
|y|n+σ
dy . ‖u‖L∞T (L1ω).
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8. Proof of the Main Theorem
Let u ∈ L∞T (L
1
ω) be any viscosity solution satisfying the equation
(8.1) Iu− ∂tu = 0 in Q2,
where I is defined on L2(σ) for σ ∈ (σ0, 2) with σ0 ∈ (1, 2). From Corollary 7.4,
there is a universal constant c0 > 0 such that
(8.2) sup
Q1/2
∫
Rn
|µ·(u, · , y)|
2− σ
|y|n+σ
ϕ(y) dy ≤ c0 ‖u‖L∞T (L1ω),
where ϕ ∈ C∞c (R
n) is a function such that ϕ = 1 in B1, ϕ = 0 in R
n \ B3/2 and
0 ≤ ϕ ≤ 1 in Rn.
In order to prove Theorem 1.1, our main goal is to obtain that there is some
α ∈ (0, 1) such that
(8.3)
∫
Rn
|µt(u, x, y)− µ0(u, 0, y)|
2− σ
|y|n+σ
ϕ(y) dy . (|x| + |t|σ)
α
σ ‖u‖L∞T (L1ω)
for any (x, t) ∈ Q1/2. This implies that the fractional Laplacian (−∆)
σ/2 admits
the Ho¨lder continuity, and moreover the viscosity solutions of the nonlocal parabolic
equation in Theorem 1.1 enjoy the Cσ+α-regularity.
Let ψ ∈ C∞c (R
n) be a function such that ψ = 1 in B1/2 and supp(ψ) ⊂ B 1
2+η
,
and let γ ∈ Cc(−T, T ] be a function such that γ = 1 in (−2
−σ, 0] and supp(γ) ⊂
(−2−σ − η, η]. Set wϕ(x, t) = ψ(x)γ(t) vϕ(x, t), where
vϕ(x, t) =
∫
Rn
[
µt(u, x, y)− µ0(u, 0, y)
] 2− σ
|y|n+σ
ϕ(y) dy
for a radial cut-off function ϕ ∈ C∞c (R
n) supported in B1/4 with 0 ≤ ϕ ≤ 1 in R
n.
Then, as in Lemma 7.2, it is easy to check that wϕ ∈ L
∞
T (L
1
ω) and it follows from
Lemma 7.1 that
M+2 wϕ − ∂twϕ & −‖u‖L∞T (L1ω) in Q1/2,
We set
v±ϕ (x, t) =
∫
Rn
[
µt(u, x, y)− µ0(u, 0, y)
]± 2− σ
|y|n+σ
ϕ(y) dy
and set
wSϕ(x, t) = ψ(x)γ(t)
∫
Rn
[
µt(u, x, y)− µ0(u, 0, y)
] 2− σ
|y|n+σ
ϕ(y)1S(y) dy
for a symmetric set S ⊂ Rn (i.e. S = −S). Also we consider the positive part Pu
and negative part Nu of wϕ defined by Pu(x, t) = ψ(x)γ(t) v
+
ϕ (x, t) and Nu(x, t) =
ψ(x)γ(t) v−ϕ (x, t). Then we see that Pu = supS w
S
ϕ and Nu = − infS w
S
ϕ , and
moreover Pu = wS0ϕ and Nu = −w
Sc0
ϕ where S0 is the symmetric set given by
S0 = {y ∈ R
n : µt(u, x, y) > µ0(u, 0, y)}.
Lemma 8.1. If u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) be a viscosity solution of the equation
Iu− ∂tu = 0 in Q2,
where I is defined on L2(σ) for σ ∈ (σ0, 2) with σ0 ∈ (1, 2), then there exists some
α ∈ (0, 1) such that
sup
(x,t)∈Q1/8
Pu(x, t)
(|x|σ + |t|)
α
σ
. ‖u‖L∞T (L1ω).
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Proof. We may assume that ‖u‖L∞T (L1ω) ≤ 1 by dividing the equation by ‖u‖L∞T (L1ω).
Take any (x, t) ∈ Q1/8 and L ∈ L2(σ). Then we have that
L(τ txu− u)(0, 0) =
∫
Rn
[
µt(u, x, y)− µ0(u, 0, y)
]
ϕ(y)K(y) dy
+
∫
Rn
[
µt(u, x, y)− µ0(u, 0, y)
]
φ(y)K(y) dy
:= Lϕu(x, t) + Lφu(x, t),
(8.4)
where φ = 1− ϕ. Then we see that
(8.5) w−ϕ (x, t) ≤ Lϕ(x, t) ≤ w
+
ϕ (x, t)
where w−ϕ (x, t) = λPu(x, t)−ΛNu(x, t) and w
+
ϕ (x, t) = ΛPu(x, t)−λNu(x, t). By
easy calculation, the second term in the right hand side of (8.4) becomes
Lφu(x, t) = 2
∫
Rn
u(y, t)
[
K(y − x)φ(y − x)−K(y)φ(y)
]
dy
+ CφK(t) + 2
[
u(0, 0)− u(x, t)
] ∫
Rn
K(y)φ(y) dy
where CφK(t) = 2
∫
Rn
[u(y, t) − u(y, 0)]K(y)φ(y) dy. Thus it follows from (1.3) and
Theorem 3.4 [KL4] that
A(x, t) ≤ inf
K∈K2
[
L(τ txu− u)(0, 0)− C
φ
K(t)
]
≤ sup
K∈K2
[
L(τ txu− u)(0, 0)− C
φ
K(t)
]
≤ B(x, t)
(8.6)
for some universal constants c, β > 0, where A(x, t) = w−ϕ (x, t) − c (|x|
σ + |t|)β/σ
and B(x, t) = w+ϕ (x, t) + c (|x|
σ + |t|)β/σ. Here we note that β could be chosen
freely in the open interval (0, 1) (see [KL3]). Then we have only three possible
cases; either (a) A(x, t) ≤ 0 and B(x, t) ≥ 0, or (b) A(x, t) ≥ 0 and B(x, t) ≥ 0, or
(c) A(x, t) ≤ 0 and B(x, t) ≤ 0.
(Case I : (a) A(x, t) ≤ 0 and B(x, t) ≥ 0 ) (a) implies that
(8.7)
λ
Λ
Nu(x, t)− c1 (|x|
σ + |t|)
β
σ ≤ Pu(x, t) ≤
Λ
λ
Nu(x, t) + c1 (|x|
σ + |t|)
β
σ
for any (x, t) ∈ Q1/8, where c1 = c/Λ.
(Case II : (b) A(x, t) ≥ 0 and B(x, t) ≥ 0 ) (b) implies that
(8.8) Nu(x, t) ≤ Pu(x, t).
(Case III : (c) A(x, t) ≤ 0 and B(x, t) ≤ 0 ) (c) implies that
Nu(x, t) ≥ Pu(x, t).
We note that −u is another viscosity solution of (8.1). Using −u instead of u, we
see that N(−u)(x, t) = Pu(x, t) and P(−u)(x, t) = Nu(x, t). In this case, the proof
can be achieved exactly in the same way as Case II. Thus we have only to consider
Case I and Case II.
Our main goal is to show that there is a universal constant c > 0 such that
supQr Pu ≤ c r
α for any small enough r > 0. Since Bdr ⊂ Qr ⊂ B
d
2r, it suffices
to show that supBdr Pu ≤ c r
α for any small enough r > 0. If we take a rescaled
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function wSϕ(x, t) =
1
c0
wSϕ(rx, r
σt) where c0 is the constant in (8.2), then we may
assume that
(i) |wSϕ | ≤ 1 in R
n
T and M
+
2 w
S
ϕ − ∂tw
S
ϕ ≥ −r
σ/c0 in B
d
1 , for all symmetric sets
S ⊂ Rn, and
(ii) for any (x, t) ∈ Bd1 , we have that either
(8.9)
λ
Λ
Nu(x, t)− c1r
σ(|x|σ + |t|)
β
σ ≤ Pu(x, t) ≤
Λ
λ
Nu(x, t) + c1r
σ(|x|σ + |t|)
β
σ
or (8.8) holds, for any small enough r > 0, where c1 is the constant in (8.7). From
Lemma 3.2, we can also assume that u is C2,α0 for some α0 ∈ (0, 1), and so w
S
ϕ , Pu
and Nu are continuous.
For our aim, we need only to prove that there are some r ∈ (0, 1) and ̺ ∈ (0, 1)
such that
(8.10) sup
Bd
rk
|Pu| ≤ (1− ̺)k = rαk for α =
ln(1− ̺)
ln r
.
We are going to proceed this proof by using mathematical induction. If k = 0,
then it is trivial by (i). Assume that (8.10) holds in the kth-step (k ∈ N). Then we
shall show that (8.10) holds also for the (k + 1)th-step. By (8.10) and geometric
observation, we have that
(8.11) − 1 ≤ wSϕ(x, t) ≤ Pu(x, t) ≤
1
1− ̺
(|x|σ + |t|)
α
σ
for any (x, t) with (|x|σ + |t|)1/σ > rk.
We consider the following rescaled functions
w˜Sϕ(x, t) := (1− ̺)
−kwSϕ(r
kx, rkσt),
P˜u(x, t) := (1− ̺)−kPu(rkx, rkσt) = sup
S
w˜Sϕ(x, t),
N˜u(x, t) := (1− ̺)−kNu(rkx, rkσt) = − inf
S
w˜Sϕ(x, t).
Then the function P˜u satisfies that
P˜u(x, t) ≤
{
1 in Bd1 ,
1
1−̺ (|x|
σ + |t|)
α
σ outside Bd1 .
Choosing β = α in (8.9), by (8.8) and (8.9) we have that
(8.12)
λ
Λ
N˜u(x, t)− c1r
σ ≤ P˜u(x, t) ≤
Λ
λ
N˜u(x, t) + c1r
σ in Bd1
and
(8.13) N˜u(x, t) ≤ P˜u(x, t) in Bd1 .
Next, we shall show that if ̺ and r are chosen so small enough that 1− ̺ = rα
for some α ∈ (0, 1), then P˜u ≤ 1− ̺ in Bdr . This makes it possible to complete the
induction process. For this proof, we assume that there are some small enough r
and ̺ such that P˜u 6≤ 1 − ̺ in Bdr , i.e. P˜u(x0, t0) > 1 − ̺ for some (x0, t0) ∈ B
d
r .
Without loss of generality, we may suppose that (x0, t0) be the point at which the
maximum value of P˜u is attained in Bdr . Then we see that
(8.14) P˜u(x0, t0) = w˜
S0
ϕ (x0, t0) > 1− ̺
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and
(8.15) P˜u(x, t) = w˜S0ϕ (x, t) ≤
{
1 in Bd1 ,
1
1−̺ (|x|
σ + |t|)
α
σ outside Bd1 ,
where S0 is the symmetric set given by S0 = {y ∈ R
n : µt(u, x, y) > µ0(u, 0, y)}.
Then we note that
(8.16) M+2 w˜
S0
ϕ − ∂tw˜
S0
ϕ ≥ −
rσ
c0
(
rσ
1− ̺
)k
> −
rσ
c0
in Bd1/2,
because α < σ0 < σ < 2. Since it is easy to check that
(1− w˜S0ϕ )− ≤
( 1
1− ̺
(|x|σ + |t|)
α
σ − 1
)
+
:= h(x, t) in RnT
by (8.15), we derive that
(8.17) M+2 (1− w˜
S0
ϕ )− ≤M
+
2 h ≤ c <∞ in B
d
1/2
for some universal constant c > 0. We also observe that
∂t(1 − w˜
S0
ϕ )− = 0 in B
d
1/2,
because Bd1 ⊂ {(1 − w˜
S0
ϕ )− = 0} by (8.15). Let v
S0
ϕ = (1 − w˜
S0
ϕ )+. Then we have
that vS0ϕ (x0, t0) = infBdr v
S0
ϕ ≤ ̺ by (8.14), and moreover by (8.16) and (8.17) we
conclude that
M−2 v
S0
ϕ − ∂tv
S0
ϕ ≤M
−
2 (1− w˜
S0
ϕ )− ∂t(1− w˜
S0
ϕ )
+M+2 (1− w˜
S0
ϕ )− − ∂t(1 − w˜
S0
ϕ )−
≤ −(M+2 w˜
S0
ϕ − ∂tw˜
S0
ϕ )
+M+2 (1− w˜
S0
ϕ )− − ∂t(1 − w˜
S0
ϕ )− ≤ c in B
d
1/2.
By Theorem 4.11 [KL3], there are some universal constants c > 0 and µ > 0 such
that
(8.18)
∣∣{vS0ϕ > λ̺} ∩Qr(x0, t0)∣∣ ≤ c rn+σ(vS0ϕ (x0, t0) + crσ)µ(λ̺)−µ
for any λ > 0 and r ∈ (0, 1/4). If we choose r so that crσ < ̺, then (8.18) becomes
(8.19)
∣∣{vS0ϕ > λ̺} ∩Qr(x0, t0)∣∣ ≤ c rn+σλ−µ = cλ−µ|Qr|
for any λ > 0. Set D = {vS0ϕ ≤ λ̺} ∩Qr(x0, t0). By (8.19), we have that
(8.20) |D| ≥ (1− cλ−µ)|Qr|
for all large enough λ > 0. Since vS0ϕ > λ̺ ⇔ w˜
S0
ϕ < 1 − λ̺, we see that
D = {w˜S0ϕ ≥ 1 − λ̺} ∩ Qr(x0, t0). Since D ⊂ B
d
1 and P˜u ≤ 1 in D by (8.15), we
also see that P˜u− w˜S0ϕ ≤ λ̺ in D. So we have the estimate
(8.21) N˜u+ w˜
Sc0
ϕ = P˜u− w˜
S0
ϕ ≤ λ̺ in D,
because w˜S0ϕ + w˜
Sc0
ϕ = P˜u− N˜u. For (Case I), it follows from (8.12) and (8.21) that
(8.22) w˜
Sc0
ϕ ≤ −
λ
Λ
(1 − λ̺) + λ̺+ c1r
σ ≤ −
λ
2Λ
in D,
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provided that r and ̺ are chosen small enough. For (Case II), by (8.13) and (8.21)
we have that
(8.23) w˜
Sc0
ϕ ≤ −(1− λ̺) + λ̺ ≤ −
λ
2Λ
in D,
if r and ̺ are chosen small enough. From (8.22), (8.23) and (8.20), we obtain that
(8.24)
∣∣{w˜Sc0ϕ ≤ − λ
2Λ
} ∩Qr(x0, t0)
∣∣ ≥ (1− cλ−µ)|Qr|.
for any λ > 0 and r ∈ (0, 1/4).
For any small η > 0, let g(x, t) =
(
w˜
Sc0
ϕ (rη(x − x0), (rη)
σ(t− t0)) +
λ
2Λ
)
+
. Then
it follows from (8.24) that
(8.25)
∣∣{g > 0} ∩Qη−1 ∣∣ ≤ cλ−µ|Qη−1 |.
When r is small enough, by (i) it is also easy to check that
(8.26) M+0 g − ∂tg ≥ −‖u‖L∞T (L1ω) in Q2.
Applying Theorem 5.1 to g with small enough r ∈ (0, 1/4), by (8.11), (8.15) and
(8.25) we obtain that
g(x0, t0) ≤ C sup
s∈(−T,0]
∫
Rn
g(y, s)
1 + |y|n+σ
dy
≤ C sup
s∈(−T,0]
∫
Bη−1
g(y, s)
1 + |y|n+σ
dy + C sup
s∈(−T,0]
∫
Rn\Bη−1
g(y, s)
1 + |y|n+σ
dy
≤ C η−n−σλ−µ + C ηα sup
s∈(−T,0]
∫
Rn\Bη−1
|y|α + |s|α/σ
1 + |y|n+σ
dy
≤ C η−n−σλ−µ +
C
σ − α
ησ +
C
σ
ησ+α.
In this estimate, choose η so small that Cσ−α η
σ + Cσ η
σ+α < λ8Λ , and then select µ
so large that C η−n−σλ−µ < λ8Λ . Then we have that
g(x0, t0) ≤
λ
4Λ
.
This implies that w˜
Sc0
ϕ (0, 0) ≤ −
λ
4Λ , which contradicts to the fact that w˜
Sc0
ϕ (0, 0) = 0.
Hence we conclude that P˜u ≤ 1−̺ in Bdr , that is to say, Pu ≤ (1−̺)
k+1 in Bdrk+1 .
Therefore we complete the proof. 
We can also obtain the following corollary in the same manner as Lemma 8.1.
Corollary 8.2. If u ∈ L∞T (L
1
ω) ∩ C(∂pQ2) be a viscosity solution satisfying the
equation
Iu− ∂tu = 0 in Q2,
where I is defined on L2(σ) for σ ∈ (σ0, 2) with σ0 ∈ (1, 2), then there exists some
α ∈ (0, 1) such that
sup
(x,t)∈Q1/8
Nu(x, t)
(|x|σ + |t|)
α
σ
. ‖u‖L∞T (L1ω).
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Proof of Theorem 1.1. As mentioned above, the case σ ∈ (0, 1] could be
treated in [KL4]. Thus we have only to prove our main theorem only for the case
σ ∈ (1, 2).
We note that the fractional Laplacian of order σ ∈ (0, 2) is given by
−(−∆)σ/2u(x, t) =
∫
Rn
µt(u, x, y)
cn,σ
|y|n+σ
dy,
where cn,σ is the constant given below (1.2). As in (8.4), if (x, t) ∈ Q1/8, then we
have that
− (−∆)σ/2u(x, t) + (−∆)σ/2u(0, 0)
= cn,σ
∫
Rn
[
µt(u, x, y)− µ0(u, 0, y)
] ϕ(y)
|y|n+σ
dy
+ cn,σ
∫
Rn
[
µt(u, x, y)− µ0(u, 0, y)
] φ(y)
|y|n+σ
dy
= cn,σ
(
Pu(x, t)−Nu(x, t) +
∫
Rn
[
µt(u, x, y)− µ0(u, 0, y)
] φ(y)
|y|n+σ
dy
)
,
where ϕ is the radial cut-off function in (8.4) and φ = 1− ϕ. Thus it follows from
Lemma 8.1, Corollary 8.2 and (8.6) that
sup
K∈K2
∣∣CφK(t)∣∣ . (|x|σ + |t|)ασ ‖u‖L∞T (L1ω),
and thus there is some α ∈ (0, 1) such that
(8.27)
∣∣(−∆)σ/2u(x, t)− (−∆)σ/2u(0, 0)∣∣ . (|x|σ + |t|)ασ ‖u‖L∞T (L1ω)
for any (x, t) ∈ Q1/8. Now, by Corollary 3.3, it is easy to check that
M−2 (τ
t
xu− u)(0, 0) ≤ ∂tu(x, t)− ∂tu(0, 0)
= Iu(x, t)− Iu(0, 0) ≤M+2 (τ
t
xu− u)(0, 0).
Thus, by Lemma 8.1 and Corollary 8.2, we have the estimate∣∣∂tu(x, t)− ∂tu(0, 0)∣∣ ≤ |M−2 (τ txu− u)(0, 0)| ∨ |M+2 (τ txu− u)(0, 0)|
≤ Λ
(
Pu(x, t) + Nu(x, t)
)
. (|x|σ + |t|)
α
σ ‖u‖L∞T (L1ω)
(8.28)
for any (x, t) ∈ Q1/8. Hence by a standard translation argument of (8.27) and
(8.28), and the remark (ii) below Theorem 2.1, we conclude that
‖u‖Cσ+α(Q1/2) . ‖u‖L∞T (L1ω).
Therefore we complete the proof. 
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