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Abstract
This paper presents a heuristic approach for minimizing nonlinear mixed discrete-continuous problems with nonlinear mixed
discrete-continuous constraints. The approach is an extension of the boundary tracking optimization that was developed by the
authors to solve the minimum of nonlinear pure discrete programming problems with pure discrete constraints. The efficacy of the
proposed approach is demonstrated by solving a number of test problems of the same class published in recent literature. Among
these examples is the complex problem of minimizing the cost of a series–parallel structure with redundancies subject to reliability
constraint. All tests conducted so far show that the proposed approach obtains the published minima of the respective test problems
or finds a better minimum. While it is not possible to compare computation time due to the lack of data on the test problems, for
all the tests the minimum is found in a reasonable time.
c© 2007 Published by Elsevier Ltd
1. Introduction
The problem of finding the minimum of a nonlinear non-convex mixed discrete-continuous function with nonlinear
mixed discrete-continuous constraints is perhaps the most generic of optimization problems. The problem has the
following general form:
Min Φ(X, Y )
Subject to G(X, Y ) ≤ B
H(X, Y ) = C
where X l ≤ X ≤ Xu, X ∈ R
and Y l ≤ Y ≤ Y u, Y ∈ Z
where R and Z are sets of real and discrete numbers respectively, and X and Y are bound between lower (X l and
Y l ) and upper (Xu and Y u) bounds respectively. No restrictions are imposed on the functional form of the objective
function Φ(x, y) or the constraints G(x, y) and H(x, y).
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Many engineering optimization problems involving nonlinear non-convex mixed discrete-continuous functions
have been dealt with extensively in the mathematical and engineering literature over the last few decades. Among
the methods developed to deal with the problem are: the Generalized Benders Decomposition method [1], Outer
Approximation algorithm [2,3], Extended Cutting-Plane (ECP) algorithm [4] and branch and bound (GBD) [5].
However, the global solution of these problems cannot be guaranteed by the methods in [1] and [4] because of the
truncation of the feasible region during the linearization of the most violated constraints for ECP and by support
functions in the case of GBD. The original OA algorithm proposed by Duran and Grossmann [2], locates the
global optimum only if the objective function and the constraints are convex and separable in X and Y , are linear
in Y and has no imposed equality constraint H . It is implicitly assumed that if present, H can be eliminated
algebraically or numerically. A variant of the OA algorithm with equality relaxation (OA/ER), was proposed by
Kocis and Grossmann [3] to handle non-linear equality constraints to solve stated optimization problem under certain
convexity assumptions. Fletcher and Leyffer [6] generalized the OA approach where no assumption of separability of
X and Y or linearity in Y is made. The branch and bound type algorithm [5] is implemented in BARON which
is a tool for locating the global optimum for wide classes of problems such as continuous, integer as well as
mixed-integer nonlinear problems. BARON requires the lower and upper bounds on all problem variables and if not
provided then BARON will attempt to infer bounds from problem constraints. Various solvers/model types for solving
linear, nonlinear and mixed-integer optimization problems are implemented in General Algebraic Modelling System
(GAMS). GAMS is a major software modelling facility that houses various software solver tools such as BARON,
Discrete Continuous Optimization (:DICOPT), CPLEX (for linear and mixed integer problems), among several others.
Detailed descriptions of algorithms implemented in GAMS are provided in [7], and detailed information about GAMS
can be found on the website [8].
A large number of other reported methods such as adaptive random search, genetic algorithm, simulated annealing
and other deterministic algorithms, are described in [9]. A good survey of these methods can be found in [10].
This paper presents a fast converging and very effective heuristic approach for solving the above nonlinear
nonconvex mixed discrete-continuous function optimization problem where there is no assumptions made about
the objective function or the type of constraints. The approach is based primarily on the modified gradient-type
optimization method developed by the authors for dealing with strictly discrete problems and reported in [11]. This
method is more effective than the simple exhaustive enumeration methods because in this approach only a portion
of all candidate suboptimal solutions realized during the search are examined and inferior points are discarded in
favour of more promising ones. The iterative search in this method uses a gradient search technique that employs
a hemstitching approach for the return to the feasible region when constraints are violated. This is followed by 3n
enumeration about the best base point found by the gradient search.
This paper describes the proposed approach and exemplifies its use and efficacy in dealing with a number of
standard mixed-discrete test problems found in the recent research literature. The approach will also be used to solve a
classical mixed discrete-continuous reliability allocation problem, which has been dealt with extensively byMisra [12]
and Elegbede et al. [13]. The results obtained by the proposed approach are compared with published solutions for
these problems.
2. Description of the proposed optimization method
The method presented here uses a two phase approach for locating the optimum. For its operation, it is necessary to
reformulate the problem to eliminate equality constraints by incorporating them with the objective function or other
inequality constraints. Initially, the discrete variables are treated as continuous in order to calculate the gradient, and
discretized only after a move so as to calculate the function value. In the first phase, the move along the objective
function gradient is carried out from a base point using a step size that is increased and decreased depending on the
success or failure of the previous move. When a constraint is violated, the move back to the feasible region is carried
out along a direction Q [14] whose elements are defined as follows:
qi =
m∑
k=1
Kk
(
∂gk
∂xi
)/√√√√ n∑
j=1
(
∂gk
∂x j
)2
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wherem and n are the numbers of the violated constraints when the infeasible region is encountered and the dimension
of the problem respectively. The coefficients Kk have values proportional to the magnitude by which the constraints
are violated and are defined as follows:
Kk = (bk − gk)m∑
j=1
(b j − g j )
.
The move towards the feasible region is carried out incrementally using
Xr+1 = Xr + Q∗(λ+ ε)
λ is the initial step size along the direction Q and ε is a small increment added to the step size in each iteration in order
to return the search to the feasible region at a point X f . The new found point X f is discretized and tested to see if it
meets the convergence criteria. From that feasible recovery point X f a move in the feasible region is carried out in a
direction that is a vector sum of the normalized gradient of the function and the constraints that had been violated [15]
as follows:
P = p/|p|
and p is given by:
p =
[
∇ f
|∇ f | −
m∑
j=1
∇g j
|∇g j |
]
X=X f
where j is the index of the violated constraint, and m is the number of violated constraints.
The move in the feasible region continues as described above, until one of the following conditions occur; (a) a
local minima is encountered, and sensed when the change in function value for two successive evaluations is less
than the continuous optimization moves convergence criteria (δ < 10−5), the first phase is terminated, (b) constraints
are again violated, in which case a hemstitching recovery is initiated as described above, and (c) cycling between
two points on either side of violated constraints is detected, in which case the first phase is terminated and the last
feasible point retained. The local minima found in the first phase, is now used in the second phase where the 3n
vector combinations neighbouring this local minima are sampled. The 3n enumeration entails sampling the objective
function at all possible vectors whose elements bracket the local minima along each of the domain dimensions in turn,
and retaining the best as the new local minima. When forming these vectors, along discrete dimensions the coordinate
of the local minima is increased and decreased by one discrete unit in turn each giving rise to one of the bracketing
vectors, while along each of the continuous dimensions the coordinate is decreased and increased by a small ε in turn
each again giving rise to a bracketing vector. The local minimum obtained from the 3n enumeration is used as a seed
for a new iterative cycle. This cyclic search process is continued until the minimum from the 3n enumeration, when
compared to all such minima from previous iterations yield no further improvement in the function value. The vector
corresponding to the minimum of all the 3n enumerations is then taken as the best possible optimum solution vector.
While the method is robust, in the sense that it will always converge, the speed of convergence depends to some
extent on the choice of a good starting vector X i satisfying all the constraints, a reasonable value for the initial step
size∆i , and the step size multipliers for discrete and continuous elements of X i . The starting vector should be located
in the feasible region, and for many simple optimization problems can be estimated by inspection. However, in cases
of complex objective functions and constraints, the starting vector could lie in the infeasible region but close to the
constraint boundary. The hemstitching algorithm in this case will start the cycle and will bump the search in the
feasible region. In the first six of the test problems shown below the starting vector is found by inspection. In the
last example (seventh test problem) the Lagrangian function approach is used, and will be explained. While a proper
choice of the initial step size accelerates slightly the convergence, an improper choice is rapidly mitigated by the
effect of the step size multiplier. The step size multiplier employed in the proposed method is in effect the ratio of two
successive gradient values in the feasible region. The gradients used here are those of the mixed function and those
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Table 1
Feasible variable values for test problem #1
y1 y2 y3 x1 x2
0 0 0 1.118 2.0801
1 0 0 0.5 2.0801
0 1 0 1.118 1.3104
1 1 0 0.5 1.3104
1 0 1 0.5 2.0801
0 1 1 1.118 1.3104
1 1 1 0.5 1.3104
where the discrete components are assumed continuous. The step size in the i th iteration is given by
1i =
[
(Φi − Φi−1)
(Φi−1 − Φi−2)
]
1i−1.
3. Case studies
Results for two different sets of mixed discrete-continuous programming problems that are frequently encountered
in process systems engineering and reliability engineering are presented here. In the first set, four well cited, MINLP
test example problems are taken from the chemical engineering area where the discrete variables take on binary
values {0,1} and the fifth problem is that of pressure vessel design where the discrete variable takes on specific values
governed by raw materials availability. In the second set the results are for two test problems where discrete variables
are integers that must be greater than one. The first test problem of this second set is a mixed linear programming
problem which is solved in [16] using Gomory’s method. The second problem calls for solving the redundancy
allocation for series–parallel structure where the unit reliability is no longer held constant while finding optimal
allocation of redundant units. This mixed allocation reliability problem was first proposed by Misra [12] and later
used by Elegbede et al. [13]. The chosen test problems are well cited in the optimization literature and should provide
a fair basis for testing the proposed method. The problems are presented below, followed by a tabulated summary of
the results. Results for the first set and the first problem of the second set are summarized in Table 2. A number of
MINLP test problems libraries can be found in [8] and [17]. Results for the reliability redundancy allocation problem
are dealt with separately due to the problem’s complexity.
Test problem # 1
This problem was considered by Kocis and Grossmann [18] and involves three binary and two continuous variables.
The problem can be easily solved by inspection, or in the worst case by enumeration of the very limited number of
feasible vectors as will be shown later. However, for the proposed algorithm, which relies on moves that assume both
discrete and continuous variables as continuous in the initial search, the problem poses major challenges and hence
the interest in using it as an example. The statement of the problem is as follows:
Min 2x1 + 3x2 + 1.5y1 + 2y2 − 0.5y3
Subject to x21 + y1 = 1.25
x1.52 + 1.5y2 = 3.0
x1 + y1 ≤ 1.60
1.333x2 + y2 ≤ 3.0
−y1 − y2 + y3 ≤ 0
x1, x2 ≥ 0
y ∈ {0, 1}3.
Table 1 shows the limited enumeration and the variable values that can be easily deduced by inspection. The last
constraint (7th in the set) taken alone implies that the binary subdomain is limited to 23 (i.e. 8) combinations. When
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Table 2
Parameters for the modified gradient algorithm and comparison of the optimal solution with the reported results
Pr.
#
Starting vector Initial step size, & ∈ Lower & upper bounds Opt. vector & function value
Reported results
CPU time (s)
1 Y = (0, 0, 1)
X = (1, 2)
0.10, 10−3 YL = (0, 0, 0)
YH = (1, 1, 1)
XL = (0.5, 1.3103)
XH = (1.118, 2.08)
(1.118, 1.310, 0, 1, 1)
z∗ = 7.66718
. . .
(1.118, 1.310, 0, 1, 1)
z∗ = 7.66718 [18]
0.125
2 Y = (0, 1)
X = (ν1, ν2) = (7, 0)
1.0, 10−4 YL = (0, 0)
YH = (1, 1)
XL = (0, 0)
XH = (10, 10)
(1, 3.5142109, 0)
z∗ = 99.2396368
. . .
(1,3.514237, 0)
z∗ = 99.245209 [19–21]
0.906
3 Y = (0, 1, 0)
X = (x1, x2, x6) = (2, 0, 1)
0.001, 10−4 YL = (0, 0, 0)
YH = (1, 1, 1)
XL = (0, 0, 0)
XH = (2, 2, 1)
Y ∗ = (0, 1, 0),
X∗ = (x1, x2, x6)
= (1.300976, 0, 1)
z∗ = 6.009758
. . .
Y ∗ = (0, 1, 0),
X∗ = (x1, x2.x6)
= (1.30097, 0, 1)
z∗ = 6.00972 [2]
1.781
4 Y = (0, 1, 0, 0, 0)
X = (x3, x5, x9, x11,
x13, x16) = (0, 1, 1, 0, 0, 1)
0.010, 0.010 YL = (0, 0, 0, 0, 0)
YH = (1, 1, 1, 1, 1)
XL = (0, 0, 0, 0, 0, 0)
XH = (2, 2, 2, 2, 2, 3)
Y ∗ = (0, 1, 1, 0, 1)
X∗ = (X j : j
= 3, 5, 9, 11, 13, 16)
= (0, 2, 1.59913, 0, 0, 1.59934)
z∗ = 80.3205
. . .
Y ∗ = (0, 1, 1, 1, 0)
X∗ = (0, 2, 0.65201, 0.32601,
1.07839, 1.07839)
z∗ = 73.0353 [2]
6.78
5 (1.25, 0.625, 40, 30) 0.00125, 0.0625 (1.125, 0.625, 40, 30)
(2, 2, 100, 240)
(1.125, 0.625, 58.288, 43.65)
z∗ = 7195.912
. . .
(1.125, 0.625, 58.291, 43.69)
z∗ = 7198.2 [23]
(1.125, 0.625, 47.7, 117.711)
z∗ = 8129.8 [22]
0.062
. . . . . . . . . . . . . . .
(1.25, 0.625, 40, 100) 0.0004, 0.0625 (0.0625, 0.625, 10, 20)
(5, 5, 100, 200)
(0.9375, 5, 48.57, 110.04)
z∗ = 6369.099
. . .
(0.9375, 5, 48.329, 112.679)
z∗ = 6410.4 [24]
0.063
6 (1, 1) 0.10, 10−4 (0, 0)
(10,10)
(5.3333, 4)
z∗ = −32
. . .
(51/3, 4)
z∗ = −32 [16]
0.047
taken along with the 5th constraint, the number of feasible combinations is reduced to seven as shown in the first three
columns of the table. The values of the variables of the continuous sub-domain can be uniquely determined for each
of the binary variable combinations from the two equality constraints and are given in the last two columns of the
table.
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According to Kocis and Grossmann the optimal value of the objective function is 7.667180 and the optimal solution
vector is (X, Y )∗ = (1.118, 1.310, 0, 1, 1). The proposed optimization method was able to find the same solution
rapidly by marching throughout the domain.
Test problem 2
This MINLP problem is again taken from Kocis and Grossmann [19] and is also dealt with by Diwekar et al. [20]
and Diwekar and Rubin [21]. In this two reactor problem, a selection is to be made among two candidate reactors for
minimizing the cost of producing a desired product. The problem is expressed mathematically as
Min. 7.5y1 + 5.5y2 + 7v1 + 6v2 + 5x
Subject to z1 = 0.9x1(1− exp(−0.5v1))
z2 = 0.8x2(1− exp(−0.4v2))
x = x1 + x2
z1 + z2 = 10
y1 + y2 = 1
v1 ≤ 10y1
v2 ≤ 10y2
x1 ≤ 20y1
x2 ≤ 20y2
x1, x2, z1, z2, v1, v2 ≥ 0
y ∈ {0, 1}2.
The following equality is introduced, and results from combining some of the condition given above:
z1y1 + z2y2 = 10.
The problem has been reformulated by Costa and Oliveira [9] to incorporate the above condition as well as all the
equality constraints into the objective function. The resulting problem is stated as follows:
Min. 7.5y1 + 5.5(1− y1)+ 7v1 + 6v2 + 50 1− y10.8[1− exp(0.4v2)] + 50
y1
0.9[1− exp(−0.5v1)]
Subject to 0.9[1− exp(−0.5v1)] − 2y1 ≤ 0
0.8[1− exp(−0.4v2)] − 2(1− y1) ≤ 0
v1 ≤ 10y1
v2 ≤ 10(1− y1)
v1, v2 ≥ 0
y ∈ {0, 1}2.
The global optimum according to [9,19–21] is 99.245209 at a solution vector given by
(x, y1, y2, v1, v2)T = (13.362272, 1, 0, 3.514237, 0)T.
The optimum found using the proposed method is 99.2396368. This is marginally better than that found in the above
mentioned references. The solution vector for that optimum is
(x, y1, y2, v1, v2)T = (13.428031, 1, 0, 3.5142109, 0)T.
Test problem #3 & #4
These two standardMINLP problems for synthesizing a processing system are given in [2]. The variable y indicates
the absence/presence (0/1) of each of process hardware units in the optimal solution (configuration). The continuous
variables (x) are process parameters.
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Problem #3
Min. z = 5y1 + 6y2 + 8y3 + 10x1 − 7x6 − 18 ln(x2 + 1)− 19.2 ln(x1 − x2 + 1)+ 10
Subject to 0.8 ln(x2 + 1)+ 0.96 ln(x1 − x2 + 1)− 0.8x6 ≥ 0
x2 − x1 ≤ 0
x2 −Uy1 ≤ 0
x1 − x2 −Uy2 ≤ 0
ln(x2 + 1)+ 1.2 ln(x1 − x2 + 1)− x6 −Uy3 ≥ −2
y1 + y2 ≤ 1
y ∈ {0, 1}3
a ≤ X ≤ b, where aT = [0, 0, 0] and bT = [2, 2, 1]
X = {x1; j = 1, 2, 6} ∈ R3
U = 2.
The optimum solution found using OA algorithm by Duran and Grossmann is shown in [2] as follows:
Y ∗ = (0, 1, 0), X∗ = (x1, x2, x6) = (1.30097, 0, 1), Z∗ = 6.00972.
In the above reported solution vector the first constraint is violated and the function value calculated is 6.0097485.
The solution provided by the proposed algorithm that satisfies all constraints is
Y ∗ = (0, 1, 0), X∗ = (x1, x2, x6) = (1.3009763, 0, 1), z∗ = 6.00975896.
The minor difference between function values Z∗ is due to the truncation of x1 value.
Problem #4
Min z = 5y1 + 8y2 + 6y3 + 10y4 + 6y5 − 10x3 − 15(x5 + x9 − x11)+ 5x13
− 20x16 + ex3 + ex5/1.2 − 60 ln(x11 + x13 + 1)+ 140
Subject to − ln(x11 + x13 + 1) ≤ 0
−x3 − x5 − 2x9 + x11 + 2x16 ≤ 0
−x3 − x5 − 0.75x9 + x11 + 2x16 ≤ 0
x9 − x16 ≤ 0
2x9 − x11 − 2x16 ≤ 0
−0.50x11 + x13 ≤ 0
0.20x11 − x13 ≤ 0
ex3 −Uy1 ≤ 1
ex5/1.2 −Uy2 ≤ 1
1.25x9 −Uy3 ≤ 0
x11 + x13 −Uy4 ≤ 0
−2x9 + 2x16 −Uy5 ≤ 0
y1 + y2 = 1
y4 + y5 ≤ 1
y ∈ {0, 1}5
a ≤ X ≤ b where aT = (0, 0, 0, 0, 0, 0), bT = (2, 2, 2, 2, 2, 3) and X = (x j : j = 3, 5, 9, 11, 13, 16) ∈ R6
U = 10.
The optimum solution is shown in [2] as follows:
y∗ = (0, 1, 1, 1, 0)
X∗ = (x3, x5, x11, x13, x9, x16) = (0, 2, 0.65201, 0.32601, 1.07839, 1.07839), and z∗ = 73.0353.
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It is to be noted that in the above solution vector the 6th constraint is violated by 0.50 × 10−5. The solution vector
provided by the proposed algorithm that strictly satisfies all constraints is
y∗ = (0, 1, 1, 0, 1), X∗ = (0, 2, 1.59913, 0, 0, 1.59934) and z∗ = 80.3205.
Test problem #5
This test problem was, first proposed by Sandgren [22] and deals with the minimization of the cost of forming
and welding a pressure vessel. The problem was solved using the Branch-and-Bound method. It was later solved
by Kannan and Kramer [23] using augmented Lagrange multiplier method and then by Deb and Goyal [24] using a
genetic adaptive search with a different set of boundary conditions. The design constraints are based on the ASME
pressure vessel code. The mathematical model of the problem is stated as follows:
Min. 0.6224x1x3x4 + 1.7781x2x23 + 3.1661x21 x4 + 19.84x21 x3
Subject to g1(X) = x1 − 0.0193x3 ≥ 0
g2(X) = x2 − 0.00954x3 ≥ 0
g3(X) = pix23 x4 +
4
3
pix33 − 1, 296, 000 ≥ 0
g4(X) = 240− x4 ≥ 0
g5(x) = x1 − 1.1 ≥ 0
g6(X) = x2 − 0.6 ≥ 0.
The discrete design variables x1 and x2 are the shell and head thickness respectively, and are multiples of 0.0625
inch due to the available thickness of rolled-steel plates. x3 and x4 are the radius and the length of cylindrical shell
respectively, can vary continuously, and are measured in inches.
The results obtained from the proposed optimization method was compared to those reported for the original
problem as posed by [22] and [23]. The results were also compared to that by [24] where the boundary conditions
were modified from the original ones. The optimum vector obtained using the proposed modified gradient search
technique is X = (1.125, 0.625, 58.8288, 43.6518) with a function value 7195.9121. This is considerably better than
the optimum reported by Sandgren [22] as X = (1.125, 0.625, 47.7, 117.701) with function value 8129.8, and only
slightly better than that reported by Kannan and Kramer [23] as X = (1.125, 0.625, 58.291, 43.690) with function
value 7198.2. However, when compared to the modified problem as posed by Deb and Goyal [24] where the boundary
conditions defined as x1 ≥ 0.0625, x2 ≥ 5, x3 ≥ 10, and x4 ≤ 200 the search was somehow confined to a zone in the
domain and yielded an improved optimum over previous results. The optimized solution using the proposed method
was found to be X = (0.9375, 0.500, 48.567, 110.04) with the minimum cost of 6369.099, which is an improvement
over the results reported in [24] where X = (0.9375, 0.500, 48.329, 112.679) and the cost is 6410.4.
Test problem #6
The following problem is a mixed LP problem taken from a book by Rao [16] where it is solved using Gomory’s
cutting plane method. The statement of the problem is as follows:
Min. f (X) = −(3x1 + 4x2)
Subject to g1(x) = 3x1 − x2 ≤ 12
g2(X) = 3x1 + 11x2 ≤ 66
x1, x2 ≥ 0
x1 is real
x2 is integer.
The proposed method found the optimum at X = (5.333, 4) with fmin = −31.9998. The result is in agreement with
that reported in [16] where the vector for the optimum is at X = (51/3, 4) with f = −32.
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Test problem #7
Misra and Ljubojevic [12] proposed a mixed discrete reliability problem for finding optimum number of redundant
units for each of n independent subsystems arranged in series, and where the unit reliability X2 j and the unit cost C j
of the j th subsystem are not constant. A unit’s cost is considered to be a function of its reliability. Consequently, the
system reliability, Rs can be increased not only by simply increasing the number of redundant units, X2 j−1, but also
by increasing the unit reliability of the subsystems subject to total system cost Cs . Here, however, the complementary
mathematical model of Misra’s reliability problem as posed by Elegbede et al. [13] is considered. The total system
cost, Cs , is minimized subject to the system reliability, Rs, being at least equal to a specified figure of reliability,
Rspecified. This problem is stated as follows:
Min. Cs =
∑
j
C j X2 j−1
where CJ = a j exp(b j/(1− X2 j ))
Subject to Rs ≥ Rspecified
and Rs =
n∏
j=1
R j =
n∏
j=1
[1− {1− X2 j }X2 j−1 ].
In the above model X2 j (even members of the vector X ) is the unit reliability in the j th subsystem, and X2 j−1 (odd
members of the vector X ) is the number of redundant units in the j th subsystem. Furthermore, the cost of a unit in the
j th subsystem varies exponentially with reliability and approaches infinity as the reliability approaches unity as given
by Misra [12].
The proposed optimization approach requires a starting vector and scaling factor for the step size for its operation.
Due to the nature of this problem, choosing a starting vector, X2 j and X2 j−1, is not as obvious as in the previous
examples, but can be done using the Lagrangian approach. The Lagrangian function L , is formed by combining the
objective cost function Cs and the constraint Rs as follows:
L = Cs + λG
where G = (Rs − Rspecified).
The stationary points of the Lagrangian function can be obtained from the following three conditions:
∂L
∂X2 j
= a jb j exp[b j/(1− X2 j )]R j − λ(1− R j )Rs(1− X2 j−1) = 0
∂L
∂R j
= a j exp[b j/(1− X2 j )]R j + λ(1− R j )Rs ln(1− X2 j−1) = 0
∂L
∂λ
= (Rs − Rspecified) = 0.
Combining the first two conditions for stationary points above yields
(1− X2 j )+ b j ln(1− X2 j ) = 0.
An initial estimate of the unit reliability for each subsystem can be obtained by solving the above equation
iteratively. However, it is desirable to ensure that the variation of the objective function,Cs with respect to the variation
of each unit reliability remains small. If this variation is large, it is necessary to adjust the reliability of the subsystem
Rj and then determine the appropriate unit reliability that will lower the sensitivity. Furthermore, it is suggested that
the small incremental move back to the feasible region during the hemstitching procedure be carried out as follows:
w2 j−1 = λ2 j−1 + ε = λ2 j−1 + (X2 j−1/X2 j )12 j−1
w2 j = λ2 j + ε = λ2 j + (X2 j/X2 j−1)12 j .
Two variations of the same problem are exemplified below. The first deals with the minimization of system cost
subject to system reliability constraint [13], while the second deals with the maximization of system reliability subject
to a total system cost [12].
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Table 3
Parameters of the cost function
Stage 1 2 3 4 5 6 7 8 9
ai 1.0 3.5 2 5 2 3 2 1.5 1.8
bi 0.3 0.55 0.40 0.65 0.51 0.45 0.47 0.60 0.70
Table 4
Cost comparison of our work with the results reported in [13] for Rspecified ≥ 0.99405
n Optimum vector Cost function &
reliability
CPU (s) ECAY
Opt. [13]
4 7, 0.68282, 8, 0.54669, 8, 0.6, 8, 0.51232 307.40, 0.99405 1.73 307.43
5 7, 0.69063, 8, 0.55609, 8, 0.60583, 8, 0.52191, 8, 0.58573 369.84, 0.99405 0.73 372.71
6 8, 0.66080, 8, 0.56092, 8, 0.61262, 8, 0.52925, 9, 0.55703, 8, 0.58802 449.87, 0.99405 6.22 449.92
7 8, 0.66223, 8, 0.56745, 8, 0.61649, 8, 0.53639, 9, 0.56481, 8, 0.59010, 8, 0.60359 509.65, 0.99405 70.26 509.71
8 8, 0.66337, 8, 0.56829, 8, 0.61872, 9, 0.50382, 9, 0.56405, 8, 0.59281, 9, 0.57084,10,
0.53190
570.38, 0.99405 730.31 570.43
9 8, 0.66771, 9, 0.54053, 8, 0.62369, 9, 0.50888, 9, 0.56961, 8, 0.59905, 9, 0.57450,10,
0.53403, 10, 0.51469
656.80, 0.99405 8005.94 656.89
Table 5
Optimal reliability comparison with the results reported by Misra [12]
N Cost constraint Optimum vector Reliability &
cost
Misra’s optimum vector [12] Misra’s reliability
& cost
4 300 7, 0.68508, 8, 0.53898, 7, 0.63159, 8,
0.50337
0.99405
300.00
7, 0.668, 8, 0.555, 7, 0.616, 8,
0.521
0.99405
308.80
4 150 5, 0.66468, 4, 0.56026, 4, 0.62608, 3,
0.55902
0.85920
149.95
Only optimum redundancies
shown (3, 4, 3, 4)
0.8302
Not given
Variation #1
Table 3 above shows the parameters for the cost function [13] of the reliability problem. The minimum required
system reliability is 0.99405. Table 4 shows the results obtained using the proposed approach and the corresponding
published results [13].
Variation #2
In this variation given in [12], it is required to maximize the system reliability of the configuration considered
above, but subject to the constraint that the cost would not exceed a prescribed value. The reference paper reports the
results for only the four subsystems configuration. The two prescribed cost constraints are 300 in one case and 150 in
another case. Table 5 shows a comparison of the published results with those obtained using the proposed approach.
4. Conclusions
This paper presents an effective optimization method for solving general constrained nonconvex mixed discrete-
continuous programming problems. Well-cited test cases from various disciplines are used to evaluate the efficacy
of the proposed method. The results are shown to be in agreement or better than those reported in the optimization
literature. The results for test problem #3 and #4 satisfy all the stated constraints, in contrast to the reported results
where the 1st and 6th constraints are violated for test problems #3 and #4 respectively. The proposed algorithm
provides for strict adherence to all stated problem constraints when a solution is reported.
For simply cast problems the choice of the starting vector can be easily ascertained by inspection; however, for
more complex problems (the case of the test reliability problem exemplified above) a method for determining this
vector using the Lagrangian function is proposed. Also if a feasible initial starting vector cannot be easily estimated,
then a vector that lies in the infeasible region but close to the constraint boundaries can be used. When this condition
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of constraint violation is detected, then the procedure of hemstitching responsible for returning the search into the
feasible region will be initiated. The optimization method continues thereafter.
For the case of largeMINLP problems, as the dimension of the search domain X and Y increases, the computational
time required to find a corresponding solution increases exponentially. This drawback is an inherent characteristic
of such problems and is properly documented in the literature. For linear programming type problems such as test
problem #4 the elements of the gradient vector are slightly perturbed during the iterative search because the function
and the constraint gradients are constant for such problems. It is noteworthy that the software runs on a computer
equipped with an AMD Athlon processor running at 1.8 GHz clock speed and 512 MB RAM.
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