The discovery of genomic polymorphisms influencing gene expression (also known as expression quantitative trait loci or eQTLs) can be formulated as a sparse Bayesian multivariate/multiple regression problem. An important aspect in the development of such models is the implementation of bespoke inference methodologies, a process which can become quite laborious, when multiple candidate models are being considered. We describe automatic, black-box inference in such models using Stan, a popular probabilistic programming language. The utilization of systems like Stan can facilitate model prototyping and testing, thus accelerating the data modelling process. The code described in this chapter can be found at https://github.com/dvav/eQTLBookChapter.
Introduction
The study of genomic variation and its association with gene expression is critical for elucidating the genetic basis of complex traits, including diseases. The advent of next-generation sequencing (NGS) made possible the detailed investigation of this relationship (also known as eQTL mapping) in large cohorts, but it also gave rise to novel statistical challenges [1, 2] . eQTL where we typically propose a number of candidate statistical models followed by benchmarking them against each other in terms of computational and statistical efficiency [3] . The most laborious aspect of this process is the development and software implementation of statistical inference algorithms for each model under consideration, a task that can be impeded by the potential absence of favourable mathematical properties (e.g. conjugacy) in any of these models.
The aim of this chapter is to demonstrate the utility of a popular probabilistic programming language (PPL), Stan, in the prototyping and testing phases of the data modelling process for eQTL mapping [4] . PPLs make it possible to describe and perform inference in hierarchical probabilistic models in a matter of minutes using a small amount of high-level code. Besides Stan, another popular PPL is PyMC, a Python-based software offering excellent performance, a wide range of inference algorithms, and the ability to mix these algorithms in the same inferential cycle for estimating different parts of a given model [5] . The reason for choosing Stan in this chapter is its simplicity, which stems from the fact that its syntax is very close to the mathematical notation already familiar to statisticians.
The practical part of this chapter covers: (a) the acquisition of genomic variation and gene expression data from online sources, (b) the use of these to simulate artificial eQTL datasets with known properties, (c) the implementation of statistical models in Stan for eQTL mapping, and (d) the estimation of unknown model parameters using the previously simulated datasets.
In the remaining part of this introduction, we outline the statistical theory, which underpins the practical part of this chapter.
Theory
We assume an N ×M matrix Z = {z ij } of read counts quantifying the expression of N transcripts in M samples, an N × M matrix C = {c ij } of transcript-and sample-specific normalization factors, and an M × K matrix X = {x jk } of genotypes indicating the number of minor alleles (0, 1 or 2) in each of K bi-allelic genomic loci in M samples. A matrixX = {x jk } is derived by standardizing each column of X.
We introduce an N × K sparse matrix B of regression coefficients with elements β ik , which measure the effect of variant k on the expression of transcript i. Estimating B is the main focus of subsequent analysis. Typically, sparsity is induced on B by imposing appropriate priors. A common sparsity-inducing prior is a two-component mixture of the following form:
where δ 0 is a point-mass distribution centred at 0. This prior can set β ik exactly at 0, but posterior estimation requires stochastic exploration of a 2 N K -dimensional discrete space. An alternative approach with obvious computational advantages would be to adopt a continuous shrinkage prior; for example, the important class of global-local shrinkage priors [6] :
where ζ ik are local (i.e. gene-and variant-specific) shrinkage scales, while η is a global scale controlling the overall shrinkage of B. The shrinkage profile of B depends on the form of p η and p ζ . Different choices of these distributions give rise to different shrinkage priors, but here we shall use the horseshoe prior [7] for which ζ ik and η follow standard and scaled half-Cauchy distributions, C + (0, 1) and C + (0, α), respectively.
Normal model
For the Normal model, we assume that read counts have been normalized,z ij = z ij c ij
, and logtransformed, y ij = log(z ij + 1). The model takes the following form:
where σ 2 i is the variance of gene i and k β ikxjk is the effect of genomic variation on the baseline expression β 0i of gene i. We assume that M is large, so we can afford to impose a flat prior distribution on β 0i and log σ i over the interval (−∞, +∞). A more complicated model would include correlations between different y ij variables, additional (e.g. clinical, environmental and population) co-variates influencing the baseline gene expression β 0i , as well as hierarchical priors on β 0i and σ 2 i . Notice that the variance of β ik is proportional toσ 2 = i σ i N 2 and inversely proportional to the total number of coefficients. The implicit assumption under this formulation is that the true global scale parameter is ξ ∼ C + 0,σ √ N K
. Finally, in this and the subsequent 3 models, we assume that we can ignore any gene-specific factors (e.g. length) affecting c ij , thus c ij ≡ c j .
Negative Binomial model
The Negative Binomial distribution is immensely popular for modelling over-dispersed RNA-seq data [8, 9, 10] , but the mathematical complexities associated with inference in this model might explain (at least partially) the popularity of transformation-based methods, such as voom [11] .
Here, we examine the following model:
z ij ∼ N B(m ij , φ i ) log m ij = log c ij + log L j + β 0i + k β ikxjk β 0i ∼ 1 log φ i ∼ 1
where m ij is the gene-and sample-specific mean of the Negative Binomial distribution, and φ i is a gene-specific dispersion parameter, such that Var[z ij ] = m ij + m 2 ij φ i ; L j = i z ij is the total number of reads in sample j.
Poisson-LogNormal model
An alternative approach to work with non-transformed data is to impose a Poisson observational model on top of the Normal: 
Software
1. A recent version of the command line tool and library curl for transferring data with URLs.
2. A recent version of vcftools, a set of tools written in Perl and C++ for working with VCF files [12] .
3. A recent version of R, the free software environment for statistical computing [13] .
A recent version of rstudio, an integrated development environment for working with R
and the command line [14] . 5 . A recent version of rstan, an R interface for stan.
6. A recent version of plyr, a set of R tools for splitting, modifying and combining data [15] . 7 . A recent version of doMC, an R package providing a parallel backend for multicore computation. 8 . A recent version of cowplot, an R package for plotting.
9. A recent version of tidyverse, a collection of R packages for data wrangling and plotting. 10 . A recent version of reshape2, an R package for restructuring and aggregating data [16] .
The above R packages can be installed either through the graphical interface provided by rstudio, or through the R console; for example install.packages('tidyverse') 3 Methods
Data acquisition
1. Start rstudio 5 2. Create a working directory tree by typing the following commands at the bash command prompt 1 :
1 mkdir -p eQTLchapter / { data ,R , stan } 3. Make the root of the tree you just created your working directory by typing the following at the R console 2 :
1 setwd ( ' eQTLchapter ') 4 . Download genomic variation data from the 1000 Genomes project [17] . At the bash command prompt, type the following 3 :
1 cd eQTLchapter 5. Download RNA-seq read count data from the ReCount project [18] . At the bash prompt, type the following: 7. Create a function in utils.R for importing the read counts data into R 7 :
1 load _ counts = function ( pop = ' CEU ') { Subsequently, we may wish to experiment with additional sparse-inducing priors, and/or more systematic and extensive benchmarks, which would require implementing a custom inference algorithm for increased performance. This initial analysis using a fully automated inference system provides a first assessment of the efficiency of each model, and it can serve as a baseline for the subsequent development of novel statistical methods. 4 Alternatively, you can create these files through rstudio (File>New File>R Script).
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5 Whenever the code in utils.R or viz.R changes, these files have to be sourced again to make the changes visible to analysis.R by executing lines 2 and 3 of this code chunk. A more structured approach would be to develop an R package, which is however beyond the scope of this chapter. The function doMC::registerDoMC(cores = 8) registers a parallel backend with 8 cores. This is required for multicore functionality in the plyr package. 6 In this and all subsequent code listings, we make heavy use of the pipe operator %>% to form long linear chains of functions, where the output of each function becomes the input of the next. This allows for the generation of readable, easy-to-understand workflows. In this particular function, we read genotypic data from disk files in the form of an M ×K matrix. Before returning, the matrix is filtered by removing all variants (i.e. columns) that may have zero variance across all samples (lines 24,25). Notice that file names are constructed in a device-independent manner using the function file.path. Finally, we prefer the operator = instead of the traditionally used <-for indicating assignment. 
