Based on annual data for growth and inflation forecasts for Germany covering the time span from 1970 to 2007 and up to 17 different forecasts per year, we test for a possible asymmetry of the forecasters' loss function and estimate the degree of asymmetry for each forecasting institution using the approach of Elliot et al. (2005) . Furthermore, we test for the rationality of the forecasts under the assumption of a possibly asymmetric loss function and for the features of an optimal forecast under the assumption of a generalized loss function. We find only limited evidence for the existence of an asymmetric loss functions of German forecasters. As regards the rationality of the forecasts the results depend on the underlying assumption of the test. The rationality of inflation forecasts is more doubtful than those of growth forecasts.
Introduction
The assumption that economic agents behave rationally when they form their expectations is a central assumption in economics and finance. Consequently, a large body of literature has investigated the accuracy and rationality of forecasts, including several studies regarding German business cycle forecasts (see, e.g., Fildes and Stekler, 2002 , for a survey and Döpke and Fritsche, 2006 for an overview of related papers for German data). Virtually all these studies, however, regardless of whether made explicitly or implicitly, analyse the issue under the assumption of a symmetric loss function; i.e., the notion that over-and underestimations are equally costly to the respective forecaster. While this assumption has been more or less undisputed for a long period of time, it may be criticised for very good economic reasons.
Consider possible customers of business cycle forecasters: For example, for a single firm, there is a priori absolutely no reason why the costs of underpredicting demand in terms of a loss of sales or reputation should be exactly equal to the costs of overpredicting demand in terms of additional cost and storage (Elliot et al., 2005 (Elliot et al., , 2008 . On a macroeconomic level, it is very likely that e.g. central banks have asymmetric preferences regarding inflation, perhaps in the direction of more caution against inflation acceleration. Alan Blinder summarises his experience as a central bank officer, claiming that a central bank "take (s) far more political heat it tightens preemptively to avoid higher inflation than it eases preemptively to avoid higher unemployment" (Blinder, 1998) . Furthermore, while a overestimation of a budget deficit may foster the career of a finance minister, an underestimation may end it. Or, as famous German economist and politician Ludwig Erhardt put it:
"If it gets better than expected, even the false prophet will be forgiven" (quoted according to, e.g., Miersch, 2008) . Furthermore, international or supranational institutions like IMF, World Bank, or the European Commission face agency problems regarding their relationships with clients or member states -which, in turn, could justify asymmetric loss functions (Artis and Marcellino: Elliott et al., 2005; Mamatzakis 2008, 2009 ). An additional line of argumentation, which may point to the possibility of an asymmetric loss, is the political economy of business cycle forecasts (see Döpke 2000 for related arguments). In this view, individual forecasters represent competing political points of view and use the forecasts as instruments to achieve their political goals. Hence, under-and overestimations of growth and inflation are likely to be unequally costly in the eyes of the forecaster, since they give different incentives for good or bad policies. All in all, a certain scepticism regarding the symmetry assumption is therefore well justified. We will therefore analyse signs for asymmetric loss functions for those institutions publishing regular forecasts for the German economy.
Consequently, several approaches have been developed to incorporate more general loss function into forecasting evaluations. Based on influential work by Chistofferson and Diebold (1997) , Granger (1999) , and Batchelor and Peel (1998) , among others, Elliott et al. (2005 Elliott et al. ( , 2008 have proposed to estimate the degree of asymmetry of the loss function and to test for a significant degree of asymmetry. Moreover, Patton and Timmerman (2007) analysed the properties of an optimal forecast under a generalised loss function and discussed how to test for these properties. We make use of these approaches to re-evaluate the issue of rationality of the German business cycle forecasts; namely growth and inflation forecasts covering the time span from 1970 to 2007 and up to 17 different forecasts.
We find only limited evidence for asymmetric loss functions of German business cycle forecasters. Moreover, the point estimates of the degree of asymmetry are not systematic in any respect: some forecasters seem to have incentives for too-pessimistic forecasts; others, for toooptimistic forecasts. Over and above this, the results appear to be not fully robust against the choice of the instruments warranted to estimate the loss function with an Instrumental Variable (IV) estimator.
Furthermore, we check whether the usual results concerning the rationality of the forecasts still hold, when the assumption regarding the loss function is relaxed. In a nutshell, we find that neither a specifically asymmetric loss function nor the assumption of a generalized loss function alter the findings obtained under a symmetric loss function by very much, though the results of the test proposed by Elliot et al. (2005) give some contrary results for inflation forecasts.
The remainder of the paper is organised as follows: Section 2 describes the data and presents some general statistics on forecast accuracy. Section 3 describes the econometric method proposed by Elliot et al. (2005) to back out the parameter of asymmetry of a loss function and statistical testing for the existence of asymmetry and discusses the results for the data set at hand. Section 4 tests for the rationality of the forecasts under different assumptions: a symmetric loss function, an specific asymmetric loss function, and a generalised loss function. The final section summarises and concludes.
Data and descriptive statistics
In the following section we evaluate the forecasts of several institutions that deliver macroeconomic forecasts regarding the German economy. Details on the data set under investigation can be found in Döpke and Fritsche (2006) . For all institutions, we have collected the growth and inflation forecasts.
The growth forecast is the predicted growth rate of real GNP (for the time span 1983 to 1989) and of real GDP (for all other years). In case of published interval forecasts the average is used. The numbers refer to West Germany up to 1992, and to the whole of Germany from 1993 to present. As a measure of the inflation forecast we use the predicted change of the deflator of private consumption when this figure was available. In some cases, however, no explicit reference was given whether a mentioned inflation forecast referred to the consumption deflator or to the CPI/ HICP. In such cases we assume that no distinction between the figures was intended by the forecaster and used the available inflation forecast. As regards the actual outcome, it is possible to refer to the last available revised data or to the first published ("real-time") data. As it is common in the analysis of business cycle forecasts, we make use of the latter type of numbers i.e. we compare the forecasts made at the end of a certain year "x" or at the beginning of the following year "x+1" with the first published figure for the year "x+1".
To give a first impression of some forecast properties and the forecast errors, Table 1 , where
is the forecast error in each period, defined as actual (in t+1) minus predicted (in t for period t+1) value of the variable y. Thus, a positive (negative) value of the mean error corresponds to an under (over-) estimation of the growth rate. Subscript t is the time index. 4 Unless otherwise stated our notation follows the textbook of Diebold (1998). ii. The mean absolute error iv. A version of Theil's coefficient, which compares the RMSE of the forecast under investigation with the RMSE of a "naive" forecast. In our case, the naïve forecast is given by a "no change" forecast in terms of growth rates, i.e. for the following year the same growth or inflation rate than in the previous year is predicted. A value greater than one for the coefficient indicates that the forecast is worse than the naïve forecast.
v. The first order autocorrelation coefficient of the forecast errors.
 Insert Table 1 here  Turning to our results, the findings in Table 1 confirm the findings of a lot of previous studies. To begin with, the mean error of the growth forecasts is negative in all but one case suggesting on average a slight tendency of the forecasters to be too optimistic. The absolute and root mean squared errors indicate the magnitude of the forecast errors, which is, as has often been documented by various authors (see Döpke and Fritsche 2006 and the literature cited therein), substantial and exceeds by far the expectations on forecast accuracy by public opinion. As far as the growth forecasts are concerned, however, Theil's coefficient suggests that the forecasts still contain valuable information when compared to a "no change"-forecast. By contrast, this does not hold for the inflation forecasts, where the coefficient comes close to, or even exceeds, 1. This might be due to the fact that inflation is typically a quite persistent process -empirically even often indistinguishable from a random walk process -whose "optimal" forecast is often found to be close to or identical with the last observation. This is further supported by the first order correlation coefficient reported in the last column of Table 1 : while the respective numbers for the growth forecasts are usually small with alternating signs, the autocorrelation of the inflation forecast errors is consistently positive and frequently quite large.
Estimating loss function asymmetry parameters and testing for asymmetry
The analysis by Elliot et al. (2005) starts from the general loss function:
In this loss function the parameter p represents the underlying assumption of the subsequent analysis. In particular, p=1 stand for a linear-linear (lin-lin) loss function, while in case of p=2 the calculations are based on a quadratic-quadratic (quad-quad) loss function. Furthermore, the loss function consists of a parameter  . It represents the degree of asymmetry of the loss function. In particular, =0.5 yields a symmetric loss function, while 0.5 represents the case of forecasters' incentives to issue optimistic forecasts. Finally, 0.5 stands for the case of toopessimistic forecasts. Thus, a particular set of parameters leads to well-known loss function. For example L 1,1 /2,= y t 1 −  y t1  2 yields a symmetric quadratic loss function (Elliot et al. 2005 (Elliot et al. : 1110 . The key problem addressed by Elliot et al. (2005) is, of course, that the value of this parameter is unknown and has to be estimated from the data. Elliot et al. (2005) establish conditions for optimality of forecasts, which, in turn, deliver the moment condition for the IV estimator. By observing the sequence of forecasts, the authors propose a GMM estimator that yields the following expression to estimate the asymmetry parameter of the loss function out of the moment condition:
as a weighting matrix. Since S depends on  T , estimation has to be performed iteratively, assuming S = I in the first round since the identity matrix is a consistent starting point and using v t as instrument(s). Hence, the estimation is based on considerations that have led to the GMM estimator proposed by Hansen (see Hansen and West, 2002 , for a survey and a discussion of its relation to macroeconomic applications). Elliot et al. (2005) show that the estimator of  T is asymptotically normal and, hence, renders it possible to test for the hypothesis =0.5 i.e. for loss function symmetry.
For the proposed GMM estimator appropriate instruments are warranted. Following Elliot et al. (2005: 461) , our instruments are: i) a constant; ii) a constant and a lagged forecast error; iii) a constant and the lagged variable to be predicted (i.e. the growth and inflation rate, respectively); and iv) a constant, the lagged forecast error, and the lagged variable to be predicted. The estimation results for the data set under investigation are given in Table 2 .
 Insert Table 2 here  Αs regards the growth forecasts and the calculations based on the assumption of a lin-lin loss function the findings revealed in Table 2 Based on the assumption of a quad-quad loss-function for growth forecasts the broad picture remains more or less unchanged; i.e., there is hardly any convincing evidence for a significant degree of asymmetry across the board of the forecasting institutions (Table 3) . Table 3 
Testing for rationality and optimality of a forecast under different loss functions

Testing for rationality under a symmetric loss function
Testing the rationality of a forecasts under a symmetric loss function is typically based on two requirements for the forecast: first, the forecast should be unbiased; i.e., no systematic errors should occur -the expected value of the forecast error should not be different from zero. Second, the forecast should make efficient use of all information available at the forecasting date; i.e., an optimal forecast one should be unable to find any variable, which helps to forecast the errors. In a nutshell, former studies of the rationality of German business cycle forecasts have typically found them unbiased, but not necessarily efficient
To obtain a first insight into the rationality of the forecasts under investigation, we present rationality tests based on a version of the Mincer-Zarnowitz equation (Batchelor and Peel, 1998) . In particular, a standard rationality test can be based on estimating the equation:
As Batchelor and Peel (1998) , referring to Christofferson and Diebold (1997) argue, under the null hypothesis of rationality and assuming a symmetric loss function, forecast errors should be orthogonal to all information known at t, and in particular to the expected change in y. Thus, if the forecast is rational, a 0 =0, a 1 =0 holds. This is tested with a standard F-test. The results of this task are given in Table 4 .
 Insert Table 4 here 
The results, documented in Table 4 , give little hints of departures from rationality. In case of the growth forecasts only the Halle Institute shows a significant rejection of the null hypothesis of forecast rationality. This comes as no real surprise, since the Halle Institute was not (re-)founded before 1991, joining the forecast club in 1993. The resulting very short sample reminds to be extremely cautious in interpreting this result. Turning to the inflation forecasts, four institutions show a significant rejection of the null hypothesis. Again, the Halle Institute is among them, but this might be due to the very short sample. Since the IMF forecasts are delivered relatively early as compared to the other forecasts, the non-rationality of these forecasts might be a result of the long forecast horizon. The other results remain to be explained.
Rationality testing under an asymmetric loss function
The Batchelor / Peel (1998) approach
One approach to test for forecast rationality under an asymmetric loss function has been proposed by Batchelor and Peel (1998) . They start from a so-called linex loss function, which takes the form:
where  and  are constants and e is the forecast error as described above. The parameter  determines the degree of asymmetry, while  is a scaling factor. The form of the loss function and the impact of  on the asymmetry of the loss function is illustrated in Figure 3 . If the forecast error is defined as in our case, this defines a situation where underestimations are more costly than overestimations. Conversely, with 0 the function is exponential to the left of the origin of e , and linear to the right. Asymptotically for =0 ,the function coincides with the standard quadratic case.
The standard rationality test resulting in equation (1) may be extended as follows: Batchelor and Peel (1998) argue that under the a linex loss function the optimal forecast has a clearly defined bias.
This bias, in turn, depends on the volatility of the time series to be foretasted and has an analytical expression for the linex loss function. Thus, to test for rationality, an additional term in the test equation is warranted that reflects the expected value of the conditional error variance:
Again the null of a rational forecast is represented by the parameter restriction a 0 =0, a 1 =0 .
Thus, in empirical testing, Batchelor and Peel (1998) suggest to estimate an ARCH-in-Mean model, tracing back to Engle, Lilian and Roberts (1987) . In their original paper, they suggest a GARCH (1,1) model, but argue that the test for rationality does not depend on a specific form of the ARCH-inMean term. Hence, in our case, we start with the presumably most simple GARCH(1,1) and use other models only in cases where this model does not fit well to the data. It turned out that, in most cases, using the log for the ARCH-in-Mean term helps to achieve convergence. All in all, the test is performed by estimating the following equations:
As in the original contribution of Batchelor and Peel (1998) the ARCH-in-Mean terms turn out to be insignificant in most of the cases under investigation here. However, the presence of this term might alter the estimates of the other coefficients in the equation and, thus, the results of testing for rationality, namely a 0 =0, a 1 =0 . The results presented in Table 5 suggest that in virtually all cases the null of rationality cannot be rejected for the growth forecasts considered in this paper. The results changes, when considering the inflation forecast errors; however, again the results do not differ qualitatively from the case of a symmetric loss function.
 Insert Table 5 here 
The Elliot et al. (2005) approach
Elliot et al. (2005) 
Hence, a rejection of the hypothesis might be due to irrationality of the forecast or due to the rejection of the functional form of the loss function. The results for our data at hand are given in Table 6 .  Insert Table 6 here  In case of growth forecasts and the lin-lin setting, the null hypothesis has to be rejected only in very few cases. In particular, for the IMF (autumn forecast), the OECD, and the Council of Economic Advisers the hypothesis is not supported by the data. However, in none of the three cases, the result appears to be robust against the choice of the instruments. Thus, the hints for either irrationality of the forecasts or the necessity of a different loss function are not convincing. By contrast, the results for the inflation forecasts lead to a rejection of the null hypothesis for virtually any of the institutions under investigation. Given the point estimates of the asymmetry parameter reported in Section 3, one might suspect that the rejection is due to the failure of the rationality hypothesis rather than due to the assumption of a particular loss function, but formally the test does not tell anything about this.
However, the results reported for similar tests based on the assumption of a quad-quad loss function yield a similar picture: again, there are very few results, if any at all, pointing to the rejection of the null for the growth forecasts, but the inflation forecasts fail to achieve rationality under this particular loss function. Hence, all in all, the rationality of growth forecasts is generally supported by the J-test while the rationality of the inflation forecasts is much more in doubt. It is noteworthy that the the null of rationality is frequently rejected, when the lagged forecast errors are used as instruments which implies that the orthogonality condition between actual and lagged forecast errors does not hold. This finding corresponds to the high positive autocorrelation of the inflation forecast errors reported in Table 1 .
Testing the properties of an optimal forecast under a general loss function
Recently, Patton and Timmerman (2007) have proposed a set of tests for forecast optimality under a generalized loss function. Under the joint hypothesis that the forecasts are optimal, the loss function is solely a function of the forecast error, and the dynamics of the predicted variable show no dynamics beyond the conditional mean, the forecast errors should be homoscedastic (Patton and Timmermann 2007: 12) . This hypothesis may easily be tested using the procedure proposed by Engle (1982) . In particular, the following equation is estimated:
and the hypothesis a 1 =a 2 ==a L =0 is tested. If rejected, the test result implies that either the forecast is not optimal or one of the other assumptions (no dynamics beyond the conditional mean and loss function depending solely on the forecast errors) does not hold. The results for the German business cycle forecasts are presented in Table 7 .
 Insert Table 7 here  With the exception of three forecasting institutions and only in the case of their respective inflation forecast we are never able to reject the hypothesis -even at the 10 per cent level.
According to that criterion there is no evidence for heteroscedastic forecast errors. Hence, the forecasts have to be considered as optimal insofar as the loss function is solely a function of the forecast errors.
To test the assumption of no dynamics beyond the conditional mean directly; however, it is warranted to model the conditional mean. We do this by estimating a simple ARMA(1,1) model of output growth and inflation respectively. 
 Insert Table 8 here 
The null hypothesis is given by a 1 =0 and a 1 =a 2 =0 , respectively. If rejected, the test implies either the rejection of conditional variance dynamics in the data generating process of GDP growth or inflation, or a rejection of the optimality of the forecast at hand and any loss function which is at least homogeneous in the forecast error. The results for the German data set are given in Table 8 . As mentioned in Patton and Timmermann (2007: 9) it is also possible to estimate equation (8) and (8') using a logit-approach. We have done so; the results are also presented in Table 8 . All in all, we find evidence against the optimality of the forecast errors in very few cases only. In particular, the output forecasts appear to be rational. As regards the inflation forecast there are two cases with a significant violation of the optimality requirements in case of OLS estimation. However, even in these cases the finding is not confirmed by the logit estimation.
Conclusion
The paper analyses the degree of asymmetry of German business cycle forecasts, namely growth and inflation forecasts covering the time span from 1970 to 2007 and up to 17 different forecasts. We find the forecasts to be mostly symmetric with only few exceptions. The point estimates of the degree of asymmetry are not systematic in any respect: some forecasters seem to have incentives for too-pessimistic forecasts, some others for too-optimistic forecasts. The results appear to be not fully robust against the choice of the instruments warranted to estimate the loss function with a GMM approach. We also investigate the rationality of the forecasts at hand. To this end, we do not exclusively rely on the assumption of a symmetric loss function, but make use of approaches based on an asymmetric or even flexible loss function. In a nutshell, we find that neither a specifically asymmetric loss function nor the assumption of a generalized loss function alter the findings obtained under a symmetric loss function by very much, though the results of the test proposed by Elliot et al. (2005) give some contrary results for inflation forecasts.
Given the results of this paper, some further research may be required. First, is must be checked, whether data with a higher frequency may alter the results. Having more data may help the estimate the asymmetry parameter with greater precision and, hence, lead to more cases with a significant degree of asymmetry. Second, it may be worthwhile to try to estimate the asymmetry parameter for government in order to compare it with the values for the forecasters. It is plausible to assume that the political authorities have different loss functions than do forecasters; which may, in turn, explain some of the bad image of business cycle forecasts in the public opinion. 
