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O’Neil, Galen Cascade (Ph.D, Physics)
Improving NIS Tunnel Junction Refrigerators: Modeling, Materials, and Traps
Thesis directed by Dr. Dan Dessau
This thesis presents a systematic study of electron cooling with Normal-metal/insulator/superconductor
(NIS) tunnel junctions. NIS refrigerators have an exciting potential to simplify 100 mK and 10 mK cryo-
genics. Rather than using an expensive dilution refrigerator, researchers will be able to use much simpler
cryogenics to reach 300 mK and supplement them with mass fabricated thin-film NIS refrigerators to reach
100 mK and below.
The mechanism enabling NIS refrigeration is energy selective tunneling. Due to the gap in the su-
perconducting density of states, only hot electrons tunnel from the normal-metal. Power is removed from
the normal-metal, that same power and the larger IV power are both deposited in the superconductor. NIS
refrigerators often cool less than theory predicts because of the power deposited in the superconductor re-
turns to the normal-metal. When the superconductor temperature is raised, or athermal phonons due to
quasiparticle recombination are absorbed in the normal-metal, refrigerator performance will be reduced.
I studied the quasiparticle excitations in superconductors to develop the most complete thermal model
of NIS refrigerators to date. I introduced overlayer quasiparticle traps, a new method for heatsinking the
superconductor. I present measurements on NIS refrigerators with and without quasiparticle traps, to
determine their effectiveness. This includes an NIS refrigerator that cools from 300 mK to 115 mK or lower,
a large improvement over previous designs.
I also looked into reducing the power deposited in the superconductor, by choosing the transition
temperature of the superconductor based upon the NIS refrigerator launch temperature. I performed a
detailed study of the density of states of superconducting AlMn alloys, demonstrating that Mn impurities
behave non-magnetically in Al due to resonant scattering. The density of states remains BCS-like, but my
measurements show that the deviations from a BCS density of states harm cooling in NIS refrigerators.
Dedication
As I wrote my dissertation, I followed the news of protests that began in Tunisia and spread across
the Middle East. The people have forced dictators Ben Ali of Tunisia and Hosni Mubarak of Egypt to give
up up power. Currently Libya is in civil war, dictator Muammar Gaddafi is slaughtering his own people
to hold on to power. Protests continue in Yemen, Syria, Bahrain and other countries. I wish a successful
transition to democracy for the Tunisians, Egyptians and the rest of the Middle East.
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Chapter 1
Introduction
Normal-metal/insulator/superconductor (NIS) tunnel junctions can be used as refrigerators, because
they remove power from the normal metal electrode. This technique has been steadily improving since first
demonstrated in 1994. The current state of the art can cool the electrons in a normal metal from 300 mK
to 100 mK, or the phonons in a SiN membrane from 300 mK to 200 mK. In this dissertation, I present
results that will pave the way for cooling phonons from 300 mK to 100 mK. I also present the most complete
physical model of NIS cooling to date and experiments on the superconducting properties of AlMn alloys
and their suitability for use in optimizing NIS refrigerators for cooling from 100 mK.
In this chapter, I will present a brief and biased history of cryogenics in the past 100 years as well as
a history of NIS refrigeration. I will place the capabilities of NIS refrigerators into the context of current
cryogenic techniques and set the stage for the reader to understand my contributions in the context of the
current state of the literature on NIS refrigeration.
1.1 100 years of cryogenics
Let us first look at the history of cryogenics by focusing on the lowest temperatures created in labo-
ratories in the past 100 years. Then we can look at cryogenics used in a typical research lab, and we will
notice that factors as cooling power, cost and ease of use play a large role in cryogenics.
Cryogenic experiments experiments at ∼4 K were made possible by Heike Kamerlingh Onnes’ lique-
faction of helium, 4He, in 1908 and lead to the discovery of superconductivity in 1911. The liquefaction
of helium originally used liquid hydrogen to pre-cool helium gas, which was allowed expand and thus cool
2enough to liquify. Liquid 4He at standard atmospheric pressure will boil at, and thus not rise above, a
temperature of about 4.2 K. This is an example of evaporative cooling, which lowers the temperature of the
liquid because only the hottest, fastest moving, atoms have the energy necessary to overcome the barrier
caused by the binding forces that create a liquid. The temperature can be further reduced by lowering the
ambient pressure. This technique was used by Keesom, who reached 0.71 K in 1932 by pumping on 4He
vapor with an elaborate combination of vacuum pumps[47].
Temperatures significantly below 1 K became available to physicists starting in 1933 with the first
successful demonstration of an adiabatic demagnetization refrigerator reaching 250 mK. Demagnetization
refrigerators work by first applying a large magnetic field to a magnetic spin system, thus forcing all the
electronic spins to align. When the magnetic field is removed, the spins are no longer forced into alignment,
but it takes energy to randomize them. This energy comes from the lattice phonons in the material. By
1935 physicists had used the electron spins in paramagnetic salts to reach 38 mK with a demagnetization
refrigerator[19].
Given time to improve their techniques, and using nuclear spins in place of electron spins, physicists
achieved a nuclear spin temperature of 20 µK in 1956[34]. At ultra low temperatures one material, in this
case a copper wire, has multiple internal temperatures. The nuclear spin temperature, can differ from the
electron spin temperature which differs from the electron kinetic temperature and the phonon temperature.
Here we begin to see the difference between performing a cooling experiment on nuclear spin, and
building a real refrigerator that we can bolt an unrelated experiment on to. A useful refrigerator is capable
of cooling all components of a material to a lower temperature, rather than just one. Work on nuclear
demagnetization refrigerators lead to slow and steady improvement over the following years, by 1965 both
the nuclear spins and lattice phonons in copper had been cooled to 3 mK[46]. Both electron and nuclear
demagnetization refrigerators are “one shot”, meaning that the lowest temperature is achieved when the
magnetic field is removed and they warm up over time. The must go through another cycle of magnetization,
thermalization, and demagnetization to again reach the lowest temperature.
Dilution refrigerators, the next big step in cryogenics, never took the lowest temperature crown from
nuclear demagnetization. However, dilution refrigerators offered continuos operation at temperatures below
3100 mK with large cooling powers. Dilution refrigerators rely on the phase separation of 3He and 3He, and a
reasonable analogy is that the 3He evaporates, not from liquid to gas, but from a 3He rich to a 3He poor 3He-
4He mixture. The principles of dilution refrigeration were laid out in 1951, working examples were developed
in the early 60s, and by 1968 temperatures as low as 70 mK were accessible. Powerful dilution refrigerators
enabled experimenters to pre-cool kilograms of copper, allowing nuclear demagnetization refrigerators to
achieve lattice temperatures of 13 µK in 1984, and and as low as 2 µK today[64].
Temperatures lower than µKs have been achieved only in isolated components of materials or in dilute
gases with small numbers of atoms. The lowest temperature reported in a solid comes from the nuclear spins
in Rhodium which have been cooled to 100 pK[59]. However the current lowest temperature crown belongs
to the cold atomic gas community. In a recent paper a kinetic motion temperature of 350 pK and a spin
temperature of 50 pK were reported in a dilute gas of lithium atoms. They achieve this temperature with laser
cooling and atom trapping techniques, but the final stage of cooling is a version of adiabatic demagnetization
refrigeration tweaked to work with cold atomic gasses[62]. One can say, with only very few caveats, that since
its introduction in 1933, adiabatic demagnetization refrigeration has always been the method for achieving
the lowest known temperatures.
Humans have yet to match the universe when it comes to high temperatures, such as those immediately
after the big bang. But, we can claim victory on the lower end of the temperature scale. The vacuum of
space is generally at 2.725 K due to cosmic blackbody microwave background radiation leftover from when
universe became transparent to light. There are pockets of lower temperatures, the coldest known place
is a cloud of expanding gas known as the Boomerang Nebula which is 1 K[52]. Not only are the lowest
temperatures in the known universe created in research labs1 , they have been since the early 1900s.
1.2 Cryogenics is more than just base temperature
The history of cryogenics is not just the history of reaching the lowest temperatures, ease of use and
cost are important concerns as well. In the history of lowest temperatures, dilution refrigerators are merely
present to pre-cool large masses of Cu. However, in the history of laboratory cryogenics as practiced, dilution
1 On Earth, or possibly on another planet
4refrigerators are major players. The capability of commercially available dilution refrigerators to continuously
operate at 10–100 mK and handle large power loads, which translates into more wires to measure with, have
made them very popular in research laboratories. Today’s dilution refrigerators can handle large power
loads and low temperatures, for example NIST2 Boulder recently took delivery of a dilution refrigerator
with 10 µW of cooling power at 20 mK and dilution refrigerators have reached temperatures as low as 2 mK.
The arrival of the first commercial helium liquefier in the 1940s made cryogenic experiments more
widely available, and safer, since it didn’t require liquid hydrogen. A mini-revolution is occurring now, liquid
cryogens are being replaced in many applications by commercial pulse tube refrigerators that can cool to
below 4 K continuously with the push of a button. When I arrived at NIST in 2005 the Quantum Sensors
Project had four wet adiabatic demagnetization refrigerators (ADR) in nearly continuous operation, which
used liquid N2 and liquid
4He to reach 4 K. Now, in 2011, two of these wet ADRs remain in use, along side
four dry ADRs, which use pulse tubes. Pulse tubes continue to improve, and can reach temperatures as low
as 1.3 K[26].
These improvements in ease of use and reliability of cryogenics have led to new application. For
example, the James Clerk Maxwell Telescope in Hawaii now has an instrument called SCUBA-2 installed
which consists of 10,000 bolometers operating at 130 mK cooled by a dilution refrigerator and three pulse
tubes. STAR Cryoelectronics, a small business based in Santa Fe, is developing an x-ray spectrometer based
on calorimeters cooled to 100 mK by a pulse tube and an adiabatic demagnetization refrigerator. Many
astronomers, who don’t consider themselves cryogenic physicists, are quite comfortable operating closed
cycle 3He refrigerators that cool to 300 mK.
Tunnel junctions refrigerators are poised to play an important role this second history of cryogenics.
I have been working to develop NIS refrigerators that can be used for cooling from 300 mK to 100 mK or
100 mK to 5 mK. Recently another group has reported cooling electrons from 1 K to 400 mK using an SIS′
base refrigerator[48]. NIS refrigerators will have many advantages over the currently used 100 mK cryogenic
techniques, which are dilution refrigerators and adiabatic demagnetization refrigerators. Operating an NIS
refrigerator requires only a small (µA-mA) bias current, rather than a large current or external pumps.
2 National Institute of Standards and Technology, where I did the majority of the work presented in this dissertation.
5NIS refrigerators are small and light weight, potentially even small enough to fit into existing 3He systems,
providing in place upgrades. NIS refrigerators could be produced in large volumes inexpensively since they
are fabricated on Si wafers with standard thin film and lithographic techniques. NIS refrigerators, combined
with other advances such as pulse tubes and SIS′ refrigerators, will eventually enable push button continuous
100 mK cryogenics. There are applications that would benefit from this today, such as superconducting
bolometers, but the most interesting applications are unlikely to be predicted so easily. At least, according
to Herbert Kroemer’s Lemma of New Technology, from his Nobel prize lecture[33]:
The principal applications of any sufficiently new and innovative technology always have
been, and will continue to be, applications created by that technology.
Table 1.1: Selected milestones in cryogenic history.
Year Temperature Technique/Step
1908 4.2 K Liquid helium
1932 0.71 K Pumping on liquid helium
1933 250 mK Electron adiabatic demagnetization
1935 38 mK Electron adiabatic demagnetization
1956 20 µK (spins only) Nuclear adiabatic demagnetization
1951 - Theory of dilution refrigerator
1965 3 mK Nuclear adiabatic demagnetization
1968 70 mK (continuous) Dilution refrigerator
1984 13 µK Nuclear adiabatic demagnetization
2000 2 µK Nuclear adiabatic demagnetization
2000 100 pK (spins only) Nuclear adiabatic demagnetization
2003 500 pK (atomic gas) Laser cooling followed by evaporative cooling
2011 350 pK (atomic gas) Gradient demagnetization refrigeration in atomic gas
2011 50 pK (spins in a gas) Gradient demagnetization refrigeration in atomic gas
1.3 NIS Refrigerators, a history
NIS refrigerators are normal-metal/insulator/superconductor tunnel junctions which cool the normal
metal electrode when biased properly. In many ways, the mechanism is similar to evaporative cooling, an
energy barrier causes selective tunneling of only the most thermally excited particles in the tip of the fermi
smearing. In NIS refrigerators the energy barrier is the gap in the superconducting density of states and the
particles are the conduction electrons in the normal metal electrode.
6Table 1.2: Milestones in tunnel junction refrigeration.
Year First Author Technique/Step
1960 Giaever First metal/aluminum-oxide/metal tunnel junctions
1960 Giaever First NIS tunneling
1960 Giaever First SIS tunneling
1974 Giaever Wins Nobel prize in physics for superconductive tunneling
1981 Gray First tunnel junction cooling, ”gap enhancement”
1984 Blamire Large ”gap enhancement” in Al
1994 Nahum Electrons 100→ 85 mK, modern language and theory of NIS cooling
1996 Leivo Electrons 300→ 100 mK, symmetric SINIS structure, 0.8 µm2
1999 Fisher Quasiparticle traps to heat sink the superconducting electrodes
2004 Clark Electrons 300→ 200 mK with large junctions, 800 µm2
2005 Clark Phonons 320→ 225 mK by extending cooled normal metal onto a membrane
2008 Miller Superconducting X-ray detector cooled 260→ 160 mK by NIS junctions
2011 Quaranta Electrons 1 K→ 400 mK with V-Al SIS′ junctions
2011 O’Neil Introduction of overlayer quasiparticle traps
2011 O’Neil Comprehensive NIS thermal model
2011 O’Neil High resistance NIS thermometer used on NIS refrigerator experiment
2011 O’Neil Electrons 300→ 115 mK or lower with large junctions
Superconductive tunneling was first demonstrated by Giaever in 1960[17], and in the same year he and
Fisher also demonstrated the first metal/aluminum-oxide/metal tunnel junctions [12]. It may have taken
much longer to realize the potential for superconductive tunneling had Giaever not been encouraged to try
something that nobody expected to work. Giaever was awarded the Nobel prize in 1973, in his nobel lecture
he describes learning of superconductivity and the BCS prediction of an energy gap, and expecting that a
tunneling experiment would be very interesting. He goes on to say
When I got back to the GE Laboratory I tried this simple idea out on my friends, and as
I remember, it did not look as good to them. The energy gap was really a many body
effect and could not be interpreted literally the way I had done. But even though there was
considerable skepticism, everyone urged me to go ahead and make a try[18].
Giaever managed to go from idea to experiment in a matter of days, and measured the IV curves of a
lead-aluminum junction, shown in figure 1.1. He was so young and unfamiliar with the field of physics that a
co-worker had to explain the significance of his experiment to him. Giaever had made the best measurement
of the superconducting energy gap and density of states to date.
I was, of course, not the first person to measure the energy gap in a super- conductor, and
I soon became aware of the nice experiments done by M. Tinkham and his students using
infrared transmission. I can remember that I was worried that the size of the gap that
7Figure 1.1: The first published NIS IV curves with original caption[17]. The superconducting gap of Pb is
about 1.5 meV based on the rapid current rise at about 1.5 mV in the zero field and lowest temperature (5)
case.
I measured did not quite agree with those previous measurements. Bean set me straight
with words to the effect that from then on other people would have to agree with me;
my experiment would set the standard, and I felt pleased and like a physicist for the first
time[18].
Quickly thereafter, he also pioneered the technique of superconductor-insulator-superconductor (SIS) tunnel-
ing and demonstrated tunneling between different superconductors[16]. Tunneling is still the best technique
for measuring the densities of states of superconductors. In this thesis, I present both NIS and SIS tunneling
measurements of the superconducting density of states of alloys of Al lightly doped with Mn (AlMn).
8Tunnel junction refrigeration was first demonstrated by Gray and Willemsen in 1978[21], although
they called it “gap enhancement.” In 1991 Blamire el al[5] demonstrated a large “gap enhancement” in
Al, causing Al with an equilibrium transition temperature of ∼ 2.4 K to superconduct with the cryostat at
4.2 K with refrigeration by a Nb-Al tunnel junction. Much like the case of the early nuclear demagnetization
refrigerators where only the nuclear spin system was cold, in this case only the electronic system of the
Aluminum was near 2.4 K while the lattice phonons were still near 4.2 K. Both NIS and SIS refrigeration
directly remove power from only the electron system in one electrode. In order to create a practical NIS
refrigerator it is necessary to cool both the electrons and phonons.
Figure 1.2: An optical image of Clark et al’s. AlMn based NIS refrigerator that cooled from electrons from
300 mK to 200 mK.
Figure 1.3: (a) Early NIS refrigerators were made with the superconducting Al deposited first so that an
oxide could be grown on it, and then normal metal Cu deposited on top. (b) Clark el al introduced AlMn
normal metal electrode, a oxide tunneling barrier can be grown directly on the normal metal. This allows
the superconductor to be much thicker than the normal metal.
9Figure 1.4: False color scanning electron microscope image of the first bulk cooling by NIS refrigerators. The
junctions are outlines in white squares. The Al superconducting electrode is red, the AlMn normal metal
extended from the junctions which are on solid Si substrate onto a thin SiN membrane is in blue, the gold
cube is a germanium thermometer. The Si substrate and Al superconducting electrode were are 320 mK
while the SiN membrane and the germanium thermometer were at 225 mK[9].
In 1994 Nahum el al[41] introduced an NIS refrigerator as well as the modern language and theoretical
description of NIS refrigeration. They also introduced the use of a second NIS junction as a thermometer
sensitive to the electron temperature, which is the only temperature their refrigerator was capable of reducing.
They demonstrated cooling the electron temperature from 100 mK to about 85 mK with a Al-Cu tunnel
junction and predicted the possibility of using NIS refrigerators to cool membranes (and therefore phonons)
from 300 mK to 100 mK. This was followed by Levio el al[35] demonstrating cooling of electrons from 300 mK
to 100 mK, using a symmetric SINIS structure with two 0.4 µm2 junctions in series. The structure works
because the power deposited or removed from the N layer of an NIS junction is an even function of voltage.
In 1999, Fisher and Ullom[13] introduced introduced the idea of quasiparticle traps for NIS refrig-
erators. In an NIS refrigerator, power is removed from the normal-metal electrode, but that same power
and more is deposited into the superconducting electrode. If the superconducting electrode heats up as a
result, the performance of the refrigerator will be degraded. Quasiparticle traps are unbiased NIS junctions,
separate from the refrigeration junctions. Quasiparticles in the superconductor can tunnel through the junc-
tion, where they will thermalize more quickly in the normal metal. Essentially, quasiparticle traps are heat
sinks for the superconductor. A year later, in 2000, Pekola et al[44] and Ullom et al[60] both presented
mathematical models of quasiparticle diffusion and trapping in the S layer of NIS junctions. I built upon
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and expanded these models, especially Ullom’s, to develop the comprehensive thermal model I present in
chapter 3.
In 2004, Clark el al[10] developed the techniques necessary to create large area NIS coolers. The
large area is necessary to achieve large cooling powers, because the electric current and thus the cooling
power scales proportionally with junction area. Previous NIS coolers generally used Cu as the normal-metal,
deposited it on top of oxidized Al. To achieve low temperatures with NIS refrigerators the normal-metal
layer should be thin and the superconducting layer should be thick, but for fabrication it is much easier if the
first layer deposited is thin and the second layer deposited is thick. The introduction of AlMn as a normal
metal on which a stable oxide could be grown allowed the fabrication of large junctions with thin normal
metal and thick superconductors. This refrigerator is shown in figure 1.2 and the difference in geometry is
shown in 1.3.
In 2005, Clark el al[9] demonstrated the cooling of both phonons and electrons in a bulk object with
NIS junctions. NIS refrigerators cooled the electrons in metal, that metal was extended out onto a thin
SiN membrane in such a way that the electronic thermal conductivity is much greater than the phonon
conductivity. In the middle of the membrane a large volume of metal allows the phonons and electrons
to equilibrate. A bulk germanium thermometer was glued to the membrane (figure 1.4) and cooled from
320 mK to 225 mK.
In 2008 Miller el al[37], including myself, demonstrated the use of NIS refrigerators to directly cool
a superconducting x-ray detector without degrading its energy-resolution. This demonstrated for the first
time that NIS junctions could be used to cool actual devices, even devices which dissipate power. The device
is shown in figure 1.5 and resulting x-ray spectrum, the highest energy resolution spectrum ever in a cryostat
with base temperature above 200 mK, is shown in figure 1.6.
When I started working on NIS refrigerators my main goal was to bring the performance of large area
NIS refrigerators in line with those of small area NIS refrigerators. I addressed this problem by introducing
a new technique for more effective quasiparticle trapping and developing a comprehensive thermal model of
NIS refrigerators. I used this model to systematically study the effects of NIS design changes and design a
new NIS refrigerator that dramatically improved, now from 300 mK to 115 mK with large area junctions. I
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Figure 1.5: (a) X-ray detector on membrane, cooled by integrated NIS refrigerators in the corners. (b) False
color SEM image of an NIS refrigerator on the corner of the membrane.
also showed that overlayer traps improve NIS performance.
Additionally I studied the properties of superconducting AlMn to understand what role it could play
in future tunnel junction coolers. For example a superconducting electrode with a smaller gap will cause the
NIS refrigerator to dissipate less power without significantly reducing the cooling power when cooling from
100 mK. I showed that Mn impurities in superconducting Al behave overwhelmingly non-magnetically, and
measured the deviation of the AlMn density of states from theoretical predictions.
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Figure 1.6: (a) X-ray spectrum taken with NIS cooled x-ray detector.
Chapter 2
Theory of NIS Tunneling
This chapter introduces the physics behind normal-metal/insulator/superconductor (NIS) tunneling
and forms the basis for the analysis and modeling in future chapters. First, I discuss superconductivity,
highlighting the properties that are relevant to this thesis. Next, I discuss electron tunneling between two
normal metals, between a normal metal and a superconductor, and between two superconductors. Finally, I
calculate the current, power flow, and quasiparticle creation rate in an NIS junction, which are are used to
determine the cooling..
2.1 Superconductivity and Quasiparticles
Superconductivity is a well known phenomenon where a material below a critical temperature Tc
loses all electrical resistivity. There are many other interesting properties of superconductivity, such as the
Meisner effect, but for the purposes of this work we are primarily interested in the properties of excitations
in the superconductor, known as quasiparticles. The distribution and occupation of quasiparticle states help
us understand how a superconductor behaves in a tunnel junction with a normal metal.
2.1.1 BCS Density of States
The microscopic explanation of superconductivity provided by Bardeen, Cooper, and Schrieffer (BCS)
tells us that electrons form Cooper pairs which can carry current without resistance. At zero temperature
all electrons are in Cooper pairs, but a finite temperature some electrons exist as quasiparticle excitations.
The quasiparticle density of states of a metal in the superconducting state different from that of the same
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Figure 2.1: (a) The normalized BCS density of states. (b) The BCS gap dependence on temperature.
metal in the normal state by the introduction of an energy gap ∆, where no states exist below this energy,
and singularities at the gap edge[58]. BCS theory gives a density of states of N(E) = N(0)ν0(E) where N(0)
is the two-spin density of states at the Fermi level in the same material at temperatures above Tc and
ν0(E) =
∣∣∣∣∣Real( E/∆√(E/∆)2 − 1)
∣∣∣∣∣ (2.1)
is the normalized density of states, a unitless factor describing the variation from the slowly varying density
of states in a normal state metal. The superconducting energy gap ∆ is related to the transition temperature
by ∆0 ≈ 1.76kbTc where kb is Boltzmann’s constant, and ∆0 is the energy gap at zero temperature. E is the
energy of the quasiparticle relative to the Fermi energy of the material. In Al, ∆ ≈ 190 µeV and Tc ≈1.2 K,
the exact value can vary depending on factors such as oxygen impurity levels and film thickness. Figure 2.1
shows the normalized BCS density of states.
2.1.1.1 Temperature dependence of ∆
The superconducting energy gap depends on temperature as shown in figure 2.1. The dependence is
weak for T for T < Tc/2, and increases as the gap falls to zero at T = Tc. For example, at T = Tc/3 the gap
∆ = 0.994∆0 is nearly equal to its zero temperature value. This thesis rarely deals with superconductors at
temperatures greater than Tc/3, which in the case of Al is 400 mK or greater, so the temperature dependence
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is of little importance, but it is accounted for[58].
2.1.2 Modified BCS Density of States
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Figure 2.2: The modified BCS density of states for various values of the Dynes parameter γ, shown with on
linear and logarithmic axes.
As we will see, superconducting tunnel junctions are predicted by BCS theory to exhibit extremely
small currents at low temperatures and at voltage biases much smaller than ∆/e. The current-voltage
(IV) relationship of measured tunnel junctions often deviates from BCS theory, showing substantial sub-
gap conductance. One model that accounts for this deviation places a resistor in parallel with an ideal
junction.[39]. Another model[11] adds a so-called Dynes parameter γ to the density of states which creates
finite states within the gap and reduces the gap-edge singularity, this is the model used in this work. The
modified normalized density of states is
ν(E) =
∣∣∣∣∣Real( E/∆− iγ√(E/∆− iγ)2 − 1)
∣∣∣∣∣ . (2.2)
A typical value for γ in junctions in which Al is the superconductor is 1/5000. The ideal BCS case is recovered
in the limit of γ = 0. Figure 2.2 shows the effect of finite γ on the density of states. The source of the
additional tunneling that leads to use of γ is not well understood, and may vary based on the details of the
tunnel junction in question. Potential sources of finite γ include non-idealities and second order tunneling
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processes. The following sub-sections will describe environmentally assisted tunneling, Andreev currents,
the proximity effect, impurity induced sub-gap states, and pinholes in the tunnel barrier as potential sources
of finite γ.
Of these potential sources, only the proximity effect and impurity induced sub-gap states actually alter
the density of states in the superconductor. The others change the tunneling current and other junction
properties in a way which is conveniently modeled by this modified form of the BCS density of states. For
this reason, I will use the modified BCS density of states to calculate all tunneling quantities, but use the
unmodified form for calculating intrinsic properties of the superconductor.
2.1.2.1 Environmentally Assisted Tunneling
If a photons are absorbed by quasiparticles while attempting to tunnel over the barrier, then more
tunneling current will be observed than BCS theory predicts. Pekola et al show that environmentally assisted
tunneling can be modeled with an effective density of states with γ = ReffkbTenv/(RQ∆)[43], where Reff is
the effective resistance of the environment, Tenv is the effective temperature of the environment, RQ = h¯/q
2
e
is the quantum of resistance, and qe is the electron charge. The authors do not provide a clear method for
determining the values of R and Tenv, however the estimates for their system should be somewhat similar
to our system since they both contain multiple stages of low temperature filtering and the tunnel junctions
at similar temperatures. They estimate Reff = 2 Ω and Tenv=4.2 K which gives γ=1/2000. Given these
estimates this is a likely source of finite γ in our refrigerator junctions.
2.1.2.2 Andreev Currents
The current discussion of tunneling theory will talk exclusively about single particle tunneling events,
however a complete description of superconductor tunneling includes two-particle events such as Andreev
reflections. Andreev reflection occurs when an electron leaves and a hole enters the normal metal, and a
Cooper pair is formed in the superconductor[58]. A seminal paper on this topic is known by the initials of
the authors, BTK[6]. Two-particle events, such as Andreev reflection, are generally expected to be quite
rare. More recently, it has been suggested that quasiparticle confinement in the vicinity of the tunnel barrier
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can increase the probability of these two-particle events[22]. The details of the geometry of the tunnel
junction can have large effects on the size of the Andreev current. Rajauria et al[50] report successfully
using the theory of Andreev currents to model the sub-gap conductance of an NIS tunnel junction. At zero
temperature the Andreev current IA appears as a step at V = 0. This current deposits power IAV in the
normal metal of an NIS junction.
2.1.2.3 Proximity Effect
The proximity effect occurs when a normal metal and a superconductor are in contact. The supercon-
ducting wave function can extend into the normal metal, inducing superconductivity into the normal metal.
For example, superconducting transition edge sensors are made with Mo (superconductor) and Cu (normal
metal) bilayers, and the transition temperature is controlled by varying the thicknesses of the two metals[25].
The proximity effect also affects the superconductor, changing its transition temperature, energy gap, and
density of states.
Introducing a resistive barrier, i.e. a tunnel junction, between the two metals reduces the magnitude of
the proximity effect. Fominov and Feigl’man[14] provide an approximate analytical method to calculate the
density of states in both the normal metal and superconductor of a bilayer with a resistive barrier between,
in the limit of thin metal layers. Numerical comparisons show that the form of the density of states in the
superconducting layer is similar to the modified BCS density of states. However, the magnitude of the effect
is such that it currently is not a significant component of the finite γ in our refrigerators. This is most
easily shown by considering our devices with overlayer traps. In these devices the superconducting layer is
adjacent to two normal metal layers, one above and one below it. The layer below it has a tunnel barrier
with resistance on order 1500 Ωµm2, while the layer above has a barrier with resistance on order 60 Ωµm2. If
the proximity effect is playing a role, the above layer should induce a much larger proximity effect, however I
see no difference between our refrigerators with and without this layer. Thus, I conclude that the proximity
effect is not important in my junctions.
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2.1.2.4 Impurity induced sub-gap states
Magnetic impurities are predicted to form bands of sub-gap states in superconductors [66] . Addition-
ally effects such as quasiparticle trapping at impurity sites and trap enhanced recombination may alter the
superconductor in a way well modeled by finite γ[32]. I have seen no clear signature of these effects, but can
not exclude their possibility. I discuss the role of impurity induced sub-gap states in AlMn in section 6.5.
2.1.2.5 Pinholes in the oxide barrier
If there were one or more areas in a tunnel barrier forming a small conductive short between the
electrodes, it would provide an alternative non-tunneling current path which is expected to behave as a
resistor in parallel with the tunnel barrier. The modified BCS density of states has a similar effect on NIS
refrigerators and is an adequate alternative model[39].
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Figure 2.3: (a) Quasiparticle density vs temperature and (b) average quasiparticle energy for a supercon-
ductor with ∆=190 µeV.
2.1.3 Quasiparticle density
The density of quasiparticle excitations in a superconductor in equilibrium at temperature T is cal-
culated by an integral of quasiparticle occupation vs energy. Occupation is given by the density of states
multiplied by the Fermi function fs(E). Quasiparticles with positive energies are represented by the Fermi
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function as occupied states while quasiparticles with negative energy are represented by unoccupied states.
Therefore the density of quasiparticles n(TS) is given by
n(TS) = 2N(0)
∫ ∞
0
fS(E)ν0(E)dE. (2.3)
The unmodified BCS density of states is used because the quasiparticle density is an intrinsic property of
the superconductor, unaffected by the likely sources of finite γ. The quasiparticle density is shown in figure
2.3.
In the next chapter I will use a differential equation to calculate quasiparticle density vs position
in a superconductor. I used equation 2.3 to generate data to convert between quasiparticle density of
superconductor temperature for different values of ∆. In my numerical calculation I use a lookup table and
interpolation to covert between these two quantities quickly.
2.1.3.1 The Fermi function
The Fermi function is
fx(E) =
1
eE/kbTx + 1
(2.4)
where E is the particle energy relative to the Fermi energy. The fermi function fx(E) gives the fraction of
states at energy E that are occupied at temperature Tx. The subscript x will be used to indicate which
temperature is input to the function. A useful mathematical property of the Fermi function used in the
following sections is fx(−E) = 1− fx(E).
2.1.3.2 Average quasiparticle energy
In the comprehensive thermal model presented in the next chapter, I treat all quasiparticles as hav-
ing energy ∆ for many purposes. To evaluate this approximation it is necessary to calculate the average
quasiparticle energy ;
(TS) =
2N(0)
n(TS)
∫ ∞
0
EfS(E)ν0(E)dE. (2.5)
The average quasiparticle energy is shown in figure 2.3, and is within 10% of ∆ for temperatures of 400 mK
and below.
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Figure 2.4: A tunnel junction between materials 1 and 2 with a voltage bias Vb and current I12. Or tunnel
junction between layers N and S with a voltage bias Vb and current INS .
2.2 Tunnel junctions
When two metals are separated by a non-conductive barrier such as AlOx or vacuum, current can flow
between them by quantum tunneling. Figure 2.4 shows a sketch of a tunnel junction. The current that flows
at a given bias voltage is a strong function of the density of states of the two materials. The highly non-linear
BCS density of states can lead to preferential tunneling of highly excited electrons, enabling refrigeration.
The IV relationship in an NIS or SIS junction is the best available method for measuring the density of
states in a superconductor.
I will first describe normal-metal/insulator/normal-metal NIN tunneling, because the math and physics
are similar to, but simpler than, NIS tunneling. Next, I will apply the same methods to NIS tunneling, cal-
culating current flow, power flow and other properties useful for engineering NIS refrigerators. Finally, I will
provide a brief discussion of superconductor/insulator/superconductor SIS tunneling as well. In preparing
this section I drew heavily from discussions of this topic in [58] [56] [39] and [61].
In this treatment, I do not account for the finite height or shape of the tunneling barrier. These
properties have very small effects for voltage biases of the size used in NIS junctions[20].
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2.2.1 Normal-Metal/Insulator/Normal-Metal Tunneling
Consider tunneling between two normal metals, labeled 1 and 2, separated by a thin insulating layer.
A voltage bias Vb shifts the Fermi energies relative to each other by energy qeVb, as shown in figure 2.5(c).
An electron of energy E in material 1 incident on the tunnel barrier may tunnel to material 2 provided that
there are states available in material 2 at the same energy. The tunneling rate Γ12 from 1 to 2 is proportional
to the number of occupied states E in material 1 and the number of available states at energy E in material
2:
Γ12 = P
∗N1(E − qeVb)f1(E − qeVb)N2(E)(1− f2(E)), (2.6)
likewise for material 2 to material 1
Γ21 = P
∗N1(E − qeVb)(1− f1(E − qeVb))N2(E)f2(E). (2.7)
Where P ∗ is a constant to be determined which contains information on the tunneling attempt rate and
transmission probability and N1/2 are the two-spin density of states of the two materials.
2.2.1.1 NIN tunneling: current
To calculate the net current flowing from 1 to 2, we integrate Γ12−Γ21 across all values of energy and
associate one unit of charge with each tunneling event. This integral is shown visually in figure 2.5 and is
I12(Vb) = qe
∫ ∞
−∞
[Γ12 − Γ21]dE. (2.8)
The density of states in a normal metal is a slowly varying function of energy, but for temperatures small
compared to the Fermi temperature, we can treat it as constant. A typical Fermi temperature for a normal
metal is > 10, 000 K, so this condition is easily met. Therefore, I replace N1/2 with N1/2(0). The tunneling
current is then:
I12(Vb) = qeP
∗N1(0)N2(0)
∫ ∞
−∞
[f1(E − qeVb)(1− f2(E))− (1− f1(E − qeVb))f2(E)]dE (2.9)
= qeP
∗N1(0)N2(0)
∫ ∞
−∞
[f1(E − qeVb)− f2(E)]dE. (2.10)
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(a) (b) (c)
Figure 2.5: Occupation diagram for (a) An unbiased NIN junction. (b) A biased NIN junction. The black
arrow shows tunneling from an occupied state on the left to an unoccupied state at the same energy on the
right. (c) A biased NIN junction as zero temperature.
Where I have used fx(−E) = 1− fx(E). This integrates to
I12(Vb) = qeP
∗N1(0)N2(0)
[
E − T1 ln(e(E−qeVb)/T1 + 1)− (E − T2 ln(eE/T2 + 1)
]∞
−∞
(2.11)
≈ q2eP ∗N1(0)N2(0)Vb. (2.12)
Where I have approximated ln(e(E−eVb)/T1 + 1) with (E − eV )/T1 for large values of E. An NIN junction
under these assumptions is simply an ohmic resistor, so we can also state I12 = Vb/Rt, where Rt is the
tunneling resistance. This allows us to identify P ∗ = 1/(Rtq2eN1(0)N2(0)).
2.2.1.2 Tunneling lifetime
We can also use this formulation to estimate the average time between tunneling events for free
electrons in a thin film adjacent to a tunnel barrier. Consider the case of T=0, where Fermi functions
become step functions, shown in figure 2.5(c). The number of electrons available to tunnel is the density
of states multiplied by the volume beneath the junction and by the energy range with finite tunneling
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probability, N(0)qeVbAt, where A is the area of the tunnel barrier, t is the thickness of the film, and qeVb
is energy offset due to the voltage bias. The tunneling rate can be written as the total number of electrons
available to tunnel divided by the mean time τt, or as the current over the electron charge, thus
I
qe
=
N(0)qeVbAt
τt
=
Vb
Rtqe
(2.13)
τt = N(0)q
2
etRtA (2.14)
τt = N(0)q
2
etRt (2.15)
The tunneling lifetime grows with film thickness and also with the resistance area product of the tunnel
junction. The resistance area product Rt is used as a convenient way to characterize the resistance of tunnel
junction, independent of junction size. For Al of thickness t=529 nm, and a tunnel barrier with resistance
area product Rt = 60 Ωµm2 this evaluates to τt = 110 ns.
2.2.2 Normal-Metal/Insulator/Superconductor Tunneling
(a) (b)
Figure 2.6: Occupation diagram for (a) A NIS junction with zero voltage bias. (b) A NIS junction with
voltage bias Vb = 0.9∆/qe, TN = 0.25Tc and TS = 1.5Tc. The superconductor temperature is unphysically
large to make the Fermi smearing visible.
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Figure 2.7: NIS IV curves vs temperature shown on both linear and logarithmic scale. ∆ = 1.76kbTc and
γ = 1/5000 were used to generate this these graphs. In (a) small changes in bias will yield very small
changes in current because there are almost no occupied states in the normal metal above the gap in the
superconductor. In (b) the tail of the Fermi occupation in the normal metal is above the gap edge, small
changes in bias will yield large changes in current because the number of electrons able to tunnel rapidly
changes. Also, due to the singulatiry in the superconductor density of states, there is a large number of
avaiable states directly above the gap. This sharp change from zero available states to many available states
is the key to NIS physics.
Now consider NIS tunneling, which is similar to NIN tunneling, with the exception that one of the two
densities of states is not constant in energy. In this section and the rest of the thesis I will use the label N to
refer to the normal-metal electrode of a biased NIS junction, and the label S to refer to the superconducting
electrode in the same junction.
I will calculate NIS current as well as thermal transport properties for a junction of resistance RNS .
I will refer to density quantities such as current density of power density with script letters such that the
current density is INS and the only difference in the calculation is that the resistance RNS is replaced by
the resistance area product RNS .
Energy band diagrams are vital tools for understanding physical phenomenon in semiconductors.
Herbert Kroemer, in his Nobel prize lecture[33], stated his Lemma of Proven Ignorance:
If, in discussing a semiconductor problem, you cannot draw an Energy Band Diagram, this
shows that you don’t know what you are talking about, with the corollary
If you don’t draw one, your audience won’t know what you are talking about.
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The energy occupation diagram, shown in figure 2.6, is the key diagram for superconductive tunneling. For
low biases, most of the occupied states in the normal metal are within the energy gap of the superconductor.
These states cannot contribute to the tunneling current because there are no available states are their energies
in the superconductor. For biases near Vb = ∆/e, the Fermi occupation in the normal metal is above the
gap edge, and small changes in bias will yield large changes in current. The number of electrons which are
capable of tunneling, because their energy is greater than ∆, rapidly changes with bias. Also, due to the
singularity in the superconductor density of states, there is a large number of available states directly above
the gap. Understanding this diagram is the key to understanding NIS tunneling.
2.2.2.1 NIS tunneling: current
I start from equation 2.9 replacing the subscripts 1 and 2 by N and S, as well as replacing the density
of states in material 2 with the modified BCS density of states, so the current from the normal metal to the
superconductor is:
INS = qeP
∗NN (0)NS(0)
∫ ∞
−∞
ν(E)[fN (E − qeVb)(1− fS(E))− (1− fN (E − qeVb))fS(E)]dE (2.16)
=
1
qeRNS
∫ ∞
−∞
ν(E)[fN (E − qeVb)− fS(E)]dE. (2.17)
It is useful to convert this to an integral over positive energies to show that the fs term, and therefore any
dependence on the superconductor temperature, falls out of the current. The properties ν(E) = ν(−E) and
fx(−E) = 1− fx(E) are used to simplify,
INS =
1
qeRNS
∫ ∞
0
ν(E)[fN (E − qeVb)− fS(E)] + ν(−E)[fN (−E − qeVb)− fS(−E)]dE (2.18)
=
1
qeRNS
∫ ∞
0
ν(E)[fN (E − qeVb)− fS(E) + (1− fN (E + qeVb))− (1− fS(E))]dE (2.19)
=
1
qeRNS
∫ ∞
0
ν(E)[fN (E − qeVb)− fN (E + qeVb)]dE. (2.20)
Figure 2.7 shows NIS IV curves for various temperatures calculated with equation 2.20. Note that
the current density INS is easily calculated by replacing the resistance RNS by the resistance area prod-
uct RNS . To calculate the current through an SINIS device with resistance RSINIS , consisting of two
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junctions of resistance RNS in series, calculate the current for single junctions, then double the voltage,
ISINIS(RSINIS , VSINIS) = INS(RSINIS/2, VSINIS/2).
2.2.2.2 NIS tunneling: power deposited in the normal metal
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Figure 2.8: (a) NIS PN curves vs temperature for ∆ = 190 µeV with TN = TS . (b) NIS PN curves vs
temperature for ∆ = 190 µeV TN = TS/3. (c) NIS PN (c) NIS PN curves for TN = TS and varying values
of ∆. (d) NIS PN (c) NIS PN curves for TN = TS/3 and varying values of ∆. ∆ = 1.76kbTc and γ = 1/5000
were used to generate this these graphs. For biases near eVb = ±∆ PN is negative, meaning the normal
metal electron system is being cooled. The fact that PN is even in Vb allows SINIS structures to work as
refrigerators, since the two series junctions must have opposite sign on their voltage biases.
In order to evaluate the power flow into the normal metal, we remove a factor of qe associated with
each tunneling event, and replace it with a factor qeVb−E which is the energy deposited in the normal metal
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from a tunneling event. Therefore the power deposited in the normal metal is
PN =
1
q2eRNS
∫ ∞
−∞
(qeVb − E)ν(E)[fN (E − qeVb)− fS(E)]dE. (2.21)
Unlike the current, the power deposited in the normal metal does depend on the superconductor temperature.
Negative PN means power is being removed from the normal metal, cooling the electron system. The fact
that PN can be negative is the basis for NIS refrigeration. Figure 2.8 shows PN calculated with equation
2.21 for various parameters.
2.2.2.3 NIS tunneling: power deposited in the superconductor aka quasiparticle injection
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Figure 2.9: (a) NIS PS vs voltage at different temperatures for ∆ = 190 µeV and γ = 1/5000. (b) NIS PN ,
PS and total IV power curves for ∆ = 190 µeV, TN = TS = 0.25Tc and γ = 1/5000.
In an NIS junction, power is deposited in the superconductor as quasiparticle excitations. I will
calculate both the power deposited into superconductor PS and the quasiparticle injection rate ΓS . I will
show that, for conditions common in NIS refrigeration, the average injected quasiparticle energy is roughly
∆. Therefore, in the thermal model described in the next chapter I will treat all quasiparticles as having
energy E = ∆ and approximate the quasiparticle injection rate with PS/∆. The power deposited in the
superconductor PS must be equal to the total power dissipated less PN , so one way of calculating it is
PS = IVb − PN . When PN is less than zero, PS will be greater than IVb. One can directly calculate PS by
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Figure 2.10: (a) NIS quasiparticle injection rate ΓS for ∆ = 190 µeV and γ = 1/5000. (b) Average energy
of injection quasiparticles for ∆ = 190 µeV and γ = 1/5000. On the T = 0.1Tc line, the average energy dips
below ∆ which should not be possible under ideal BCS theory, but results from the low-temperature subgap
tunneling being dominated by the contribution from finite γ.
summing the energy deposited in the superconductor with each tunneling event E over all tunneling events.
Therefore
PS =
1
q2eRNS
∫ ∞
−∞
Eν(E)[fN (E − qeVb)− fS(E)]dE (2.22)
=
1
q2eRNS
∫ ∞
0
Eν(E)[fN (E + qeVb) + fN (E − qeVb)− 2fS(E)]dE. (2.23)
Figure 2.9 shows PS for various temperatures. I have written PS as an integral over only positive energies,
which makes it clear that positive terms add energy, creating excitations in the superconductor, while negative
terms subtract energy, removing excitations in the superconductor. Similarly, the rate of quasiparticle
creation in the superconductor is
ΓS =
1
q2eRNS
∫ ∞
0
ν(E)[fN (E + qeVb) + fN (E − qeVb)− 2fS(E)]dE. (2.24)
Figure 2.10 shows ΓS and the average injected quasiparticle energy PS/(∆ΓS) for various temperatures. The
typical bias voltage in a NIS refrigerator is eVb = 0.9 − 1∆, and in this range PS/(∆ΓS) is approximately
constant and close to 1. Therefore, the approximation that all quasiparticle have energy ∆ is reasonable and
ΓS can be approximated with PS/∆.
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2.2.2.4 NIS tunneling: NIS junction as a quasiparticle trap
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Figure 2.11: The power flow in an unbiased NIS junction, used as a quasiparticle trap. Dashed lines are
calculated with the full integral in equation 2.25, solid lines are calculated using the approximation in
equation 2.26.
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Figure 2.12: SIS (blue) and SIS’ (red) IV curves for ∆=190 µeV, T = 0.1Tc and γ=1/5000. The supercurrent
branch is shown for the blue curve only. IV features occur at ∆ + ∆′ and ∆−∆′. The voltage is not a single
valued function of the current, therefore SIS junctions behave hysterically under current bias. (a) linear
scale (b) log scale.
Power will flow across an NIS junction even when unbiased, Vb = 0, if the normal metal temperature
TN and superconductor temperature TS are unequal. When TN < TS power will flow from the superconductor
to the normal metal, providing an additional mechanism for a superconductor to reach thermal equilibrium.
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I will describe the use of an unbiased NIS junction as a quasiparticle trap used to heatsink a superconductor
in the next chapter. The power flow per unit area from the superconductor is given by
Ptrap = 2
q2eRtrap
∫ ∞
0
Eν(E)[fS(E)− fN (E)]dE. (2.25)
I need to calculate this quantity rapidly in the thermal model in the next chapter, therefore I approximate
that all quasiparticles have energy ∆. The resulting equation is
Ptrap = ∆
q2eRtrapN(0)
[n(TS)− n(TN )] (2.26)
where n is the quasiparticle density from equation 2.3. Figure 2.11 shows plots of Ptrap vs TN and TS .
2.2.3 Superconductor/insulator/superconductor tunneling
The same techniques can be applied to superconductor/insulator/superconductor (SIS) tunneling as
well. The resistive tunneling current due to quasiparticles, through an SIS′ junction, where the ′ indicated
that the second gap is different from the first, is
ISS′ =
1
qeRSS′
∫ ∞
−∞
ν(E)ν′(E − qeVb)[fS′(E − qeVb)− fS(E)]dE. (2.27)
where ν′ is identical to ν except that the variables ∆ and γ are replaced by ∆′ and γ′. Figure 2.12 shows SIS
and SIS’ IV curves. The derivative dI/dVb of an SIS junction with identical superconductors is very sensitive
to the density of states at energy eVb, and is a common method for studying the density of states[56].
Equation 2.27 describes only the IV curves for quasiparticle tunneling SIS and SIS′ junction. The
full description of SIS tunneling must include the Josephson effect, which is is explained in many sources
including [58] and [56]. The most relevant part of the Josephson effect is the possibility for a supercurrent
to flow with zero voltage, which causes SIS junction to behave hysterically. The maximum value of the
supercurrent in a SIS junction is Imax = pi∆/(2eR).
Chapter 3
NIS refrigeration
As I showed in Chapter 2, an NIS junction can cool from the electron system in the normal metal
electrode when biased with a voltage ±Vb ≈ ∆/qe. The N (cooled normal-metal) layer electron system can
be cooled significantly below the phonons in the same volume because electron-phonon coupling is weak at
low temperatures. In this chapter, I describe a thermal model for the temperature of the electrons in the
N layer. This simple thermal model accounts for heating of the S (superconducting electrode) layer with
an empirically determined parameter β to account for heating of of the S layer due to power dissipation.
If the superconducting S layer is heated above the ambient temperature by the power deposited into it,
the NIS refrigerator performance will suffer. In this chapter, I introduce the most comprehensive model of
superconductor heating and thermalization in NIS refrigerators to date. I also introduce overlayer traps to
thermalize the S layer in NIS refrigerators. The overlayer traps are superior to lateral traps previously used
because they are more transparent, and closer to the source of heat deposition in the S layer.
3.1 An NIS refrigerator
NIS based tunnel junction refrigerators are generally symmetric SINIS structures to maximize cooling
power and minimize heat leaks while having a simple current path. This works because the power deposited
in the N layer by an NIS junction PN is symmetric in bias voltage Vb. Figure 3.1 shows a SINIS refrigerator
in schematic side view and figure 3.2 shows an optical picture of an SINIS refrigerator from above. To
simplify the simulation, I model only one NIS junction with half the N layer volume and half the N layer
resistance of a full SINIS device.
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Figure 3.1: A SINIS refrigerator in schematic side view. The cooled normal metal electrode is layer N , the
superconducting electrode is layer S and the overlayer trap is layer O. I model only one of the two junctions
in this chapter for simplicity, but the results extend to the two junction devices with appropriate scaling
due to the symmetry of the devices. Also shown are side traps which are the same metal as the N layer,
but electrically and thermally disconnected. No bias is applied between the S layer and the side traps. The
x-axis, used for equations 3.22, 3.23 and 3.24 is shown in yellow. The light blue square is an insulating
barrier, SiO2, between the refrigerated normal metal and the side-traps.
For example calculations I use numbers based on the NIS design described in chapter 7. Unless
otherwise specified, I use ∆ = 190 µeV.
3.1.1 Quasiparticle traps
I discuss two forms of quasiparticle traps in this section, both are shown in figure 3.1, side-traps and
overlayer traps. Side-traps are coplanar with the cooled N layer and separated from the superconducting
electrode by an oxide with the same resistance area product RNS as the refrigeration tunnel barrier. The
resistance area product is the same because this oxide is grown at the same time as the refrigeration junction
oxide. These traps provide an additional mechanism to allow the superconductor heated by the IV power
of the NIS junction to thermalize with the ambient temperature.
Overlayer traps, labelled O, operate on the same principle, but have superior properties. Because they
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Figure 3.2: An optical image of an NIS refrigerator device with significant excess normal metal. The S and
N layers are labeled, as are the junctions. The two smaller junctions are the thermometers while the two
larger junctions are the refrigerators.
are fabricated in the same step, the resistance area product RNS of the side-traps must be identical to that
of the refrigeration junction, and quasiparticles injected over the N layer must diffuse to a side-trap before
they may be trapped, a typical distance is ∼ 3 µm. Overlayer traps, on the other hand, use a different
barrier and may have a lower resistance area product RSO than the refrigeration junction. Quasiparticles
need only diffuse across the ∼ 0.5 µm S layer to trap.
3.2 Basic thermal model: the power balance
To find the equilibrium temperature of the normal metal electrode, one must sum all the power loads,
including the negative PN and find the temperature TN , at which they equal zero. The normal metal volume
is nearly entirely covered by refrigeration junction, so thermal gradients will be small and it is reasonable to
treat TN as independent of position. The power balance equation is
0 = PN + I
2
NSRpad + Pp−e + Pload (3.1)
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where PN (Vb, RNS , TN , TS) is the power deposited in the N layer, given by equation 2.21, INS(Vb, RNS , TN )
is the current, given by equation 2.20, Pp−e(Σ, VN , TP , TN ) is the electron phonon coupling in the normal
metal, discussed further in 3.3.3, and TP is the phonon temperature. The N layer resistance Rpad and the N
layer volume VN each represent the quantity associated with one NIS junction, half of the total from a full
SINIS structure. Pload represent any other power sources, in particular the power dissipated by any cooled
payload.
This power balance can be solved numerically for TN given Vb, TS and TP . Typically I solve the power
balance for many values of Vb and choose the value that minimizes TN . In the following subsections I discuss
the determination of TS and TP .
3.2.1 Power balance: How hot are the phonons?
In this chapter, I will present a differential equation for the phonon temperature in the combined
metal layers N , S, and O vs position. My modeling will show that is is often reasonable to assume that the
phonon temperature TP is equal to the bath (cryostat) temperature Tb, but that this assumption can break
down at low temperatures or low resistance area product junctions.
3.2.2 How hot are the quasiparticles in the superconductor?
The superconducting S layer is heated directly above the refrigeration junction. This heat will diffuse
away from the junction until it leaves the S layer by trapping or recombination. As a result TS is position
dependent and is more difficult to calculate than TN . I will present a differential equation for the supercon-
ductor temperature vs position. Before I get to that, it is useful to review what other methods are used to
determine TS and solve the power balance.
3.2.2.1 The perfectly thermalized superconductor: TS=Tb
The best case scenario is that TS = Tb such that the superconductor is in thermal equilibrium with the
bath temperature provided by the cryostat. This model can overestimate the refrigeration effectiveness by
a large margin, but is useful for both its simplicity and the ability to predict the best possible performance
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of NIS refrigerators.
3.2.2.2 The β model
Fisher et al[13] introduced a model where a fraction β of the power PS deposited in the S layer returns
to the N layer. This adds an additional term to equation 3.1 of the form βPS , with β ≈ 0.05 common for
NIS refrigerators with lateral quasiparticle traps and junction area on order 100 µm2[10]. The full power
balance including the β term is
0 = PN + βPS + I
2
NSRpad + Pp−e + Pload. (3.2)
This model can be used to calculate self-cooled IV curves, solving for the N layer temperature TN at each
bias point Vb. I will provide my modeling results in a format that enables easy comparison with the β model.
A similar model was presented by Rajauria et al[49], the main difference being that the added term is
proportional to I rather than PS . The optimal cooling bias for an NIS refrigerator is usually close Vb ≈ ∆/qe,
thus I and PS are roughly proportional, making the two models nearly identical.
3.2.2.3 Calculating β
In order to calculate β, or otherwise account for superconductor heating in NIS performance, we must
study the behavior of the quasiparticles after they are injected into the superconductor.
Ullom and Fisher[60] developed a model in which injected quasiparticles diffuse away from the junction
until they either reach the side-traps or recombine. The side-traps are treated as boundary conditions at
which the excess quasiparticle density is zero. They were able to predict β to within a factor of two for
refrigerators with distant side-traps only (40 µm from refrigeration junction).
Rajauria et al[49] presented a method to calculate a term which is similar in function to β in which
they include quasiparticle diffusion and a finite quasiparticle trapping rate. Quasiparticles injected by the
refrigeration junction are introduced as a boundary condition, which is reasonable given the size of their
junctions, but would not be as accurate an assumption for my larger NIS refrigerators. Their model for the
superconductor temperature is entirely analytic. They were able to predict their β equivalent term to within
a factor of 10, for a refrigerator with a trapping scheme similar to overlayer traps.
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The model I present here is an advance over previous models. It simultaneously includes all known
relevant physics and is set up to sweep over most NIS design parameters systematically. In particular, my
model is the first to simultaneously account for finite quasiparticle trapping rate and finite junction size.
Additionally it is the first to account for the heating of quasiparticle traps and the athermal behavior of
trapped quasiparticles at all. It includes the heating of the combined metal layer phonons and the athermal
behavior of recombination phonons. This model will be of great value for designing high performance NIS
refrigerator. It will also help evaluate the assumptions that go into simpler models. For example, β is
generally treated as a temperature and bias independent parameter. I will provide the best theoretical test
to date of these assumptions.
3.2.3 Joule heating: Rpad
The power deposited in the N layer due to the resistance of the N layer is I2NSRpad. The current
distribution in the normal metal electrode is not constant, which makes calculating the resistance Rpad
seen by the current more difficult. I calculate the N layer resistance associated with one NIS junction
Rpad = ρNxj +1.5xedge/(tNyj) where ρN is the resistivity of the N layer, xj/2+1.5xedge is half the distance
between the centers of the two refrigerator junctions, tN is the thickness of the base electrode, and d = yj
the length of the junctions in the direction perpendicular to the current flow. These dimensions are shown
in figure 4.1. Typical values are Rpad ≈ 2 Ω and ρN = 0.066 Ωµm.
3.3 Thermalization in a normal metal
To calculate the temperature of the S layer and the O layer as well as the effect of athermal excitations
in both layers, we must understand the heat transport and loss mechanisms in both a superconductor and
a normal metal. I will describe the heat transport within the electron distribution of a normal metal the
electron-phonon interaction. I evaluate the energy dependent time constants for these interactions as well.
The energies mentioned in this paragraph are the most important energy scales for NIS refrigeration,
and I will use them for example calculations. Quasiparticles of energy ∆ tunnel from the S to the O layer,
and the most common result of this trapping is that the ∆ electron creates a 3∆/4 phonon. The thermal
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distribution of the O layer is commonly near 300 mK, the thermal distribution in the N layer is commonly
near 100 mK. When quasiparticles recombine, they form phonons with energy 2∆.
3.3.1 Electron Diffusion in the normal metal
In the vast majority of collisions an electron does not transfer energy to anything else; scattering
from impurities and grain boundaries does not change the electron energy. The numerous elastic collisions
cause electrons to diffuse, rather than move ballistically, through a normal metal. The diffusion constant for
electrons in a normal metal is[30]
Dx =
1
q2eN(0)ρx
. (3.3)
The 4 K resistivity in my N layer AlMn is ρN = 0.066 Ωµm. In the O layer it is ρO = 0.044 Ωµm. The
difference is due to reduction in the mean free path due to the thinness of the base electrode (21.2 nm vs
491 nm). The Al in the S layer has resistivity ρS = 0.0012 Ωµm at 4 K. The two-spin density of states
for Al is NAl(0) = 2.32 × 1010 #/(eV µm3) from the free electron model[30], a careful determination of
NAl(0) shows that this value is correct to better than 6%[15]. Therefore, the calculated diffusion constants
are DN = 0.0041 m
2/s, DO = 0.0061 m
2/s and DS−normal = 0.23 m2/s where the added normal specifies
that this is the diffusion constant for the S layer in its normal metal state.
The diffusion constant of a particle with velocity v and mean free path l moving in three dimensions
is given by D = lv/3[30]. Taking vF = 2.02× 106 m/s we find the mean free paths are lN =6 nm, lO =9 nm
and lS =340 nm.
I have described the free electron model approximation for DN and l, which I will use in this thesis.
However there are deviations from this approximation, that would suggest I am underestimating the mean
free path by as much as a factor of 2[36].
3.3.2 Thermal transport in normal metal electrons
I use the Wiedemann-Franz Law to calculate the thermal conductivity of the electron system as a
function of temperature,
κx =
LTx
ρx
. (3.4)
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Where L = 2.45 × 10−8 W Ω/K2[30] is the Lorenz number. A typical value for the O layer at 300 mK is
κO = 1.66× 10−7 W/(K µm).
3.3.3 Electron-phonon interaction in normal metals
Electron and phonon populations occupying the same volume of a normal metal interact via the
electric field as phonons displace lattice ions[63][61]. This leads to a power per unit volume flowing from the
phonon system to the electron system of the form
Pp−e = Σ(TnP − Tne ). (3.5)
Where a script P represents a power per unit volume, TP is the phonon temperature, Te is the electron
temperature, Σ=2.3 nW/(K6µm3) is the electron-phonon coupling constant, and n is an exponent which
should be 5 in the clean limit and 6 in the dirty limit[51]. Previous work on NIS junctions with AlMn base
electrodes, has used n = 5, however recent measurements by Underwood et al show than n = 6 is a more
accurate value for AlMn1 . Karvonen and Maasilta have reported that the exponent n also depends on the
dimensionality of the phonon spectrum[29].
The units of Σ change if n changes. In this case I am using a script P for the power per unit volume,
whereas in all other cases a script P refers to power per unit area. The power Pp−e flowing from phonons
to electrons in a particular volume VN is VNPp−e.
3.3.3.1 Electron-phonon interaction: Electron scattering time τe−p
Ullom[61] extended calculations for Pp−e to find τe−p, the characteristic time for an electron to scatter
with or create a phonon where the electron loses energy and the phonon gains energy. In the case where
n=5 in equation 3.5 he found
τe−p,n=5 =
3I0k
5
bN(0)
ΣE3
. (3.6)
Where I0=Γ(5)ζ(5) ≈ 25. I will make an energy scaling argument to modify the equation 3.6 for the n = 6
case.
1 Electron-phonon coupling constant and exponent from work to be published by J. Underwood.
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Figure 3.3: The scattering times discussed in this chapter plotted vs energy.
A method to estimate the electron lifetime for phonon scattering is τe−p ≈ Ce/Ge−p where Ce = γT
is the electron heat capacity[30] per unit volume and Ge−p = dPe−p/dTe = nΣTn−1e is the electron-phonon
thermal conductivity. Thus τe−p ≈ γnd/(nΣTn−2e ). This method of estimation significantly underestimate
τe−p because it represents an average of τe−p over thermal occupation, and the energy dependence of τp−e
is strong. However, Ullom found this method to accurately predict the energy scaling of τp−e when Te is
replaced with E/kb. Therefore, it seems reasonable to to convert equation 3.6 to deal with n = 6 by replacing
ΣE3 with ΣE4/kb. The result is
τe−p,n=6 =
3I0k
6
bN(0)
ΣE4
. (3.7)
Which evaluates to τe−p|∆ = 25 ns. The addition to the subscript represent the energy at which the time
constant is evaluated, (figure 3.3).
Ullom also calculated the probability that an electron of initial energy Ei loses energy to a phonon
such that it ends with energy Ef . According to Ullom’s calculation, the most likely energy distribution after
scattering is that the electron is reduced from Ei = ∆ to Ef = ∆/4 and a phonon with E = 3∆/4 is created.
This phonon’s energy is well above the thermal distribution at 300 mK and I describe how I account for its
athermal behavior in section 3.5.3.
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3.3.3.2 Electron-phonon interaction: Phonon scattering time τp−e
I would also like to know the typical timescale τp−e for a phonon of energy E to lose energy by
scattering and promoting an electron.
Ullom[61] found the c/G heat capacity over thermal conductance approximation adequate for τp−e,
because the energy dependence of τp−e has a smaller exponent, so I will use this approximation. In this case,
I use the Debye result for phonon heat capacity per unit volume CP = 234NAndkb(T/ΘD)
3, where NA is
Avagadro’s number and NAnd is the number density of atoms, and ΘD = 428 K is the Debye temperature[30].
The small deviation thermal conductivity is Gp−e = dPp−e/dTP = nΣTn−1P and therefore
τp−e,n=6 =
234NAndk
3
b
6ΣΘ3DE
2
. (3.8)
Which evaluates to τp−e|3∆/4 = 43 ps, τp−e|2∆ = 6 ps and τp−e|300mK =1300 ps (3.3).
3.3.4 Electron-electron scattering
Electron-electron scattering helps to thermalize athermal electrons and bring the electron energy
distribution in line with the fermi distribution. The electron-electron scattering rate is not directly relevant
for superconductors, with the exception that the scattering rates for quasiparticles with energy E >> ∆
should approach the scattering rates for electrons in the metal in the normal state. The electron-electron
scattering rate τ−1e−e is strongly dependent on the effective dimensionality of the sample, and the degree
of disorder present. Therefore, we will first look at the criteria for the 2D/3D limits and the clean/dirty
limits.
3.3.4.1 2D vs 3D scattering limits
I can treat the material as 2D rather than 3D if the excitation energy of the electron is less than the
uncertainty in the energy associated with the transit time across the thinnest dimension, τtransit < h¯/E.
The electron energy of most interest is ∆ which yields h¯/∆ = 3.5× 10−12 s. All of the films used in my NIS
refrigerators are thicker than the elastic mean free path, so the transit time is τtransit = t
2/D where D is
the diffusion constant, so τtransit−N = 1.1× 10−13 s and τtransit−O = 4.0× 10−11 s. Based upon this I will
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use the 2D limit for the N layer and the 3D limit for the O layer[61].
3.3.4.2 Electron-electron scattering: Clean vs dirty scattering limits
The relevant condition for clean vs dirty electron-electron scattering limits is different in the 2D and
3D cases. In 3D dirty scattering dominates when E < EF /(kF l)
3 and in 2D dirty scattering dominates when
E < (h¯l/vF )(pi/(kF d)). Both the N and O layer films are in the clean limit. The O film is closest to the
dirty limit, the criteria becomes equal for E/kb = 35 mK.
3.3.4.3 Electron-electron scattering time: τe−e
The O layer films look 3D and clean to electrons of energy ∆, and the N layer films look 2D and clean
to the same electrons. Therefore the electron-electron scattering times are given by[61]
τe−e,clean,3D =
8h¯EF
piE2
, (3.9)
τe−e,clean,2D =
2h¯EF
piE2 ln(EF /E)
. (3.10)
For the N layer τe−e|∆ = 12 ns and τe−e|100mK = 4.6 µs. In the O layer τe−e|∆ = 540 ns and τe−e|300mK =
29 µs (figure 3.3).
Ullom calculated the most likely energy distribution after an electron-electron collision. A electron
with energy E would most likely end up with energy E/3 and create two new excitations, an electron and a
hole, each with energy E/3.
3.3.5 What happens to a trapped quasiparticle?
A quasiparticle which tunnels from the S into the O layer becomes an excited electron with energy ∆.
There are three processes available to this electron: 1) tunneling back into the superconductor with lifetime
τtun = 104 ns, 2) scattering with another electron with lifetime τe−e = 540 ns, and 3) scatter and create
a phonon with lifetime τe−p = 25 ns. Once the excited electron has scattered with either a phonon or an
electron, it will have energy less than ∆ and be unable to tunnel back into the superconductor, thus the
name quasiparticle trap. However, the most likely phonon to be created will have energy 3∆/4 which is well
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Figure 3.4: The value of Πe,Πp and Πtun vs energy.
above the thermal distribution. A 3∆/4 phonon has a finite probability of being absorbed in the N layer,
and if this happens regularly it will severely degrade the benefit of quasiparticle traps.
Scattering to create a phonon has the shortest lifetime, and is therefore the most likely outcome. We
can estimate the probability of scattering to create a phonon Πp, to tunnel back to the superconductor Πtun,
or to undergo electron-electron scattering Πe as
Πp =
τ−1e−p|∆
τ−1e−p|∆ + τ
−1
tun + τ
−1
e−e|∆
, (3.11)
Πtun =
τ−1tun
τ−1e−p|∆ + τ
−1
tun + τ
−1
e−e|∆
, (3.12)
Πe =
τ−1e
τ−1e−p|∆ + τ
−1
tun + τ
−1
e−e|∆
. (3.13)
For ∆=190 µeV I calculate that 71% of the quasiparticles removed from the S layer will generate athermal
phonons, and 24% tunnel back to the superconductor, and only 5% are effectively thermalized in the overlayer
trap on the first trapping by electron-electron scattering. These probabilities are shown vs energy in figure
3.4. The most likely energy for these athermal phonons is E = 3∆/4, meaning that about 34Πp = 53% of
the energy which tunnels from S to O becomes athermal phonons. I present a ray tracing model in section
3.5.3 to predict the fraction of these athermal phonons that deposit their energy in the N layer and the
other layers. The majority of athermal phonons will be reabsorbed before leaving the O layer, making the
overlayer traps more effective than these calculations suggest on their own.
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3.4 Quasiparticle thermalization
Having looked at the mechanisms of thermalization that take place in a normal metal, we now examine
their analogs in a superconductor. Quasiparticles undergo diffusion by many elastic collisions, much like
electrons, but inelastic quasiparticle-quasiparticle scattering is rare for quasiparticles with energy ∼ ∆.
Instead, the most common method for quasiparticle relaxation is recombination, whereby two quasiparticles
combine to form one Cooper pair and one athermal phonon with energy 2∆.
3.4.1 Quasiparticle diffusion
I treat all quasiparticles as having equal energy ∆ based on arguments described in section 2.2.2.3,
with one exception: The quasiparticle group velocity is strongly energy dependent and approaches zero as
E approaches ∆. The group velocity vS(E) for a quasiparticle excitation of energy E is[61]
vS(E) = vF
√
1− (∆/E)2 (3.14)
〈vS(TS)〉 = 2N(0)
n(TS)
∫ ∞
0
vS(E)fS(E)ν0(E). (3.15)
The diffusion constant for quasiparticles in a superconductor is modified compared to the normal state by
this group velocity, such that DS = DS−normal〈vS〉/vF .
Where n(TS) is the thermal quasiparticle density defined in equation 2.3. However the quasiparticle
distribution most relevant to NIS refrigeration is not thermal.
3.4.1.1 NIS junction injected quasiparticle diffusion constant
An NIS refrigerator junction injects an athermal distribution of quasiparticles into the S layer. The
diffusion constant for these injected quasiparticles is:
DS−I =
1
ΓS(Vb)q2eRt
∫ ∞
−∞
ν(E)
vS(E)
vF
[fN (E − qeVb) + fN (E − qeVb)− 2fS(E)]dE. (3.16)
Where ΓS is the quasiparticle injection rate defined in equation 2.24. For an NIS refrigerator cooling from
roughly 300 mK to 100 mK, DS−normal/DSI = 20 and DS−I = 10
10 µm2/s are typical values.
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3.4.2 Quasiparticle-phonon scattering
Like an excited electron in a normal metal, a quasiparticle can relax to a lower energy state by emitting
a phonon, the lifetime for this is τqp−p. In fact, high energy (E >> ∆) quasiparticles relax at a rate almost
identical to high energy electrons in a normal metal. For energies close to ∆, quasiparticle-phonon scattering
is rare. For example, in Al at a temperature of 250 mK and an excitation energy of 1.2∆, the scattering
time τqp−p is many microseconds. As can be seen in figure 2.3, NIS refrigerator cooling from 300 mK or
below will generally inject quasiparticles with average energy well below 1.2∆. Therefore, τqp−p will be much
longer than other relevant time constants and quasiparticle-phonon scattering is relatively unimportant for
the NIS refrigerators discussed here[61]. Additionally, because I treat all quasiparticles as having energy ∆,
there is no obvious way to include the effects of quasiparticle-quasiparticle scattering.
3.4.3 Quasiparticle-quasiparticle recombination
Two quasiparticles can recombine to form a Cooper pair and emit a phonon with energy equal to the
sum of their excitation energies. This will result in athermal phonons with energy 2∆, whose behavior is
described in section 3.5.3. Since recombination is a two-body process, the recombination rate scales as the
number of pairing possibilities
dn
dt
= −ΓRn2 (3.17)
where n is the quasiparticle density. The thermal quasiparticle density is already a strong function of
temperature, the thermal recombination rate depends even more strongly on temperature. The coefficient
ΓR depends on material properties,
ΓR = (
∆
kbTc
)3
4
NS(0)∆τ0−qp
(3.18)
where τ0−qp is a material specific parameter which has been measured for Al for different values of resistivity[8].
Based upon these measurements, τ0−qp = 100 ns in the S layer. In BCS theory, ∆/(kbTc) = 1.764 at zero
temperature, therefore, ΓR = 21.95/(NS(0)∆τ0−qp) ≈ 50 µm3/s for the S layer. In order to compare this
to other time constants, it is useful to define τqp−qp = 1/(ΓRn). For thermal quasiparticle populations at
300 mK and 400 mK τqp−qp = 7.7 µs and 1.0 µs respectively.
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Recent measurements by Barends et al[4] of quasiparticle lifetime in Al provide a check to these
calculations. At 210 mK, they measure a lifetime of about 180 µs and I calculate τqp−qp = 210 µs, which is
in very good agreement.
For the purposes of the thermal model described in this chapter, I separate the total quasiparticle
density into two parts, the thermal density nth evaluated at temperature Tb and the excess density nx. The
excess density represents an increase in the superconductor quasiparticle system temperature from the power
deposited by an NIS junction. The rate of excess quasiparticle recombination is given by
dnx
dt
= −ΓR(n2x + 2nxnth). (3.19)
3.4.4 Phonon-quasiparticle scattering or “pair breaking”
The excitation of electrons by phonons has already been discussed in a normal metal. A similar
process can occur in a superconductor where a phonon of energy 2∆ or greater destroys a Cooper pair and
producing two quasiparticles. When two quasiparticles recombine , the emitted phonon has sufficient energy
to break another Cooper pair. The pair breaking time for a 2∆ phonon is given by Kaplan[28] and is equal to
a material specific parameter τp−pb = 230 ps for Al. This number is only weakly dependent on temperature
and quasiparticle energy. For example, the rate is only 20% faster for a 3∆ phonon compared to a 2∆
phonon.
3.5 Phonon escape
The phonons generated by quasiparticle recombination or electron-phonon scattering ideally escape
into the Si substrate, but may instead interact with electrons before leaving the Al and AlMn layers that
make up the NIS refrigerator.
While the electrons in the N , S, and O layers are somewhat isolated from each other by tunnel
barriers, the phonon are not similarly isolated. All three layers are Al with only small quantities of Mn in
the N and O layers, so phonons should freely pass between these layers. However, the metal layers making
up the NIS refrigerator are on a ∼ 150 nm layer of SiO2 on Si wafer about 300 µm thick so the phonons
will not so easily escape into the Si wafer, which I treat as an ideal thermal bath at Tb. I will describe the
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Figure 3.5: The propagation of a phonon starting at position zi in the o layer and propagating at angle ϕ.
The probability amplitude of the phonon is reduced as it propagates through each layer depending on the
time constant τ for the phonon to interact in that layer. Additionally there is an escape probability 〈η〉 at
the interface between the bath and layer N . By following the phonon until the amplitude is reduced to near
zero, I can calculate the probability that a given phonon either escapes to the bath or is absorbed in the O,
S or N layer.
behavior of thermal population of phonons in terms of an acoustic mismatch boundary thermal resistance,
and the athermal phonons in terms of a ray tracing model.
3.5.1 Thermal phonons: acoustic mismatch
Phonon thermal resistance at the interface between two different materials arises from reflection due
to differences in the speed of sound, and is known as acoustic mismatch thermal resistance. The phonon
power flow per unit area from phonons in the combined metal layers at temperature TP to a SiO2 layer at
temperature TB is
Pamm = ξ(T 4P − T 4B) (3.20)
where ξ = 360 pW/(µm2 K4)[57].
3.5.2 Thermal phonons: thermal conductivity
The thermal conductivity of the phonons κP in the combined metals layers can be calculated as
Cplp〈s〉/3 where Cp is the Debye model heat capacity for phonons, lp is the mean free path, and 〈s〉 is the
average phonon speed. Boundary scattering limits the phonon mean free path at low temperatures, so I use
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lp = tS + tO as an approximation. Therefore
κP =
(tN + tO + tS)〈s〉234NAndkb
3
(
T
ΘD
)3 (3.21)
where the average speed of sound 〈s〉 = (sl+2st)/3 = 4.4×103 m/s is a weighted average of the longitudinal
sl = 6.7× 103 m/s and transverse st = 3.3× 103 m/s values in Al[61].
3.5.3 Athermal phonons
Both quasiparticle recombination and electron-phonon scattering of trapped quasiparticle will create
athermal phonons, whose behavior will not be well described by equilibrium physics. In this section, I
describe a ray tracing model for calculating the behavior of these phonons (figure 3.5). With this model, I
calculate the fraction of these phonons which are absorbed in each metal layer, and the fraction which escape
to the bath. Of particular interest is the fraction of energy deposited in the N layer, because of its direct
impact on NIS refrigerator performance.
Consider a phonon with energy 2∆ created at the top of the O layer traveling directly downward with
speed of sound 〈s〉. The time it takes to propagate from the top of the O layer to the OS interface is tO/〈s〉.
The probability that the phonon scatters with an electron in the O layer in this time is 1−e−tO/(〈s〉τp−e|3∆/4).
If that phonon enters the S layer, the probability that it leaves without interacting is 1 since the energy
is below 2∆. The probability that it interacts in the N layer before reaching the N -Bath interface is
1− e−tN/(〈s〉τp−e|3∆/4). The probability that a phonon incident on the N -Bath interface escapes to the bath
is 〈η〉. Therefore, the probability that a phonon created at the top of the O layer escapes to the bath on its
first attempt is e−tO/(〈s〉τp−e|3∆/4)e−tN/(〈s〉τp−e|3∆/4)η.
A phonon is created in either the O layer as shown, or in the S layer at some position zi and some
angle ϕ. The phonon is given an initial amplitude of 1, which is reduced by a factor e−t/(τs cosϕ) in order
to propagate the phonon to the next interface, where t is the distance to the interface and τ is the time
constant for the phonon to interact in the current layer. When the phonon reaches the interface between the
N layer and the bath, the amplitude is reduced by a factor (1−〈η〉) where 〈η〉 is the transmission probability
for a phonon incident on an Al-SiO2 interface. The probability of a phonon being absorbed in each layer or
48
0 200 400 600 800 1000
0
0.1
0.2
0.3
0.4
0.5
∆ (µeV)
A 2
∆−
X
 
 
Bath
N
S
O
(a)
0 10 20 30 40 50
0
0.1
0.2
0.3
0.4
0.5
tN (nm)
A 2
∆−
X
 
 
Bath
N
S
O
(b)
0 200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
∆ (µeV)
A 3
∆/
4−
X
 
 
Bath
N
S
O
(c)
0 10 20 30 40 50
0
0.2
0.4
0.6
0.8
1
tN (nm)
A 3
∆/
4−
X
 
 
Bath
N
S
O
(d)
Figure 3.6: Output of the phonon ray tracing model. Each plot shows the probability of a phonon being
absorbed in the N , S or O layers or escape to the bath. Subfigures (a) and (c) show the probabilities vs
∆ while subfigures (b) and (d) show the probabilities vs normal metal thickness tN . Subfigures (a) and (b)
show the probabilities for 2∆ phonons generated in the S layer by recombination, while subfigures (c) and
(d) show the probabilities for a 3∆/4 phonon generated in the O layer by electron-phonon scattering of a
trapped quasiparticle.
escaping to the bath is then calculated as the sum of all the amplitude reductions which occur in that layer,
averaging over all possible initial values for zi and ϕ.
The typical time for an electron of energy ∆ to scatter with a phonon is τe−p|∆ = 25 ns. The average
distance an electron will diffuse in this time is
√
DOτe−p|∆ = 13.3 µm, which much greater than the overlayer
trap thickness of 0.5 µm. Therefore, I do not restrict zi, although it would be neccesary to restrict zi for
much thicker O layers and greater ∆, because τe−p|∆ reduces as ∆ increases.
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Figure 3.7: Summary of the comprehensive thermal model. Power flows are represented by arrows between
boxes.
The variables that result from this calculation are named AE−L where E will be replaced with the
energy of the phonon and L will be replaced with the layer it is associated with. For example A2∆−N is
the probability that a 2∆ phonon from recombination is absorbed in the N layer, while A3∆/4−O is the
probability that a 3/4∆ phonon from quasiparticle trapping is reabsorbed in the O layer. Figure 3.6 shows
example calculations of these probabilities.
The average speed of sound in Al 〈s〉 = (sl + 2st)/3 = 4.4 × 103 m/s is a weighted average of the
longitudinal sl = 6.7×103 m/s and transverse st = 3.3×103 m/s values in Al. The phonon escape probability
〈η〉 = (ηl + 2ηt)/3 = 0.71 is similarly averaged over phonon type, and also over angle[61].
3.6 Comprehensive thermal model
In this chapter I have discussed the mechanisms by which heat deposited in the S layer can leave
the superconductor. Primarily, heat leaves by quasiparticle recombination and quasiparticle trapping. In
both cases, a non-negligible fraction of the heat may end up deposited in the N layer of the refrigerator,
harming performance. In this section, I will present a comprehensive thermal model for an NIS refrigerator
that accounts for all of the physics described in this chapter.
Before I get into the math, look at figure 3.7 which shows a block diagram of the thermal model. Power
is removed from the N layer by the NIS junction, this power and additional power equal to IV is deposited in
the S layer as quasiparticles with energy ∆. Power leaves the S layer by quasiparticle recombination creating
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athermal 2∆ phonons, by trapping into the O layer creating athermal 1∆ electrons, or by trapping into a
side-trap which is treated as escape to the bath. The majority of the athermal electrons scatter to create
3∆/4 phonons, while some tunnel back to the superconductor and the rest thermalize via electron-electron
interactions in the O layer. The thermal electrons in the O layer couple to thermal phonons in the combined
thickness of all 3 metal layers. These thermal phonons couple to N layer electrons and to substrate phonons,
which are treated as an infinite bath at temperature Tb. The athermal phonons couple to all 3 layers and
the substrate phonons as described in section 3.5.3.
3.6.1 Coupled differential equations
The core of this thermal model is the set of three coupled differential equations for the position
dependent values of TO(x), nx(x) and TP (x). TO(x) is the O layer electron temperature, TP (x) is the phonon
temperature in the combined metal layers, and nx(x) is the excess quasiparticle density in the S layer. The
S layer quasiparticle temperature TS(x) is calculated from nx(x) by solving n(TS(x)) = nth + nx(x) where
n is defined in equation 2.3. These three coupled differential equations are
tOκO
d2TO
dx2
= −(Πe + Πp
4
+
3Πp
4
A3∆/4−O)Ptrap + tOPp−e − tSA2∆−OΓR(n2x + 2nxnth)∆ (3.22)
tSDS−I
d2nx
dx2
= −gPS∆−1 + (1−Πtun)Ptrap∆−1 + (1−A2∆−S)ΓR(n2x + 2nxnth) + gside−trapPside−trap∆−1
(3.23)
(tO + ts+tN )κp
d2TP
dx2
= −tOPp−e + gtNPp−e + Pamm. (3.24)
The following sections provide detailed descriptions of each term.
The value of TO at x = 0 known as TO−left is determined from the position dependent solutions of
equations 3.22, 3.23 and 3.24 . Likewise nx−left, TS−left, Tp−left and are determined for use in solving the
N layer power balance equation with athermal power loads.
0 = PN + I
2Rpad + Pp−e +
3Πp
4
A3∆/4−NPtrapANS +A2∆−N tSANS∆ΓR(n2x−left + 2nx−leftnth) + Pload.
(3.25)
Solving the power balance for the minimum electron temperature TN in layer N determines the voltage bias
Vb and the current I. Note that the units of each term in the power balance equation are power, while the
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units in the coupled differential equation are power per unit area.
The parameters required to solve the power balance 3.25 are determined from the solution of the three
coupled differential equations 3.22, 3.23 and 3.24, and likewise parameters required to solve the coupled
differential equations depend on the solution of the power balance. To find a self consistent solution I first
solve the power balance, evaluating all unknown quantities at Tb. Then I solve the three coupled differential
equations simultaneously using the MATLAB function pdepe. I repeat this process for four iterations, and
then check to see that the value for TN has not changed more than 0.5% compared to the previous iteration.
For a bath temperature of 300 mK four iterations is generally sufficient, however for a bath temperature of
100 mK I find that more iterations are required, and use eight iterations.
3.6.1.1 Description of the terms
This section contains detailed descriptions of the terms in the thermal model. This section may be
skipped without loss of understanding, but those attempting to reproduce the thermal model will find it
useful.
In this section, I describe the terms in equations 3.22, 3.23, 3.24 and 3.25. I will include the argument
(x) on each variable which is used in a position dependent way, and specificy which parameters are used to
evaluate each term. I will also provide a reference to an equation or section where more information can be
found.
The power flow per unit area of quasiparticle tunneling from the S to the O layer, given in equation
2.26, is Ptrap(RSO, TO(x), TS(x)); the quasiparticle flow into the side-traps Pside−trap(RNS , TS(x), Tb) is
evaluated with the same equation. The power per unit volume flow due to electron phonon coupling, given
by equation 3.5, is Pp−e(TO(x), TP (x)). The power per unit area flow between the metal layer phonons and
the thermal bath beneath, described in section 3.5.1, is Pamm(TO(x), Tb). The power per unit area deposited
in the superconductor given by equation 2.23 is PS(Vb,RNS , TN , TS−left). The recombination rate of excess
quasiparticles, given by equation 3.19, is ΓR(nx−left(x)2 + 2nx−left(x)nth).
The overlayer thermal conductivity κO(Tb) is calculated from equation 3.4. The quasiparticle diffusion
constant determined from the quasiparticle injection rate of the NIS junction described in section 3.4.1.1 is
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DS−I(Vb, TN , TS−left). The phonon thermal conductivity κP (Tb) is given by equation 3.21.
The parameters AEnergy−Layer and Πx describe the behavior of athermal excitations and are described
in section 3.5.3 and 3.3.5 respectively. Both AEnergy and Π are independent of the temperatures and position
in this model.
I use two functions to describe the geometry of the NIS refrigerator. The refrigeration junction at
the NS interface is defined by g(x) such that g(x) = 1 for x < xj and g(x) = 0 otherwise, where xj is the
position of the end of the refrigeration tunnel junction in x, see figure 4.1. The location of the side-traps is
defined by a similar function is gside−trap(x) which is equal to 0 for x < xside−trap and gside−trap(x) = 1 for
x > xside−trap, where xside−trap is the position of the start of the side trap in x.
The power deposited in the N layer by the refrigeration junction, described in section 2.21, is
PN (Vb, RNS , TN , TS−left). The power dissipated due to current flowing through the thin resistive film that
makes up layer N , described in section 3.2.3, is I2Rpad. Any excess power due to a payload or any other
source is represented by Pload. The electron-phonon coupling power is Pp−e(VN , TN , TP−left) where VN is
the volume of the refrigerated section of the N layer. The absorption of athermal phonons in the N layer
depends on Ptrap(RNS , TN , TO−left) and the excess quasiparticle recombination rate, from equations 2.26
and 3.19.
3.6.1.2 Solving the coupled differential equations
The coupled differential equations are solved using the MATLAB function pdepe which solves time
dependent coupled 2nd order differential equations in position. I choose heat capacity terms such that the
time response occurs on microsecond time scale, then solve for the solution over much longer time scales
to find the time independent solution. I solve on a x mesh from x = 0 µm to x = xend which is typically
1000 µm, though it can be changed to model the finite size of the S and O layers . The speed of pdepe
depends strongly on the number of points in the x mesh, so I use a 1 µm spacing near x = 0 and much larger
spacing far from x = 0 to maintain good position resolution near the junction (typically between 0-20 µm)
while minimizing execution time. I use boundary conditions of dT/dx = 0 at both x = 0 and x = xend.
I must specify initial conditions from time 0 so that the algorithm can evolve from there. One option
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Figure 3.8: Model output temperatures vs position x for input parameters in table 4.1. The magenta bar
on the x axis represents the location of the refrigeration junction. (a) Shows the whole 1000 µm solution
range. (b) Zoomed to a 50 µm portion of the solution range.
is to store the last solution and use it for the initial conditions, a second option is to set constant initial
values such as TS(x) = Tb, TP (x) = Tb and nx(x) = 1/µm
3. Counter intuitively, I have found that using
constant initial conditions causes pdepe to evaluate much faster on average than when using the last solution
as a guess. A typical solution time for pdepe is 50 seconds.
To calculate the integrals that describe transport across NIS junctions or superconductor properties
I use the MATLAB function quadgk. When solving the coupled differential equations I used pre-calculated
and stored lookup tables combined with interpolation (with interp1) to calculate the integrals which are
called multiple times.
3.6.1.3 Solving the power balance
The power balance equation 3.25 is solved using the MATLAB functions fzero and fminsearch. For
a given value of Vb, I use fzero to find the value TN which satisfies the power balance. I use fminsearch to
find the value of Vb which results in the lowest temperature TN , typically taking about 5 seconds.
In some instances I want to fix the voltage bias Vb at a specific value. In these cases I do not use
fzero.
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Figure 3.9: Model output power terms vs position x from the three coupled differential equations for input
parameters in table 4.1. Dashed lines represent the power term of the same color without accounting for
athermal behavior. The magenta bar on the x axis represents the location of the refrigeration junction. (a)
Overlayer (O layer) terms. (b) Superconductor (S layer) terms. (c) Metal layer phonon (P layer) terms.
3.6.2 Thermal model: Example output
In the next chapter I will present a systematic exploration of NIS design parameter space using this
thermal model. Before that, I provide a detailed look at the output of the model for one set of input
parameters shown in table 4.1. Figure 3.8 shows TO(x), TS(x) and TP (x) vs position while figure 3.9 shows
the power terms from the three coupled differential equations also vs position. In the superconductor, the
injected power is far greater than the trapping power, which means that conduction in the superconductor is
55
still playing a large role. Also, recombination play a very small role under these conditions. In the overlayer
and in the superconductor, the peak temperature is at x = 0, however in the phonons the peak temperature
occurs near x = 10, this is because of the coupling to the cooled electron in the N layer.
Chapter 4
Systematic NIS Optimization
In chapter 3 I describe a comprehensive thermal model for NIS refrigeration with overlayer normal
metal traps. This chapter contains results from the thermal model for a wide range of NIS design and
material parameters. I will systematically sweep over NIS design and material parameters to understand
changes will affect cooling performance. I will focus on cooling from 300 mK and cooling from 100 mK. I
intend that the reader can develop some intuition about NIS physics by studying these results.
4.1 Baseline values and interdependence
In order to sweep across one parameter, I must choose appropriate baseline values for all others. In
table 4.1 I show the baseline values used for all sweeps which model cooling from 300 mK, which are based
upon the NIS refrigerators discussed in chapter 7.
Many NIS parameters depend, in practice, on others. For example, the area of an NIS junction can
be enlarged to increase the cooling power, but the N layer area and volume will also need to be increased,
otherwise the junction will not fit on the normal metal. Table 4.1 shows the method used to calculate each
dependent parameter from the independent parameters. My code can force a specific value of a dependent
parameters, bypassing its normal calculation. This enables me to sweep over parameters, such as τp−e|3∆/4,
which are normally calculated from the independent parameters.
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Parameter Input Value -
RNS 1200 Ωµm2
ANS 224 µm
2
xj 7 µm
xedge 1 µm
xend 1000 µm
ρN 0.0663 Ωµm
tN 17.5 nm
dside−trap 3 µm
AN−extra 67.5 µm2
Σ 2.3 nW/(µm3 K6)
RO 60 Ωµm2
ρO 0.0443 Ωµm
tO 500 nm
xend 1000 µm
∆ 190 µeV
τ0−qp 100 ns
γ−1 6000
ρS−normal 0.00117 Ωµm
tS 500 nm
Tb 300 mK
ξ 360 pW/(µm2 K4)
〈η〉 0.71
〈s〉 4.4×109 µm/s
N(0) 1.45× 1029 1/(J µm3)
EF 11.63 eV
ΘD 428 K
Pload 0 pW
Parameter Calculated Value How it is Calculated
RNS 5.38 Ω RNS/ANS
xside−trap 10 µm xj + dsidetrap
AN−fridge 323 µm2 (xj + 2.5xedge)(yj + 2xedge), see figure 4.1
VN 6.83 µm
3 (AN +AN−extra)tN
Rpad 0.59 Ω ρN (xj/2 + 1.5xedge)/(tNyj)
yj 32 µm ANS/xj
DS−normal 2.3× 1011 µm2s equation 3.3 with ρS−normal
DS−I 9× 109 µm2s equation 3.4.1.1 with DS−normal, TN and TS−left
ΓR 50 µm
3/s equation 3.17
κO 1.66× 10−7 W/(K µm) equation 3.4 with ρO and T = Tb
κP 9.83× 10−11 W/(K µm) equation 3.21 with T = Tb
τp−e|2∆ 9.2 ps equation 3.8 with E = 2∆
τp−e|3∆/4 66 ps equation 3.8 with E = 3∆/4
τe−p|∆ 38 ns equation 3.7 with E = ∆
τe−e|∆ 540 ns equation 3.9 with E = ∆
τtun−OS 111 ns equation 2.15 with tS and RO
τtun−SN 2.2 µs equation 2.15 with tS and RTN
A3∆/4−O 0.86 see section 3.5.3
A3∆/4−N 0.02 see section 3.5.3
A2∆−O 0.33 see section 3.5.3
A2∆−S 0.38 see section 3.5.3
A2∆−N 0.17 see section 3.5.3
Πp 0.71 equation 3.11
Πtun 0.24 equation 3.12
Πe 0.05 equation 3.13
g - if x ≤ xj then g(x) = 1, else g(x) = 0
gside−trap - if x ≥ xside−trap then g(x) = 1, else g(x) = 0
Table 4.1: Numerical values and method used to calculate every parameter in the comprehensive thermal
model. These numbers are used as the baseline values for all parameter sweeps simulating cooling from
300 mK.
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Figure 4.1: A schematic of an NIS refrigerator with measurements used in the model shown on the image.
The area of one junction is xjyj , the normal metal area AN−fridge = (xj/2+2.5xedge)(yj+2xedge) associated
with that junction is large due to fab tolerances. The N layer resistance associated with one junction is
half the resistance through the N layer from the middle of one junction to the middle of the other junction,
Rpad = ρN (xj + 1.5xedge)/(tNyj).
4.2 Representation of results
Figure 4.2 shows the result of sweeping over the value of Pload. The minimum temperature TN reached
for each value of Pload is shown in blue, and is on the right y-axis. The power terms from the power balance
equation used to solve for TN (equation 3.25) are shown as well, and are on the right y-axis. The power
terms scaled by the power deposited in the S layer PS(TS = Tb), assuming the superconductor temperature
is equal to the bath temperature. This is the effective β value for each power term. Remember that the β
(section 3.2.2.2) model is commonly used, because it is simpler and faster than the comprehensive model.
The commonly used β is the sum of LostPcool, PA−trap and PA−recomb, these three terms have X markers.
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Showing the power loads in this way is useful for comparison to the β model, and for converting these results
into β values for use in further modeling that will benefit from faster results. Additionally, the idea that
one single β value effectively describes and NIS refrigerator can be directly tested by comparison to the
comprehensive model. In particular figure 4.21 shows β vs bias and figure 4.22 shows β vs bath temperature.
IdealPcool = PN (TN , TS = TB) is the power removed from the normal metal under the assumption
that the superconductor temperature does not rise relative to the bath temperature and LostPcool is the
difference between ideal Pcool and the reduced Pcool = PN (TN , TS = TS−left), which accounts for the rise in
superconductor temperature. Pep is the electron-phonon coupling load, I
2Rpad is the joule heating due to
current passing through the thin N layer normal metal, PA−trap is the power load on N due to the athermal
behavior of trapped quasiparticles, and PA−recomb is the power load on N due to the athermal behavior of
phonons created by quasiparticle recombination. A vertical dashed line shows the baseline value of the swept
parameter on the x-axis.
4.3 Cooling from 300 mK
In this section I present many parameter sweeps for cooling from 300 mK. This section will be odd in
that there is very little text, and most of the content is in the figures and captions.
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Figure 4.2: Sweep over excess loading Pload. Directly adding an additional power load to the junction causes
the base temperature to increase as it should. This sort of sweep allows us to predict the excess cooling
power at a given base temperature TN . In this case the junction is capable of cooling to 78 mK, and of
providing .03 pW/µm2 of usable cooling power at 91 mK.
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Figure 4.3: Sweep over the value of the resistance area product for the overlayer trap barrier. Large values
represent the case of no overlayer trap, while low values represent a high transparency trap barrier. Decreas-
ing the resistance area product causes the S layer temperature TS to remain close to the bath temperature
TB . However it also increases the power due to the athermal behavior of trapped quasiparticles. The ma-
jority of the benefit of the overlayer trap is achieved with a resistance area product of ∼ 10 µm2, when
the LostPcool term falls below I
2Rpad. For high transparency junctions, the athermal load due to phonons
excited by trapped quasiparticles begins to increase.
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Figure 4.4: Sweep over the value of the resistance area product for the refrigeration junction. In general
reducing the resistance area product reduces the total tunneling resistance which increases the magnitude of
power removed from the N layer PN . The current is also increased, which increases both the I
2Rpad term
and the heating of the S layer due to total power dissipation. As a result for these device parameters the
optimum resistance area product for minimum TN is about 7-800 Ωµm
2. A NIS refrigerator optimized for
lower resistance area products would have a thicker base electrode and a lower overlayer trap resistance area
product.
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Figure 4.5: Sweep over the value of the N layer resistivity ρN . Increasing ρN proportionally increases Rpad
and therefor the I2Rpad power term. AlMn is a relatively resistive normal metal, NIS refrigerators with
Cu or Ag N layers would have lower resistivity which could provide a small performance boost. However
those metals would also have different electron-phonon coupling constants, Debye temperatures, and require
changes in the fabrication process; the resistivity does not account for all differences.
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Figure 4.6: Sweep over the resistivity of the S layer. This affects the diffusion rate of quasiparticles, which
allows power to move away from the junction and effectively increases the area of the overlayer traps. A
more resistive superconductor would harm performance, but a lower overlayer trap resistance area product
would probably overcome this. A more conductive superconductor may be very beneficial. The resistivity
can be changed by using a different material. It may be possible to reduce the resistivity of the S layer by
annealing or varying deposition conditions. I evaluated the model for more values of ρS , I show only the
results that converged well.
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Figure 4.7: Sweep over the resistivity of the O layer. This parameter doesn’t have very much effect. Lower
resistivity allow the heat deposited in the O layer to spread out more, reducing the temperature rise in the
O layer. However, a small temperature rise in the O layer has little effect on Ptrap.
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Figure 4.8: Sweep over the Dynes parameter γ which smears out the BCS density of states. Reducing γ
significantly harms the performance of the NIS refrigerator, especially reducing γ below 1000. There is not
much benefit due to increasing γ for cooling from 300 mK.
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Figure 4.9: Sweep over the superconducting energy gap ∆. For low values of ∆ the PN is reduced for a
given TN . As a result, there is poor cooling, and PN is increased because TN is increased. PS is reduced due
to lower ∆ and low biases used a low temperatures, which makes Pep a larger fraction of PS . Larger values
of ∆ offer more cooling power, but also a larger increase more power dissipation. For these parameters the
optimum is near 250 µeV, which is achievable with Al with added O impurities, although the increase in
resistance may negate the benefit.
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Figure 4.10: Sweep over the value of the electron-phonon coupling constant Σ in both the N and O layers.
There is not necessarily much room to adjust Σ as most metals have similar values, one exception is W which
has a Σ value about a factor of 3 lower than typical metals. Additionally most elemental metals will have
an exponent of 5 rather than 6 on Σ. Also with the current NIS fabrication process, the N layer metal is
oxidized directly (possible because the N layer is AlMn), and using other metals would require alterations
to the process.
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Figure 4.11: Sweep over the value of ξ the acoustic mismatch coefficient. Increasing the thermal bound-
ary conductance should have a small beneficial effect on NIS performance. Physically, changing ξ would
be difficult as it would require changing either the metals used or the substrate used to fabrication NIS
refrigerators.
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Figure 4.12: Sweep over τp−e|2∆. This parameter has almost no effect, because the athermal recombination
power load is nearly zero with the overlayer traps.
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Figure 4.13: Sweep over τp−e|2∆. This parameter has almost no effect, because the athermal trapping power
load is nearly zero with the overlayer traps and at these temperatures.
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Figure 4.14: Sweep over the N layer thickness tN . Reducing tN has two primary effects, increasing the
resistance Rpad and reducing the volume and therefore Pep. Examination of this graph shows that the
I2Rpad term does not increase as quickly as one might expect based on the 1/tN dependence of Rpad. This
is because as the Pep load is decreased, less cooling power (ideal Pcool) is required, lower base temperatures
are reached, which cause less current to flow and reduces I2Rpad. According to this simulation, tN could be
further reduced by reducing tN to 5 nm or lower. However there are practical concerns which limit tN to its
current value or not much lower. Our fabrication process requires an ion mill step which removed ∼ 6 nm,
the oxidation process converts ∼1-2 nm of AlMn into AlOx and metal films with thickness <∼ 10 nm won’t
necessarily be continuous. Additionally, coupling the cooling of an NIS junction to a membrane is more
effective with a thicker N layer.
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Figure 4.15: Sweep over the O layer thickness. Very small thicknesses reduce the effectiveness of the overlayer
traps. It may be possible to gain more benefit by further increasing the O layer thickness. One effect of
increasing the O layer thickness is to ensure that phonons created by trapped quasiparticles are reabsorbed
in the O layer before reaching the N layer.
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Figure 4.16: Sweep over the thickness of the S layer tS . Increasing the thickness of the S layer keeps the
quasiparticle density lower, keeping TS closer to TB and improving refrigerator performance. It should also
reduce the recombination power load because a 2∆ phonon will be more likely to be reabsorbed in the S
layer before leaving. The present thickness is 0.5 µm which is a convenient thickness to fabricate by sputter
deposition. Thicker Al layers up to a few µm should be possible with similar fabrication techniques, and in
principle much thicker Al layers should be possible with electroplating. The one dimensional approximation of
the superconductor will break down when the thickness is much greater than the mean free path lS = 340 nm,
and increasing thickness will not be as effective as this model predicts.
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Figure 4.17: Sweep over the junction length. This affects the N layer resistance Rpad, the N layer volume
and area, and the effective overlayer trap area available by quasiparticle diffusion. In a shallow junction,
quasiparticles can diffuse away from the refrigeration junction more quickly, where they no longer have
negative impacts on performance. The model predicts further benefits from increasing the aspect ratio of
the refrigerator junctions, by reducing the length parallel to current flow.
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Figure 4.18: Sweep over the junction area, by increasing the length of the junction perpendicular to current
flow. Small junctions don’t work as because the ratio of N layer volume to junction area is increased. Larger
junctions decrease the ratio of N layer value to junction area, and decrease Rpad. The I
2Rpad term remains
nearly constant because current density in the N layer remains constant.
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Figure 4.19: Sweep over the value of excess normal metal area, note that all power are scaled by the junction
area. As expected adding more area and therefore volume to the N layer decreases the NIS refrigerator
performance. The mechanism is the increase of volume over which electron-phonon coupling occurs, as well
as a small increase in current which leads to more I2Rpad power. The dashed vertical line represents the
amount of additional metal added to accommodate the thermometry NIS junctions. Additionally, some
fraction of the metal used to extend cold fingers onto a membrane would act as additional volume for
electron-phonon coupling.
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Figure 4.20: Sweep over the distance between the end of the junction and the start of the side traps. Because
the overlayer traps have much lower resistance area product, and act directly over the junction, the side traps
have almost no effect on the NIS refrigerator performance.
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Figure 4.21: Sweep of NIS refrigerator bias. Recall that the sum of the power terms represented with X
markers is the traditional β value. In this case β remains nearly constant for eVF /∆ = 0.9 − 1.0, which is
the common range of for optimal refrigerator bias. This supportive of continued use of the β model. The
electron-phonon coupling power increases as a fraction of PS at low biases because PS is falling.
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Figure 4.22: Sweep over bath temperature. Recall that the sum of the power terms represented with X
markers is the traditional β value. In this case β increases as the bath temperature is decreased. This is
due to the fact that it takes fewer excess quasiparticles to increase TS , because of the strong temperature
dependence of quasiparticle density on temperature, see section 2.1.3. There is a small but rising contribution
at low temperatures from phonons created by trapped quasiparticles. Also interesting to note that for
Tb = 300 mK β is dominated by the LostPcool term, but for Tb = 500 mK β is dominated by the athermal
load due to quasiparticle recombination. This is the opposite effect, it take far more excess quasiparticles to
raise TS , but the recombination rate is drastically increased because it depends on the quasiparticle density
squared.
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4.4 Cooling from 100 mK
Based on the results in section 4.3 and some trial and error, I have designed an NIS refrigerator
that is predict to cool from 100 mK to 5.1 mK. The overlayer trap resistance RO is decreased to 1 Ωµm2,
the overlayer thickness tO is increased to 10 µm, the Dynes parameter γ is reduced to the lowest reported
value[43] of 38000−1, the junction length parallel to current flow xj is reduced to 3 µm. These changes are
summarized in table 4.2.
Parameter New Value
RO 1 Ωµm2
tO 10 µm
γ−1 38000
xj 3 µm
Table 4.2: NIS refrigerator parameters changed to optimize for cooling from 100 mK. All other parameters
are unchanged, from the values in table 4.1.
4.5 Lower resistance area product refrigerators
The same changes that I suggest to improve cooling from 100 mK, will also improve cooling with lower
resistance area product refrigerator junctions. A junction with those changes and two more, increasing the
N layer thickness to tN = 30 nm, and decreasing the resistance area product to RNS=150 Ωµm2 is predicted
to cool from 300 mK to 48 mK. If the overlayer thickness is unchanged at 500 nm, it should cool to 64 mK.
Chapter 5
Fabrication and experimental setup
5.1 Fabrication
All fabrication steps for devices discussed in this dissertation are patterned using photolithography.
Masks are designed using Xic, a software layout program, and printed at five times actual size using an In-
terserv Pattern Generator. Unless otherwise specified, all patterning steps use Shipley SPR 600L photoresist
spun to a thickness of 1 µm. Wafers are aligned and exposed using an ASML PAS 5000/55 Stepper with
five times reduction optics and a resolution of 0.5 µm.
Figures 5.1, 5.2, and 5.3 show various NIS junctions I have fabricated.
5.1.1 NIS fabrication in general
NIS devices are typically fabricated on single-side polished 3” Si prime wafers. A ∼ 150 nm layer
of SiO2 is grown in a Tystar furnace using a wet oxidation recipe (reaction of hydrogen and oxygen to
produce water vapor) at 1000◦C for 18.5 minutes. Without this insulating layer, room temperature resistance
measurements are difficult to interpret due to the conductivity of Si.
Metal layers are deposited in a Kurt J. Lesker vacuum sputter deposition chamber shown in figure
5.4. The N layer is deposited by DC sputtering1 an AlMn target to deposit a film 20-50 nm thick. All
sputter depositions are preceded by a 60 s of sputtering with the gun and sample shutters closed. The AlMn
is then patterned and wet-etched with Transene Al etchant Type A heated to 45-50◦C. An insulating layer of
SiO2 ∼ 100 nm thick is deposited in a Plasmaquest electrochemical reactor using plasma-enhanced chemical
1 Typically 600 W with 2 mTorr Ar deposits at a rate ∼0.4 nm/s
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Figure 5.1: Scanning electron microscope image of NIS refrigeration devices. (a) All junctions and the
S layer are visible. The N layer is not visible due to the SiO2 covering it. (b) The etch dividing the S
layer for the two junctions has “mouse bites” created by over etching, which probably causes poor junction
properties. (c) Zoom that shows the sidewalls of the S layer. The difference between the AlMn O layer and
the Al S layer is visible. In this case the AlMn O layer is much thinner than the S layer because I used an
additional Cu overlayer, which is also visible. Some effort was put into using Cu as an overlayer, but the few
NIS refrigerators with Cu overlayers that I measured did not have low sub-gap conductivity (all that were
measured had large γ). (d) Image of an NIS refrigerator with Cu overlayers.
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Figure 5.2: (a) An NIS refrigerator device. The thin lines seen are meander inductors and interdigitated
capacitors providing filtering for frequencies above ∼10 GHz. There is no strong evidence that these fil-
ters helped. (b) Zoom on the junctions making up the refrigerator device. The top two larger junctions
are the refrigerators with resistance area product 1000–2000 Ωµm2 and the low two smaller junctions are
thermometers with resistance area product 104–105 Ωµm2.
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Figure 5.3: An optical image of an NIS refrigerator device with significant excess normal metal. The S and
N layers are labeled, as are the junctions. The two smaller junctions are the thermometers while the two
larger junctions are the refrigerators.
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vapor deposition of silane and oxygen. The SiO2 layer is patterned and vias are opened over sections of the
AlMn where NIS junctions are desired. The vias are etched in a reactive ion etch chamber using a mixture
of O2 and CHF3. The junctions areas are exposed to air upon removal from this chamber and a native oxide
forms on the AlMn surface. With the wafer back in the sputter system, an ion mill is used to remove the
native oxide, then the wafer is exposed to O2 to grow an oxide with controlled characteristics, see section
5.1.2. Subsequently ∼500 nm of Al is deposited to form the S layer.
5.1.2 Oxidation
In order to cover a wide range of resistance area products for the overlayer traps (1–100 Ωµm2), the
refrigeration junctions (1000–2000 Ωµm2) and the thermometry junction (104–105 Ωµm2) it is necessary to
have different oxidation techniques. All three oxidation processes begin with an ion mill2 to remove the
native oxide, which removes a total of ∼ 6 nm of material in 30 s.
The refrigeration oxide is grown in the process chamber, with all pumps valved off, and a continuous
flow of 100 sccm research grade (99.999% minimum purity) O2 gas
3 . After the oxidation ∼ 500 nm of Al is
deposited to form the S layer.
The overlayer oxide is grown in the load lock. After the ion mill but before transferring the wafer
into the load lock, the load lock is valved off from all pumps and raised to a pressure ∼ 9.4 Torr with O2.
Then the valve to a capacitance manometer gauge is closed off, creating a separate small volume containing
the same pressure. The load lock is pumped out with a roughing pump and a turbo pump before the wafer
is transferred to the load lock. Then the valve to the capacitance manometer gauge is opened, the small
volume of gas expands to a final pressure in the load lock of ∼32 mT. After a 30 s dwell the load lock is very
quickly pumped out by opening the valve to the process chamber which opens to a cryopump. The total
exposure for this oxidation technique is ∼0.96 Torr s.
The thermometry oxide is grown in the process chamber with a double oxidation technique inspired
by Holmqvist et al.[24] First the wafer is exposed to O2 as in the refrigeration process. Subsequently a short,
2 Ar pressure 0.12 mT, discharge voltage 55 V, beam voltage 750 V, accelerator voltage 100 V
3 1200 s flow results in a maximum pressure of 15 Torr and a total exposure of 9000 Torr s
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Figure 5.4: (a) The Al and AlMn sputter system. (b) Inside of the sputter system as seen through the
view port with the ion mill running, no wafer is loaded. (c) Inside of the sputter system as seen from the
viewport, all three guns have their shutters open and sputter plasma ignited. The third gun is hard to see,
and is at the bottom of the viewport. The substrate shutter is closed and no wafer is loaded.
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low-rate deposition of AlMn is done with a desired thickness of 1 nm4 . The wafer is exposed to O2 a second
time, fully oxidizing the additional AlMn layer. Measurements show that Al exposed to O2 will form AlOx
1.3 nm deep, so a sub-nm film should be fully oxidized[65]. Finally ∼ 500 nm of Al is deposited to form the
S layer of the thermometry junctions. The sputtering plasma is less stable after the process chamber has
been exposed to significant amount of O2 so I use a higher Ar pressure and ignite the plasma, and run the
60 s pre-sputter at a higher power than the final deposition power.
5.1.3 NIS refrigerator junctions with overlayer traps and high resistance thermometers
To study the effects of overlayer traps I fabricated wafers with three variations on the S and O layers,
by using metal masks as shown in figure 5.5. The three variations are devices with 1) ∼ 1000 Ωµm2 oxide
junctions, 500 nm Al S layer, and no overlayer traps 2) ∼ 1000 Ωµm2 oxide junctions, 500 nm Al S layer,
and overlayer traps consisting of a 500 nm AlMn O layer separated from the S layer by a ∼ 60 Ωµm2 oxide
3) ∼ 60 Ωµm2 oxide junctions and the 500 nm AlMn O layer. Variations 1) and 2) are studied as NIS
refrigerators, and 3) is used measure the overlayer trap resistance area product. A typical fabrication takes
about three days, though it can be done in two days or take longer depending on the status and availability
of the required clean room tools. I show the process in list form here.
(1) Deposit N layer.
(2) Pattern and etch N layer.
(3) Deposit SiO2.
(4) Pattern and etch SiO2 to open vias for thermometry junctions.
(5) Ion mill, grow thermometer oxide, deposit ST layer for thermometry junctions.
(6) Pattern and etch ST layer.
(7) Pattern and etch SiO2 to open vias for refrigeration junctions.
(8) With metal mask 1 ion mill, grow refrigeration oxide, deposit S layer for refrigeration junctions.
4 100 W with 2.5 mTorr Ar for 9 s
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(9) With metal mask 2 ion mill, grow overlayer oxide, deposit O layer.
(10) Pattern and etch combined S and O layers5 .
(11) Dice wafer into 1/4 inch chips.
5.1.4 Measuring small resistance area product junctions
Measuring the resistance area product of the overlayer junctions requires separate test structures.
The resistance of a typical thermometer junction pair in series with a 60 Ωµm2 oxide is a few Ohms. The
resistance due to the N layer metal is similar, therefore it is hard to separate the contributions. I have
cross-strip single junction test structures to measure the resistance area product of the overlayer trap oxide.
These provide good four wire measurements of a single junction. A picture of one of these test structures is
show in figure 5.6.
5.1.5 NIS and SIS junctions used for AlMn DOS measurements
NIS junctions used for superconducting density of states measurements of AlMn alloys were fabricated
as described in section 5.1.1 with the exception that the S layer was an AlMn alloy with Mn concentration
determined by co-sputtering. In co-sputtering two sputter guns with different materials are used at the
same time. By using one target with pure Al and second target with AlMn with 4000 ppma Mn, final Mn
concentrations between 0 and 4000 are achievable. SIS junctions were fabricated in a similar manner, but
in the SIS junctions both the bottom electrode (typically called N) and the top electrode typically called S
are deposited with cosputtering.
The sputter guns each deposit at a rate 0.4 nm/s when driven with 600 W, and the deposition rate is
roughly linear in power. Therefore the final Mn concentration χ is
χ =
PAlMnX
PAlMn + PAl
(5.1)
5 Due to use of the metal mask (see figure 5.5) some locations on the wafer have a total of 1 µm thickness of Al or AlMn
while others have only 0.5 µm. In order not to over-etch the thinner section, I pattern and etch until the thin section clears,
then clean the wafer, re-pattern it, and etch until the entire wafer has cleared.
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Si wafer Wafer loaded with mask
Ion mill, oxidize, deposit 
Wafer loaded with mask shifted
Ion mill, oxidize, deposit 
Three zones
(c)
Figure 5.5: (a) Wafer in holder with metal shadow mask. (b) Wafer after deposition with metal shadow
mask. (c) Schematic showing the use of the metal mask. By using the same mask in a different orientation
I can create three zones on the wafer, one zone receives the first oxidation/deposition, another zone receives
only the second oxidation/deposition, and a third zone receives the first followed by the second.
81
S
N
100 um
4 um x 4 um
junction
Figure 5.6: An optical image of a single NIS junctions used for measuring oxides with low resistance area
products. The N layer is very wide to keep the current density low. In an earlier design, with a much less
wide N layer, the measured resistance area products never made any sense. The reason, which I thank Gene
Hilton for figuring out, was that the N layer would break due to a large dissipated power density due to a
large current density, when I tried measure the junction.
where X is the Mn concentration in the target and PAl is the power used to sputter the Al target while
PAlMn is the power used to sputter the Mn target. A practical limitation to the range of this technique is the
instability of the sputtering plasma at lower powers, the lowest usable power is 100 W. The total deposition
rate r is
r =
PAlMn + PAl
600 W
0.4
nm
s
(5.2)
where a sputter power of 600 W yields a rate of 0.4 nm/s for one gun.
5.1.6 The effect of heat on oxide properties
In order to study the effects of the overlayer traps in a controlled fashion, I wanted two nearly identical
NIS refrigerators, one with overlayer traps and one without. However in each fabrication the devices with
overlayers had significantly lower resistances. This is due to the localized heating caused by the deposition
of the AlMn overlayer. Heating finished junctions on a hot plate or in a vacuum oven at temperatures near
150◦C also reduces the resistance area product. I suspect this is due to redistribution of O in the AlOx
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layer and adjacent Al and AlMn layers, due to thermally activated diffusion. The temperature necessary to
overcome the activation energy is in the range of 120–150◦C. In the future, it should be possible to fine tune
refrigerator resistance by heating the junctions, after fabrication.
Another group has reported that their junctions increase in resistance with applied heat, before
reaching a final value at which further applied heat does not change the resistance[31]. It is interesting that
our junctions behave differently, and further study would be valuable.
5.2 Experimental Apparatus
I have used two separate sample boxes for the measurements described in this thesis. The 20 wire
box was used for the AlMn superconducting density of states measurements, and the connectorized box was
used for the NIS refrigerator experiments.
5.2.1 20 wire sample box
Completed chips are attached to a printed circuit board using either silver paint, a BeCu spring clip,
or rubber cement. Electrical contact is made to the NIS and SIS devices with 1 mil Al wire bonds between
the circuit board and on chip contact pads. The circuit board is screwed to an Au-plated copper sample
box. The sample box has twenty wire leads. Each lead has three surface mount 80 MHz low pass filters6 in
series. The sample box is show in figure 5.7.
5.2.2 Connectorized sample box
In 2010 collaborators and I built a new sample box, which I will refer to as the connectorized sample
box. This box has 24 twisted pairs for NIS wiring as well as 12 more twisted pairs to enable experiments
with SQUIDS or other devices. Each lead has one surface mount 80 MHz low pass filter7 Each NIS lead is
connected to ground by a Schottky diode8 . These diodes ensures that stray voltages do not build up, that
may damage NIS junctions when wire bonding. These diodes are at least 100 MΩ at 4 K and for V < 10 mV,
and do not limit NIS measurements. The turn on voltage of the diodes is hundreds of mV.
6 LFCN-80, from minicircuits.com
7 LFCN-80, from minicircuits.com
8 NUP4302MR, from onsemi.com
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(a)
(b)
(c)
Figure 5.7: Pictures of sample box. (a) NIS chips attached to printed circuit board and mounted in sample
box. NIS/TES chips are examples of low temperature detectors cooled with NIS refrigerators[38]. (b) Sample
box components. (c) Sample box screwed together and ready for mounting in cryostat.
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Figure 5.8: Picture of the cryostat, which has liquid nitrogen and helium fill ports. Close up of the two
stage adiabatic demagnetization refrigerator insert which cools from ∼4 K to ∼50 mK.
5.2.3 Cryostat
The sample box is attached to the coldest stage of an adiabatic demagnetization refrigerator which is
housed in a cryostat cooled by liquid nitrogen and liquid helium. The adiabatic demagnetization refrigerator
provides refrigeration to ∼70 mK from the ∼4 K bath provided by liquid helium .
Room temperature electrical connections are made via SMB connectors on a breakout box on the
top of the cryostat. Room temperature filtering is done inside this breakout box, and has varied over time.
Currently the room temperature feedthroughs have a 1 kΩ resistor on each line, as well as an LC filter with
200 nF to ground and 120 µH in series.
In past setups, NIS junctions would become damaged by static electricity on occasion, making them
useless for further experiments. Since the addition of protection diodes with the connectorized sample box,
and 1 kΩ series resistors in the cryostat breakout box, we have not experienced any NIS junction damage
while loading samples into the box or measuring samples in the cryostat9 .
9 When measuring NIS junction at room temperature I do not use any special static protection equipment. I use a digital
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5.2.4 Temperature Control
The cryostat base temperature thermometer is a ruthenium-oxide resistance thermometer, and is
measured with a Lakeshore 370 resistance bridge. Temperature is controlled by adjusting the current through
the magnet in the adiabatic demagnetization refrigerator. A temperature control signal (maximum 100 mA)
created by a PID loop in the Lakeshore 370 is run through a 100 Ω resistor to create a maximum 10 V signal,
which is used to control the voltage output of a Kepco bipolar operational power supply (20 V and 10 A
max output). The output of the power supply is run through a 25 Ω resistor, rated to 50 W, and through
the magnet in the adiabatic demagnetization refrigerator. This system allows temperature control from the
base temperature of the cryostat to about 700 mK, with the range limited by the resistor size and maximum
voltage output from the power supply. The measured temperature stability is limited by the thermometer
resolution, and is better than 0.1 mK at 100 mK. The real temperature stability is probably better than the
measured stability, but I made no direct measurements. I use a set-point ramp of 0.5 K/min.
The magnet in the adiabatic demagnetization refrigerator is susceptible to damage when large voltages
develop or are applied across it. Due to its large inductance, rapid changes in current will cause large voltages
across the magnet, which can damage the magnet. The PID algorithm in the Lakeshore 370 does not handle
resistance range changes well, and often changes the PID output by a large amount (i.e. 50% to 0% in one
step) as a result. Therefore I do not use the auto-range feature of the Lakeshore 370, and instead use a single
current excitation and resistance range setting. As a result, the measured temperature stability decreases
at higher temperatures and the thermometer sensitivity is decreased. For example at 600 mK the measured
stability is about 1 mK.
This system allows me to change temperature quickly and stably. For example I can change from
300 mK to 100 mK and settle to better than 0.1 mK stability in less than two minutes.
multimeter in manual range mode. I set it to the maximum resistance range (minimum current) before making or breaking an
electrical connection to an NIS junction. This procedure does not damage the NIS junctions that I typically use, however it
often damages smaller (< 4µm2) junctions.
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Figure 5.9: Electrical schematic of NIS readout for both refrigerator and thermometer junctions, shown
overlayed on a picture of an actual device.
5.2.5 NIS measurments
Figure 5.9 shows the measurement circuit used for NIS refrigeration experiments. The thermometer
junctions are read out with a 4-wire measurement. Two battery powered programmable voltage sources are
connected in series to provide a dual-polarity voltage bias. The voltage across the NIS device and across the
room temperature bias resistor is measured by instrumentation amplifiers10 . The output of the instrumen-
tation amplifiers is recorded using digital multimeters (Agilent 34401A). For refrigeration experiments the
refrigerator is biased without connecting a readout circuit, and measurements of the refrigeration junctions
are taken at different times with the same bias resistor.
When measuring junctions for AlMn superconducting density of states measurements there is no
separate refrigerator bias.
10 INA100 instrumentation amplifiers used
Chapter 6
The superconducting density of states of Al with Mn impurities
The power dissipation of an NIS refrigerator increases roughly linearly with ∆, while the power
removed from the N layer does not increase as quickly once ∆ is significantly larger than kT (see figure 2.8).
As a result, there is an optimum value for ∆ in an NIS refrigerator that depends on the bath temperature
to which the superconductor is connected. Calculations with the β model (see section 3.2.2.2) show that the
optimum Tc is roughly 4–8 times Tb. I was particularly interested in cooling from 100 mK, so I was interested
in a material with Tc =400-800 mK that is compatible with the NIS fabrication process. AlMn is already
part of the NIS fabrication process, and it was known that the Tc of AlMn can be varied based on the Mn
concentration[7]. It was predicted by Kaiser that AlMn would have a BCS-like density of states[27], so it
seemed like a good candidate. I began to measure the density of states of superconducting AlMn with SIS
and NIS tunnel junctions. It was quickly apparently that Kaiser’s prediction of a BCS like density of states
was correct, but additional broadening (large Dynes parameter) not predicted by Kaiser[42] was present.
I began to suspect that our AlMn targets had high impurity levels. I confirmed this suspicion by using
a commercial lab to measure the impurity concentration with mass spectroscopy. The targets were shown
to have high levels of Fe and Co, both expected to behave as magnetic impurities and distort the density of
states. I contacted many specialty material vendors and after significant effort acquired targets with much
lower impurity levels. I repeated the density of states measurements with NIS junctions fabricated with
these low impurity targets. The density of states was found to be closer to the BCS ideal, but still with
significant broadening compared to both the BCS prediction and the Kaiser prediction.
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Figure 6.1: Theoretical density of states for AlMn with Tc reduced to 90% of its zero temperature value.
Assumes Tc0 = 1.2 K and ∆0 = 1.764kbTc0.
6.1 Theory
The description of impurities in s-wave superconductors begins with the Anderson model where ions
with a localized magnetic moment from d-band states are dissolved in a nonmagnetic host[2]. Whether the
impurities retain their magnetic character in the host depends largely on the relative magnitude of the width,
Λ, of the localized electronic states after hybridization with the conduction electrons and the splitting, ν,
of the localized spin-up and -down states due to Coulomb repulsion. For Λ  ν, the well known result of
Abrikosov and Gor’kov[1] (AG) is obtained in which impurities retain their magnetic character and suppress
the critical temperature Tc and energy gap ∆. A defining characteristic of this regime is that the quasiparticle
density of states (DOS) is heavily distorted and, in particular, the singularity at the gap-edge is smoothed
out for any appreciable suppression of Tc.
For Λ  ν, localized spin-up and -down states are equally populated and the impurities lose their
magnetic character. This regime is considerably less well studied, but has been described by Kaiser[27]. I
did a series of measurements with SIS and NIS junctions with superconducting AlMn electrodes that verified
Kasier’s central prediction, that nonmagnetic impurities can significantly suppress Tc and ∆ while retaining
a BCS-like density of states.
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6.1.1 Transition Temperature
The general form for the transition temperature Tc of a superconductor containing dilute magnetic
and nonmagnetic impurities is
β + ln
Tc
Tc0
+ ψ(
1
2
+
α
2pikbTc
)− ψ(1
2
) = 0, (6.1)
where ψ is the digamma function and Tc0 is the impurity free transition temperature[3].
For purely magnetic impurities β = 0 and Tc is determined by the pair-breaking parameter
α =
∆0
2
x
xc
[1− δ x
xc
Tc
Tc0
], (6.2)
where x/xc is the magnetic impurity concentration relative to the critical concentration xc and ∆0 =
1.764kbTc0 is the BCS energy gap. This is the AG result where time-reverse symmerty is broken, expressed
in the Maki formulation, including antiferomagnetic Ruderman-Kittel-Kasuya-Yosida coupling, where δ =
τK/τRKKY , τK is the time scale to randomize the relative phase of time reversed electrons, and τRKKY is
the RKKY spin-flip relaxation time.
For purely nonmagnetic impurities α = 0 and Tc is determined by
β =
1
λeff
n/nc
1− n/nc , (6.3)
where n/nc is the nonmagnetic impurity concentration relative to the critical concentration nc for which
Tc|α=0 = 0, and λeff is an effective electron-phonon coupling parameter. In this case there is no breaking of
time-reverse symmetry (pair breaking). Rather, the presence of impurities leads to a local Coulomb repulsion
and effective-mass increase that effectively suppresses the electron-phonon coupling strength.
I will compare the measured transition temperature vs Mn concentration to each of these cases. In
the AG case xc and δ are used as fitting parameters, and in the Kaiser case λeff and nc are used as fitting
parameters.
6.1.2 Density of states
The predictions for the density of states are qualitatively different in the case of magnetic (AG) and
non-magnetic (Kaiser) impurities. Magnetic impurities distort the BCS density of states for even small
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changes in Tc. Non-magnetic impurities, on the other hand, shrink the gap ∆ in proportion to the reduction
in Tc but the density of states remains BCS like even for large reductions in Tc. Figure 6.1 shows the density
of states calculated for both cases when the transition temperature has been reduced to 90% of its zero
temperature value, Tc = 0.9Tc0. With only small deviations, Kaiser’s theory predicts that AlMn alloys will
behave as BCS superconductors with reduced gap ∆ and transition temperature Tc.
To calculate the AG density of states, I follow Skalski et al.[55]. To calculate the Kaiser density of
states, I solve the equations in Kaiser’s paper using an algorithm that Kaiser was kind enough to email to
me[27]. Many of the parameters required to calculate the Kaiser density of states are not directly observable,
so I use the same parameters that Kaiser used in [27] adjusting only two parameters to vary the gap location.
These parameters are referred to as Gk and c in [27], and c is proportional to impurity concentration n.
The IV data used to measured the density of states is well fit by the modified density of states ν(E)
from section 2.2. I repeat the equation here replacing the unitless γ with Γ which has units of energy;
Γ = γ∆.
ν(E) =
∣∣∣∣∣Real( E − iΓ√(E − iΓ)2 −∆2 )
∣∣∣∣∣ . (6.4)
The IV relationship for a single NIS junction whose normal electrode is at temperature TN is given
by equation 2.20. The current-voltage relationship is diode-like with very low current in the sub-gap region
where V < ∆/e. The current rises sharply near V = ∆/e, and for V  ∆/e the junction behaves like a
resistor with resistance RN . Because the current is symmetric in voltage, it is easy to extend analysis to
SINIS structures. The IV curve is modified by the self cooling of the NIS junction, but this effect is small
at low temperatures. I used the β model to include self cooling in the analysis, but it makes very little
difference because all the IV curves were taken at 75 mK. I fit the measured IV curves to equation 2.20 with
self cooling provided by the β model. The fitting parameters are ∆ and Γ, and RN is determined from IV
curves at temperatures near Tc.
6.2 AlMn Source Material
Various concentrations of AlMn are achieved by co-sputtering from an Al and AlMn sputter target
simultaneously. This process is described in section 5.1.5. I used three different AMn targets, referred to
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Mn Fe Co Cu In W Si
T1 3000 81 196 37 < 0.1 0.7 67
T2 3900 9 4 510 194 29 37
T3 4200 10 1 19 1.7 2.9 30
Al .03 .14 < .005 .13 < .002 < .002 .7
Table 6.1: Measured impurities in each of the AlMn sputter deposition targets in parts per million by number
of atoms (ppma). Mn concentrations were measured with Inductively Coupled Plasma Mass Spectroscopy
with an uncertainty of ±3%. Other concentrations were measured with Glow Discharge Mass Spectroscopy
(GDMS), and carry an uncertainty of ±20%. The impurity concentrations in the Al target are from GDMS
measurements provided by the manufacturer. All impurities not shown are below 10 ppma.
as T1–T3, in my study of the density of states of superconducting AlMn. The concentration of Mn and
the most significant other impurities are shown in table 6.1. Targets T1 and T2 were provided by Vacuum
Engineering and Materials (VEM), and target T3 was provided by ACI alloys.
Acquiring clean AlMn alloys required significant work and careful negotiation. The original target T1
was supplied by VEM and later found to contain significant Fe and Co impurity levels when analyzed with
Glow Discharge Mass Spectroscopy (GDMS) by Northern Analytical, a commercial laboratory. GDMS is a
technique which can measure all impurity levels in a target to about ±20% accuracy. The GDMS results
were confirmed with inductively coupled plasma mass spectroscopy (ICP) which is a technique for looking
at the concentration of a small number of impurities with about ±3% accuracy.
The expected impurity levels due to source material are roughly the impurity in the original Al plus
0.4% of the impurities in the source Mn. Both 4N (total impurities less than 100 ppmw by weight) and 5N
Al are commercially available, while only 3N Mn is easily available. Because we require a small amount of
Mn, the final impurity concentration should still be dominated by the source Al, for example 5N Al and 0.4%
3N Mn should result in total impurities on order 10 ppmw + 0.004× 1000 ppmw=14 ppmw, with 10 ppmw
due to the original Al material. Therefore I contacted VEM and procured a new batch of AlMn targets, the
resulting target is referred to as target T2. Target T2 contained significant Cu and In impurities.
At this point I began to work with a different company, ACI Alloys, and insisted on strict acceptance
criteria based on commercial GDMS and ICP analysis before placing an order. The first batch had Si
impurities exceeding the 75 ppmw acceptance criteria, so a second batch was requested. This batch met the
acceptance criteria and the target I used from this batch is referred to as T3. Target T3’s largest impurity
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Figure 6.2: Measured Tc vs Mn concentration in samples made with target T1 (red circles) and target T3
(blue squares). Open markers indicate upper limits for Tc at those concentrations. The solid line is Kaiser’s
model with parameters λ = 0.187 and nc = 7246 ppm. The dashed line is AG theory with parameters
xc = 1368 ppm and δ = .0272. The parameters for both Kaiser and AG were determined by least squares
fits to the data from target T3 (blue squares). The Tc data follows the Kaiser theory much better than the
AG theory. Solid red stars show 4 K resistivity vs concentration for samples from the T1 target. Resistivity
at a given concentration should be similar for each target because the total non-Mn impurities are a small
fraction of the Mn impurities.
by weight is Zn at 52 ppmw and by number is Si at 30 ppma.
Both ACI and VEM fabricated the targets with vacuum melting.
6.3 Tc and resistivity measurements
Prior to junction fabrication, the dependence of Tc on Mn concentration was assessed using a set of
10 µm wide, 100 µm long, 100 nm thick AlMn resistors with different concentrations of Mn. For each resistor
I measured Tc, room temperature resistance and 4 K resistance. Resistivity, ρ, is calculated by RA/L where
A is the cross sectional area and L is the length of a resistor.
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Figure 6.2 shows Tc and 4 K resistivity vs Mn concentration, along with predictions by both AG and
Kaiser theory.
6.4 Density of states measurements
6.4.1 Density of states devices
I fabricated both NIS and SIS devices using target T1 and fabrication techniques describe in chapter
5. Oxidations were done in the load lock typically at 5 Torr for 20 minutes. The superconducting electrode
is 500 nm thick. A typical SINIS structure for these measurements contains two 7x7 µm2 junctions in series,
with a total normal state resistance of 100 Ω. I aimed for high resistance-area products to minimize the
effects of self-cooling on the current-voltage relations. The N layer thickness is 50 nm and the S layer
thickness is 500 nm. I measured Tc vs concentration with 100 nm films, and measured density of states on
500 nm films. I did not know at first that Al and AlMn Tc depends somewhat on film thickness, where
thinner films have higher Tc[53]. This lead me to fabricate films with Tc different from what I intended on
occasion.
6.4.2 Density of states measurement by differential conductance in SIS junctions
In figure 6.3, I show normalized differential conductance near the gap edge of an SIS device made with
target T1, as well as theory curves for various values of Γ. I initially used differential conductance in SIS
and SINIS devices to study the density of states in AlMn. I found the results agreed well with the results
from differential conductance and simple IV curves in SINIS devices. For the purposes of NIS refrigerators
I was most interested in the behavior not at the gap edge, but in the sub-gap. Sub-gap conductance causes
less selective tunneling and reduces NIS refrigerator performance.
Measuring sub-gap conductance is harder in SIS junctions than in NIS junctions because of hysteresis
due to the supercurrent and due to the larger ratio between normal-state resistance a sub-gap resistance.
Finally, the proximity effect across the junction, if it were large enough to play a role, would be nonexistent
in SIS devices. As a result I chose to use only NIS devices for studies with targets T2 and T3.
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Figure 6.3: (a) Differential conductance of an AlMn SIS device at 75 mK as circles on top of theory curves
for SISIS differential conductance with Γ values shown in legend. In an SIS device the IV feature is at
Vb = 2∆/e. (b) Gap size vs temperature determined from the location of maximum differential condutance
from same device (circles). Theoretical BCS gap dependence in red with fitting parameters ∆0 = 101 µeV
and Tc=710 mK.
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Figure 6.4: (a) Measured current-voltage relations (dots) plotted with self-cooling SINIS theory (solid lines).
The primary parameters that go into these curves are ∆ which affects the voltage at which the current rises,
and Γ which affects the level of the current in the sub-gap. The devices with ∆ equal to 86 µeV and 127 µeV
were made with target T3, while the device with ∆ equal to 189 µeV was made with elemental Al. The
agreement between theory and data is somewhat worse in the elemental Al, probably because the intrinsic
Γ value is small enough that barrier defects not included in our theoretical model also play an important
role in the shape of the current-voltage relation. Two additional theory curves are included for the left most
(∆=86 µeV) data set. These curves are generated with values of Γ equal to 1.2 and 0.8 times the best fit
value. These additional curves are shown to provide an estimate of uncertainty for Γ, which we place at
about ±20%. (b) Normalized differential conductance calculated from the data in (a) as dots. Solid lines
show isothermal theory for TN=50 mK and the same Γ and ∆ values from (a).
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Figure 6.5: Measured Γ vs measured ∆ for many SINIS structures. Markers correspond to the target used
to deposit the superconducting electrode as indicated in legend. The inset shows the same data for all SINIS
structures measured for this study as well as some historical elemental Al devices.
6.4.3 Density of states measurements by IV measurement in NIS junctions
I measured IV curves for many SINIS junctions at 75 mK and used least squares fitting to extract
∆ and Γ. The temperature 75 mK is low enough that ∆ is equal to its zero temperature value ∆0 for all
samples measured. Low temperature measurements are desirable because thermal smearing and self-cooling
are both minimized, and the role of Γ is is relatively straightforward.
Normal state resistance, RN , depends on the oxide thickness and junction area, and is easily measured
either above Tc or at voltages much greater than 2∆/e. The energy gap, ∆, primarily affects the voltage
at which the current sharply increases. The Dynes parameter, Γ, primarily affects the level of current in
the sub-gap region and also smears the feature at the gap. The zero bias resistance at low temperatures is
roughly RNΓ/∆. Figure 6.4 shows measured IV curves for 3 SINIS devices along with the best fit theory
curves used to extract ∆ and Γ.
Figure 6.5 shows extracted values of Γ vs Tc from the best examples of SINIS devices made with many
source targets and with values of ∆ from 60 µeV to 190 µeV. The inset shows a larger number of devices,
including devices with poor oxide characteristics. Pinholes and other defects in the oxide tunnel barriers can
cause an increase in sub-gap conductance that looks like an increased Γ.
The elevated values of Γ I observe in AlMn alloys are not junction artifacts. The barrier composition
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is independent of the Mn concentration of the S layer since the tunnel barriers for both elemental Al and
AlMn devices are achieved by oxidizing identical base electrodes. Junction defects can cause apparently
larger values of Γ than the limit set by the density of states. For example, I sometimes measure Al based
NIS junctions with large sub-gap conductance, which suggests a larger Γ, with no mechanism for having
changed the Al density of states. However, no known mechanism can make Γ look smaller than it actually
is in the density of states. Therefore, when I measure multiple junctions with the same S layer material I
report the lowest measured Γ as the most accurate representation of the density of states.
The value of Γ for elemental Al is about an order of magnitude below that of the value for any doped
AlMn sample. In addition samples made from target T1 had significantly higher Γ than those from T2
and T3. Differences between results from targets T2 and T3 fall within experimental uncertainty. Finally,
devices with ∆ reduced to 80 µeV show slightly higher Γ values than 120 µeV devices.
6.5 Discussion
These data show that most of the gap suppression in AlMn is not magnetic in origin. The density
of states is much too sharp for the AG mechanism, and the suppression of Tc with Mn concentration is
inconsistent with AG. However, our results are not a full confirmation of Kaiser’s theory. The observed
values of Γ produce gap-edge smearing larger than that predicted by Kaiser, and Kaiser predicts no sub-gap
states. Figure 6.6 shows a comparison of Kaiser’s theory to the density of states extracted from material
with ∆ reduced to 86 µeV from target T3, which has Γ = 0.6 µeV. Kaiser predicts less smearing at the gap
edge and does not predict any sub-gap states.
Whether the elevated Γ values that we observe are caused by the Mn doping and Kaiser’s theory is
missing some physics, or by effects independent of Kaiser’s theory such as the trace impurities other than
Mn, or simple disorder is unclear. In regards to the possible role of impurities other than Mn, targets T2
and T3 have similar Γ values, but target T3 has lower concentrations of Co, Cu, In and W, suggesting that
these elements do not strongly contribute to Γ. The measurements do show that impurities of Fe and/or
Co produce elevated Γ values because of the nature of these elements rather than because of the disorder
introduced by their presence. Target T1 contains fewer impurities than target T2 by atomic ppm, but
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Figure 6.6: Comparison of various theories’ predictions of density of states. Data from the ∆ = 86µeV
device is well approximated by the Dynes model with Γ of 0.6 µeV. The Kaiser model with the same ∆ is
very different, and even if Γ is reduced to 0.2 µeV so that Dynes and Kaiser match near the gap, Kaiser
does not predict the sub-gap states. AG theory with α = 0.0095∆ can approximate the gap-edge smearing
of the Γ of 0.6 µeV curve, but also fails to predict sub-gap states. The Kaiser theory was generated using
parameters similar to those in Kaiser’s original paper, altered to reduce ∆ to 86 µeV. The two Dynes curves
are generated from equation 6.4 using ∆=86 µeV and the indicated values of Γ. AG theory is shown with
a value of α, the pair breaking parameter, determined by a least squares fit to the Dynes curve with Γ of
0.6 µeV.
produces measurably higher Γ values, presumably due to the higher concentrations of Fe and Co in T1.
In regards to the possible role of disorder, the measurements of Barends el al. show that disorder in
an Al film can shorten quasiparticle lifetimes[4]. The Dynes parameter was originally introduced with the
claim that it is related to quasiparticle lifetime according to the uncertainty relationship τqpΓ = h¯. If that
relationship is correct, then the disorder introduced by Mn doping may be responsible for the elevated Γ
values that we observe. The number of Mn impurities in the Al films studied by Barends is much smaller
than in this work. The total number of defects, which may be larger than the number of Mn impurities due
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to the use of ion implantation without subsequent annealing in their case and sputter deposition in my case,
remains unknown, preventing direct comparison.
As far as we know, all tunnel junction measurements of the value of Γ of elemental Al exceed 5 neV[45].
By the uncertainty relationship, this value corresponds to a quasiparticle lifetime of 130 ns, which is about
15,000 times shorter than that measured by Barends et al., with a method not involving tunnel junctions[4].
Hence, junction-obtained values of Γ in elemental Al are probably dominated by effects other than the actual
density of states.
Environmentally assisted tunneling is not a likely cause for increased Γ in AlMn devices. In section
2.1.2.1 I described environmentally assisted tunneling. It can cause an effective Dynes parameter Γ =
ReffkbTenv/RQ, whose value in energy is independent of ∆. Since the AlMn devices were measured in the
same cryostat with the same techniques as the Al devices, Reff and Tenv should be identical in both cases.
One possible explanation for elevated Γ values is that AlMn alloys can be viewed as BCS supercon-
ductors with a reduced gap due to the dominant nonmagnetic scattering and additional distortion to the
DOS due to low levels of magnetic scattering. Figure 6.6 compares AG theory to the Dynes model with
Γ extracted from a ∆=86µeV device. The value of α, half the effective pair breaking energy, that would
explain the gap-edge smearing does not affect Tc. While AG may be able to explain the gap-edge smearing,
it does not predict sub-gap states. Other theoretical models for the behavior of magnetic impurities besides
those of Kaiser and AG may be relevant. Both Shiba[54] and ZBMH[66] predict localized states and, poten-
tially, impurity bands in the sub-gap DOS due to magnetic impurities. I have not attempted quantitative
comparison to these models because my measurements are so well fit by a simple continuum of sub-gap
states.
It seems reasonable to associate the elevated Γ values in AlMn alloys with shortened quasiparticle
lifetimes. Kozorezov[32] has predicted that sub-gap states localized on magnetic impurities can significantly
reduce quasiparticle lifetimes. However, it may be inappropriate to calculate quasiparticle lifetimes from our
measured Γ values and the uncertainty relationship. Sub-gap states created by dilute magnetic impurities
are predicted to be localized with extended bands forming at higher concentrations[54][66]. Even if, as we
have found, the concentration of sub-gap states can be simply parametrized using Γ, the complicated nature
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of these sub-gap states may render invalid the simple relationship between the original Dynes parameter and
quasiparticle lifetimes near ∆.
Further experiments could help constrain the explanations for the observed Γ values in AlMn. Using
the techniques of Barends el al[4] to measure the quasiparticle lifetime in AlMn films similar to those used in
this work could clarify the role of quasiparticle lifetimes. Measuring SINIS tunneling into an Al alloy with a
clearly non-magnetic impurity, such as Si, may provide more insight into the role of disorder from impurities
or residual magnetic behavior in Mn. Measurement of SINIS tunneling into Al which has been ion implanted
with Mn or Al may be interesting because of the different sources of disorder between sputter deposition and
ion implantation. Also by making AlMn with ion implantation it should be possible to create films with at
least an order of magnitude fewer impurities than the AlMn we used.
6.6 NIS Refrigerator Performance Implications
Electron tunneling NIS junction refrigerators are an attractive technology for cooling thin-film super-
conducting calorimeters and bolometers that rely on ultra low temperatures. NIS refrigerators cooling from
a launch temperature, Tl=100 mK could potentially cool to 15 mK. If so, experiments that currently require
a dilution refrigerator may be possible with an adiabatic demagnetization or He3 refrigerator, combined with
one or more stages of NIS refrigerators. For optimal cooling, the size of the gap ∆ in the superconducting
electrode of an NIS refrigerator should be roughly ten times kbTl. An NIS refrigerator cooling from 100 mK
based on AlMn with Tc = 600 mK has the potential to cool to lower temperature than one based on Al with
Tc = 1200 mK. The performance of an NIS refrigerator is dependent upon the sharpness of the gap edge in
the BCS density of states. When the NIS refrigerator junctions are biased, a sharp gap edge (low Γ) will
cause selective tunneling of electrons such that thermal power is removed from the normal-metal electrode.
Increasing Γ smears the gap edge, reducing this selectivity, and degrading the NIS refrigerator performance.
Optimizing ∆ improves cooling, while increasing Γ has a negative effect on NIS refrigeration. I used
the β model (section 3.2.2.2) to compare these two effects. Figure 6.7 shows the calculated base temperature
for cooling from Tl=100 mK vs Γ with two different ∆ values. These results show that an AlMn refrigerator
will not perform better than an Al refrigerator because of the increased Γ associated with suppressing ∆.
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Figure 6.7: Theoretical base temperature of an NIS refrigerator when cooling from a bath of 100 mK vs Γ for
two different superconducting electrodes, Al with ∆ (Tc)=190 µeV (1.2 K) and AlMn with ∆ (Tc)=100 µeV
(0.6 K). I generate these curves using the β model with β = 0.001, which is feasible based on the simulations
results in section 4.4. The point labeled A indicates that an Al-based NIS refrigerator should be able to
cool to about 20 mK. Point B indicates that an AlMn-based refrigerator could cool to 15 mK if Tc and ∆
were reduced without increasing Γ. Point C indicates that the AlMn based refrigerator will cool to only
30 mK with a value of Γ (300 neV) based on my measurements. The reduced performance of AlMn based
refrigerators due to large Γ is insensitive to to the value of β.
In order for NIS refrigerators to benefit from optimizing ∆ with AlMn, Γ needs to be about a factor
of 10 lower than it is in devices made with target T3. If disorder is the dominant source of sub-gap states, it
seems unlikely suitable Γ values can be achieved with sputter deposition. However, if magnetic effects from
the 10 ppm of Fe in T3 are the dominant source of sub-gap states, it is possible that cleaner source material
would allow NIS refrigerators to benefit from optimizing ∆ with AlMn. While it may be possible to make
cleaner AlMn, it is at the least quite difficult based upon our experience acquiring material. If the Γ values
result from residual magnetic scatting from Mn, further improvement will not be possible.
There are applications other than NIS refrigerators where AlMn may be useful despite the increased
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Γ values. In Superconducting Microwave Kinetic Inductance Detectors (MKIDs) Moore el al.[40] have used
ion implantation of Mn into Al to create regions with reduced ∆ without needing multiple metal depositions.
These regions act as quasiparticle traps, which help to enhance the signal from the MKIDs. Additionally
AlMn films are being used to make transition edge sensors for telescopes looking for a polarization signal in
the Cosmic Microwave Background[53].
6.7 Conclusions
I have made measurements of the DOS and Tc of Aluminum lightly doped with Mn by normal-
metal/insulator/superconductor tunneling. Kaiser’s essential predictions, that the density of states remains
BCS-like and the gap reduces in proportion to the transition temperature, are supported. However, additional
sub-gap states and gap edge smearing not predicted by Kaiser are observed. The origin of these states is not
fully understood. It is possible that these results can be explained by an effect as straightforward as residual
magnetic impurities or reduced quasiparticle lifetime due to disorder, but a more complicated theoretical
framework may be necessary. In AlMn, these distortions to the BCS DOS outweigh the advantage of a
reduced energy gap in NIS refrigerators optimized for cooling below 100 mK.
Chapter 7
Measurements on optimized electron coolers
I used the comprehensive thermal model described in chapter 3 to design optimized NIS refrigerators
with two goals: to demonstrate cooling from 300 mK to near 100 mK with large area NIS junctions, and to
isolate the effect of overlayer traps on NIS refrigerators. I prepared a set of NIS refrigerators with nearly
identical properties, one with overlayer traps and one without. In this chapter I will describe these devices
and present data from both experiments. Then I will compare the data to my theoretical predictions and
discuss the results.
7.1 The optimized refrigerator
Figure 7.1 shows an optical image of a device used for these studies. There are two 32 µm × 7 µm
junctions which are the refrigerator junctions, with resistance area product 1200 Ωµm2. There are two
3 µm× 5 µm junctions with series normal state resistance RT = 19.40 kΩ for thermometry. The resistance
area product is made large by the double oxidation technique (section 5.1.2) to minimize the thermal effects
from the thermometers. The N layer is AlMn sputtered from target T3 (section 6.2) to a thickness of
tN =21.2 nm. The total N layer area is AN =781 µm
2, the total volume of the N layer is less than AN tN
due to material removed by the ion mill in the oxidation process. The ion removes tion−mill ≈ 6 nm of
material over the total junction area of Aj =478 µm
2, so the average N layer thickness t∗N is
t∗N =
AN tN −Ajtion−mill
AN
= 17.5 nm. (7.1)
The superconducting electrode, the S layer, for refrigerator junctions is 0.529 µm. The overlayer trap
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Figure 7.1: (a) An NIS refrigerator device. The thin lines seen are meander inductors and interdigitated
capacitors intended to provide filtering for frequencies above ∼10 GHz. There is no strong evidence these
filters had any effect. (b) Zoom on the junctions making up the refrigerator device. The top two larger
junctions are the refrigerators with resistance area product 1000–2000 Ωµm2 and the two smaller junctions
are thermometers with resistance area product 104–105 Ωµm2.
normal metal, the O layer, is 0.491 µm and is separated from the S layer by an oxide with resistance area
product1 56.3 Ωµm2. The estimated resistance of the current path through the N layer is 1.184 Ω. The ST
layer for the thermometer junctions is 0.375 µm, and is separated from the S and O layers of the refrigerator
junction by an oxide with the same properties as the refrigerator junction oxide.
7.2 The matched pair for studying overlayer traps
In order to study the effects of the overlayer traps, I attempted to create a matched pair of refrigerators,
where the only difference was the presence of overlayer traps. This matched paid was fabricated on the same
wafer as the optimized refrigerator. The overlayer device refrigerator junctions have resistance area product
2080 Ωµm2, and the thermometer junctions have series normal state resistance RT = 25.22 kΩ. The
no overlayer device refrigerator junctions have resistance area product 2220 Ωµm2, and the thermometer
junctions have series normal state resistance RT = 18.51 kΩ. The lower resistance area product of the
1 It was 60 Ωµm2 at room temperature, and decreased by about 6.3% upon cooling to 4 K. Also the resistance area product
decreased by about 10% over 6 months in a dry box.
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overlayer device means that it will cool better than the overlayer-free device even if the overlayers plays no
role. The predicted difference is in cooling due to resistance along is on order 1 mK, I will also calculate β
which accounts for the difference in resistance.
Making a matched pair of NIS refrigerators was harder than expected. Adding overlayer traps heats
the junctions which reduces their resistance area product, so simply fabricating these junctions on the same
wafer does not guarantee identical refrigeration junctions. Junctions can be baked at temperatures near
150 ◦C after the fact to reduce their resistance, but the few experiments I tried with this method were
unsuccessful, due to large sub-gap conductivity after baking. I do think that using post-fabrication junction
baking to tune resistance will turn out to be useful, but my few experiments did not demonstrate that. In
this case the resistance area product varied widely across the wafer, much more so than normal2 , and I was
able to measure each refrigerator junction on the wafer and select a matched pair. For production, tight
control of NIS resistance area product will be required, however for experiments it can be useful to have a
large spread across a wafer.
7.3 Measurements
I measured the NIS devices in the connectorized sample box (section 5.2.2) using the measurement
circuit show in figure 5.9. I biased the refrigerator junctions with battery powered voltage supplies through
a 100 kΩ resistor, large compared to the normal state resistance of the refrigerator. At the same time I
measured the thermometer junctions, using a 10 MΩ bias resistor. For a given current IT the voltage Vb
across an NIS junction increases as the N layer temperature TN decreases. I measure the voltage at positive
IT and negative IT , and subtract to calculate Vd which is related to the temperature TN . Figure 7.2 shows
a Vd measured vs refrigerator bias current IF . The value of IF which results in the maximum voltage Vd for
a given bath temperature Tb is the optimal refrigerator bias at that temperature.
For many bath temperatures Tb I found the optimal refrigerator bias (maximum Vd), and took full
thermometer IV curves with the refrigerator on (biased optimally), and with the refrigerator off (IF = 0 µA).
Figure 7.3 shows thermometer IVs taken at various bath temperatures with the refrigerator off, and one taken
2 Typically resistance area product varies by ∼ 10% across a wafer
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Figure 7.2: (a) The difference Vd between the thermometer attached to the optimized NIS refrigerator,
biased at 0.2 nA and negative 0.2 nA vs refrigerator bias current. (b) The same data with the refrigerator
bias current IF on a log scale. The IF = 0 point would not show up on a log scale, so it was was moved
to 0.5 µA. (c) The same data converted to electron temperature based on the empirical calibration. The
empirical calibration cannot determined temperatures below the lowest temperature available for calibration,
80 mK in this case. For each trace the cryostat base temperature is the leftmost point on the curve. Note
that for bath temperatures of 80 mK and 100 mK there are very low current refrigerator bias points that
cause heating. This may be evidence for the thermal effects of Andreev currents on the NIS refrigerator[50].
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Figure 7.3: IV curves of the thermometer junctions attached to the optimized NIS refrigerator. (a) Four
uncooled IV curves and one cooled IV curve. Because the only temperature the IV curve depends on is
TN , the uncooled curves can be used as calibrations to determine the temperature TN associated with the
cooled curve. In this case the cooled curve appears very similar to the uncooled curve taken at 100 mK.
Therefore the electron temperature at Tb = 300 mK with the refrigerator on, is nearly identical to the
electron temperature at Tb = 100 mK with the refrigerator off. (b) The same IV curves, zoomed in at the
gap edge. (c) An uncooled IV curve taken at a bath temperature of 80 mK. Hysteresis due to large sub-gap
resistance and room temperature capacitive filters is visible for currents of 0.05 nA and lower. Currents
within a factor of two of this are excluded from my analysis to avoid effects due to the hysteresis.
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Figure 7.4: (a) IV curves measured on the optimized NIS refrigerator, with optimal bias points marked.
The optimal bias points are determined from data like that shown in figure 7.2. (b) Optimal bias voltage
(squares left) and optimal bias current (circles right) measured vs bath temperature. Scatter is mostly due
due to relatively wide optimal bias conditions, see figure 7.2.
with Tb = 300 mK and the refrigerator on. The 300 mK refrigerator on IV is very similar to the 100 mK
refrigerator off IV, suggesting that the electrons in the N layer have been cooled from 300 mK to 100 mK.
I refer to this method of analysis, using IVs taken with the refrigerator off to calibrate the thermometer by
creating a relationship Vd(TN ), as the ‘empirical calibration’.
Figure 7.4 shows refrigerator IV curves marked with the optimal bias location, and the measured
optimal bias voltage and current vs temperature.
7.4 Thermometer calibration
In order to determine what temperature TN the N layer electrons are at when the refrigerator is
on, I must construct a calibration function TN (Vd) to convert between TN and the measured thermometer
response Vd. I will discuss the empirical calibration and the BCS calibration.
7.4.1 Empirical calibration
I measure the thermometer response as a function of bath temperature, Vd(Tb). I can use this data to
create an empirical thermometer calibration, which is what I describe in figure 7.3. However, this only works
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if the N layer electron temperature is equal to the bath temperature TN = Tb over the temperature range
of interest. The empirical calibration only allows me to determine that the electrons in the N layer were at
the same temperature TN when the cryostat was at 100 mK and the NIS refrigerator was off as when the
cryostat was at 300 mK and the NIS refrigerator was on. However if TN was different from 100 mK when
the cryostat was at 100 mK, this empirical calibration will be wrong. There are two other possibilities which
make the empirical calibration unreliable: (1) TN > Tb, (2) TN < Tb.
(1) One possibility is TN > Tb, which could be due to dissipated IV power or stray radiative power
heating the N layer electrons above Tb. NIS refrigerators are explicitly designed to minimize normal metal
volume in order to allow TN to differ from Tb, but the risk of heating TN above Tb is also increased. Electron-
phonon coupling is the method by which TN and Tb are brought to equilibrium, and it rapidly becomes weaker
at low temperatures.
(2) NIS junctions used as thermometers are not fundamentally different from NIS junctions used
as refrigerators. Often they are merely smaller junctions, or as in this case, smaller and more resistive.
Nonetheless, NIS thermometers can cool TN below Tb, which distorts the relationship between Tb and Vd.
In order to minimize the effects of (1) and (2) it is desirable to use the smallest thermometer bias
current possible, however that will increase the likelihood of (3) finite γ playing a role. Recall the Dynes
parameter γ distorts the BCS density of states, see equation 2.2.
(3) Finite γ can cause distortion to the relationship between Tb and Vd by causing thermometer IV
curves to distort from their ideal behavior. At very low bias currents and low temperatures finite γ causes
an NIS junction to behave more like a temperature independent resistor.
I show simulations of each of these effects in figure 7.5. In the case of (1) the empirical calibration
will overestimate the cooling, in the case of (2) the empirical calibration will underestimate the cooling, and
in the case of (3) the empirical calibration will accurately measure the cooling but lose sensitivity.
In figure 7.6 I show the thermometer response for an SINIS thermometer with resistance area product
equal to that of a refrigeration junction. The response is affected by self heating, self cooling and finite γ.
The response for new, high resistance, thermometers can be seen in figures 7.7 and 7.8. The response of these
high resistance thermometers is free of self heating and self cooling effects, allowing me to use current biases
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large enough to avoid finite γ effects. As a result these high resistance thermometers are well described by
equation 2.20 with a single value of TN independent of bias, and I can use this equation to calibrate the
thermometers.
7.4.2 BCS calibration
Another calibration option is to use equation 2.20 with the measured parameters ∆, RT , and γ to
calculate the expected thermometer response, and use this to determine TN . The resulting temperatures
are sensitive to the value of ∆, RT , and for some current biases γ. I use the BCS calibration to determine
the temperature TN in both the refrigerator on and off cases. The fact that the temperature TN ,in the
refrigerator off case, agree with Tb for bath temperatures above 200 mK provides assurance that the BCS
calibration is accurate.
I have in the past fooled myself into thinking that the data and theory did not agree well enough
to use the BCS calibration. This is because I attempted to determine RT and ∆ by changing values and
comparing data to theory manually. It was not until I used a fitting algorithm to determine all three
parameters simultaneously that I was able to create a BCS calibration that resulted in TN ≈ Tb for bath
temperatures above 200 mK for uncooled thermometer IV curves. I used thermometer IV curves taken with
the refrigerator off at 310 mK to fit for the parameters. I tried many temperatures above 200 mK, and the
parameters varied little.
7.4.3 Thermometer IV hysteresis
Also shown in figure 7.3 is an extreme zoom of a Tb = 80 mK thermometer IV, showing hysteresis
below 0.05 nA. This hysteresis is due to room temperature capacitive filters (200 nF to ground) in the
cryostat, which have become a liability now that I am using more resistive thermometer junctions. The
capacitance of these filters will need to be reduced to allow measurements of the deep sub-gap regions of
these thermometer junctions without extremely long settling times. I exclude thermometer bias currents
below 0.1 nA from my analyses in this chapter.
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Figure 7.5: Theoretical calculations for NIS thermometer voltage vs temperature calibration. In each
subfigure the dotted line is the ideal NIS thermometer response. It is calculated with the same resistance
as the junction represented by the solid lines, but the parameters β, stray power Px, and γ are all set to
zero. The solid lines are calculated with the β model (section 3.2.2.2). Two junctions with resistance are
product RTA = 60, 000 Ωµm
2 and VN=13.66 µm
3 are modeled. (a) The effect of finite γ on the thermometer
calibration is to reduce sensitivity at low temperature and low bias. For γ−1 = 6000 the difference in Vd from
the ideal case is less than 1 µV for these currents. (b) The thermometer calibration for a thermometer with
resistance area product similar to the refrigerator junctions and finite β. For some biases the thermometer
self cools, for others it self heats. (c) The thermometer calibration with finite stray power Px, the heating
caused by this causes distortion to the calibration similar to what I measure. (d) The thermometer calibration
with β = 0.05, looks very similar to the stray power case, and very similar to what I measure. The difference
between (b) and (d) is only the resistance area product of the refrigeration junctions. In (b) is is similar to
a refrigeration junction (1200 Ωµm2) and in (d) it is much greater (60, 000 Ωµm2).
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Figure 7.6: The measured voltage difference vs bath temperature for an example of previous SINIS ther-
mometers, with resistance area product equal to refrigeration junctions, for many bias currents. Note that
there is very little change in response below 150–200 mK. This is due to a combination of self cooling and
self heating for larger biases (see figure 7.5(b)) and finite γ at low biases (see figure 7.5(c)). The new, high
resistance, thermometers that I am using do not exhibit these features, and seem to be limited by stray
power pickup. It is much easier to fit the high resistance thermometer data to determine parameters for
the BCS calibration because the N layer temperature is independent of bias voltage, unlike the old style
thermometers.
7.4.4 Finite bias resistor
I use battery powered voltage sources providing voltage Vbat,I and a large bias resistor Rb = 10 MΩ to
approximate a current bias for the NIS thermometers. However at low temperatures and low biases the NIS
thermometers’ resistance can approach Rb, leading to a deviation of the actual current from the nominal
current Vbat/Rb. For a fixed nominal current bias (fixed Vbat), as the thermometer resistance increases
(due to temperature decrease), the actual bias current also decreases. When using the empirical calibration
this has effect no effect on the determination of the cooled electron temperature, because the actual bias
current decreases the same amount in the refrigerator on and refrigerator off cases. However if I use the
BCS calibration, I am comparing a voltage calculated for one current to a voltage measured at a slightly
different current. In figure 7.7(d) I show the maximum size of this effect for various nominal thermometer
bias currents as both a voltage error, and a temperature error.
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Figure 7.7: (a) Uncooled and cooled thermometer response vs temperature for the optimized NIS refrigerator
for two different thermometer current biases, the uncooled responses are the empirical calibrations for those
current biases. The predicted isothermal (TN = Tb) response, also called the BCS calibration, is shown
as a solid line. The predicted response matches the measured response very well for temperatures above
200 mK, and less well below 200 mK. This is most likely due to either stray power incident on the N layer
or finite β, in either case causing TN > Tb. (b) The temperature TN determined with the BCS calibration
with the refrigerator junction on at various bath temperatures, shown vs thermometer current bias. This
is nearly independent of IT , meaning that power dissipation of the thermometer junctions is not affecting
the base temperature much. (c) Determined N layer temperature TN vs bath temperature Tb with the BCS
calibration. The results for three different current biases are on this plot however they agree well enough
that the red plot obscures the other data. Also note that in the fridge off case TN > Tb for temperatures
below ∼200 mK, probably due to stray power coupling to the N layer. (d) A conservative estimate of the
maximum errors possible due to the use of a finite bias resistor instead of a current source. The results in
(b) for low current biases do not seem to show as much difference from larger current biases as this predicts.
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Figure 7.8: Results for the matched pair refrigerator without overlayer traps. (a) The thermometer
response vs bath temperature with the refrigerator on and off, and the BCS calibration. (b) The N layer
temperature TN , with refrigerator on, determined with the BCS calibration for various bath temperatures,
shown vs thermometer bias. (c) The N layer temperature TN , with refrigerator both on and off, determined
with the BCS calibration for various thermometer biases, shown vs bath temperature.
7.5 Thermometer junction results
Figure 7.7 shows the measured minimum temperature TN for the optimized refrigerator, as well as
simulation results using the comprehensive thermal model and parameters from the optimized refrigerator.
The deviation of uncooled TN from Tb at low temperatures suggests that there is either stray power
being coupled into the N layer or finite β. The maximum possible stray power can be determined by
assuming β = 0, in this case Pstray = VNΣ(T
6
N − T 6b ), where VN = 13.66 µm3. Using Tb = 100 mK and
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Figure 7.9: Results for the match pair refrigerator with overlayer traps. (a) The thermometer response vs
bath temperature with the refrigerator on and off, and the BCS calibration. (b) The N layer temperature
TN , with refrigerator on, determined with the BCS calibration for various bath temperatures, shown vs
thermometer bias. (c) The N layer temperature TN , with refrigerator both on and off, determined with the
BCS calibration for various thermometer biases, shown vs bath temperature. (d) The temperature reduction
vs bath temperature for both refrigerator on and off. Note that near 300 mK TN raises above Tb, indicating
that there is a larger stray power load for a subset of the experimental data.
115
0.5 1 1.5 2 2.5 3 3.5 4
60
80
100
120
140
160
180
IT  (nA)
T N
 
(m
K)
 
 
Tb = 200 mK
Tb = 280 mK
Tb = 330 mK
(a)
0 100 200 300 400 500 600
0
100
200
300
400
500
600
Tb (mK)
T N
 
(m
K)
 
 
TN=Tb
fridge on, IT = 0.35 nA, w ol
fridge on, IT = 0.35 nA, w/o ol
(b)
Figure 7.10: Comparisons of the results of the match refrigerator pair with and without overlayer traps.
(a) The N layer temperature TN , with refrigerator on, determined with the BCS calibration for various
bath temperatures, shown vs thermometer bias. Circles are with, squares are without. (b) The N layer
temperature TN , with refrigerator on, determined with the BCS calibration for various thermometer biases,
shown vs bath temperature. Red is with overlayer traps, blue is without overlayer traps.
TN = 116 mK I calculate Pstray = 0.045 pW.
Figure 7.8 shows the measured minimum temperature TN for the no-overlayer refrigerator from the
matched pair, and figure 7.9 shows the same information for the overlayer refrigerator. The results are
compared in figure 7.10.
The stray powers estimated for these two refrigerators based on the uncooled thermometer temperature
at bath temperature of 100 mK are 0.032 pW for the overlayer refrigerator and 0.049 pW for the no-overlayer
refrigerator. However, in the data for the refrigerator with overlayer traps, shown in figure 7.9(d), there is
additional heating of TN above Tb at temperatures above 200 mK. These indicates that the stray power
incident on the N layer in this refrigerator was not constant throughout the experiment, and in particular
between Tb=270–330 mK the stray power is elevated. At Tb=300 mK, TN = 302.5 mK which indicates a
stray power load of 1.17 pW.
From this data I calculate the stray power necessary to explain the measured base temperature by
solving equation
0 = PN + βPS + I
2
NSRpad + VNΣ(T
6
N − T 6b ) + Pstray. (7.2)
116
0 100 200 300 400 500 600
0
20
40
60
80
100
120
Tb (mK)
P s
tra
y(p
W
)
 
 
Optimized
No Overlayer
Overlayer
(a)
0 200 400 600
0
500
1000
1500
2000
Tb (mK)
P s
tra
yR
F(p
W
 Ω
)
 
 
Optimized
No Overlayer
Overlayer
(b)
0 100 200 300 400 500 600
0
0.01
0.02
0.03
0.04
0.05
Tb (mK)
β
(c)
0 100 200 300 400 500 600
1
2
3
4
5
6
Tb (mK)
β d
at
a/β
th
eo
ry
 
 
Optimized
No Overlayer
Overlayer
(d)
0 100 200 300 400 500 600
10−5
10−4
Tb (mK)
f (W
/A
)
 
 
Optimized
No Overlayer
Overlayer
(e)
Figure 7.11: (a) Stray power necessary to explain the measured bath temperature determined from the
thermometer junctions, for each refrigerator devices, with β = 0. Solid lines show predictions from the
comprehensive thermal model for the power returned to the N layer after being deposited in the S layer.
(b) The same data and theory as in subfigure (a), scaled by the resistance of the refrigerator junctions. (c)
The same data and theory as in subfigure (a) converted to β values. (d) The value of β determined from
data and analysis divided by the value predicted by the comprehensive thermal model. (e) The stray power
divided by the refrigerator bias current, this is the f parameter used by Rajauria et al[50], which should be
proportional to β. The fact that f varies much more than β suggests that the thermometer junctions and
refrigerator junctions disagree on the N layer temperature. The refrigerator current IF continues to drop
(indicating a drop in TN ), while the calculated value of Pstray and the temperature TN determined from the
thermometer junctions is saturated, leading to an increase in the ratio f = Pstray/IF .
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for Pstray, with β = 0. I also calculate β = Pstray/PS , where PS is calculated from the same numbers used
to calculate Pstray. A more empirical parameter is f = Pstray/IF which should be roughly porportional to
β because PS = IFVb and Vb is always near 2∆/e (see figure 7.4).
Figure 7.11 shows the values of Pstray, β, and f determined from the cooling measurement from the
thermometer junctions for each refrigerator. These results provide strong evidence that the overlayer traps on
both the overlayer refrigerator and the optimized refrigerator reduce β (subfigure 7.11(c)). However, there is
a discrepancy between β and f . These parameters should be roughly proportional, but β is nearly constant,
while f increases by a factor of 10 at low bath temperatures. This can be explained if the thermometer
junctions are measuring a different temperature from the refrigerator junctions. In order to investigate this
further, I analyze the refrigerator junctions as thermometers in the next section.
7.5.1 Refrigerator junctions as thermometers
Despite the fact that I refer to one set of junctions as refrigerators, and the other as thermometers,
the only difference between them is their resistance. The refrigerator junctions are low resistance for large
cooling power, but this does not reduce their temperature sensitivity. I use the BCS calibration described
for the thermometer junctions to determine the temperature TN at each bias point from the refrigerator IV
curves. Figure 7.12 shows a Tb = 300 mK IV curves from optimized refrigerator overlaid on theory IV curve
with ∆ = 190 µeV, and the temperatures determined by interpolation of the data relative to the theory.
The N layer temperature is a function of the bias of the refrigerator junctions, so the IV curves
are not isothermal. Additionally, the N layer resistance Rpad is comparable to the refrigerator junction
tunneling resistance, so the IV curves have an additional voltage Vpad = IFRpad. The variable temperature
vs bias and the large N layer resistance make it harder to accurately determine ∆, RF and Rpad for the
BCS calibration for the refrigerator junctions, and inaccurate to use the empirical calibration. As a result
the cooling numbers determined from the refrigerator IV curves are more uncertain than those determined
from the thermometer IV curves. I varied the parameters in the theoretical curves to determine their effects
on the calculation of minimum N layer temperature and the low current bias temperature. The results of
these variations are shown in table 7.1.
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Figure 7.12: (a) Measured IV curves (circles) over theoretical IV curves for the optimized refrigerator. The
measured curve is near the 300 mK theoretical curve for low voltages, but for voltages near the gap it is
between the 100 mK and 0 mK theoretical curves. (b) Electron temperature of the N layer for the optimized
refrigerator, vs voltage bias for many bath temperatures, shown in the legend in mK. The minimum N layer
temperature for each bath temperature is shown with an X. (c) Minimum electron temperature of the N
layer vs bath temperature determined from the refrigerator IV curves, for all three refrigerators (squares).
Electron temperature determined from low current bias for each refrigerator (diamonds), for temperatures
above ∼ 250 mK these should be uncooled and therefore equal to the bath temperature. For temperature
below 250 mK I believe there is heating due to Andreev current. The agreement between the low current bias
points for the Optimized and No Overlayer refrigerators and the TN = Tb line is good. This is an important
test to validate the calibration used to converting junction current to N layer temperature. The Overlayer
refrigerator calibration does not pass this test, and is therefore likely to be inaccurate.
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Figure 7.13: (a) Minimum N layer temperature vs bath temperature for all three refrigerators determined
from thermometer junctions (filled circles) and refrigerator junctions (open squares). (b) The difference be-
tween the minimum N layer temperature determined from thermometer junctions and refrigerator junctions.
The refrigerator junctions read consistently lower, and there is a jump in the difference at a Tb = 350 mK.
(c) Minimum N layer temperature determined from refrigerator junctions overlaid on theory (solid lines).
(d) Minimum N layer temperature determined from refrigerator junctions overlaid on theory (solid lines),
zoomed in on lower temperatures.
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Table 7.1: Variations of the BCS calibration parameters for the optimized refrigerator, and effects on mini-
mum N layer temperature TN and low current bias temperature Tu (uncooled) from Tb = 300 mK. Entries
with - have the same value as the first row, which are the values I used to analyze the data. The total of
Rpad and RF is constrained by the measured 550 mK high bias resistance, but the split it determined by
calculation of the expected value of Rpad.
∆ (µeV) γ−1 Rpad (Ω) RF (Ωµm2) TN (mK) Tu (mK)
190 5000 1.2 1200 80 300
194 - - - 103 310
186 - - - 49 297
- 1000 - - 78 294
- - 0 - 66 300
- - - 1100 75 298
The refrigerator junctions consistently read lower temperatures than the thermometer junctions. Fig-
ure 7.13 shows comparisons between the temperature determined from the refrigerator junctions and from
the thermometer junctions, and also shows comparison to the predictions of the comprehensive thermal
model. The overlayer refrigerator results are inconsistent with the other two junctions, the low bias (un-
cooled) points read ∼ 25 mK above Tb starting at Tb = 330 mK. The bath temperatures at which this
elevated temperature occurs are consistent with the results from the thermometer junctions, although larger
in magnitude. I don’t know the cause, but I suspect that the same cause is responsible for the minimum N
layer temperature being much larger than expected over this range. I think the temperature data for the
overlayer refrigerator specifically is unreliable.
7.6 Discussion
The results from the thermometer junctions are very encouraging, they show that the refrigerators with
overlayer traps have lower β than the no overlayer refrigerator. However, the thermometers are measuring
a high temperature than the refrigerator junctions. Analyzing the refrigerator junctions is more difficult,
because the self-cooling and relatively large N layer resistance make determining the parameters more
difficult. The results from the refrigerator junctions are even more exciting, for example the analysis shows
example the optimized refrigerator cooled from 300 mK to 80 mK!
What is the source of the difference between the refrigerator junction and the thermometer junction
measurements?
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1) A temperature gradient do to the finite thermal conductivity of the N layer and from electron-
phonon coupling. The electron phonon coupling power scales as T 6 and the power and The thermal conduc-
tivity of the N layer scales as T . The temperature gradient should scale as power over thermal conductivity,
or T 5. But the observed difference increase at low temperatures, and is inconsistent with this explanation.
2) A temperature gradient do to the finite thermal conductivity of the N layer and power dissipated
by the thermometer. If there were a temperature gradient due to power dissipated by the thermometer
junctions, the temperature measured by the thermometer junctions should be a function of current bias.
There is not enough variation in in the temperature measurement vs bias to explain this difference.
3) A temperature gradient due to some power incident on the thermometer junction is not a likely
cause, because the because the require incident power would cause significant heating of the N layer. I
estimate the require power flow PTF from the thermometer junctions to the refrigerator junctions
PTF =
κN tNdTF
d⊥
(TT − TF ) (7.3)
where κN = 1.11 × 10−7 W/(K µm) is the thermal conductivity of the N layer evaluated at 100 mK,
tN = 17.5 nm is the thickness of the N layer, dTF = 9 µm is the distance between the thermometer and
refrigerator junctions, d⊥ = 15 µm is the N layer dimension cross sectionally between the thermometer
and refrigerator junctions, (TT − TF ) = 40 mK difference in temperature between the thermometer and
refrigerator junctions. Using these conservatively estimated numbers, I calculate PTF = 43 pW. This
amount of power is excluded because the refrigerators would be incapable of cooling below 100 mK with this
much excess power.
4) Stray power is constrained by measurements on the thermometer junctions with the refrigerators
off to be much less than 0.1 pW, not nearly enough to explain the temperature measured by the thermometer
junction, let alone the difference between thermometer and refrigerator junctions.
5) The mean time for an electron in the optimized refrigerator N layer to tunnel is 78 ns. Another
measurement of the rate that power is removed from the N layer is the electron heat capacity divided by
the effective NIS thermal conductance dPN |max/dTN , which is τnis|100 mK = 170 ns[41]. The mean time
for an electron-electron scattering event, at E/kb = 100 mK is τe−e|100 mK =4600 ns (equation 3.10). This
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suggests that an athermal electron population may develop in the N layer. The mean diffusion length
between electron-electron scattering events is le−e =
√
DNτe−e|100 mK = 140 µm. The largest dimension
of the N layer is dmax ≈ 40 µm, which is of similar size to the electron-electron scattering length. The
electron-electron scattering time constant is based on theoretical calculation, and not directly measured, and
may contain errors. Ullom notes that different author’s calculations for electron-electron scattering in the
dirty limit vary by factors on order 10. Given that dmax and le−e are of similar size, and that the calculation
of le−e is not very precise, I cannot exclude the possibility of an athermal electron distribution under the
refrigeration junctions which is altered by electron-electron scattering under the thermometer junctions.
The difference between the refrigerator junctions and thermometer junctions remains confusing. The
resolution may involve an athermal electron distribution caused by the refrigeration junctions. However, in
both cases the results are encouraging. The thermometer junctions results show good cooling and evidence
that the overlayer traps work. The refrigerator junction results show excellent cooling.
Chapter 8
Future Work
There are many promising avenues for continued NIS research, all of which will benefit from the results
presented in this thesis. In this chapter, I will present my vision for the short to medium term future of NIS
refrigeration.
8.1 Less resistive oxide, more cooling
I focused my efforts on NIS refrigerators with resistance area products around 1000 Ωµm2, because
our process historically yielded good junctions in this range. Other groups often use junctions with lower
resistance area products (∼ 300 Ωµm2), and my group has recently demonstrated that we can now fabricate
good junctions with even lower resistance area products. My modeling predicts that low resistance area
product refrigerators will require more transparent, and that they could potential cool from 300 mK to
below 50 mK (see section 4.5). More transparent refrigeration junctions are an exciting opportunity for
improving NIS refrigerator performance further, and for testing the comprehensive thermal model.
8.1.1 Andreev current
I saw some evidence of Andreev currents in my optimized refrigerator (see figure 7.12(c)). The effect on
refrigerator performance was minimal, however it may increase with less resistive junction. Understanding
how Andreev currents scale with junction resistance and material properties and thicknesses will enable
better design of low resistance refrigerators.
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8.2 10 mK NIS cooling
I proposed an NIS refrigerator design that should be capable of cooling from 100 mK to less than
10 mK (see section 4.4). The primary change is increasing the overlayer thickness from 0.5 µm to 10 µm.
Reaching 10 mK and below is a worthy goal on its own, but this will also provide valuable evidence on the
behavior of trapped quasiparticles.
8.3 Suspended N layer
If a sufficiently conductive superconductor could be found, perhaps annealed Al, one could fabricate
an NIS junction on a membrane, and replace the electron phonon coupling with the membrane conductivity.
As long as the S layer is thick enough and conductive enough, there should be very little recombination,
and almost no power redeposited on the membrane. Overlayer traps could be used once the superconductor
reaches the substrate.
Overlayer traps on the membrane would harm the performance, by efficiently capturing the power
deposited in the superconductor and coupling it to the phonons on the membrane.
8.4 Resolve the difference between thermometer and refrigerator junctions
I describe measurements of NIS cooling using the IV of the refrigerator junctions, and using separate
thermometer junctions. The thermometer junctions read consistently higher temperatures than the refrig-
erator IVs. I was not able to conclusively resolve this disagreement in this work, although there is reason to
suspect that the solution will involve an athermal electron distribution caused by the refrigeration junctions
(see section ??).
8.5 The bulk cooler
To be useful to cryogenic community, NIS coolers must cool both electrons and phonons of arbitrary
payloads. Past demonstrations of NIS phonon cooling have cooled detectors integrated in fabrication, or a
small thermometer glued directly to a fragile SiN membrane. These have been valuable for understanding
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(a) (b)
Figure 8.1: Images of the prototype NIS stage cooler. (a) Wirebonds connect NIS cooled membranes
(dummy chip shown) to a copper stage, cooling it. (b) The stage is suspended and thermally isolated by
kevlar string. This prototype is highly suspended so it can be cooled with only one cooled membrane, but
future designs with many cooled membranes will be more compact.
the physics of NIS phonon cooling, but not particularly useful to the general community. I think researchers
should focus on cooling a large chunk of Cu with NIS refrigerators. Arbitrary payloads could then be attached
to this chunk of Cu, making coupling to an NIS refrigerator identical to every other cryostat.
I suggest using gold wire bonds to connect cooled membranes to a chunk of Cu suspended by kevlar
strings. A chip with many cooled membranes bonded to one chunk of Cu would aggregate the cooling power
from many different NIS junctions.
This idea is currently being pursued by another University of Colorado graduate student. A platform
to test this idea has been designed, and built, a picture is shown in figure 8.1. I expect very exciting results
from this line of inquiry.
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8.6 Vacuum gap NIS cooling
The largest barrier to using NIS junction refrigerators from higher temperatures is the electron-phonon
coupling strength, which scales as T 5−6. A device that works from 300 mK would have a 105 − 106 larger
power load from electron-phonon coupling when operated from 3 K. This seems like a very difficult problem
to overcome, and attempts to overcome it will be very interesting.
I suggest that serious thought be put into vacuum gap NIS cooling. By using a vacuum tunneling
barrier in place of a solid tunneling barrier, the limiting thermal conductance between the bath and the N
layer electrons can be changed. Instead of electron-phonon coupling, it could be kevlar string. Vacuum gap
cooling has been demonstrated in room temperature Peltier coolers, although temperature reduction was
tiny (1 mK) and the experimenters note many severe difficulties[23]. They predict that devices based on this
technique would be quite expensive, compared to other room temperature cooling methods.
Vacuum gap NIS refrigerators have the advantage of competing with relatively expensive cooling
techniques. Components which would be prohibitively expensive for a room temperature device, such as
piezo electric actuator with sub-nm resolution, may be acceptable for a cryogenic device.
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