Abstract: We consider perturbed nonlinear control problems with data depending on a vector parameter. Using second-order su cient optimality conditions it is shown that the optimal solution and the adjoint multipliers are di erentiable functions of the parameter. The proof of this second-order sensitivity result exploits the close connections between solutions of a Riccati differential equation, the non-conjugate point condition and shooting methods for solving the associated boundary value problem. The solution di erentiability provides a rm theoretical basis for numerical feedback schemes which have been developed for computing neighboring extremals.
Introduction
This paper is concerned with parametric nonlinear control problems where all data depend on a vector parameter p 2 IR k . In order to make the main ideas more transparent we restrict the discussion to the following simple prototype: Minimize J(x; u; p) = b R a L(t; x; u)dt P(p) subject to _ x = f(t; x; u) ; a t b ; x(a) = '(p) ; x(b) = (p) :
The problem P(p 0 ) corresponding to a xed parameter p 0 2 IR k is considered as the unperturbed problem. Assume that a local minimum (optimal solution) x 0 , u 0 exists for P(p 0 ). Then a major problem in sensitivity analysis is the following: nd conditions for the unperturbed optimal solution x 0 , u 0 such that the perturbed problem P(p) admits an optimal solution x(p), u(p) near x 0 , u 0 which is a di erentiable function of the parameter p near p 0 . Comparing sensitivity approaches in optimization and optimal control it is apparent that second-order su cient optimality conditions (SSCs) are a crucial assumption for this type of sensitivity result. Let us brie y review existing papers in this regard.
In nite-dimensional nonlinear programming we have the famous secondorder sensitivity result of Fiacco 49] and by other authors cited in these papers. Semi-in nite programming problems under SSCs are treated by Rupp 47] . A direct generalization of the Fiacco and McCormick result to optimization problems in Hilbert spaces may be found in Wiercbicki and Kurcyusz 52] , Theorem 8.6. These authors consider optimization problems with equality constraints and nitely many inequality constraints. For Hilbert space optimization problems including in nite-dimensional inequality constraints, Alt 1] and Malanowski 32] have shown that the optimal solution is directionally di erentiable with respect to the parameter. These results have recently been extended by Colonius and Kunisch 8] . The setting in Alt 1] and Malanowski 32] allows for applications to convex control problems. A direct treatment of convex control problems with control appearing linearly has been performed earlier by Dontchev 11] and Malanowski 29] { 31]. Elliptic control problems have been considered in Malanowski and Sokolowski 33] .
In the framework of nonlinear control problems the second-order sensitivity analysis goes back as far as to the ingenious papers of Breakwell We may conclude that a second-order sensitivity result for nonlinear control problems is still lacking. It is the main purpose of this paper to provide such a result using SSCs in 36], 38], 50], 54], 55]. Similar to nitedimensional programming problems, the interplay between sensitivity and SSCs consists of the following three steps:
Step 1: Derive SSCs for the unperturbed problem and verify that these conditions are stable with respect to small perturbations.
Step 2: Use the implicit function theorem to construct extremal solutions satisfying the rst-order necessary conditions of optimality. Verify that the assumptions of the implicit function theorem hold if SSCs are satis ed.
Step 3: Approximate the perturbed solution x(p), u(p) by the linear approximation x(p) _ =x 0 + dx dp (p 0 )(p ? p 0 ) ; u(p) _ =u 0 + du dp
The di erentials dx dp (p 0 ) and du dp (p 0 ) are solutions of a linear boundary value problem (BVP). The numerical informations needed to solve this linear BVP are generated in the process of computing the unpertubed solution x 0 , u 0 . for all feasible pairs (x; u) with x 2 B(x 0 ; ") and u satisfying (2.3).
We shall use hereafter the terminology '(t) = '(t; x 0 (t); u 0 (t)) for any function '. Given a pair (x 0 ; u 0 ) we shall assume the following hypothesis: (H 1 ) The functions L and f are of class C k with k 2 on T(x 0 ; ") U. (H 2 ) The linearized system _ y = f x (t)y + f u (t)v is completely controllable in every interval a; c] for a c b. The controllability assumption (H 2 ) is usually referred to as the normality condition.
The Hamiltonian of (P ) is de ned by H(t; x; u) = L(t; x; u) + T f(t; x; u) ; 2 IR n (2.4) where T denotes the transpose. Assuming normality (H 2 ) the rst-order necessary conditions for a strong local minimum (minimum principle) are as follows: there exists an absolutely continuous function 0 : a; b] ! IR n such that _ 0 = ?H x (t) T ; (2.5) u 0 (t) = arg minfH(t; x 0 (t); 0 (t); u) j u 2 Ug for all t 2 a; b] : (2.6) The latter minimum condition yields H u (t) = 0 ; H uu (t) 0 (positive semi-de nite) : One basic assumption for SSCs is that the strengthened Legendre condition holds:
H uu (t) > 0 positive de nite for t 2 a; b] :
This condition is not su cient to guarantee the continuity of the control u 0 (t). The continuity and, in fact, the smoothness of u 0 (t) follows from the regularity of the Hamiltonian.
De nition 2.1 Let k 1. The Hamiltonian H is called C k {regular (about (x 0 ; 0 ; u 0 )) if there exists " > 0 and a C k {function u : T(x 0 ; 0 ; ") ! U such that u (t; x; ) = arg minfH(t; x; ; u) j u 2 Ug is the unique minimum for all (t; x; ) 2 T(x 0 ; ; "). with boundary values x(a) = x a , x(b) = x b . The solutions x 0 (t), 0 (t) of this BVP are C k {functions since the right hand side of (2.8) is a C k {function. Hence the optimal control u 0 (t) = u (t; x 0 (t); 0 (t)) (2.9)
is also a C k {function. Now we shall need the variational system corresponding to (2.8). The continuity of u 0 (t) and (2.7) imply that there exists " > 0 such that the C k {function u (t; x; ) in De nition 2.1 satis es H u (t; x; ; u (t; x; )) = 0 We shall use the system as well with vector solutions y(t); (t) as with (n; n){ matrix solutions y(t); (t).
Let us indicate the connection between the variational system (2.12) and shooting methods for solving the BVP (2.2), (2.8 x(a) = x a ; (a) = s : (2. 14) The solutions denoted by x(t; s) and (t; s) are C k {functions for s near s 0 := 0 (a). We have to solve the nonlinear equation Remark Statement (c) of this theorem is known as the Jacobi condition. In particular, this condition comprises the nonsingularity of the shooting matrix y(b) in (2.16). Note also that condition (c) is easier to verify numerically than condition (e); compare the example in Section 4. Then (x 0 ; u 0 ) provides a local minimum for (P ) and, moreover, u 0 is a C k { function.
Note that conditions (a) { (c) are stable with respect to small C k {pertur-bations of the data. This property is crucial for the second{order sensitivity result in the next section.
Second{order sensitivity
The problem (P ) considered in Section 2 is embedded into the following parametric control problem P(p) depending on a parameter p 2 IR k : Minimize J(x; u; p) = b Z a L(t; x; u; p)dt subject to _ x = f(t; x; u; p) ; a t b ; (3.1) x(a) = '(p) ; x(b) = (p) ; (3.2) u(t) 2 U : (3. 3)
The unpertubed problem corresponding to p = p 0 2 IR k is identi ed with problem (P ) of Section 2. Let (x 0 ; u 0 ) be a feasible pair for P(p 0 ). (1) x(t; p 0 ) = x 0 (t), u(t; p 0 ) = u 0 (t), (t; p 0 ) = 0 (t) for all t 2 a; b], (3.8) The conclusion to this point is that the functions x(t; p) :=x(t; p; s(p)) ; (t; p) :=~ (t; p; s(p)) are C k {functions which solve the BVP (3.6) and (3.7) for p 2 V . The associated control function u(t; p) := u (t; x(t; p); (t; p)) is also of class C k and satis es the minimum principle in view of (3.5). Claim (1) of the theorem is immediate.
In a second step we have to show that, indeed, x(t; p) and u(t; p) are optimal for problem P(p). We can choose the neighborhood V so small that the following two statements are true for all p 2 V : has a symmetric C 1 {solution Q(t; p) on a; b] where A(t; p), B(t; p), C(t; p) are the matrices (2.13) evaluated at x(t; p), (t; p), u(t; p). The last statement (b) follows from the standard embedding theorem for ODE. Applying Theorem 2.2 for each p 2 V we arrive at the desired conclusion that the pair (x( ; p); u( ; p)) is a local minimum for every p 2 V . 2
We shall brie y illustrate now the use of this sensitivity result when devising e cient numerical feedback schemes for neighboring extremals. Since the functions x(t; p), (t; p) and u(t; p) are of class C k on a; b] V (k 2) the following Taylor{expansions exist:
x(t; p) = x 0 (t In case that x(a) = p 2 IR n represents the only perturbation, this yields the well known shadow{price formula J 0 (p 0 ) = 0 (a).
An illustrative example
We present an example which admits two kinds of extremal solutions both with a nonsingular shooting matrix. The su cient conditions single out only one solution as optimal. For this solution a sensitivity analysis is performed according to Theorem 3. In order to test x 0 (t) and x 1 (t) for optimality we have to check the Jacobi condition in Theorem 2.1 (c). The variational equation for (4.2) with respect to x 0 (t) or x 1 (t) is (compare also (2.12) with boundary conditions (2.18)): It can be veri ed by numerical integration that the Jacobi condition holds: y 0 (t) 6 = 0 for 0 < t 1 : 2 ; z 1 (0) = z 1 (1) = 0 ; resp. z 2 = 3x 0 (t)z 2 + 3z 1 (t)(2x 0 (t) + z 1 (t)) ; z 2 (0) = z 2 (1) = 0 which can be obtained from (4.2) by formal di erentiation; compare also (3.9), (3.10). 5 Conclusion
The second-order sensitivity result derived in this paper states that the optimal solution of a nonlinear control problem is di erentiable with respect to parameters provided that the second-order su cient conditions (SSCs) hold for the unperturbed (nominal) problem. It is shown that SSCs include the nonsingularity of the shooting matrix for the associated boundary value problem. Many authors have used the nonsingularity of the shooting matrix as the only tool to obtain a di erentiable family of extremals. The example in section 4 demonstrates that this alone does not su ce to nd an optimal solution to which perturbation analysis can be applied. Thus, the solution di erentiability result in this paper gives a rm theoretical basis to existing numerical feedback schemes for computing neighboring extremals. It is desirable to extend the solution di erentiability to perturbed nonlinear control problems with inequality constraints of the type mixed state-control constraints: C(x; u; p) 0 ; C : IR n+1+k ! IR; state constraints:
S(x; p) 0 ; S : IR n+k ! IR:
The main obstacle to extend the techniques of this paper to such inequality constraints is the fact that SSCs in 36], 50] are too strong and are not directly related to the variational system of the boundary value problem. SSCs which use a type of Riccati ODE modelled after this variational system have been obtained in 38] for the special constraint C(u) 0. It will be our future concern to generalize both the existing SSCs and the second-order sensitivity result to problems with inequality constraints.
