One of the basic assumptions of the classical dynamic lot-sizing model is that the aggregate demand of a given period must be satisfied in that period. Under this assumption, if backlogging is not allowed then the demand of a given period cannot be delivered earlier or later than the period. If backlogging is allowed, the demand of a given period cannot be delivered earlier than the period, but can be delivered later at the expense of a backordering cost. Like most mathematical models, the classical dynamic lot-sizing model is a simplified paraphrase of what might actually happen in real life. In most real life applications, the customer offers a grace period -we call it a demand time window -during which a particular demand can be satisfied with no penalty. That is, in association with each demand, the customer specifies an earliest and a latest delivery time. The time interval characterized by the earliest and latest delivery dates of a demand represents the corresponding time window. This paper studies the dynamic lot-sizing problem with demand time windows and provides polynomial time algorithms for computing its solution. If shortages are not allowed, the complexity of the proposed algorithm is O(T 2 ). When backlogging is allowed, the complexity of the proposed algorithm is O(T 3 ).
Problem Context and Definition
The classical dynamic lot-sizing problem considers a facility, possibly a warehouse or a retailer, which faces dynamic demand for a single item over a finite horizon (Wagner and Whitin 1958) . The facility places orders for the item from a supply agency, e.g., a manufacturer or a supplier, which is assumed to have an unlimited quantity of the product. The model assumes a fixed ordering (setup) cost, a linear procurement cost for each unit purchased, and a linear holding cost for each unit held in inventory per unit time. Shortages at the warehouse/retailer may or may not be allowed, and depending on how shortages are modeled, a linear stockout cost may accrue for every unit backordered per unit time. Given the time varying demand and cost parameters, the problem is to decide when and how much to order at the facility in each period so that all demand is satisfied at minimum cost.
The basic assumption of the classical dynamic lot-sizing model is that the time varying demand is known in advance. Let T denote the length of the planning horizon over which the demands, denoted by d i , i ∈ {1,…,T}, should be satisfied. Under the assumptions of the classical model, d i represents the aggregate demand (placed by all customers) that must be satisfied in period i ∈ {1,…,T}. If backlogging is not allowed then d i cannot be delivered earlier or later than i ∈ {1,…,T}. If backlogging is allowed, d i cannot be delivered earlier than i, but it can be delivered later at the expense of backordering costs.
Like most mathematical models, the classical dynamic lot-sizing model is a simplified paraphrase of what might actually happen in real life. The assumption that the values of d i , i ∈ {1,…,T}, are known in advance is applicable if supply contracts are signed ahead of time designating deliveries for the next few periods (Bramel and Simchi-Levi 1997, p. 165) . However, under a typical supply contract, the customer offers a grace period -we call it a demand time window -during which a particular demand can be satisfied with no penalty. That is, associated with each d i , the customer specifies an earliest and a latest delivery time, denoted by E i and L i , respectively, where E i ≤ L i .
Hence, the interval [E i , L i ] represents the time window corresponding to d i .
As the title suggests, this paper studies the dynamic lot-sizing problem with demand time windows and provides polynomial time algorithms for computing its solution. The following two cases are considered:
• Shortages are not allowed so that each d i must be delivered during its corresponding time window, i.e., no earlier than E i and no later than L i . • Backlogging is allowed, i.e., demand d i cannot be delivered earlier than E i , but can be delivered later than L i at the expense of backordering costs.
The dynamic lot-sizing problem with demand time windows has important applications in third party warehousing and vendor managed inventory practices. A detailed discussion of practical motivations and a brief review of relevant literature are presented in Section 2. The notation is introduced and some structural properties of the problem are proved in Section 3. Sections 4 and 5 focus on developing polynomial time algorithms for computing the optimal solution under different backordering assumptions.
If shortages are not allowed, the complexity of the proposed algorithm is O(T 2 ), and if backlogging is allowed, the complexity of the proposed algorithm is O(T 3 ). Section 5 presents an interesting application in location planning which is related to the dynamic lot-sizing model with demand time windows. Finally, a brief summary and our concluding remarks are furnished in Section 6.
Problem Motivations and Related Literature
The dynamic lot-sizing problem has received a significant amount of academic attention since it was first introduced more than four decades ago. The solution technique, known as the Wagner-Whitin algorithm, has long been regarded as one of the basic methods in production planning and inventory control. For a brief summary of results and the history of this model, see the textbooks by Bramel and Simchi-Levi (1997) , Johnson and Montgomery (1974) , and Silver et al., (1996) . In the early years, due to the limitations of computational technology, the Wagner-Whitin algorithm seemed to require excessive computational and storage requirements. Hence, several heuristic procedures and efficient implementation techniques have been investigated (e.g., see Evans 1985, and Meal 1973) .
In the last decade, three important papers, Aggarwal and Park (1993), Federgruen and Tzur (1991) , and Wagelmans et al. (1992) , improved the time complexity for obtaining an optimal solution from O(T 2 ) to O(TlogT) for general problems, and to O(T)
for problems with a special cost structure. For interesting generalizations of Wagner and Whitin's model, see Bitran et al. (1984) , Chen et al. (1994) , Lee (1995), Chung and Lin (1988) , Florian et al. (1980) , Wagelmans (1996, 1997) , Lee (1989) , Lee and Denardo (1986) , Maes and Van Wassenhove (1985) , Swoveland (1975), and Zangwill (1966) .
The classical dynamic lot-sizing model is widely applicable in certain settings.
However, the more general problem with demand time windows also has a significant practical importance. Our observations in real life applications attest that associated with each demand, the customer allows a grace period for timely delivery. This grace period is called a demand time window in this paper.
In recent years, time definite delivery (TDD) agreements have become a popular component of supply contracts in third party warehousing .
Under a TDD agreement, the inventory information at the downstream supply chain member, e.g., the customer, is accessible to the supplier, e.g., the warehouse. Reviewing the customer's inventory levels, the supplier makes decisions regarding the quantity and timing of re-supply, but assures timely delivery via imposing a maximum holding time (i.e., a time window) for each delivery. In a representative practical situation, a third party logistics company provides warehousing and transportation for a manufacturer and guarantees TDD for outbound deliveries to the customers. Such an arrangement is particularly advantageous for effective vendor managed inventory where the vendor assumes responsibility for managing inventories at retailers using advanced data retrieval systems (Aviv and Federgruen 1998 , Çetinkaya and Lee 1998 , Parker 1996 , and guarantees timely delivery via satisfying demand time window constraints specified by the retailers.
The concept of a demand time window has received attention in vehicle routing research. Solomon and Desrosiers (1988) Desrochers et al. (1992) , Kohl and Madsen (1997) , Fisher et al. (1997) , and Kohl et al. (1998) .
The concept of a demand time window has also been analyzed in the context of job shop scheduling. Anger et al. (1986) study a single machine problem where the objective is to maximize the number of jobs finished within a production due date window. Other recent studies in scheduling of production due date constraints include Cheng (1988) , Kramer and Lee (1993, 1994) , Liman and Ranaswamy (1994) , Liman et al. (1996) , Weng and Venture (1994) , and Venture and Weng (1996) .
Although the concept of a demand time window has been analyzed in relation to delivery due dates in vehicle routing and production due dates in scheduling, the problem of interest in this paper has not been addressed in the previous literature. This paper focuses on a generalization of the dynamic lot-sizing model where each demand is characterized by a time window. That is, given the time varying demands characterized by the earliest and latest due dates, the problem is about when and how much to order in each period so that demands can be satisfied during their corresponding time windows with a minimal cost.
In the next section we present our notation, and provide a mathematical programming formulation of the dynamic lot-sizing problem with demand time windows.
This formulation is helpful in understanding the difference between the classical problem and the more general problem with demand time windows. In the following section, we also present some important structural properties of the problem with demand time windows. These structural properties are useful for developing polynomial time algorithms as we discuss later in the paper.
Notation and an Integer Programming Formulation of the Problem
In the classical dynamic lot-sizing model, demands that are due in a given period can be aggregated and these aggregated demands can be indexed according to the time period in which they are due. Consequently, the number of demands (aggregated according to their due dates) during the planning horizon cannot exceed T. For the more general problem with demand time windows, two demands with different latest due dates cannot be aggregated, even if their earliest due dates are the same, and vice versa. In this case, we can only aggregate those demands with the same earliest and latest due dates.
After aggregation, the number of demands, denoted by n, is restricted by the maximum number of distinct demand time windows, i.e., the
Therefore, for the more general case with time windows n ≤ T(T-1), whereas for the classical problem n ≤ T. Considering this basic difference between the classical problem and the more general problem with demand time windows, let us summarize the notation that has been in use and introduce some additional notation.
Let t and T denote the period index and the length of planning horizon, respectively. It follows that t ∈ {1,…,T}. Recall that n is the number of demands throughout T. For each i ∈ {1,…,n}, d i represents the quantity of demand i; E i denotes the earliest due date of demand i; and L i denotes the latest due date of demand i. For each t ∈ {1,…,T}, let us also define the following:
• I t + denotes the on-hand inventory at the end of period t.
• I t − denotes the amount backordered at the end of period t.
• K t denotes the fixed cost of ordering/procurement (setup cost) in period t.
• p t denotes the unit ordering/procurement cost in t.
• h t denotes the unit holding cost in t.
• b t denotes the unit backlogging cost in t.
Under the cost assumptions of the problem under consideration, we have the following:
• A holding cost is accrued if inventory is replenished earlier than E i for satisfying
In order to model the effects of the above observations in a mathematical programming formulation, we define the following variables:
• x t denotes the amount produced in period t.
• y t = 1 if x t > 0, and 0 otherwise.
• M is a very large number.
Using this notation, the dynamic lot-sizing problem with demand time windows can be formulated as an integer programming (IP) problem as follows:
Subject to
It is worth noting that, in the above IP model, d it is a decision variable while d i is a given parameter. Naturally, the above formulation is an extension of the classical dynamic lot-sizing model. Observe that equations (4)- (7) where backordering is not allowed. We will revisit the IP formulation shortly before we conclude our discussion about the time complexity of the proposed algorithm for the case where backordering is not allowed.
Optimality Properties
For the sake of simplicity, we momentarily assume that the unit ordering/procurement cost is stationary, i.e., p t = p for all t. Later, in Section 7, we will generalize our results to the case where there are no speculative motives to hold inventory or to backorder. Under the assumption that the unit ordering/procurement cost is stationary, the total ordering/procurement cost (not including the fixed cost of ordering, i.e., the setup cost) can be ignored for the purpose of cost minimization. In this case, the following optimality properties are satisfied.
Property 1:
Regardless that backordering is allowed or not, there exists an optimal solution in which demand is not split. That is, there exists an optimal policy such that, for each demand the entire quantity is covered by the same replenishment order.
Proof: This property is true since there is no limit on the size of the replenishment quantity, i.e., there are no capacity constraints. Using this observation, it is easy to show that any optimal solution (in which demand is split) can be transformed into an equivalent solution in which demand is not split.
Property 2: Suppose that t 1 < t 2 < … < t r are the successive replenishment periods in an optimal solution. Then the following observations are true.
i) If a replenishment period lies within the time window of a demand, then no holding or backlogging costs are incurred for satisfying that demand.
ii) 
Proof:
The proof is straightforward, and thus it is omitted.
Suppose that s and t are two periods such that 1 ≤ s ≤ t ≤ T, and let us define more notation:
• D(s,t) denotes the demand with earliest due dates at s and latest due dates at t. We assume that D(s,t) is given.
• D t denotes the sum of all demands with latest due dates at t.
• A(s,t) denotes the sum of all demands with latest due dates within [s, t] .
• B(s,t) denotes the sum of all demands with time windows located within [s, t] , and • E(s,t) denotes the sum of all demands with earliest due dates at s and latest due dates during [s ,t] . Allowed. As we will see shortly, Properties 1 and 2 are useful in simplifying the computational difficulty and decreasing the time complexity of our algorithms for both cases.
By definition, A(s,t) ≥ B(s,t) ≥ E(s,t). Observe that

Case 1: Shortages are not Allowed
If shortages are not allowed then the following property is a direct result of Property 2.
Property 3: Suppose that t 1 < t 2 < … < t r are the consecutive replenishment periods in an optimal solution. Then the replenishment order received in period t j is used to satisfy
Knowing that Property 3 holds, let C(s,t) denote the minimum cost of buying/producing in period s to satisfy those d i with s ≤ L i ≤ t. Also, let F(t) denote the minimum cost of satisfying those d i with L i ≤ t. It follows that
and the optimal value is given by F(T).
Observe that if the C(s,t) values have already been computed, then the computational complexity of computing F(T) is O(T 2 )
. In this case, the remaining question is how to compute C(s,t) efficiently. This can be achieved by using the following recursive iterations. For t = T, T-1,…,1, let q ≤ t be the latest period with L i = q for some d i . Then, C(s,t) = 0 for q < s ≤ t and
For 1 ≤ s < q, we have
Here is the justification of (12). Given that we already calculated C(s+1,t), the minimum cost of replenishing stock in period s+1 to satisfy
C(s,t) should be the sum of • C(s+1,t),
• the incremental fixed cost of replenishing stock in period s, i.e., K s -K s+1 , and
• the cost of holding those d i with time windows located within [s+1, t], i.e., h s B(s+1,t).
Observe that regardless whether s or s+1 is the period of replenishment for satisfying should include the cost of holding B(s+1,t) during s.
Recall that the computational complexity of calculating B(s,t) for 1 ≤ s ≤ t ≤ T is given by O(T 2 ). Once the B(s,t) values have been calculated, for a given t (1 ≤ t ≤ T) we can compute C(s,t) for 1 ≤ s ≤ t in O(T) time. Thus, the computational complexity of calculating C(s,t) for 1 ≤ s ≤ t ≤ T is again given by O(T 2 ). It now follows that the computational complexity of our proposed algorithm is O(T 2 ).
Remark 1: Recently, Federgruen and Tzur (1991), Wagelmans et al. (1992) , and Aggarwal and Park (1993) have developed O(T) algorithms to solve the classical dynamic lot-sizing problems for which n ≤ T. One of the key ideas in those papers is to transform the mathematical formulation of the classical dynamic lot-sizing model to an equivalent formulation without holding costs. Unfortunately, for the more general problem with demand time window considerations, equation (4) seems to make such a transformation difficult. Hence, development of an O(T) algorithm also seems to be difficult. However, this is not a real difficulty because, for the more general problem with demand time window considerations, n may be of order T 2 . It follows that even reading the data takes up to O(T 2 ) time. Therefore, an optimal algorithm with complexity O(T 2 ) is in fact satisfactory.
Case 2: Backordering is Allowed
Now, we analyze the case where backordering is allowed. We note that, in the following, the definition of C(s,t) is slightly different from Case 1. We also define additional notation.
• For 1 ≤ s < t≤ T, C(s,t) denotes the minimum cost of replenishing in periods s
and t to satisfy those d i with s < L i ≤ t. Here, we intentionally do not include the cost of satisfying those d i with s = L i in the definition since it will be considered in the calculation of C(r,s) for some r < s.
• For 1 ≤ t ≤ T, • Also, we define F * (T) as the minimum cost of satisfying those d i with L i ≤ T.
Hence, F * (T) denotes the optimal cost.
It follows that, for t =1,…,T-1
Observe that, by definition, both F(s) and C(s,t) include the fixed cost of replenishing in period s. Thus, in order to obtain an expression of F(t), we subtract K s from F(s) + C(s,t).
Knowing F(t) for t =1,…,T-1, the optimal solution is obtained through the following recursive equations:
Also, note that T may or may not be a replenishment period. Therefore, either one of the following two can happen: if
, then T is not a replenishment period in an optimal solution, and otherwise T is a replenishment period. By definition, we simply have
and
We also have I r − = A(1,r-1) for r = 1,…,t-1 regardless whether t or t+1 is the first period 
The justification of (17) is similar to that of (15) 
is O(T).
Computing C(s,t)
Given two consecutive replenishment periods s and t, if s < E i ≤ L i < t then we need to know whether it is cheaper to satisfy d i using the replenishment quantity received in s or in t. If E i = u, and L i = v, then the answer depends only on whether or not
For each triple (u,v,t) with 1 < u ≤ v ≤ t, let us define q (u,v,t) as the latest period s < u for which inequality (18) is satisfied. Suppose that j and t are two consecutive q(u,v,t) , then it is cheaper to satisfy d i by using the replenishment received in period t. Otherwise, it is cheaper to satisfy d i by using the replenishment received in period j. Because of monotonicity properties, we can compute all possible q (u,v,t) in O(T 3 ) time.
In order to find an efficient way for calculating C(s,t), we need to derive a recursive relation between C(s,t) and C(s+1,t). In deriving a relationship between C(s,t)
and C (s+1,t) , we need to analyze the changes in three cost items: setup cost, holding cost, and backordering cost. That is, in deriving a recursive relation between C(s,t) and C(s+1,t), we need to know the quantities of the demands that were previously ordered in period s+1 (when s+1 and t are two consecutive replenishment periods) but now should be ordered in period s (when s and t become two consecutive replenishment periods). In order to keep track of this amount, we define the following:
• For u such that s < u < t, let S(s,u,t) be the set of all v with q(u,v,t) = s where u ≤ v
. It follows that among B(s+2, t -1) (i.e., and t are two consecutive replenishment periods) are ordered in t when s and t become two consecutive replenishment periods.
• For v such that s < v < t, let T(s,v,t) be the set of all u with q(u,v,t) = s where s <u
. It follows that among B(s+2, t -1), It is worth noting that ∆ 1 (s,u,t) and ∆ 2 (s,v,t) are useful in deriving a recursive relationship between C(s,t) and C(s+1,t). That is, ∆ 1 (s,u,t) is used for calculating the holding cost decrease when s and t become two consecutive replenishment periods instead of s+1 and t. Similarly, ∆ 2 (s,v,t) is used for calculating the backordering cost increase .
Given q (u,v,t) Adopting a similar method, the computational complexity of obtaining the ∆ 2 (s,v,t) values is also O(T 3 ).
Let I(s,t) denote the optimal level of on-hand inventory at the end of period s (i.e.
I(s,t) = I s + ), given that s and t are two consecutive replenishment periods for satisfying (s,t) values can be computed using the following backward iterations:
Regardless that "s and t" or "s+1 and t" are consecutive replenishment periods, it is always cheaper to satisfy those d i with L i = t by the replenishment in period t (i.e., without incurring any holding or backordering costs). The above recursion formula reflects the fact that, if s and t are two consecutive replenishment periods then it is cheaper to order for the ∑ ∆ Thus, for t = 2,…,T, we have
and for s = t-1,t-2,…,1, we have
The correctness of the above formula follows from the following observations: 
ii)
I(s,t) is the on hand inventory at the end of period s when s and t are two consecutive replenishment periods, and hence we include a holding cost of h s I(s,t) in calculating C(s,t). (11) - (12) and (14) - (20) by the following equations. iii) Recall that, if s+1 and t are two consecutive replenishment periods then it is cheaper to satisfy E(s+1,t-1) (i.e., those d i with E i = s+1, and s+1 ≤ L i ≤ t-1) using the replenishment quantity received in s+1 (without incurring any hold or backlogging costs). However, among E(s+1,t-1), ∆ 2 (s,s+1,t) is the amount to be replenished in period t when s and t become two consecutive replenishment periods. The cost of replenishing ∆ 2 (s,s+1,t) units (excluding the fixed cost) in s+1 and t are p s+1 ∆ 2 (s,s+1,t) and p t ∆ 2 (s,s+1,t), respectively. Note that p s+1 ∆ 2 (s,s+1,t) is already included in p s+1 [A(s+2,t)-B(s+2,t-1)]. Hence, we need to include p t ∆ 2 (s,s+1,t) in Equation (20)′.
It is left to the reader to verify that the running time of the algorithm is still O (T  3 ) in the backlogging case and O(T 2 ) if backlogging is not allowed. Finally, we note that for the backlogging case, the time bound can also be achieved when p t +h t ≥ p t+1 ≥ p t for all t, because reversing the time axis this case can be transformed into the case discussed above.
Another Application Area and Future Research
If the unit holding and backordering cost is very high, or equivalently, ordering before the earliest due date or after the latest due date is not allowed, then each demand needs to be ordered within its demand time window. It is also interesting to observe that this specific case of our problem is equivalent to the following location problem. "What will be the minimum cost of installing facilities that can serve all one-dimensional customers where customer i is located at (E i + L i )/2 and can only be served by a facility within a distance (L i -E i )/2?" (Francis et al., 1992) Therefore, the dynamic programming algorithm described above is also applicable in the context of location planning.
Some important research directions in dynamic lot-sizing with demand time windows include consideration of capacity constraints and the incorporation of inbound and outbound transportation costs.
