, and learn the contribution weight of each data view to multi-label learning task for all the class labels jointly. Then, the final prediction can be made by combing the prediction results of all the classifiers and the learned contribution weights. The extensive comparison experiments with the state-of-the-art approaches manifest the effectiveness of the proposed method VLSF.
I. INTRODUCTION
Multi-label learning [1] - [4] deals with the problem that an object is represented by a single instance and associated with multiple class labels simultaneously, where the class labels may have correlations with each other. For example, an research article may contain several topics simultaneously, e.g., "machine learning", "data mining", "optimization", and "statistical learning", and these topics may have strong correlation with each other. The core of multi-label learning is how to exploit correlations among class labels to construct an effective learning model which can predict a set of possible class labels for unseen objects. Over the past decades, a variety of well-established approaches [5] - [7] have been proposed to solve multi-label learning problems from various aspects.
However, in many multi-label learning applications, the objects can be represented by multiple types of
The associate editor coordinating the review of this manuscript and approving it for publication was Hao Ji. data features. The large volume, high dimensionality and multiple heterogeneous of data will pose great challenges to multi-label learning task. For example, an research article may be composed of several modalities, such as text, image, and citation networks. Besides, for image classification [8] - [11] , different types of features, e.g., HUE, SIFT, GIST, HSV, RGB and LAB [12] , can be extracted and used. Such problem is defined as multi-view multi-label learning [13] - [17] . In multi-view multi-label learning, each object is represented by multiple data views, and belongs to multiple class labels simultaneously. Existing multi-label learning approaches can be used to deal with multi-view data in two simple ways. One is concatenating all the data views into a single data view, then applying multi-label learning approaches directly. However, the concatenation strategy not only ignores the physical interpretations of different features, but it also addresses the over-fitting problem given limited training examples. The other is constructing a multi-label learning model for each data view, and aggregating the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ results of those models to form the final prediction. But this strategy ignores the complementary and consensus between data views. Multi-view learning [8] aims to learn a function for each data view and jointly optimizes all the functions to improve the generalization performance. In multi-view multi-label learning, all the data views have the contribution to the multi-label learning task, and the challenge is how to enhance the performance of multi-label learning by fully exploiting the effectiveness of multiple data views. Over the past decades, several approaches have been proposed to solve multi-view multi-label learning problems, such as [1] , [9] , [13] - [18] . These approaches can be divided into two major categories: early fusion and late fusion. The early fusion strategy seeks to learn a common representation for all the views, and then constructs a multi-label classification model based on it [9] , [13] - [15] , [17] . While in late fusion strategy, a multilabel classifier for each data view is constructed first, and then the prediction results of these classifiers for all the views are combined for final prediction, such as [1] , [16] , [18] .
In multi-view multi-label learning, different data views have different contributions to the multi-label learning task. Besides, for each data view, different features have different contributions to all the class labels, and each class label might be determined by some specific features of its own. For example, the pascal07 data set [12] , it is composed of several types of features, such as HUE, SIFT, GIST, HSV, RGB, and Tags. "Tags" is a high level data representation than other, and has a bigger contribution to the learning task (see Figure 6 ). "Tags" is composed of 804 semantic words, some of them like "aero:airport=cyul", "aeroplane", "aeroplanes", "aeroplano", and "aerotagged" have strong discriminability in the discrimination of whether an image is about the class of Aeroplanes. Similarly, words like "moto", "motor", "motorbike", "motorcycle", "motors", and "motorshow" have strong discriminability when determining whether an image is about the class of Motorbikes. These words (features) can be considered as label-specific features to the corresponding class labels.
To the best of our knowledge, our work is the first time to fully explore the discriminative view-label-specific representation for each data view. Therefore, in this paper, a novel framework named VLSF for multi-view multi-label learning is proposed, i.e., multi-view multi-label learning with View-Label-Specific Features. First, for each data view, label correlation and view consensus are exploited to learn a viewlabel-specific data representation composed of label-specific features, and then a multi-label classification model is constructed based on it. After that, we can learn the contribution of each data view to multi-label learning task for all the class labels jointly. Last, the final prediction can be made by combing the results of the classifiers of all the data views and the learned contributions. Extensive experiments with the state-of-the-art approaches manifest the effectiveness of our proposed method VLSF. To sum up, the main contributions of this paper are three-fold: 1) We learn a low dimensional label-specific data representation for each data view by exploiting both view consensus and label correlation. 2) Multi-label classification model is constructed based on each label-specific data representation, and appropriate view contribution weights are learned for different data views simultaneously. 3) Final multi-label prediction is obtained by aggregating the learning results of all the multi-label classification models and their view contribution weights. The rest of this paper is organized as follows. Section II reviews previous works on multi-label learning and multi-view learning. Section III presents details of the proposed method VLSF. The comparative experimental results and analyses are shown in Section IV. Finally, we conclude the paper in Section V.
II. RELATED WORK A. MULTI-LABEL LEARNING
In multi-label learning, examples are annotated with multiple class labels [1] - [4] , the class labels are not mutual exclusively with other, but have correlations with each other. According to the way of label correlation being exploited, existing multi-label approaches can be generally grouped into three categories [4] , i.e., first-order, second-order and high-order. First-order approaches tackle multi-label learning without exploiting label correlation, such as [5] , [19] - [21] . Second-order approaches exploit pairwise relationship between label pairs, such as [22] , [23] . Highorder approaches exploit relationships among all the class labels or a subset of class labels, such as [24] - [27] .
Recently, many multi-label classification models are constructed based on label-specific features, e.g., [5] , [6] , [28] - [34] . In LIFT [5] , for each class label, the positive and negative examples are first clustered into several groups respectively. Then, the low dimensional label-specific features, represented by the distances between each instance and the centers of positive and negative examples, are applied to construct a binary classification model for the corresponding class label. Based on LIFT approach, RFS-LIFT [28] further selects a subset features from the label-specific features generated by LIFT approach by the fuzzy rough set method. ML-DFL [29] is similar to LIFT approach, while it utilizes a new clustering method, i.e., Spectral Instance Alignment. The above three approaches do not consider label correlation in model construction. MLSF [32] approach first clusters the highly correlated class labels into k meta label set based on both the label and instance spaces by a spectral clustering method, Then, it selects label-specific features for each meta label set with Lasso approach. LLSF [30] learns both label-specific feature and class-dependent labels in a sparse stacking way. SLEF ML [31] exploits the second-order label correlation to learn the label-specific features with the learns label-specific features and label correlations, where the label correlations are exploited by constraining that similar label correlations-based features are shared by similar samples in regard to the label space. LSML [6] jointly performs missing label set recovery and label-specific features learning for multi-label classification with missing labels.
As aforementioned, these approaches can be applied to solve multi-view multi-label learning problems directly, but with the limitation to exploit the complementary and consensus between different data views.
B. MULTI-VIEW MULTI-LABEL LEARNING
In multi-view multi-label learning, each object is represented by multiple data views, and belongs to multiple class labels simultaneously. Current multi-view multi-label learning approaches can be divided into two major categories: early fusion and late fusion. In early fusion strategy, a common representation for all the views is usually learned first, and then a multi-label classification model is constructed based on it, such as [9] , [13] - [15] , [17] , [35] .
lrMMC [9] is a low-rank multi-view matrix completion for multi-view multi-label image classification. It first seeks a low-dimensional common representation of all views by matrix factorization, and then predicts the class labels for unknown examples by matrix completion (MC) method. While the learned common representation may be not discriminative, as the label information is not fully exploited. In [15] , a new block-row regularizer into the MVML framework is proposed. All the data views are concatenated into a single view, and then a linear model is constructed based on it. A F-norm regularizer is utilized to select informative views, and 2,1 -norm regularizer is utilized to select the informative features. All the selected features are shared by all the class labels, and the contributions of different features to each class label are ignored. OPSL [14] jointly conducts multiview representation and image annotation via optimal predictive subspace. For subspace learning, both visual structure and semantic information are exploited to learn discriminative and compact subspace representation. Then, the SVM algorithm is adopted to obtain better tag prediction results. OPSL suffers a high space complexity due to the exploiting of visual structures and semantic structure. iMVML [13] addresses the incomplete multi-view weak-label learning, a common discriminative low-rank representation is learned from multiple incomplete views by NMF. Then a linear model is constructed based on it with the nuclear norm on the coefficients. McWL [17] learns a composite weighted graph by combining all the individual kNN graphs of each data view with a kernel target alignment technique. Then the matrix completion method is applied for prediction with the learned composite weighted graph as the input feature. McWL achieves a good performance, but with a high space complexity.
While in late fusion strategy, a multi-label classifier for each data view is constructed first, and then the prediction results of these classifiers for all the views are combined for final prediction, such as [1] , [16] , [18] , [36] , [37] . MMP [18] simultaneously explores both the view heterogeneity and the label heterogeneity. It exploits the consistencies among different views by requiring them to generate the same annotation result, and captures the correlations among different labels by imposing the similarity constraints. MMP achieves a good performance, but with a high time complexity. In [1] , the authors propose two ensemble models based on Boosting and Bagging for multi-view multi-label learning respectively. A set of SVM base learners are constructed for each data view, and the weights of them are evaluated on a validation data set to avoid overfitting issue. Prediction for unseen examples can be obtained by aggregating all the predictions of all the SVM base learners of all the views. MLSO [16] first constructs a SVM classifier based on each data view, and then constructs an optimization framework to find the optimal fusion weights for each data view by minimizing the distance between the ground truth labels and the predictions generated by SVM classifiers and ground truth labels of the k nearest neighbors of each training example. For each test example, the final prediction can be made by combining the predictions of each data view and ground truth labels of its k nearest neighbors in each data view with the learned optimal fusion weights. The distance is calculated according to both the feature space and label space with a balance weight, and this will induce a high time cost.
By surveying previous works, there does not exist an effective multi-view multi-label learning method to fully explore the discriminative label-specific representation for each data view.
III. LEARNING VIEW-LABEL-SPECIFIC FEATURES
The learning framework of our proposed method VLSF is shown in Figure 1 , it is mainly composed of three steps: learning low dimensional view-label-specific data representations for each data view and constructing multi-label classifiers, learning the view contribution weights, and fusion the classification results of all the classifiers.
A. NOTATIONS
For a multi-view multi-label data set, there are m data views, and each view of the data is represented by
where d v is the dimensional of the v-th view, and m is the number of data views. Y ∈ {0, 1} n×q is the label matrix, where y ij = 1 indicates the i-th example has the j-th label y j and y ij = 0 otherwise, and q is the number class labels.
B. LEARNING VIEW-LABEL-SPECIFIC FEATURES
As aforementioned, for a multi-view multi-label data set, each class label is only determined by a subset of specific features from the set of original features of each view. To achieve this goal, we model it by a linear model with a 1 -norm regularization on the model coefficients. On the other hand, all the data views may be useful to the multi-label learning task, but the contributions are different. We seek to learn the view weight for all the views. Let θ v denotes the view weight for the v-th data view, which indicates the contribution of this data view. Then, the optimization problem can be defined as follows,
where 
C. VIEW CONSENSUS
Consensus is an important principle of multi-view learning [8] , i.e., the learning results of two different data views should be consistent. Figure 2 shows the results of BR over each data view of pascal07 data in terms of F 1 to each class label. The circle indicates the normalized prediction loss 1 of Lasso over each data view. It is noted that data views with similar prediction loss have similar output to each class label in most cases. Intuitively, data view with a big contribution weight will lead to a good multi-label prediction result. Therefore, if there is a big difference between the 1 The prediction loss for the v-th view is calculated by
F , which normalized by min-max normalization. contributions of two data views, their learning results will be extremely different. If we still impose strong constraint on the consistency between the learning results of them, the final performance may not be improved as expected (see the experimental results in Table 3) .
In this paper, we model the consensus between different data views by exploiting their contributions. Specifically, we assume that data views with similar view weights (i.e., view contributions) will have similar multi-label predictions, otherwise, the multi-label predictions between them will be dissimilar. Let h j iv = 1 |θ i −θ v |+s , where θ i and θ v are the view weights for the i-th and v-th data view respectively, and s > 0 is the smooth parameter. Then, the optimization problem can be redefined as follows,
If the values of θ i and θ v are very close, it will lead to a big value of h iv which will put a strong constraint on the consistency between X i W i and X v W v . The smooth parameter s is simply set to be 1/m in this paper.
D. EXPLOITING LABEL CORRELATION
In multi-label learning, class labels are not mutually, but have correlations with each other. Previous works [30] , [38] indicate that exploiting label correlation can improve the performance of multi-label classifiers. Let P ∈ R q×q be the
v and w j v will be dissimilar. Then, the objective function can be rewritten as follows,
where L ∈ R q×q is the graph Laplacian matrix of the correlation matrix P. In this paper, the correlation matrix P is obtained by calculating the cosine similarity between any label pair based on the observed label matrix Y directly.
E. OPTIMIZATION
The minimization of problem (3) is convex, but non-smooth due to the non-smoothness of the 1 -norm regularization term. The accelerated proximal gradient method [39] is adopted to solve it. For the simplicity of presentation, we use to indicate all the model coefficients (i.e., {W v } m v=1 and θ ) of problem (3), and then problem (3) can be redefined as follows,
where f ( ) and g( ) are,
For any L > 0, we define the quadratic approximation of [39] . Then, the proximal gradient algorithm minimizes a sequence of separable quadratic approximations to F( ). The solution of can be obtained by minimizing
where
, and (t)
Here t is the result of at the t-th iteration, and a sequence α t should satisfy
and θ are unknown parameters, and they can be updated alternatively.
1) UPDATE W v
There are m data views, and we can solve each W v (1 ≤ v ≤ m) separately with fixed {W j } m j=1,j =v and θ . For the v-th data view, the optimization problem w.r.t W v can be written as follows,
Then, the gradient of problem (7) w.r.t W v can be obtained as follows,
According to [39] , each W v can be updated as follows,
where is the step size. The function g W v ( ) with regard to W v corresponds to the 1 -norm, which can be solved by the element-wise soft-threshold operator defined as,
where (·) + = max(·, 0), 1 ≤ i ≤ d v , and 1 ≤ j ≤ q. VOLUME 7, 2019 2) UPDATE θ
Let a ∈ R m×1 with each element
Then, the objective function (10) can be rewritten as follows,
The coordinate descent procedure is adopted to update θ . Specifically, in each iteration, only two elements θ i and θ j (1 ≤ i, j ≤ m) are selected to be updated, and the others are fixed. By using the Lagrangian of problem (11) and considering the sum to one constraint, the following updating rules can be obtained,
where ζ = 1 − m t=1,t =i,j θ t .
Algorithm 1 VLSF Method
Input: Training data: 
Then, the prediction label vector h(x t ) ∈ {0, 1} 1×q can be obtained based on f (x t ) with a threshold τ .
3) COMPLEXITY ANALYSIS
In our proposed method, each data view X v ∈ R n×d v , 1 ≤ v ≤ m, the label matrix Y ∈ {0, 1} n×q , the graph Laplacian matrix of the correlation matrix L ∈ R q×q , and
is the model coefficients of the v-th data view, where n is the number of instances, d v is the dimensionality for the v-th data view, q is the number of class labels, and m is the number of data views. In algorithm 1, steps 8 and 10 are the most time-consuming steps, which are mainly composed of some matrix multiplication operations. In step 8, we need to calculate the value of functions F(·) and Q L (·), and in step 10, we need to calculate the gradient for each 
IV. EXPERIMENT A. EXPERIMENTAL SETUP 1) DATA SETS
The effectiveness of our proposed method VLSF is validated on five multi-view multi-label benchmark data sets and two multi-label data sets, which can be download from [12] 2 and Mulan 3 . For each of five multi-view multi-label benchmark data sets, we randomly select six different data views to represent it, and then we can obtain 10 data sets. Also, for multi-label data sets (i.e., rcv1subset1 and bibtex), different proportions (i.e., 0.8d, 0.9d, and 1d, where d is the dimension of data features) of the original data features are randomly selected to compose three data views, respectively. Consequently, there are twelve data set totally, the details of which are summarized in Table 1 .
2) EVALUATION METRICS
The performance of the comparing algorithms is evaluated in terms of seven common evaluation metrics [1] - [4] . Given a test set
, where
, Y i ∈ Y is the set of ground truth labels, and h(x i ) is the set of predicted labels for the i-th instance. f (x i , y) indicates the confidence score that x i belongs to label y, and h(x i ) is the predicted class labels.
• Hamming Loss evaluates how many times an instance-label pair is misclassified, i.e., a label not belonging to the instance is predicted or a label belonging to the instance is not predicted.
where indicates the symmetric difference between two sets.
• One Error evaluates the fraction of instances whose top-ranked label is not in the relevant label set, · is an indication function
• Coverage evaluates how many steps are needed, on average, to move down the ranked label list so as to cover all the relevant labels of the instance.
• Ranking Loss evaluates the fraction of reversely ordered label pairs, i.e. an irrelevant label is ranked higher than a relevant label.
where r = {(y , y )|f (
• Average Precision evaluates the average fraction of relevant labels ranked higher than a particular label y ∈ Y i .
• Macro AUC evaluates the average AUC of all the class labels.
indicates the set of test instances with(without) label y j .
• Subset Accuracy evaluates how many times the ground truth label set and the predicted label set are exactly matched.
The above evaluation metrics are widely used for multi-label learning, and can appropriately evaluate the performance of multi-label algorithms from different perspectives. For Average Precision, AUC, and Subset Accuracy, the bigger the values, the better performance of a classifier. For the other ones, the smaller the values, the better the performance of a classifier.
3) COMPARING ALGORITHMS
To verify the effectiveness of our proposed method VLSF, we compare it with a number of state-of-the-art multi-label and multi-view multi-label learning approaches. The following summarizes some detailed instructions and configurations of these comparing approaches. 1) BR [19] : Binary Relevance. It solves q independent binary (one-vs-rest) classification subproblems for each class label. In the experiment, Logistic Regression with 1 norm is utilized as the base binary learner for each binary classifier of BR approach, which can induce sparse label-specific features. It is implemented based on LIBLINEAR [40] , and its regularization parameter is tuned in {10 −5 , 10 −4 , . . . , 10 3 }. 2) LLSF [30] 4 : Learning label-specific features for multi-label learning. The regularization parameters α and β are tuned in {2 i |i = −10, . . . , 10}. 3) lrMMC [9] : Low-rank Multi-view learning in matrix completion for multi-label image classification. The dimension k of the common subspace is chosen from the set of {100, 200, 300, 400, 500}, and parameter γ is tuned in {10 i |i = −4, . . . , 3}. 4) iMVML [13] is made by combing the outputs of m models with equal contribution weights. Parameter tuning for all the comparing approaches is based on a 5-fold cross validation over the training data of each data set.
B. EXPERIMENTAL RESULTS
For each data set, we randomly generate 80% of it as the training part and 20% for testing, which is repeated ten times. The average results (mean±std) of each comparing algorithm over these multi-view multi-label benchmark data sets in terms of each evaluation metric are shown in Tables 2 and 3 . Friedman test [41] is employed to conduct performance analysis among the comparing algorithms. Table 6 provides the Friedman statistics F F and the corresponding critical value in terms of each evaluation metric. As shown in Table 6 , at significance level α = 0.05, the null hypothesis that all the comparing algorithms perform equivalently is clearly rejected in terms of each evaluation metric. Consequently, we can proceed with a post-hoc test [41] to analyse the relative performance among the comparing algorithms. The Nemenyi test [41] is employed to test whether our proposed method VLSF achieves a competitive performance against the comparing algorithms, where VLSF is considered as the control algorithm. The performance between two classifiers will be significantly different if the corresponding average ranks differ by at least the critical difference CD = q α k(k+1) 6N . For Nemenyi test, q α = 2.85 at significance level α = 0.05, and thus CD = 2.1767 (k = 6, N = 12). Figure 3 and 4 show the CD diagrams of VLSF w.r.t to the comparing algorithms and different version of VLSF on each evaluation metric, respectively. In each sub-figure, any comparing algorithm whose average rank is within one CD to that of VLSF is connected. Otherwise, any algorithm not connected with VLSF is considered to have significant different performance between them. According to these experimental results, the following observations can be made:
• The proposed method VLSF achieves a better performance than all the comparing algorithms over the twelve data sets overall, which manifests the effectiveness of VLSF on solving multi-view multi-label learning tasks by learning view-label-specific features.
• VLSF, LLSF and BR all model view-label-specific features, but VLSF also models the view consensus. The super performance of VLSF against them demonstrates the effectiveness of exploiting view consensus and label correlation.
• VLSF outperforms the other four different versions of it. It verifies the effectiveness of each item in the objective function of VLSF. Specifically, the super performance of VLSF against VLSF-E indicates the effectiveness on modeling view contributions. Besides, VLSF outperforms VLSF-I which verifies the effectiveness of our assumption on exploiting view contributions to model view consensus.
• VLSF-L achieves a better performance than VLSF-V, which indicates that label correlation play an more important role than view consensus for multi-view multi-label learning in VLSF. A better performance will be made if an more advanced way is proposed to model view consensus.
C. PARAMETER ANALYSIS
In the proposed method, there are four parameters, i.e., λ 1 , λ 2 , λ 3 , and λ 4 . To analyze the sensitivities of parameters of VLSF, we only conduct the experiment on "corel5k" data set, and similar results were obtained for the other data sets as well. The data set is split into training (80%) and testing (20%) parts 5 times randomly. Figure 5 shows the average results of VLSF over the 2 repetitions with different values of λ 1 , λ 2 , λ 3 , and λ 4 . In each time, one parameter varies and the others are fixed with the optimal values. The optimal parameter setting of VLSF for corel5k data set is λ 1 = 10 −3 , λ 2 = 10 2 , λ 3 = 10 6 , and λ 4 = 10 5 . Parameters λ 1 is tuned in {10 i |i = −7 : −1}, λ 2 is tuned in {10 i |i = −1 : 5}, λ 3 is tuned in {10 i |i = 4 : 10}, and λ 4 is tuned in {10 i |i = 3 : 8}. From the experimental results, it is noted that the optimal performance of VLSF is usually achieved at some intermediate values of each regularization parameter. Parameter λ 1 controls the sparsity of view-label-specific features for each class label, λ 2 controls the consensus between different data views, λ 3 controls the importance of pairwise label correlations between class labels, and λ 4 controls the contributions of all the data views. First, Informative viewlabel-specific features will be filtered out with a large value of λ 1 . Thus, the performance of VLSF is poor when the values of λ 1 is too large, and the optimal performance is obtained with a moderate value (see Figure 5(a) ). Second, a moderate value of λ 2 will encourage the data views to obtain useful information from other data views, and the performance of VLSF is thus improved (see Figure 5(b) ). While if λ 2 is too large or small, VLSF will achieve a poor performance, because the performance of VLSF will be influenced by these data views with lower contribution weights. Third, exploiting label correlation can significantly improve the performance of VLSF (see Figure 5 (c) and Table 3 ). Last, VLSF tends to use only one data view for the learning task with a small value of λ 4 , i.e., only one θ v = 1 and others θ j,j =v = 0, 1 ≤ v, j ≤ m with zero. It is worth noting that the performance of VLSF is almost unchanged when λ 4 is larger than 10 6 (see Figure 5(d) ). Because if the value of λ 4 is too large, VLSF tends to obtain equal view weights for different data views, i.e., θ v ≈ 1 m , 1 ≤ v ≤ m, where m is the number of data views. Figure 6 reports the weight coefficients θ learned by VLSF for the six selected experimental multi-view multi-label data sets. A big value of θ v indicates a big contribution of the corresponding data view to the multi-label classification task. From these results, we find that the views of Densift, HSV, and RGB have bigger contributions than DenseHue, Gist, and Lab. Moreover, for pascal07 data set, the view of Tags obtains the biggest weight among the six data views. That is because "Tags" can be considered as high level data representation composed of semantic words, which has a strong contribution to the learning task. 
D. VISUALIZATION OF VIEW-WEIGHT

E. RATIO OF VIEW-LABEL-SPECIFIC FEATURES
For multi-view multi-label learning, we assume that each class label is only determined by a subset of view-labelspecific features from the original feature set of each data view for a given data set.
In VLSF, for the v-th data view, the view-label-specific features are indicated by the nonzero entities of W v , 1 ≤ v ≤ m. Figure 7 shows the ratio of view-label specific features Figure 7 , it is noted that each class label is determined by a subset of features of each data view.
V. CONCLUSION
In this paper, we propose to solve multi-view multi-label learning problem by learning view-label-specific features. Label correlation and view contributions are employed to model view consensus and view-label-specific features. First, it learns a low dimensional label-specific data representation for each class label of a data view and constructs a multi-label classification model based on it by exploiting label correlations and view consensus. and then it learns the contribution weight of each data view to multi-label learning task for all the class labels jointly. Finally, the final prediction can be made by aggregating the prediction results of all the classifiers and the learned contribution weights.
A comparative study with state-of-the-art approaches manifested a competitive performance of our proposed method for multi-view multi-label learning. The experimental results w.r.t different versions of the proposed method verified the effectiveness of exploiting label correlation, view consensus, and learning view-label-specific data representation for multi-view multi-label learning. Future work will be dedicated to proposing novel and advanced ways to model view consensus.
