Wireless energy transferring technology offers a constant and instantaneous power for low-power applications such as Internet of Things (IoT) to become an affordable reality. This paper considers simultaneous wireless information and power transfer (SWIPT) over a dual-hop decode-andforward (DF) relay network with the power-splitting (PS) energy harvesting protocol at the relay. The relay is equipped with a finite capacity battery. The system performance, which is characterized by the average success probability of source to destination transmission, is a function of the resource allocation policy that selects the PS ratio and the transmit energy of the relay. We develop a mathematical framework to find an upper bound for the maximum the average success probability. The upper bound is formulated by a discrete state space Markov decision problem (MDP) and make use of a policy iteration algorithm to calculate it.
I. INTRODUCTION
Multi-user networks with relays, sensors and Internet of Things (IoT) in the 5G and beyond networks will generate enormous amount of data and consume large amount of energy for a wide range of services in different domain, e.g., [1] , [2] and references therein. One of the key challenges in such wireless networks is energizing the remote devices for successful communication. Although natural energy resources such as wind and solar can be used, they are often hindered by inconsistent availability, implementation overhead or the requirement of large infrastructure. Thus, energy harvesting (EH) using radio frequency (RF) signals, is motivated as existing communication circuitry can be used with low cost modifications [3] . Since such low power communication interfaces make the seamless connectivity more challenging, relaying or cooperative communication has been promoted as a viable solution, especially for the Internet of Things (IoT) [4] . Thus, RF energy harvesting in relay networks has gained much attention recently.
A. Related Work
Since energy at the EH node is not automatically replenished as in a traditional node with fixed power supply, the performance of an EH network depends on the EH protocol and the usage scheme of the harvested energy. For simultaneous information and power transfer (SWIPT), two basic EH protocols, i) time-switching (TS) and ii) power-splitting (PS), This work is supported by the Australian Research Council (ARC) through the Discovery Early Career Researcher (DECRA) Award DE160100020. are introduced for amplify-and-forward (AF) and decode-andforward (DF) relay networks in [5] - [7] . An optimal hybrid EH protocol, which is a combination of PS and TS protocols is introduced in [8] , [9] and it outperforms both TS and PS protocols. An improved receiver architecture for PS protocol is introduced in [10] and [11] , which makes use of the level of the harvested energy as side information to assist the decoding of the source transmitted message. The common assumption of most of these work is that the total harvested energy is used for data transmission and thus a battery for long term energy storage is not required at the EH node. However, a long term energy storage enables a PS energy harvesting node to manage two basic resources i) PS ratio and ii) transmit energy. Thus, an efficient resource allocation scheme, which store excess amount of harvested energy for future use, can achieve a better performance compared to a network without a battery in the EH node. Due to the battery energy dependency on the resource allocation decisions made earlier, the analysis of the system performance needs more attention.
For EH relaying with a battery, several resource allocation methods are discussed in literature. An AF relaying network with TS energy harvesting is considered in [12] , where data relaying is realized when sufficient energy is collected through EH. An AF relaying network with PS energy harvesting is considered in [13] , where the remaining energy after data transmission is stored in the battery. The optimal resource allocation that maximizes the energy efficiency in a WSN with DF relaying is considered in [14] . A sum-throughput maximization problem is formulated for DF relay [15] , where the relay node opportunistically switch between modes of total EH and PS based information processing. Resource allocation schemes for EH nodes which harvest energy from renewable sources such as wind or solar are investigated in [16] , [17] . All these work assume full CSI at the decision node. The outage performance is analyzed in [18] for a sub-optimal resource allocation scheme based on incremental DF relay protocol.
B. Problem Statement and Contribution
In contrast to previous work [5] - [8] , [12] - [15] , this paper thus considers a dual hop DF relaying network with the PS energy harvesting protocol assuming that no CSI of forward channels is available at any node. The system performance is evaluated by the average success probability of the source to destination communication. To efficiently use the harvested Decision rule in the mth block, which gives an action for each state -
Resource allocation policy -the sequence of decision rules d1, d2, · · · Pπ (s) Average success probability of policy π for the initial state S1 = s Pπ Average success probability of policy π energy, the relay is equipped with a battery, which consists of a finite capacity. In contrast to [18] , we focus our attention to find the maximum average success probability over the set of resource allocation policies. The evaluation of maximum is important to assess the feasibility of the network for a practical set of system parameters. Due to the intractability of the problem, we develop a mathematical framework to find an upper bound for the maximum average success probability by formulating a discrete state Markov decision problem (MDP).
II. SYSTEM MODEL
In this section, we discuss main assumptions and the operation of the network.
A. Network Model
We consider a wireless relay network in which a source node (S) communicates with a destination node (D) via a single relay node (R). The relay operates in the DF mode. We assume that the direct link between S and D is not available due to a blockage. The communication takes place in halfduplex mode. Each node has a single antenna.
The network operates block by block, where each block has a duration T and is indexed by m ∈ {1, 2, · · · }. The fading coefficients of S to R channel (S-R) and R to D channel (R-D) in the mth block are denoted byh m andg m , respectively, which are independent. Since an unbounded flatfading channel may be modeled by a finite number of channel states with an arbitrary low error [13] , [19] , both channel coefficients are drawn from finite sets. We assume that there is no feedback from D to R or from R to S. Thus, no CSI is available on the forward channel, i.e., S does not have any channel knowledge, R has knowledge onh m , and D has knowledge ong m . The source transmits with constant power P s and information rate τ . The relay harvests energy from source transmitted information signal and uses that energy for information transmission to the destination. The PS protocol is used in R. The source transmits the message during the first half of the block. The relay uses √ λ m portion of the received signal for the EH, and the remaining √ 1 − λ m portion of the received signal is utilized for the information decoding. During the second half of the block, the relay transmits the decoded message to the destination using u m amount of energy.
B. Analytical Model 1) S-R and R-D Transmission:
The discrete time received signal at the information decoder of R in kth symbol index of
r,a and n (k) r,c are AWGN at the antenna and the information decoder of R, respectively with variance σ 2 . Therefore, the signal-to-noiseratio (SNR) of S − R channel in the mth block is
where h m = |h m | 2 and h m ∈ H for all m. Since fading coefficients are drawn from a finite set, H is also finite. Thus,
To omit the use of the index i when not necessary, we may denote a general element of H by h.
The probability mass functions for H is f H (h).
If the Relay uses u m energy to transmit information, the discrete time received signal at D in the kth symbol index of the mth block is y
m is the kth symbol transmitted by R. Therefore the SNR at D in the mth block is
where g m = |g m | 2 and g m ∈ G for all m. Since fading coefficients are drawn from a finite set, G is also finite. We denote the largest element of G by g max .
C. Relay Operations and Battery Behavior
The total harvested energy during the mth block by neglecting the noise energy, is ηP s h m λ m T 2 where η ∈ (0, 1) is the conversion efficiency [3] . This energy is directly transfered to the battery. Thus, the battery energy at t = m + 1 2 T is
where B < ∞ is the battery capacity and E m is the residual battery energy at the beginning of the mth block. For information transmission from R to D, the relay uses u m amount energy. The residual battery energy for the next block, is
If Shannon channel capacity is larger than the information rate τ , the receiving node may decode the received signal with arbitrary small error probability. This is defined as a successful decoding. Thus, to achieve a successful decoding with a minimum received SNR γ τ , we have τ = 1 2 log 2 (1 + γ τ ) bits/s/Hz, in which the factor 1 2 is due to each S-R and R-D links are used only half of the total time. This satisfies γ τ = 4 τ − 1. Thus, for a successful decoding at the relay and the destination, we have γ 1 (h m , λ m ) γ τ and γ 2 (g m , u m ) γ τ , respectively. The PS ratio λ m and relay transmit energy u m used, impact the SNRs γ 1 (h m , λ m ) and γ 2 (g m , u m ). Subsequently, they effect the probability of successful transmission from the source to the destination. In the next section, we discuss the calculation of the average success probability.
III. THE AVERAGE SUCCESS PROBABILITY
We first define the state S m in the mth block to be the pair S m = (E m , h m ). The state S m for each m, takes an element from the the state space defined as
The action, A m , taken by the relay in the mth block is defined as the pair A m = (λ m , u m ). For the brevity, we then define two functions related to (3) and (4) as
which are used to represent
The PS ratio λ m may take any value in [0, 1]. The transmit energy u m and the residual battery energy for the next block E m+1 are nonnegative. By considering these constraints, the action A m at each m takes an element from the action space, A s , which is defined as the set of all actions for state s and it is given as
where a general element of A s is denoted by a = (λ, u).
The knowledge of S m = (E m , h m ) is available in the relay at the beginning of each mth block. We thus consider each action A m as a function of the current state denoted by d :
where this function is termed as the decision rule. Since each action is an element of A s , the decision rule space, D, which is the set of all possible decision rules can be given as
The relay can be configured to have a sequence of decision rules π = {d 1 , d 2 , · · · }, which is termed as policy. For each S m , the action A m is chosen according to d m . The policy space is thus given by Π = D × D × D × · · · . A stationary policy employs the same decision rule d at all blocks, i.e., d ∞ .
Without loss of generality, we may denote a stationary policy by d.
For a given state S m = (E m , h m ) and action A m = (λ m , u m ), the success probability of S-R link is given as
where 1 [γ1(hm,λm) γτ ] = 1 when γ 1 (h m , λ m ) γ τ , and 0 otherwise. The equation (a) follows as the requirements for the successful decoding at the relay, and (b) comes from (1) . For a given state S m = (E m , h m ), and action A m = (λ m , u m ), with the aid of (2), the success probability of R-D link is
For state S m and action A m , we define the reward, p (S m , A m ), as the end-to-end success probability, which is evaluated as
For the policy π = {d 1 , d 2 · · · } and the initial state S 1 = s, the time average success probability over M blocks is given asp
where E [·] denotes the expectation operator. The long term average success probability for initial state S 1 = s, is thus given by P π (s) = lim M →∞pπ,M (s). We consider all policies for which the limit exists. Without loss of generality, we assume that the initial battery energy E 1 = 0. The channel fading is independent from the battery energy. Therefore, the long term average success probability is given by
It is important to find the maximum P π in order to assess the feasibility of the system. Since the state space S and the action space A s is uncountably infinite, maximization of P π with respect to policy π, is intractable. Therefore, the main objective of this paper is to find an upper bound for the maximum P π , denoted by P u , by making use of a suitable discretization of S and A s . For comparison purposes we also provide a heuristic resource allocation policy. These will be discussed next.
IV. A HEURISTIC POLICY AND THE UPPER BOUND
We notice that in some states s ∈ S any action a ∈ A s taken results in p (s, a) = 0. Therefore, when deriving the heuristic policy and the upper bound P u , these states can be treated differently to other states. To this end, we categories each state s = (E, h) in to two subsets depending on the resulting reward p (s, a) for action a = (λ, u);
Ps
As given in (8) , when λ > hPs−2σ 2 γτ hPs−σ 2 γτ , the relay cannot decode the source message. The maximum λ, which helps successful decoding is λ = hPs−2σ 2 γτ hPs−σ 2 γτ . The condition h < 2σ 2 γτ Ps describes the situation where no λ ∈ [0, 1] satisfies λ hPs−2σ 2 γτ hPs−σ 2 γτ , which causes p (s, a) = 0 for all a ∈ A s .
On the other hand, it can be seen from (6) that selection of λ restricts the selection of u. A lager value for λ allows the relay to harvest more energy, which results in more energy in the battery. This enable the relay to use a larger u. Therefore, with the aid of (4), the maximum value u can take, while allowing the relay to decode the source message is u = E T 2 hPs−2σ 2 γτ hPs−σ 2 γτ , h, E . When the relay uses this energy to transmit to the destination, the largest SNR at the destination is achieved when g = g max in (2). The condition E T 2 hPs−2σ 2 γτ hPs−σ 2 γτ , h, E < T σ 2 γτ gmax describes the situation when the largest achievable SNR falls below γ τ . This causes p (s, a) = 0 for all a ∈ A s . Therefore, p (s, a) = 0 for all a ∈ A s whenever s ∈ C 1 .
When the state s does not belong to C 1 , we have E T 2 hPs−2σ 2 γτ hPs−σ 2 γτ , h, E > 0, which makes λ = hPs−2σ 2 γτ hPs−σ 2 γτ and u > 0 feasible. Therefore, whenever s ∈ C 2 , there exists an action a ∈ A s , which gives p (s, a) > 0.
A. Heuristic Policy
If the conditional distribution of the state S m+1 given S m = s = (h, E) is known, the evaluation of expectation operation in (11) is straight forward. A simple way this can be achieved is by driving the energy level of the battery to zero by using the total amount of the battery energy for u m . Thus, for any S m , the residual battery energy E m+1 = 0 and the h m+1 is independent from S m . With the aid of (6), a heuristic decision rule, which always drives the battery energy to zero can be given as
The stationary policy generated by the above decision rule is π l = d ∞ l . If π l is used, the states S m for all m > 1 is known to be an element from the set {(0, h) | h ∈ H}. Therefore, the average success probability for initial state S 1 = s can be written as By taking the limit in the above equation and noting that P π l (s) is constant with respect to s, with the aid of (12) we have P π l = E [p ((0, h) , d l (0, h))] . This can be evaluated using (10) and (13) for each state (0, h) with h ∈ H and taking the average using the probability mass function f H .
B. Upper Bound Calculation
Although, the state transition of any policy can be modeled by a Markov chain, finding an upper bound using a MDP is involved due to the state space S is uncountably infinite. Therefore, instead of formulating a MDP for the original system model, we first appropriately modify the system to have a finite state space. We prove that the maximum of the average success probability of the finite state space system gives an upper bound for the maximum of the average success probability of the original system. To this end, we discretize the battery energy assuming that there exists a hypothetical energy source in the relay, which injects energy to the battery at the beginning of each block, such that battery energy occupy only predefined N b number of levels. For the current state S m and action A m the residual battery energy for the next block given in (4) is modified by the hypothetical energy source according to
otherwise. (15) Each e i = (i−1)B N b −1 for all i = 1, · · · , N b denotes the finite battery levels in the battery. According to (15) , the hypothetical energy source drives the battery energy to the nearest upper level defined by each e i . This is shown in Fig. 1b . Thus, the state space has finite number of elements and we denote it by S = {e 1 , · · · , e N b } × H. We denote a general element of S by s i , which are indexed in such a way, that states e j , h (1) to e j , h (Nc) map with s (jNc−Nc+1) to s (jNc) , respectively. Due to the finite nature of the state space, one-step transition probability from the state S m to state S m+1 for any decision rule d can be given in a matrix form according to
If the current state is s i and the residual battery energy determined by the action is e j , the ith row of the transition matrix Θ d consists of the channel probability values f H h (1) to f H h (Nc) from column N c (j − 1) + 1 to column N c j.
Since the state space is finite, for any decision rule d, we can define a reward vector p d in which, each element gives the reward for each state and action defined by the decision rule for the state, i.e. p d (s i ) = p s i , d(s i ) for all s i ∈ S , d ∈ D. Using the transition matrix Θ d and the reward vector p d we can write the average success probability of the modified system, in a vector form as [20] 
The average success probability for the initial state S1 = si is given by P π (si), which is the ith element of the vector P π . Although the state space S is finite, the action space As i for each si ∈ S is uncountably infinite for each si. However, the number of levels of residual battery energy is finite with the modification (15) . Thus, we have groups of actions for which the resulting residual battery energy is the same. In fact, it is sufficient to consider a finite action space to find max π∈Π P π (si). This is proved in the next lemma and the proposition.
Lemma 1: For any decision rule d ∈ D there exists
Proof: Channel fading is independent from the decision rule use and we denote hm+1 = h. Let Em+1 = ej with j ∈ {2, · · · , N b } be the level of residual battery energy resulted from the action d (Sm) for the state Sm. State of the next block is Sm+1 = (ej, h) and we have Θ d (Sm, Sm+1) = fH (h). In addition, with the aid of (15) it can be seen that the action d (Sm) = (λ , E t ) such that ET (λ , E t , Sm) = ej−1 results in the same Em+1 = ej. Therefore, we define A s as given in the lemma and thus d (Sm) ∈ A s with Θ d (Sm, Sm+1) = fH (h), which concludes the proof. Using the following proposition we can further reduce the dimension of As to be finite.
Proposition 1: For any policy π = {d1, d2, · · · , } with dm ∈ D for all m, there exists a policy π = {d 1 , d 2 , · · · } with d m ∈D for all m, such that P π P π , wherẽ
where φ denotes the empty set.
Proof: See Appendix A. The operation of A * s is shown in Fig. 1a . With proposition 1, we can claim, that for any policy π ∈ Π, there exists a policy inΠ =D ×D ×D × · · · , which has an average success probability, larger or equal to that of policy π. Therefore, it is sufficient to restrict our attention to the reduced policy spaceΠ, when we search for a solution to max π∈Π P π (si), which is useful to calculate the upper bound Pu as per the following proposition. Proposition 2: Average success probability in the modified system P π satisfies, max π P π (si) max π Pπ (si) for all si ∈ S Proof: Omitted due to space limitations. Therefore, the upper bound Pu can be calculated using
Since the state space S and the setD are both finite, the existence of max π∈Π P π s for all s ∈ S , is guaranteed [20, Chapter 9] . To evaluate max π∈Π P π s , we can use a standard average reward policy iteration algorithm, which consists of iterations of following two steps,
Step-1 ; P πn ← Evaluate P olicy (πn) , -Step-2 ; dn+1 ← Improve P olicy P πn .
The policy iteration algorithm can be initiated with any resource allocation policy π1 = d ∞ 1 . For the details of the functions Evaluate P olicy (πn), Improve P olicy P πn and the stopping criterion, the reader is referred to [20, Algorithm 9.2.1].
V. NUMERICAL RESULTS
Although our analysis is valid for any finite fading distributions of H and G, in this section we consider a equiprobable quantization of a unit mean Rayleigh fading [19] with Nc = 200 channel states. Simulation results for Pπ l in (14) are generated by simulating the system with the stationary policy π l = d ∞ l . Fig. 2 shows the variation of Pπ l in (14) and Pu in (20) for difference values of N b and, with the relay battery capacity B, where the source transmit power Ps = 0.5 mW and 2 mW. Simulation results match with analytical results in (14) . As shown in the figure, smaller upper bounds can be obtained with a larger values for N b . The gain of the upper bound from battery capacity B = B1 compared to B = B2 is 100×
Pu| B=B 2 %. When source transmit power Ps = 2 mW, the gain is 29.8% from battery capacity 10 µJ compared to 4 µJ, whereas the gain is 4.9% from 16 µJ compared to 10 µJ. For the same increase in the battery capacity, the gain is small. This is also true for Ps = 0.5 W. Although a larger battery capacity results in more battery states, occupying a higher battery state is improbable, which explains the diminishing returns in average success probability with battery capacity. The performance gain of Pu compared to Pπ l is 100 × P π * −Pπ l Pπ l %. When the source transmit power Ps = 2 mW and B = 10 µJ the performance gain of Pu is 31% and when the source transmit power Ps = 0.5 mW and B = 10 µJ the gain is 107.8%. Fig. 3 . The average success probability Pπ with source transmit power Ps. Fig. 3 shows the variation of Pu and Pπ l with the source transmit power Ps, for B = 2 µJ and 2 µJ. Average success probability achieved by the heuristic policy π l gets closer to the upper bound Pu as the source transmit power is increased. This is more noticeable when the battery capacity is small. When the source transmit power Ps is large such that for all s ∈ S and (λ, u) ∈ A * s the half block battery energy is E T 2 (λ, s) = B, then for it is optimal to use total battery energy for data transmission to the destination. This makes heuristic policy optimal in this situation, which explains Pπ l gets closer to Pu for large Ps or small B.
VI. CONCLUSION
This paper considers SWIPT over a DF relay network with the power-splitting (PS) energy harvesting protocol at the relay. A mathematical framework is presented to investigate the feasibility of the network by evaluating an upper bound of the performance. Numerical results show that performance gain has diminishing returns with battery capacity and the proposed heuristic resource allocation policy achieves a performance close to the upper bound when the source power is large or the relay battery is small. Mathematical framework can be changed to include battery imperfections and power consumption by the information processing circuits and we intend to investigate these in a future work.
APPENDIX

A. Proof of Proposition 1
We prove that for any policy π there exists a policy π as given in the proposition such that Θ dm = Θ d m and p d m p dm for all m, which essentially prove that P π P π with (17). Using lemma 1, there exists a decision rule d m in A s that gives Θ dm = Θ d m . The dimension of A s can be further reduced to have p d m p dm . We consider cases C1 and C2 separately. (i) When s ∈ C1, as discussed p d (s) = 0 for all d. Therefore, we set d (s) to take the corresponding element in A s,1 such that Θ d (s) = Θ d (s). (ii) When s ∈ C2, λ hPs−2σ 2 γτ hPs−σ 2 γτ is feasible for As and for A s . We consider two sub cases for d (s) = (λ, u). (ii.a) When λ hPs−2σ 2 γτ hPs−σ 2 γτ . Let the residual battery energy resulted from d (s) be ei. We set the decision rule d (s) = (λ , E t ) ∈ A s such that λ = hPs−2σ 2 γτ hPs−σ 2 γτ and ET (λ, u, s) = ei. It can be shown with (4) that this makes E t u, which results in p d (s) p d (s) in (10) . It should be noted that d (s) ∈ A s,2 . (ii.b) When λ > hPs−2σ 2 γτ hPs−σ 2 γτ . In this situation we have p d (s) = 0. Therefore, we set d (s) to take the corresponding element in A s,1 . The new decision rules d m take only the elements in A s,1 ∪ A s,2 and we have Θ dm = Θ d m and p d m p dm for all m, which proves P π P π . This concludes the proof.
