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Las aplicaciones de video y multimedia se hallan en pleno proceso de expansión. 
Durante los últimos años el porcentaje de tráfico de Internet dedicado a este tipo 
de aplicaciones ha crecido sistemáticamente, ocupando cada vez más partes 
significativas del tráfico total cursado por la red. La ausencia de mecanismos en 
Internet que permitan ofrecer garantías de calidad de servicio extremo a extremo 
a distintos tipos de tráficos, y los distintos tipos de distorsiones o degradaciones 
sufridas durante el proceso de adquisición, compresión, procesamiento, 
transmisión y reproducción de este tipo de tráfico, hacen que resulte muy 
importante poder medir y, eventualmente, predecir la calidad percibida por los 
usuarios que utilizan aplicaciones con contenido multimedia, de la manera más 
confiable y sencilla posible. En los últimos años se han comenzado a desarrollar 
sistemas, algoritmos y modelos matemáticos que permiten estimar la calidad 
multimedia percibida por los usuarios. Dentro de éstos destacan los 
denominados “modelos paramétricos”, que estiman la calidad percibida del 
video tomando en cuenta los valores de un conjunto reducido de parámetros, 
como por ejemplo la tasa de bits (bit rate), la tasa de imágenes (frame rate), el 
porcentaje de pérdida de paquetes, y/o algún parámetro relacionado con el 
propio contenido del video. 
Si bien en los últimos años se han propuesto diversos modelos paramétricos de 
estimación de calidad de video, ninguno de éstos es aplicable en un contexto 
general. Por el contrario, cada uno de los modelos propuestos hasta el momento, 
o bien tiene un área de aplicación especifica, o bien se restringe a la evaluación 
de determinados parámetros, o tan sólo se limita a modelar alguno de los 
aspectos que producen las degradaciones. 
Con tales antecedentes, el objetivo fundamental de la presente tesis es la 
obtención de un modelo paramétrico que permita estimar la calidad percibida de 
video de la forma más general posible, y que sea aceptablemente representativo 
en diversos escenarios de codificación, transmisión y tipo de contenido de video. 
Con este objetivo, las principales contribuciones de esta tesis son las siguientes: 
 
• Análisis detallado de la forma en que la calidad depende de la tasa de bits 
(bit rate) utilizado en la codificación, y su modelado matemático. 
• Estudio de la influencia de la tasa de imágenes (frame rate) en la calidad 
percibida del video, y su inclusión dentro de un modelo paramétrico. 
• Estudio y modelado de la calidad de video según el tamaño o la 
resolución de la pantalla utilizada, logrando una estimación paramétrica 
basada en el área o cantidad de pixeles utilizados en la codificación. 
• Identificación de los parámetros relacionados al contenido del video que 
influyen en la calidad percibida, y su modelado matemático en 
combinación con los otros parámetros de codificación y con las 
características del medio de transmisión (pérdida de paquetes). 
• Análisis de la calidad obtenida en el proceso de codificación de MPEG-2 
y H.264/AVC, y propuesta de una metodología que puede ser extendida 
al análisis de cualquier otro codificador del mercado. 
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• Análisis de cómo se ve afectada la calidad de video en función del 
porcentaje de pérdida de paquetes en la red de transmisión, en 
combinación con la tasa de bits (bit rate), la tasa de imágenes (frame 
rate) y el tipo de contenido, con el objetivo de incluir este modelado en 
una expresión paramétrica. 
• Sobre la base de los análisis detallados en los puntos anteriores, tal y 
como se dijo anteriormente, la principal contribución de la tesis es el 
desarrollo de un nuevo modelo paramétrico de estimación de calidad de 
video, que tiene en cuenta en forma combinada la tasa de bits (bit rate), 
la tasa de imágenes (frame rate), el tamaño de pantalla, el códec, el 
porcentaje de pérdida de paquetes y el contenido del video. 
 
El modelo propuesto es contrastado con los resultados obtenidos utilizando 
modelos estandarizados basados en el análisis de contenidos, así como con el 
resultado de pruebas subjetivas, las que son también realizadas como parte del 
presente trabajo de tesis.  
Por otra parte, el modelo propuesto es comparado con el rendimiento de diversos 
modelos paramétricos existentes utilizando una base común de videos, 
mostrando que los resultados obtenidos con el modelo propuesto en la presente 











Video and multimedia applications are expanding. In recent years the percentage 
of Internet traffic assigned to this type of applications has grown steadily, 
occupying increasingly significant part of the total traffic carried by the network. 
Internet has no mechanisms that allows for a guarantee end to end quality of 
service to different types of traffic. On the other hand, video signals suffer 
different types of distortions or degradations during acquisition, compression, 
processing, transmission and reproduction. Due to this situation, it is very 
important to measure, and possibly to predict, the video quality perceived by 
users who use multimedia applications in the most reliable and easy way as 
possible. In recent years have begun to develop systems, algorithms and 
mathematical models to estimate the multimedia quality perceived by users. 
Among these are included the "parametric models", which estimate the 
perceived quality of video taking into account the values of a reduced set of 
parameters such as bit rate, frame rate, the percentage of packet loss, and / or 
some parameters related to the actual content of the video. 
While in recent year’s different parametric models of video quality estimation 
has been proposed, none of these are applicable in a general context. By 
contrast, each of the models proposed so far has a specific application area, is 
restricted to the evaluation of certain parameters, or just simply models some of 
the aspects that cause video degradation. 
With this background, the main objective of this thesis is to develop a parametric 
model for perceived video quality estimation, as general as possible, presenting 
good results in various scenarios of encoding, transmission and video content. 
 
With these objectives, the main contributions of this thesis are: 
• Detailed analysis of how the quality depends on the bit rate used in the 
coding process, and its mathematical modeling.  
• Study of the influence of frame rate on the perceived quality of the video, 
and its inclusion within a parametric model. 
• Study and modeling of the video quality with respect to the size or resolution 
of the display screen used, deriving a parametric formula based on the area 
or number of pixels of the screen. 
• Identification of the parameters related to the video content that have 
influence on the perceived quality, and the corresponding mathematical 
modeling, in combination with other coding and transmission parameters 
• Analysis of the quality obtained using MPEG-2 and H.264/AVC as the 
codecs, and methodology proposal that can be extended to the analysis of 
any other encoder on the market. 
• Analysis of how the video quality is affected depending on the percentage of 
packet loss in the transmission network combined with the bit rate, frame 
rate and content type, including the results in the parametric model. 
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• Based on detailed analyzes in the previous points, the main contribution of 
this thesis is the proposal and development of a new parametric model for 
video quality estimation, which takes into account the combined effect of bit 
rate, frame rate, screen size, codec, percentage of packet loss and video 
content. 
 
The proposed model is contrasted with the results obtained using standard 
models based on content analysis and the results of subjective tests, which are 
also conducted as part of this thesis. 
Moreover, the proposed model is compared with the performance of various 
existing parametric models using a common database of videos, showing that the 
results obtained with the model developed in this thesis are better than those 
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I.1. Introducción general 
 
Las aplicaciones de video y multimedia están creciendo rápidamente. En el mercado 
masivo, diferentes proveedores están ofreciendo servicios y aplicaciones de video y 
contenido multimedia a usuarios finales, incluyendo los distribuidores de televisión por 
cable, proveedores de Internet, y operadores de telefonía, entre otros. En el mercado 
corporativo diversas aplicaciones con contenido de video están emergiendo, como por 
ejemplos videotelefonía, videoconferencias, tele-formación o entrenamiento a distancia, 
entre otros. En todos estos escenarios, es fundamental garantizar una “Calidad de la 
Experiencia” (o QoE por sus siglas en inglés) apropiada al usuario final, de acuerdo al 
tipo de aplicación o servicio. La QoE puede ser definida como el rendimiento general de 
un sistema, visto desde la perspectiva del usuario. Diversos factores pueden afectar a la 
Calidad de la Experiencia, dependiendo de la aplicación, servicio y expectativas de los 
usuarios. Sin embargo, la calidad percibida del audio y el video son de los aspectos 
más importantes a considerar en la calidad final de la experiencia del usuario.  
El video digital, así como los contenidos multimedia, distribuidos a través de redes de 
comunicaciones, sufre varios tipos de distorsiones o degradaciones durante el proceso 
de adquisición, compresión, procesamiento, transmisión y reproducción. Por ejemplo, 
las técnicas utilizadas habitualmente en la codificación digital de video introducen 
pérdida de información para reducir el ancho de banda necesario para su transmisión, lo 
que genera distorsiones. Por otro lado, las redes de paquetes sobre las que se transporta 
el video (por ejemplo Internet, aunque también redes de área local LAN, las redes 
extendidas WAN y las redes inalámbricas WLAN), pueden introducir distorsiones 
adicionales, debido a las demoras, los errores y las pérdidas de paquetes, entre otros 
factores. 
Conocer, poder medir y eventualmente predecir la calidad de video y contenido 
multimedia percibida por los usuarios es necesario para diversos tipos de aplicaciones, 
entre las que se destacan la monitorización, el control de admisión, las políticas de 
precio en base a la calidad, el diseño de nuevas redes y la evaluación de redes existentes 
para el soporte de nuevas aplicaciones multimedia [1]. 
Todos estos factores hacen necesario disponer de herramientas que permitan estimar y 
cuantificar la calidad percibida por los usuarios en contenidos multimedia, de la manera 
más confiable y sencilla posible. Las evaluaciones subjetivas son siempre los sistemas 
de medida más confiables, ya que en dichas evaluaciones se toma directamente la 
opinión de los usuarios, y se promedia entre un número apropiado de observaciones, 
obteniendo típicamente como métrica el promedio de opiniones (MOS, Mean Opinion 
Score). Existen estándares que indican cómo realizar estas evaluaciones, conocidos 
genéricamente como “métodos subjetivos” de evaluación de calidad, como la 
Recomendación ITU-R BT.500-11 [2], especialmente desarrollada para aplicaciones de 
televisión y la Recomendación ITU-T P.910 [3], para aplicaciones multimedia. Sin 
embargo, realizarlas es costoso y complejo. Es necesario implementarlas en ambientes 
controlados, disponer de un número importante de usuarios y de contenidos multimedia 
especialmente preparados. Es por ello que en los últimos años se han comenzado a 
desarrollar sistemas, algoritmos y modelos matemáticos que permitan estimar la calidad 
percibida por los usuarios. Estos métodos son llamados genéricamente “métodos 
objetivos” [4], ya que obtienen una estimación de la calidad basada en información que 
puede ser medida en forma objetiva. Un “método objetivo” ideal de estimación de 
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calidad debería dar como resultado una calificación idéntica a la que se obtendría en 
pruebas subjetivas promediando los resultados de un gran número de individuos. 
En forma genérica, los métodos objetivos de medida de calidad de video pueden 
clasificarse según si lo que se analiza es el propio video (el medio o contenido), 
obteniendo modelos basados en el análisis de contenidos o si lo que se analiza son 
parámetros relacionados con la codificación y transmisión, como es el caso de los 
modelos paramétricos. 
 
Los “Modelos basados en el análisis de contenido” basan su funcionamiento en el 
análisis detallado del propio video. Dentro de esta categoría, los modelos a su vez se 
clasifican según la disponibilidad total, parcial o nula de la señal original, como se 
detalla a continuación: 
 
• Métodos con disponibilidad total de la señal original  (FR - Full Reference) 
Estos métodos se basan en la disponibilidad de la señal original, la que puede ser 
contrastada con la señal degradada, cuadro a cuadro. Esto presupone una severa 
restricción al uso práctico de este tipo de métodos, ya que en varias aplicaciones 
reales esto no es posible. Los métodos que utilizan métricas del tipo FR (Full 
Reference) pueden ser utilizados para categorizar en forma objetiva un sistema 
de transmisión, un codec, el efecto de un reducido ancho de banda, o de diversos 
factores que degraden una señal, en ambientes controlados. Sin embargo, no son 
adecuados para aplicaciones de tiempo real (TV, video conferencias, etc.), ya 
que no es posible tener las señales originales. Dentro de éstos métodos se 
encuentran los desarrollados por NTIA (National Telecommunications and 
Information Administration) [5], por Yonsei University [6] y el conocido como 
SSIM (Structural SIMilarity) [7], entre otros. 
 
• Métodos con disponibilidad parcial de la señal original  (RR - Reduced 
Reference) 
Se trata de enviar, junto con el video codificado, algunos parámetros que 
caractericen a la señal, y que sirvan de referencia en el receptor para poder 
estimar la calidad percibida. Puede pensarse en la reserva de un pequeño ancho 
de banda (comparado con el del video) para el envío de este tipo de información 
adicional. Dentro de éstos métodos se encuentra el modelo VQM “Low 
bandwidth” desarrollado por NTIA [8], entre otros.  
 
• Métodos sin disponibilidad de la señal original  - NR (No Reference) 
Las personas no necesitan señales de referencia, ni información adicional para 
juzgar la calidad de una señal de video. Se basan en sus experiencias previas, y 
en las expectativas que tengan respecto al sistema. De igual manera, estos 
métodos intentan estimar la calidad percibida basándose únicamente en el 
análisis del contenido de la señal recibida. Son métodos complejos de 
implementar, pero no requieren de otra información que la propia señal de video 
bajo análisis. Dentro de estos modelos se encuentra el NROQM (No Reference 
Objective Quality Metric) [9] y el modelo PQoS [10]. 
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El VQEG (Video Quality Experts Group) [11] es un organismo formado en 1997 por 
profesionales “expertos” en la temática de calidad de video, provenientes de la industria, 
la academia y las organizaciones de estandarización. Tiene como objetivo proveer un 
foro apropiado para el intercambio de información y el trabajo en conjunto con fines 
relacionados con la evaluación de modelos y métricas de estimación de calidad de 
video. VQEG ha desarrollado un enfoque sistemático para realizar la comparación del 
rendimiento y la validación de las propuestas de modelos de estimación de calidad de 
video, sobre la base de contrastar los resultados de los modelos con pruebas subjetivas. 
El objetivo del VQEG es proporcionar información a los organismos internacionales de 
estandarización acerca del rendimiento de diversos modelos propuestos, a los efectos de 
definir una métrica estándar y objetiva de calidad percibida de video digital o VQM 
(Video Quality Metric).  
El VQEG ha trabajado en la evaluación de modelos basados en el análisis de 
contendidos, del tipo FR, RR y NR, para diferentes aplicaciones. Los proyectos de 
estudio del VQEG han sido los siguientes:  
• FR-TV (Full Reference, Standard Definition TV) 
• RRNR-TV (Reduced Reference, No Reference, Standard Definition TV) 
• Multimedia 
• HDTV (High Definition TV) 
• Hybrid Perceptual / Bitstream 
• 3DTV 
En cada proyecto se han evaluado modelos específicos para ciertas aplicaciones, según 
lo indican los nombres de los proyectos. Algunos de los proyectos del VQEG han 
terminado en Recomendaciones aprobadas por el ITU-T. Otros se encuentran aún en 
proceso de evaluación o estudio, como el Hybrid Perceptual / Bitstream y el 3DTV. 
Sobre la base del trabajo del VQEG y otras contribuciones, ITU-T ha estandarizado 
algunos modelos del tipo FR y RR. Entre éstas se encuentran la Recomendación ITU-T 
J.144 [12] en 2004, las Recomendaciones ITU-T J.247 [13] y ITU-T J.246 [14] en 2008, 
la Recomendación ITU-T J.249 en 2010 [15] y la Recomendación ITU-T J.341 en enero 
de 2011 [16]. 
 
Por otro lado, los “Modelos Paramétricos” se basan en evaluar como se ve afectada la 
calidad por un conjunto reducido de parámetros. Este tipo de modelos estiman la 
calidad percibida del video tomando en cuenta únicamente los valores de un conjunto 
reducido de parámetros, como por ejemplo el bit rate, el frame rate, el porcentaje de 
pérdida de paquetes, etc. Con estos parámetros se implementa una fórmula de cálculo, 
cuyo resultado es la estimación de la calidad de video. Las fórmulas utilizadas por este 
tipo de modelos pueden tener parámetros y/o coeficientes que dependan del contenido 
del video, por lo que en algunos casos, también es necesario realizar algún tipo de 
análisis del contenido. Sin embargo, este análisis generalmente es sencillo y está basado 
a su vez en el cálculo de parámetros que puedan modelar el tipo de contenido. Los 
parámetros utilizados por los “Modelos Paramétricos” pueden ser conocidos 
previamente, enviados por el transmisor, y/o medidos en el propio flujo de datos del 
video o en el receptor. Por ejemplo, la pérdida de paquetes es uno de los parámetros que 
típicamente puede ser medida sobre el propio flujo de datos o en el receptor. 
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Los modelos paramétricos tienen ciertas ventajas respecto de los modelos basados en el 
análisis de contenidos. Entre éstas ventajas se destacan la rapidez en la ejecución y 
facilidad de implementación (se basan en fórmulas matemáticas en lugar de algoritmos 
que requieren gran capacidad de procesamiento), y no requieren tener acceso a la señal 
decodificada de video. Por estas razones, disponer de un modelo paramétrico general, 
aplicable en un gran número de aplicaciones, contenidos, condiciones de transmisión y 
codificación sería de gran utilidad. Si el desempeño del modelo es apropiado (es decir, 
si los valores obtenidos por el modelo representan fielmente la calidad que se obtendría 
mediante la aplicación de un método subjetivo), se podría aplicar en diversas áreas, 
incluyendo el diseño de redes de telecomunicaciones con contenido multimedia, la 
monitorización en línea de la calidad obtenida por los usuarios, estrategias de control 
basadas en la calidad, ente otras. 
 
En la literatura se han propuesto diversos modelos paramétricos, con diferentes alcances 
y aplicables en diferentes escenarios. Presentamos a continuación los más relevantes. 
Kazuhisa Yamagishi et al. [17] proponen un modelo paramétrico para aplicaciones de 
videotelefonía sobre redes de paquetes IP, que combina las estimaciones de calidad de 
video y de audio, y brinda una estimación de la calidad multimedia. En [18] se detalla la 
función de estimación de calidad de video de éste modelo, la que utiliza como 
parámetros el bit rate, el frame rate y el porcentaje de pérdida de paquetes, pero no toma 
en cuenta el contenido del video. Sobre la base de este trabajo, ITU-T ha estandarizado 
la Recomendación ITU-T G.1070 en 2007 [19]. La recomendación indica que el modelo 
se puede utilizar en tamaños de pantalla entre VGA y QQVGA, pero se presentan 
valores provisionales de los coeficientes únicamente para MPEG-4 en QVGA y 
QQVGA. 
H. Koumaras et al. [20] presentan otro modelo llamado MPQoS (Mean Perceived 
Quality of Service), diseñado para codecs MPEG-4 y resoluciones CIF y QCIF. Este 
modelo estima la calidad de video en base al bit rate, pero sin tener en cuenta el frame 
rate, y las degradaciones introducidas por la eventual pérdida de paquetes durante el 
proceso de transmisión. 
El modelo paramétrico propuesto por M. Ries et al en [21] fue diseñado para videos de 
baja resolución, en formato SIF, en ambientes móviles (para dispositivos del tipo PDA), 
resaltando la dependencia de la calidad en función del contenido del video, y 
proponiendo clasificar el video en 5 clases según su contenido. El modelo no tiene en 
cuenta los errores introducidos en la transmisión (pérdida de paquetes por ejemplo). 
En [22] y [23] A. Raake et al. presentan el “T-V Model”, un modelo paramétrico para 
estimar la calidad de video percibida en aplicaciones de SD y HD TV. El modelo toma 
una estructura similar al E-Model de la Recomendación ITU-T G.107 [24] de 
estimación de calidad de audio, y utiliza como parámetros el bit rate y el porcentaje de 
pérdida de paquetes. En este modelo no se tiene en cuenta el contenido del video, ni 
tampoco el frame rate. Posteriormente, en [25] los mismos autores proponen una 
extensión al modelo, incluyendo parámetros relacionados al contenido, aplicado a IPTV 
en HD. No obstante, el modelo paramétrico propuesto puede utilizarse únicamente en a 
las degradaciones introducidas en el proceso de codificación, pero no en las eventuales 
pérdidas de paquetes en la transmisión. 
En [26] Quan Huynh-Thu et al. analizan el impacto del frame rate en la calidad 
percibida usando secuencias de video en formato QCIF, y proponen un modelo 
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paramétrico que tiene como único parámetro el frame rate. Los autores también analizan 
la dependencia de la calidad percibida en función del contenido, pero no logran 
modelarlo cuantitativamente en función de parámetros medibles. 
En [27] F. You et al. proponen una extensión a la recomendación ITU-T G.1070, 
incluyendo las condiciones de ráfagas de pérdida de paquetes (“bursts”). La mejora 
propuesta fue evaluada por sus autores para HD TV codificada en MPEG-2. 
Otro modelo paramétrico propuesto por A. Khan et al. [28][29] considera como 
parámetros el bit rate, el frame rate y la pérdida de paquetes. Los autores resaltan la 
dependencia de la calidad en función del contenido, y proponen 3 conjuntos de valores 
diferentes para cada coeficiente, en función de una clasificación de contenidos. El 
modelo fue propuesto para resolución QCIF y utilizando codecs MPEG-4. Se utilizó en 
este caso la métrica no perceptual PSNR (Peak Signal to Noise Ratio) para la evaluación 
del modelo. 
J. Gustafsson et al. presentan en [30] y [31] un modelo paramétrico de estimación de la 
calidad percibida, que toma en cuenta el bit rate, la pérdida de paquetes y los efectos de 
“buffering” combinados. El modelo estima la calidad resultante basándose en la calidad 
inicial de la secuencia del video (medida como el MOS inicial del clip, dado por el 
codificador), el tamaño inicial del buffer del receptor, el tiempo de re-buffering durante 
la reproducción y la pérdida de paquetes en la red. El modelo fue evaluado en videos 
codificados con MPEG-4 en resolución QCIF. No se tiene en cuenta el contenido del 
video en este modelo. 
Yen-Fu Ou et al. presentan en [32] y [33] un modelo que permite estimar como se ve 
afectada la calidad percibida en función únicamente del frame rate para videos 
originalmente codificados con “alta calidad”. Este modelo está basado en el análisis de 
video clips en resolución CIF y QCIF. 
 
Cada uno de los modelos paramétricos anteriormente citados, si bien han sido evaluados 
por sus autores, no ha existido un ámbito de comparación sistemática, como el realizado 
por el VQEG para los modelos basados en el análisis de contenidos. Por otra parte, 
ninguno de los modelos paramétricos existentes es aplicable en un contexto general, ya 
que cada uno de ellos tiene un área de aplicación específica, restringiéndose a la 
evaluación de determinados parámetros, o limitándose a estudiar únicamente alguno de 
los aspectos que producen las degradaciones.  
Uno de los problemas existentes para la evaluación de modelos de estimación de calidad 
de video es la gran dificultad que supone realizar pruebas subjetivas. Cada sesión de 
pruebas subjetivas lleva un tiempo considerable en la preparación de los materiales 
(videos degradados en forma controlada), la preparación del laboratorio donde se 
desarrolla la prueba, conseguir y disponer del tiempo de una cantidad importante de 
personas “no expertas” que estén dispuestas a participar, y finalmente el análisis 
estadístico. Estas consideraciones llevan a que, en la práctica, muchos modelos hayan 
sido evaluados únicamente sobre la base de un conjunto reducido de videos y 
restringidos a un número limitado de condiciones de codificación y/o de transmisión. Si 
bien esta dificultosa tarea está siendo llevada a cabo por el VQEG, donde los modelos 
propuestos se comparan utilizando una gran diversidad de materiales de video 
degradados y a su vez una gran cantidad de pruebas subjetivas, el proceso requiere de la 
intervención de varios laboratorios independientes, y ha supuesto años de trabajo y 
esfuerzo.  
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Los esfuerzos del VQEG se han centrado, hasta el momento, en la evaluación de 
modelos basados en contenidos. Gracias a este esfuerzo, se cuenta actualmente con 
modelos FR y RR estandarizados que tiene una muy alta correlación con los resultados 
de los métodos subjetivos. Los modelos paramétricos no han sido evaluados, hasta el 
momento, en proyectos de VQEG. 
La existencia de modelos FR y RR basados en contenidos extensamente evaluados y 
estandarizados por organizaciones independientes como ITU-T permite que éstos sean 
utilizados como una primera referencia para la evaluación de otro tipo de modelos, 
como los modelos paramétricos. Si bien los modelos se deben comparar finalmente 
contra los resultados de pruebas subjetivas, un muy buen punto de partida es la 
comparación de los modelos paramétricos con los resultados de un modelo FR o RR ya 
probado. Esta estrategia es discutida y utilizada en el presente trabajo para alcanzar el 
objetivo fundamental de la presente tesis, que consiste en avanzar hacia un modelo 
paramétrico de estimación de calidad percibida de video que sea general, aplicable en 









I.2. Motivación y Objetivos 
 
En los últimos años han existido avances en la estandarización de modelos basados en 
contenidos, y existen al momento varios modelos del tipo FR y RR presentados como 
Recomendaciones de ITU-T, aunque no existe al momento modelos del tipo NR 
estandarizados.  
Por otra parte, existen varias propuestas de modelos paramétricos, incluyendo uno 
estandarizado como Recomendación ITU-T. Los factores típicos que han sido tenidos 
en cuenta en los modelos paramétricos existentes incluyen el bit rate, el frame rate, el 
contenido o el “tipo de contenido” y la pérdida de paquetes. Otros aspectos también 
pueden afectar a la calidad percibida, pero no han sido analizados o se han analizado en 
menor medida en los modelos existentes. Entre estos aspectos se encuentran la 
resolución o tamaño de pantalla, el códec y sus características (por ejemplo la estructura 
de GOP – Group of Pictures), el tamaño del buffer del receptor y los efectos de “re-
buffering, las demoras y el jitter de la red, el tipo de receptor y sus estrategias de filtros 
y cancelación de paquetes perdidos, entre otros. Algunos modelos paramétricos 
incluyen únicamente alguno de los aspectos mencionados (por ejemplo, la influencia del 
frame rate en la calidad para cierto códec, resolución de pantalla y bit rate del video 
original), mientras que otros combinan varios de los factores. Sin embargo, ninguno de 
los modelos existentes combina apropiadamente todos o gran parte de los factores que 
afectan la calidad.  
En [34] se ha realizado, como parte de este trabajo, una comparación de los modelos 
paramétricos propuestos por diez autores diferentes, entre los que se encuentran los 
modelos propuestos por K. Yamagishi (2006), H. Koumaras (2007), M. Ries (2007), A. 
Raake (2008), Q. Huynh-Thu (2008), F. You (2009), A. Khan (2009), J. Gustafsson 
(2010), y Yen-Fu Ou (2011). La Tabla I.2-1 muestra una breve comparación entre los 
parámetros y condiciones de validación de varios de los modelos existentes. 
 










K. Yamagishi Si Si Si No VGA,QVGA; MPEG4 
Fenghua You Si Si Si No HD, MPEG2 
A. Raake Si No Si Si - MV and QP HD; H.264 
H. Koumaras Si No No No CIF, QCIF; MPEG4 
M. Ries Si Si No Si –Clases de Contenido CIF, QCIF, SIF; H.264 
J. Gustafsson Si No Si No QCIF; MPEG4 
A. Khan Si Si Si Si –Clases de Contenido QCIF; MPEG4 
Q. Huynh-Thu Si Si No No QCIF 
Yen-Fu Ou Si Si No No CIF, QCIF 
Tabla I.2-1 – Comparación de varios modelos paramétricos existentes 
 
Como se puede ver, cada uno de los modelos paramétricos propuestos hasta el momento 
tiene limitaciones, ya sea en su área de aplicación, condiciones en los que fue validado 
y/o en los parámetros que considera al momento de estimar la calidad. Ninguno de los 
modelos propuestos hasta el momento ha sido desarrollado y validado en forma general. 
Por ejemplo, no se han validado con resoluciones que varíen desde las utilizadas en 
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dispositivos móviles (QCIF) hasta resoluciones utilizadas en aplicaciones de TV (SD). 
Por lo general no se han validado con más de un códec. Solo uno de los modelos tiene 
en cuenta en forma combinada el bit rate, frame rate y la pérdida de paquetes, pero el 
contenido del video solamente es analizando en “clases”, y no en forma individual.  
Adicionalmente, algunos autores han validado sus modelos respecto a métricas 
objetivas no “perceptuales”, como el PSNR, mientras que otros han realizado la 
validación utilizando pruebas subjetivas, pero de alcance limitado (pocas secuencias de 
video). 
Disponer de un modelo paramétrico general, que abarque una cantidad importante de 
aplicaciones, condiciones de codificación y transmisión, sería de suma utilidad. Sin 
embargo, aún no existe un modelo paramétrico que cumpla con éstas características. 
Como ya se dijo al final de la introducción, el objetivo fundamental de esta tesis es 
avanzar hacia un modelo paramétrico de estimación de calidad percibida de video, lo 
más general posible, que presente buenos resultados en diversos escenarios de 
codificación, transmisión y contenidos. Además, el modelo paramétrico propuesto debe 
ofrecer mejores prestaciones que los modelos parciales existentes. 
Estrechamente ligados a este objetivo se plantean una serie de tareas, análisis,  
problemas relacionados y objetivos específicos, según lo que se describe a 
continuación: 
 
• Estudio y modelado de la calidad de video según las variaciones del bit rate 
El bit rate, o tasa de bits, es uno de los principales factores que generalmente se 
establecen en el proceso de codificación. Un mismo video se puede codificar 
con más o menos bits por segundo, ajustando los niveles de cuantización. La 
mayoría de los codificadores permiten establecer el bit rate deseado, y varían 
dinámicamente los niveles de cuantización para lograr la tasa de bits establecida. 
Es intuitivo pensar que a mayor tasa de bits, mejor calidad se obtendrá en el 
video resultante y viceversa. La gran mayoría de los modelos paramétrico 
existentes utilizan el bit rate como uno de sus parámetros. Sin embargo, la forma 
en que modelan la dependencia de la calidad en función del bit rate es diversa. 
Es por lo tanto necesario estudiar detalladamente como se ve afectada la calidad 
de video en función de este parámetro y poder de esta manera modelarla 
adecuadamente.  
 
• Estudio y modelado de la calidad de video según las variaciones del frame 
rate 
El frame rate, o tasa de cuadros por segundo, es otro parámetro que se establece 
en el proceso de codificación. Históricamente las señales de analógicas de TV 
utilizaban 25 o 30 cuadros por segundo (fps). Sin embargo, varias aplicaciones 
digitales y multimedia actuales utilizan tasas de cuadros menores, llegando en 
algunos casos hasta 5 fps. Reducir la tasa de cuadros por segundo sin duda 
reduce el ancho de banda necesario para la transmisión del video, pero presenta 
secuencias de video que pueden resultar entre-cortadas. La calidad percibida 
puede verse fuertemente afectada según los valores de este parámetro, sin 
embargo solo algunos de los modelos existentes han incluido el frame rate 
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dentro de sus parámetros. Es parte del objetivo y aporte de esta tesis estudiar la 
influencia del frame rate, e incluirlo dentro de un modelo paramétrico. 
 
• Estudio y modelado de la calidad de video según el tamaño o la resolución 
de la pantalla utilizada 
Diferentes aplicaciones de video utilizan pantallas de diferente tamaño o 
resolución. La TV analógica utiliza un formato de 720 × 576 pixels, conocido 
como SD o Standard Definition. Sin embargo, actualmente se utilizan 
dispositivos más pequeños y más grandes. Los smartphones y otros dispositivos 
móviles pueden manejar señales de video, las que son presentadas en pantallas 
pequeñas, de hasta 160 × 120 pixels. Los televisores de alta definición y algunas 
pantallas de computadores permiten visualizaciones de video en alta definición, 
hasta formatos de 1920 × 1080 pixels. La calidad que se percibe de un mismo 
video puede ser diferente según la resolución de la pantalla, y éste es uno de los 
parámetros a ser considerado. Todos los modelos paramétricos existentes hasta 
el momento han sido diseñados y evaluados por sus autores para determinadas 
resoluciones o tamaños de pantallas. No existe al momento modelos que tomen 
el tamaño de la pantalla como uno de los parámetros del modelo. Es parte del 
objetivo y aporte de esta tesis incluir este parámetro dentro de un modelo más 
genérico. 
 
• Estudio y modelado de la calidad de video según el contenido del video 
En iguales condiciones de codificación (codec, bit rate, frame rate, tamaño o 
resolución de pantalla, etc.) la calidad percibida puede depender del contenido 
del video. Los videos con poco movimiento y textura pueden verse mejor que 
los de alto movimiento y/o texturas para una misma condición de codificación. 
Si bien este aspecto no es un parámetro de codificación, sino una propiedad del 
material que se está codificando, debe tenerse en cuenta a los efectos de la 
evaluación de la calidad subjetiva. Solo algunos modelos paramétricos existentes 
tienen en cuenta este aspecto, y entre ellos, la mayoría se basa en la clasificación 
de contenidos en un grupo reducido de “clases”, cambiando el valor de los 
coeficientes del modelo en función de la clase del contenido. Uno de los 
objetivos y aportes de esta tesis es estudiar e identificar qué parámetros 
relacionados al contenido influyen en la calidad percibida, en combinación con 
los otros parámetros de codificación y con las características del medio de 
transmisión (pérdida de paquetes). 
 
• Estudio y modelado de la calidad de video según el codec utilizado 
Para idénticos parámetros de bit rate, frame rate, tamaño o resolución de pantalla 
y contenido, el propio codificador tiene una influencia importante en la calidad 
obtenida del video. Por ejemplo, en ciertas condiciones, los actuales 
codificadores H.264 pueden lograr videos de calidad superior a la obtenida con 
los anteriores MPEG-x, para idénticas condiciones de codificación. Por esta 
razón, es importante tener en cuenta el codificador utilizado al momento de 
evaluar la calidad de video obtenida. Si bien existe gran diversidad de 
codificadores en el mercado, MPEG-2 y H.264 son de los mayoritariamente 
utilizados. El codec MPEG-2 es ampliamente utilizado desde hace varios años, 
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especialmente en aplicaciones de difusión de video (broadcasting). El codec 
H.264 es la evolución, tanto de los codecs MPEG-x como de los H.26x, y está 
siendo rápidamente adoptado en prácticamente todos los ámbitos donde se 
utiliza video. Es parte del objetivo de la presente tesis el análisis de estos dos 
codificadores, y proponer una metodología que pueda ser extendida al análisis 
de cualquier otro codificador del mercado. 
 
• Estudio y modelado de la calidad de video según las pérdidas de paquetes 
en el medio de transmisión 
Actualmente la transmisión y difusión de video y señales multimedia se realiza 
mayoritariamente sobre redes de paquetes IP, entre las que se incluye Internet, 
redes de área local, redes inalámbricas y redes de área extendida. En este tipo de 
redes, típicamente no orientadas a la conexión, existen diversos factores que 
puedan afectar a la calidad de video. Dentro de estos factores se destaca 
especialmente la pérdida de paquetes. Algunos modelos paramétricos existentes 
toman como parámetro la pérdida de paquetes, aunque muy pocos modelos 
combinan este parámetro con otros, como el bit rate, el frame rate. Por otra 
parte, los modelos existentes no tienen en cuenta la influencia del contenido en 
combinación con la pérdida de paquetes. En este trabajo se tiene como objetivo 
analizar cómo se ve afectada la calidad de video en función del porcentaje de 
pérdida de paquetes, en combinación con el bit rate, el frame rate y el tipo de 
contenido, de manera de incluir este modelado en una fórmula paramétrica.  
 
• Propuesta de un modelo paramétrico que tenga en cuenta los aspectos 
estudiados 
Sobre la base de los análisis detallados en los puntos anteriores, se tiene como 
principal aporte la propuesta de un nuevo modelo paramétrico de estimación de 
calidad de video, que tenga en cuenta en forma combinada el bit rate, el frame 
rate, el tamaño de pantalla, el códec, el porcentaje de pérdida de paquetes y el 
contenido del video. 
 
• Validación del modelo propuesto 
Uno de los aportes de la presente tesis es la propuesta de un método de 
evaluación y validación que utiliza tanto los resultados de pruebas subjetivas 
como los resultados obtenidos con métodos estandarizados basados en 
contenidos. De esta manera, el modelo propuesto es contrastado contra modelos 
estandarizados basados en el análisis de contenidos, así como con el resultado de 
pruebas subjetivas, las que son también realizadas como parte del presente 
trabajo de tesis. 
 
• Comparación del modelo propuesto contra otros modelos paramétricos 
existentes 
El objetivo principal de esta tesis es obtener un modelo paramétrico más general 
que cualquiera de los modelos existentes. Sin embargo, este modelo deberá tener 
un rendimiento por lo menos igual o mejor a los modelos paramétricos 
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existentes. Uno de los aportes de la presente tesis consiste en la comparación del 
rendimiento de diversos modelos existentes contra una base de videos comunes. 
Para ello, se calculan los mejores coeficientes de cada uno de los modelos 
paramétricos existentes, y con ellos se calculan las estimaciones de calidad de 
cada modelo, las que son contrastadas con los resultados de pruebas subjetivas y 
con los resultados obtenidos con modelos estandarizados basados en contenidos. 
A su vez, se comparan los resultados del modelo propuesto contra esta misma 
base de videos, mostrando su rendimiento respecto a los otros modelos 
existentes.  
 




I.3. Estructura de la Memoria 
 
La memoria está estructurada de la siguiente forma: 
 
En el Capítulo 1 se presenta una Introducción general y se plantean las motivaciones y 
objetivos de la Tesis 
 
En el Capítulo 2 se realiza una descripción de los procesos de Codificación y 
transmisión de video sobre redes de paquetes,  incluyendo aspectos relacionados al 
sistema visual humano y a las degradaciones que típicamente se introducen en estos 
procesos.  
 
En el Capítulo 3 se presentan los Métodos de medida de calidad de video existentes, 
tanto subjetivos como objetivos, y se realiza un extenso detalle acerca de los modelos 
objetivos más relevantes. 
 
En el Capítulo 4 se realiza la Selección de la Métrica de Referencia, la que será 
utilizada luego como punto de base para comprobar el desempeño del modelo 
paramétrico propuesto. 
 
En el Capítulo 5 se describen como se ve afectada la Calidad de Video en función de 
los parámetros de codificación. Se analiza exhaustivamente la incidencia del bit rate, 
el frame rate, la resolución de la pantalla, el codec y el contenido del video en la calidad 
percibida del video. 
 
En el Capítulo 6 se describen como se ve afectada la Calidad de Video en función de 
los parámetros de transmisión, analizando específicamente la incidencia de la pérdida 
de paquetes en la calidad percibida del video. 
 
Sobre la base de los análisis y estudios anteriores, en el Capítulo 7 se presenta la 
propuesta de un nuevo Modelo Paramétrico de estimación de calidad de video. 
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Este capítulo presenta una descripción resumida del sistema visual humano y de 
diversos aspectos relacionados a los sistemas de codificación y transmisión de video 
digital sobre redes de paquetes. Conocer estos aspectos es fundamental para poder luego 
comprender las degradaciones que se introducen en los sistemas de video y como éstas 
son percibidas por las personas.  
La complejidad del proceso de codificación y decodificación digital de video ha ido 
aumentando, logrando un muy alto nivel de compresión, a expensas de requerir 
decodificadores y, sobre todo, codificadores muy complejos, y que requieren gran 
capacidad de procesamiento. En este capítulo se presentan resumidamente las 
características más destacables de las tecnologías actuales en codificación de imágenes 
y video. Su estudio es necesario a los efectos de comprender como éste proceso influye 
en las degradaciones introducidas y en su percepción por las personas. 
Actualmente la transmisión y difusión de video y señales multimedia se realiza 
mayoritariamente sobre redes IP. Este es el caso de Internet, pero también el de las 
video conferencias corporativas, las aplicaciones de comunicaciones unificadas, y la 
distribución de IPTV entre otros. El proceso de transmisión tiene características que 
pueden afectar a la calidad obtenida en el destino, y éstos conceptos también son 
introducidos en este capítulo. 
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II.2. Sistema visual humano 
 
En esta sección se presenta, en forma muy resumida, las características principales del 
sistema visual humano. Dado que el presente trabajo trata acerca de la calidad percibida 
de las imágenes y video por parte de las personas, es importante comprender algunos 
aspectos relativos al funcionamiento del sistema visual. 
El ojo humano es un sistema óptico formado por una dioptría esférica y una lente, que 
reciben, respectivamente, el nombre de córnea y cristalino, y son capaces de formar una 
imagen de los objetos sobre la superficie interna del ojo, en una zona denominada 




Figura II.2-1 - El ojo humano 
 
En la Figura II.2-1 (tomada de [35]) se ven las partes que forman el ojo. Tiene forma 
aproximadamente esférica y está rodeado por una membrana llamada esclerótica que 
por la parte anterior se hace transparente para formar la córnea. Tras la córnea hay un 
diafragma, el iris, que posee una abertura, la pupila, por la que pasa la luz hacia el 
interior del ojo. El iris es el que define el color de nuestros ojos y el que controla 
automáticamente el diámetro de la pupila para regular la intensidad luminosa que recibe 
el ojo. 
El cristalino está unido por ligamentos al músculo ciliar. De esta manera el ojo queda 
dividido en dos partes: la posterior que contiene humor vítreo y la anterior que contiene 
humor acuoso. El índice de refracción del cristalino es 1,437 y los del humor acuoso y 
humor vítreo son similares al del agua. 
La córnea refracta los rayos luminosos y el cristalino actúa como ajuste para enfocar 
objetos situados a diferentes distancias. De esto se encargan los músculos ciliares que 
modifican la curvatura de la lente y cambian su potencia.  
El cristalino enfoca las imágenes sobre la envoltura interna del ojo, la retina. Esta 
envoltura contiene fibras nerviosas (prolongaciones del nervio óptico) que terminan en 
unas pequeñas estructuras denominadas conos y bastones. Los bastones son detectores 
de luz muy sensibles. Las señales de muchos bastones pueden converger en una sola 
neurona, lo que mejora la sensibilidad pero reduce la resolución que se logra. Lo 
opuesto sucede con los conos. Varias neuronas transmiten las señales generadas por un 
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único cono. Hay tres tipos de conos, los llamados “L”, “M” y “S”. Cada uno de estos 
tipos de conos tiene el pico de sensibilidad en diferentes partes del espectro, y son los 
responsables de la detección cromática, es decir, de los colores. Cada ojo tiene 
aproximadamente 5 millones de conos y 100 millones de bastones. Su densidad varía a 
lo largo de la retina. Los conos están concentrados en la fóvea, la zona central de la 
retina, mientras que los bastones dominan las áreas que rodean a la fóvea. 
Los millones de nervios que van al cerebro se combinan para formar un nervio óptico 
que sale de la retina por un punto que no contiene células receptores. Es el llamado 
punto ciego. 
El código neural que se genera por las células de la visión en la retina se transmite por 
vía del nervio óptico a los cuerpos geniculados y a la corteza visual en el cerebro. La 
corteza visual procesa y refina este código neural a información que determina el 
tamaño, contraste, forma, detalle, color, etc. El cerebro combina toda esta información 
para producir la percepción visual. 
La respuesta del sistema visual humano depende en gran medida de las variaciones de la 
luminancia, mucho más que del valor absoluto de ésta. Esta característica se conoce 
como la ley de Weber-Fechner, que establece que el menor cambio discernible en la 
magnitud de un estimulo es proporcional a la magnitud del estimulo. En este caso, el 




LC Δ=        (II.2-1)  
 
Los primeros modelos de visión humana, adoptaron una aproximación conocida como 
“modelo mono canal”. Esta teoría sostiene que el sistema visual humano puede 
representarse como un solo canal o filtro espacial, cuyas características están 
determinadas por la función de sensibilidad de contraste (CSF – Contrast Sensititiy 
Function). Esta función modela la variación de la sensibilidad del sistema visual 
humano en función de las frecuencias espaciales que tenga el estímulo visual observado. 
Estas frecuencias espaciales se miden en “ciclos/grado”, entendiéndose que 
corresponden a variaciones de luminosidad en función del ángulo visual medido en 
grados. En el modelo mono canal, es aceptado que la función CSF tiene un 
comportamiento “pasa banda”, como el indicado en la Figura II.2-2 (tomada de [36]), 
con la mayor sensibilidad entre 1 y 10 ciclos/grado. Sin embargo, la forma exacta de 
esta curva depende fuertemente de diversos factores, entre ellos, de la iluminación, la 
orientación espacial de la imagen respecto a la retina, el tamaño de la imagen observada, 
y el tiempo por el que es observada la imagen. Adicionalmente, la función de 
sensibilidad también depende de los componentes cromáticos y no solo de la 
luminancia. En este caso, la forma de la curva se asemeja más a la de un filtro “pasa 
bajos”. En aplicaciones de video es importante modelar la sensibilidad de contraste 
también con imágenes que varían en el tiempo. En la Figura II.2-3, tomada de [36], se 
muestra un esquema de la CSF acromática y cromática en función de la frecuencia 
espacial y de la frecuencia temporal. Se puede ver como en el caso acromático, para 
frecuencias temporales muy bajas (imágenes fijas), la gráfica se aproxima a una función 
pasa banda, similar a la de la Figura II.2-2, mientras que en el caso cromático, para 
frecuencias temporales muy bajas, la gráfica se aproxima a un filtro pasa bajos. 









a) CSF acromática 
 
b) CSF cromática 
Figura II.2-3 – Función CSF acromática y cromática en función de la frecuencia 
espacial y de la frecuencia temporal 
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Una nueva teoría del modelo de visión humana, conocida como “modelo multi-canal” 
sostiene que el sistema visual humano no dispone de un único filtro de frecuencia 
espacial, sino que en realidad existen varios filtros, centrados en diferentes frecuencias 
espaciales, y que trabajan en paralelo y en forma independiente. Según este modelo, 
antes de ser analizada, la imagen que capta la retina es descompuesta por un banco de 
filtros casi lineales, que producen como salida un conjunto de "imágenes" de banda 
limitada en frecuencia espacial. Estas imágenes filtradas son analizadas separadamente 
en el sistema de visión humano y la información extraída de cada una de ellas es 
utilizada directamente, o combinada con la de las demás, para facilitar una descripción 
útil del mundo. En este modelo, cada canal sólo transmite los componentes de la imagen 
que se hallan en una determinada banda de frecuencia espacial, mientras que atenúa los 
situados en otras bandas (los que a su vez son transmitidos por otros canales). Según 
este modelo, la función de sensibilidad de contraste CSF es esencialmente la envolvente 
de las funciones de sensibilidad de cada uno de los filtros. 
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II.3. Codificación digital de video 
 
Los actuales sistemas de video utilizan técnicas digitales para la codificación, 
transmisión y decodificación de las señales. Una cadena típica de codificación, 
transmisión y decodificación de video se muestra en la Figura II.3-1. Las 
estandarizaciones de ITU-T y ISO/IEC JCT se centran en detallar el proceso de 
decodificación, resaltado en la figura. Estas recomendaciones establecen sintaxis 
específicas del flujo de información. El objetivo es que cualquier decodificador que 
cumpla con la recomendación apropiada, pueda reproducir un flujo de video 
apropiadamente codificado.  
 
 
Figura II.3-1  - Proceso de codificación, transmisión y decodificación de video 
 
Los estudios acerca de la codificación de imágenes y video comenzaron en la década de 
1950. En 1984 fue introducida la estrategia de codificación utilizando la transformada 
discreta de coseno (DCT) [37], técnica ampliamente utilizada en los sistemas actuales 
de codificación. Las técnicas de compensación de movimiento aparecieron también en 
la década de 1980, dando origen a las tecnologías híbridas MC/DCT (Motion 
Compensation/Discrete Cosine Transform), utilizadas en los actuales algoritmos de 
codificación de video. 
Por otra parte, las transformadas discretas de Wavelets (DWT) comenzaron también a 
ser utilizadas en codificación de imágenes en la década de 1980, y fueron adoptadas 
más recientemente dentro de las tecnologías MPEG-4 y JPEG 2000, para la codificación 
de imágenes fijas. 
La complejidad de codificadores y decodificadores ha ido aumentando, logrando un 
muy alto nivel de compresión, a expensas de requerir decodificadores y, sobre todo, 
codificadores muy complejos, y que requieren gran capacidad de procesamiento [38]. 
A continuación se presentan, en forma resumida, las características más destacables de 
las tecnologías actuales en codificación de imágenes y video [39]. No es el objetivo 
principal de este trabajo presentar un detalle pormenorizado de estas tecnologías, por lo 















JPEG (Joint Photographic Experts Group) [40] es un estándar diseñado para comprimir 
imágenes fijas, tanto en color como en blanco y negro. El objetivo principal de este 
estándar fue el de lograr compresiones adecuadas, optimizando el tamaño final de los 
archivos comprimidos, admitiendo pérdida de calidad en la imagen. El algoritmo 
utilizado divide a la imagen en bloques de 8 x 8 píxeles, los que son procesados en 
forma independiente. Dentro de cada uno de estos bloques, se aplica la transformada 
discreta de coseno (DCT) bidimensional, generando para cada bloque, una matriz de 8 x 
8 coeficientes. La gran ventaja de estos coeficientes, es que decrecen rápidamente en 
valor absoluto, lo que permite despreciar gran parte de ellos (ya que representan 
información de alta frecuencia espacial).   
Conceptualmente, puede considerarse que cada bloque de 8 x 8 está compuesto por una 
suma ponderada de 64 tipos de bloques base, como se muestran en la Figura II.3-2. En 
esta figura, cada bloque corresponde con un patrón determinado. El primer bloque 
(arriba a la izquierda) no tiene textura. El coeficiente asociado a este bloque se 
corresponde con la componente de luminancia promedio del bloque. Es conocido 
también como componente de DC, haciendo analogía con la “componente de continua” 
de una señal eléctrica. El resto de los bloques presentan patrones bien definidos, con 




Figura II.3-2  - Bloques base de la transformada DCT bi-dimensional 
 
El estándar JPEG 2000 [41] está también basado en la idea de utilizar para la 
codificación los coeficientes de una transformación, pero en este caso se utilizan 
transformadas discretas de Wavelets (DWT). Esta transformada permite comprimir aún 
más las imágenes que la DCT. Una de las principales diferencias entre JPEG y 
JPEG2000 es que en esta última no es necesario dividir la imagen original en bloques. 
La transformada DWT se aplica a toda la imagen, lo que elimina el conocido “efecto de 








MPEG-1 [42] fue originalmente diseñado por el “Moving Picture Experts Group” 
(MPEG) de la ISO (International Standards Organization) para el almacenamiento y 
reproducción digital de aplicaciones multimedia desde dispositivos CD-ROM, hasta 
velocidades de 1.5 Mbps. MPEG-2 [43] fue el sucesor de MPEG-1, pensado para 
proveer calidad de video desde la obtenida con NTSC/PAL y hasta HDTV, con 
velocidades de hasta 19 Mbps.  
La codificación en MPEG-1 está basada en la transformada DCT para explotar las 
redundancias espaciales dentro de cada cuadro, y en técnicas de estimación y 
compensación de movimiento para explotar las redundancias temporales (entre 
cuadros). Las secuencias de video son primeramente divididas en “grupos de figuras” 
(GOP – Group of Pictures). Cada GOP puede incluir tres grupos diferentes de cuadros: I 
(“Intra”), P (“Predictivos”) y B (“predictivos Bidireccionales”). Los cuadros del tipo I 
son codificados únicamente con técnicas de compresión espacial (transformada DCT 
dentro del propio cuadro, por ejemplo). Son utilizados como cuadros de referencia para 
las predicciones (hacia adelante o hacia atrás) de cuadros P o B. Los cuadros del tipo P 
son codificados utilizando información previa de cuadros I u otros cuadros P, en base a 
estimaciones y compensaciones de movimiento. Los cuadros B se predicen en base a 
información de cuadros anteriores (pasados) y también posteriores (futuros). El tamaño 
de un GOP está dado por la cantidad de cuadros existentes entre dos cuadros I. 
Típicamente se pueden utilizar de 12 a 35 cuadros para un GOP, y hasta 3 cuadros entre 
un I y un P o entre dos P consecutivos (típicamente una señal PAL se codifica con un 
GOP de tamaño 12 y una NTSC con 15, amabas con no más de 2 cuadros B 
consecutivos). Un ejemplo tomado de [44] se muestra en la Figura II.3-3 
(IBBPBBPBBI), donde las flechas indican los cuadros utilizados para las predicciones. 
Cuando más grande el GOP, mayor compresión se puede obtener, pero a su vez existe 
menor inmunidad a la propagación de errores. 
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Figura II.3-3 – Esquema de GoP 
 
 
Al igual que en JPEG, en MPEG-1 se divide la imagen de cada cuadro en bloques de 8 
x 8 píxeles, los que son procesados en forma independiente. Dentro de cada uno de 
estos bloques, se aplica la transformada discreta de coseno (DCT) bidimensional, 
generando para cada bloque, una matriz de 8 x 8 coeficientes. A su vez, cuatro bloques 
se agrupan en un “macro-bloque” de 16 x 16 píxeles, el que es utilizado como base para 
la estimación del movimiento. La estimación de movimiento de un macro-bloque se 
realiza en el codificador, comparando el macro-bloque de una imagen con todos las 
posibles secciones de tamaño igual al macro-bloque (dentro de un rango espacial de 512 
píxeles en cada dirección) de la(s) imagen(es) siguiente(s). La comparación se realiza 
generalmente buscando la mínima diferencia, llamada SAD (Sum of Absolute 
Differences) entre el macro-bloque y la sección evaluada. Este procedimiento se basa en 
la hipótesis que todos los píxeles del macro-bloque tendrán por lo general un mismo 
desplazamiento, y por lo tanto, será más eficiente codificar un “vector de movimiento” 
del macro-bloque y las diferencias del macro-bloque predicho respecto del macro-
bloque original. Las diferencias entre el macro-bloque predicho y el real también son 
transformadas mediante la DCT para su codificación. 
Un flujo de video de MPEG-2 se forma de la manera descrita a continuación. Se utiliza 
como unidad básica un macro-bloque, compuesto típicamente por 4 bloques de 
luminancia y 2 de crominancia (ya que la crominancia es sub-muestreada). Los 
coeficientes DCT de cada uno de estos bloques son serializados, y precedidos por un 
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cabezal de macro-bloque. Varios macrobloques contiguos (en la misma fila, y de 
izquierda a derecha) son agrupados formando un “slice”, el que a su vez es precedido de 
un cabezal de “slice”, el que contiene la ubicación del “slice” en la imagen y el factor de 
cuantización usado. Típicamente puede haber un “slice” por cada fila de macro-bloques, 
pero puede también haber slices con parte de una fila o con varias filas. Un grupo de 
“slices” forma un cuadro, el que es precedido por un cabezal de cuadro, conteniendo 
información del mismo, como por ejemplo el tipo de cuadro (I,P,B), y las matrices de 
cuantización utilizadas. Varios cuadros se juntan, formando el GOP, también precedido 
de un cabezal de GOP. Finalmente, varios GOPs pueden serializarse en una secuencia 
(Elementary Stream), con su correspondiente cabezal, el que contiene información 
general, como el tamaño de los cuadros, y la frecuencia de cuadros. En la Figura II.3-4 
(tomada de [44]) se muestra un esquema del sistema de capas descrito.  
 
 
Figura II.3-4 – Esquema de flujo de video MPEG-2 
 
MPGE-4 [45] es la evolución de MPEG-1 y 2, y provee la tecnología base para la 
codificación en base a contenidos, y su almacenamiento, transmisión y manipulación. 
Presenta mejoras interesantes respecto a la eficiencia de la codificación, robustez de 
trasmisión e interactividad. MPGE-4 puede codificar múltiples “Objetos de video” 
(MVO – Multiple Video Objects), ya que sus contenidos son representados en forma 
individual. El receptor puede de esta manera recibir diferentes flujos por cada objeto 
codificado dentro de un mismo video, correspondientes por ejemplo a diferentes 
“planos” (VOP – Video Object Plane) de la imagen. Cada secuencia de VOPs 
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constituye un objeto de video (VO – Video Object) independiente, los que son 





En 2001, el grupo MPEG de ISO/IEC y el VCEG (Video Coding Expert Group) del 
ITU-T decidieron unir esfuerzos en un emprendimiento conjunto para estandarizar un 
nuevo codificador de video, mejor que los anteriores, especialmente para anchos de 
banda o capacidad de almacenamiento reducidos [46]. El grupo se llamó JVT (Joint 
Video Team), y culminó con la estandarización de la recomendación H.264/MPEG-4 
Part 10, también conocida como JVT/H.26L/AVC (Advanced Video Coding) o 
H.264/AVC en 2003. Este nuevo estándar utiliza compensaciones de movimiento más 
flexibles, permitiendo dividir los macro-bloques en diversas áreas rectangulares, y 
utilizar desplazamientos de hasta un cuarto de píxel. Agrega además los cuadros del tipo 
SP (Switching P) y SI (Switching I), similares a los P e I, pero con la posibilidad de 
reconstruir algunos valores específicos de forma exacta.  
Las técnicas de codificación entrópica que utiliza H.264 son las conocidas como 
CAVLC (Context-Adaptive Variable-Length Coding) y CABAC (Context-Adaptive 
Binary Arithmetic Coding). Esta última (CABAC) es más compleja que la primera 
(CAVLC), pero a su vez, más eficiente. 
Con H.264/AVC, para una misma calidad de video, se logran mejoras en el ancho de 
banda requerido de aproximadamente un 50% respecto estándares anteriores [47] [48]. 
En 2007 fue aprobada una extensión de H.264 incluyendo el “Anexo G”, llamada 
“Scalable Video Coding” o SVC por sus iniciales. Esta modificación permite la 
construcción de sub-flujos de datos dentro de un flujo principal. El flujo principal o 
“capa base” (base layer) puede ser decodificado por cualquier equipo que soporte 
H.264/AVC, aunque no soporte SVC. Los flujos adicionales pueden contener 
información adicional del flujo, brindando mayor definición. 
En 2010 fue agregado el “Anexo H”, llamado “Multiview Video Coding” o MVC por 
sus iniciales. Este agregado está pensado para permitir tener diferentes flujos 
representando diferentes visiones de la misma escena, y fue desarrollado para 
aplicaciones de video en 3D, donde son necesarios dos flujos de información para 
generar el efecto “estereoscópico” de una misma escena. 
La recomendación H.264 establece diferentes “perfiles” y “niveles”. Los “perfiles” 
establecen requerimientos mínimos a cumplir por el codificador y decodificador.  Se 
establecen 12 perfiles para el estándar base AVC, 3 para el SVC y 2 para el MVC, 
completando un total de 17 perfiles según la versión 2010 de la recomendación [49]. A 
continuación se enumeran los perfiles establecidos en la recomendación H.264: 
 
• Constrained Baseline Profile (CBP) 
Diseñado para aplicaciones de bajo costo. Utilizado típicamente en aplicaciones 
móviles y algunos servicios de video conferencias. 
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• Baseline Profile (BP) 
Similar al CBP, es utilizado primariamente por aplicaciones de video móvil y 
video conferencias. Incluye las mismas características que el CBP, agregando 
algunas funciones que le brindan mayor robustez frente a pérdidas de 
información. Solo admite cuadros del tipo I y P (no se admiten cuadros del tipo 
B) 
 
• Main Profile (MP) 
Pensado para aplicaciones de TV en definición estándar (SDTV). Admite 
cuadros del tipo I, P y B. 
 
• Extended Profile (XP) 
Diseñado para “streaming” de video. 
 
• High Profile (HiP) 
Pensado para TV en alta definición (HDTV) y almacenamiento en discos (por 
ejemplo, es el utilizado en “Blu-ray”). 
 
• High 10 Profile (Hi10P) 
Para aplicaciones que requieran mejor calidad que el HiP, soporta hasta 10 bits 
por muestra. 
 
• High 4:2:2 Profile (Hi422P) 
Especial para aplicaciones de video “profesional” 
 
• High 4:4:4 Predictive Profile (Hi444PP) 
Para muy alta calidad, sin compresión, soporta hasta 14 bits por muestra  
 
• High 10 Intra Profile 
Similar al Hi10P, pero admitiendo solo cuadros I, usado en aplicaciones 
profesionales. 
 
• High 4:2:2 Intra Profile 
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• High 4:4:4 Intra Profile 
Similar al Hi444P, pero admitiendo solo cuadros I, usado en aplicaciones 
profesionales. 
 
• CAVLC 4:4:4 Intra Profile 
Similar al Hi444P, pero admitiendo solo cuadros I y codificación CAVLC. 
 
• Scalable Baseline Profile 
Diseñado dentro de la extensión SVC, para aplicaciones de video conferencias y 
móviles. 
  
• Scalable High Profile 
Diseñado dentro de la extensión SVC, para aplicaciones de broadcasting y 
streaming  
 
• Scalable High Intra Profile 
Diseñado dentro de la extensión SVC, utiliza solo cuadros I 
 
• Stereo High Profile 
Diseñado dentro de la extensión MVC, para aplicaciones de de video en 3D  
 
• Multiview High Profile 
Diseñado dentro de la extensión MVC, soporta dos o más vistas de cada escena. 
 
Por otra parte, los niveles establecen un conjunto de restricciones que se aplican a cada 
perfil. Por ejemplo, para cada perfil, un nivel puede determinar la resolución máxima de 
pantalla, el máximo frame rate y el máximo bit rate. Un decodificador que soporta cierto 
nivel, debe ser capaz de decodificar cualquier señal que tenga un nivel igual o inferior. 
 
En la Tabla II.3-1 se presenta un resumen comparativo de los diferentes estándares de 
codificación de video. Como se puede observar en dicha tabla, los codificadores / 
decodificadores H.264 no son compatibles con los estándares anteriores, lo que supone 
un punto de quiebre en la evolución del video digital. 
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Característica MPEG-1 MPEG-2 MPEG-4 H.264/MPEG-4 
Part 10/AVC 
Tamaño del macro-bloque 16x16 16x16 (frame 
mode) 
16x8 (field mode) 
16x16 16x16 
Tamaño del bloque 8x8 8x 8 16x16 
8x8, 16x8 
8x8, 16x8, 8x16, 
16x16, 4x8, 8x4, 4x4 
Transformada DCT DCT DCT/DWT 4x4  Integer transfor 
Tamaño de la muestra para aplicar la 
transformada 
8x8 8x8 8x8 4x4 
Codificación VLC VLC VLC VLC, CAVLC, 
CABAC 
Estimación y compensación de 
movimiento 
Si Si Si Si, con hasta 16 MV 
Perfiles No 5 perfiles, varios 
niveles en cada 
perfil 
8 perfiles, varios 
niveles en cada 
perfil 
3 perfiles, varios 
niveles en cada perfil 
Tipo de cuadros I,P,B,D I,P,B I,P,B I,P,B,SI,SP 
Ancho de banda Hasta 1.5 Mbps 2 a 15 Mbps 64 kbps a 2 Mbps 64 kbps a 150 Mbps 
Complejidad del codificador Baja Media Media Alta 
Compatibilidad con estándares previos Si Si Si No 
Tabla II.3-1 – Características de Codecs MPEG-1, MPEG-2, MPEG-4 y H.264 
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II.4. Transmisión digital de video 
 
Actualmente la transmisión y difusión de video y señales multimedia se realiza 
mayoritariamente sobre redes IP. Este es el caso de Internet, pero también el de las 
video conferencias corporativas, las aplicaciones de comunicaciones unificadas, y la 
distribución de IPTV entre otros. A continuación se detallan brevemente los aspectos 
destacables acerca del proceso de transmisión de video sobre redes IP. 
 
II.4.1. Paquetización del video 
 
Las secuencias ES (Elementary Streams) son paquetizadas en unidades llamadas PES 
(Packetized Elementary Streams), consistentes en un cabezal y hasta 8 kbytes de datos 
de secuencia. Estos PES a su vez, son paquetizados en pequeños paquetes, de 184 bytes, 
los que, junto a un cabezal de 4 bytes (totalizando 188 bytes) conforman el “MPEG 
Transport Stream” (MTS) y pueden ser transmitidos por diversos medios. 
En redes IP, el transporte del video se realiza mediante los protocolos RTP y RTCP. El 
protocolo RTP, basado originalmente en el RFC 1889 y luego reemplazado por el RFC 
3550 [50], establece los principios de un protocolo de transporte sobre redes que no 
garantizan calidad de servicio para datos “de tiempo real”, como por ejemplo voz  y 
video. El protocolo establece la manera de generar paquetes que incluyen, además de 
los propios datos de “tiempo real” a transmitir, números de secuencia, marcas de 
tiempo, y monitoreo de entrega. Las aplicaciones típicamente utilizan RTP sobre 
protocolos de red “no confiables”, como UDP. Los “bytes” obtenidos de cada conjunto 
de muestras de voz o video son encapsulados en paquetes RTP, y cada paquete RTP es a 
su vez encapsulado en segmentos UDP (Ver Figura II.4-1). 
El RFC 2250 [51] establece los procedimientos para transportar video MPEG-1 y 
MPEG-2 sobre RTP. Varios paquetes MTS de 188 bytes pueden ser transportados en un 
único paquete RTP, para mejorar la eficiencia. Esto se puede observar en la Figura 
II.4-2, donde se muestra un paquete RTP con 7 paquetes MTS (ISO 13818), cada uno 
de ellos de 188 bytes. A su vez, cada paquete MTS contiene un cabezal de 4 bytes y 184 
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Figura II.4-2 – Ejemplo de paquete RTP con contenido  de video 
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Figura II.4-3 – Ejemplo de paquetes MTS sobre RTP 
 
Algunos sistemas no utilizan el protocolo RTP, sino que incluyen los paquetes de MTS 
directamente en el paquete UDP, como se muestra en la Figura II.4-4. Si bien esta forma 
de transmisión tiene menos sobrecarga (“overhead”), ya que no se envían los bytes del 
protocolo RTP, el envío del video paquetizado dentro de RTP tiene varias ventajas [52]:  
• El envío de video sobre dentro del protocolo RTP está estandarizado en el RFC 
2250 y por el grupo DVB-IP [53], lo que asegura mejor interoperabilidad. 
• El protocolo RTP utiliza el protocolo RTCP para como realimentación de la 
calidad. No hay mecanismos similares estandarizados sin se envía los MTS 
directamente sobre UDP 
• RTP contiene nativamente información de reloj, que puede ser utilizado por el 
destino para decodificar apropiadamente los flujos multimedia. 
• Muchos equipos de redes pueden darle prioridad al protocolo RTP frente a otros 
protocolos, gestionando de esta manera la QoS (Calidad de Servicio). Esto no es 
así si los MTS se encapsulan directamente debajo de UDP. 
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Figura II.4-4 – Ejemplo de MTS sobre UDP 
 
Los RFC 3016 [54] y RFC 3640 [55] establecen los procedimientos para transportar 
flujos de audio y video MPEG-4. El RFC 3984 [56] establece los procedimientos para 
transportar flujos de video codificados en H.264.  En la Figura II.4-5 se muestra un 
paquete de video codificado en H.264 dentro de RTP. En este caso se utiliza el “paylod 
type” dinámico, con el número 96. El paquete tiene 1430 bytes de “payload” con el 
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Figura II.4-5 – Ejemplo de H.264 sobre RTP 
 
II.4.2. Ancho de banda en IP para video 
 
Como se ha visto, la codificación digital de video utiliza algoritmos de compresión, los 
que generan codificación de largo variable y flujos de ancho de banda también 
variables. Para una aplicación determinada, el ancho de banda requerido en una red IP 
dependerá del tipo de codificación utilizada (MPEG-1, 2, 4, H264, etc.), del tamaño de 
la pantalla (SD, CIF, QCIF, etc), del tipo de cuantización seleccionado y del 
movimiento y textura de la imagen. Al ancho de banda propio de la señal de video se le 
debe sumar la sobrecarga de los paquetes IP, UDP y RTP y para la LAN, de las tramas 
Ethernet. A diferencia de la codificación de audio de tasa de bits constantes, donde los 
anchos de banda pueden calcularse en forma exacta en base únicamente al codec 
utilizado, la codificación de video es estadística, y depende de la imagen transmitida, 
por lo que los cálculos son también aproximados y estadísticos. En video, generalmente, 
se puede establecer la tasa de bits o ancho de banda deseado, y el codec varía 
dinámicamente sus parámetros de codificación para alcanzar el ancho de banda 
establecido, a expensas de modificar la calidad. 
En la Figura II.4-6, tomada de [57], se muestra como varía el ancho de banda requerido 
usando diversos codificadores, en función de la calidad de la imagen, para una 
secuencia de video particular (“Tempete”) en resolución CIF a 15 fps. Puede verse 
como para una misma calidad (medida en este caso como PSNR), MPEG-2 requiere de 
aproximadamente el doble de ancho de banda que H.264/AVC. 




Figura II.4-6 – Calidad en función del bit rate para varios codecs de video 
 
Como se puede ver, el ancho de banda de las señales de video puede variar 
notoriamente, desde valores cercanos a los 64 kb/s (para baja resolución de pantalla, 
imágenes con poco movimiento, baja cantidad de cuadros por segundo), hasta varios 
Mb/s (para resoluciones medias o altas). 
En redes IP, el “overhead” o sobrecarga depende de la forma de encapsulado utilizada. 
Los protocolos IP/UDP/RTP tienen 40 bytes de cabezal, y Ethernet otro 26 bytes. En el 
caso de MPEG-2, utilizando MTS encapsulados en RTP, se pueden incluir hasta 7 
paquetes MTS dentro de un mismo paquete IP. Cada MTS tiene 4 bytes de cabezal y 
184 bytes de contenido.  




Figura II.4-7- Paquete IP con MTS sobre RTP 
 
En un paquete IP se pueden incluir 7 x184 = 1288 bytes de contenido MPEG-2, y por 
otra parte hay 40 + 4 x 7 = 68 bytes de cabezales a nivel de capa 3 (IP) y 94 bytes de 
cabezales a nivel de capa 2 (en Ethernet). Por lo tanto, el ancho de banda de MPEG-2 
transportado en RTP es 5.3% (68/1288) mayor que el ancho de banda propio del video 
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En el caso de H.264 encapsulado directamente sobre RTP, sin utilizar TS, se pueden 
enviar hasta 1430 bytes de “payload” en un paquete IP/UDP/RTP, por lo que el ancho 
de banda en capa 3 es 2.8% (40/1430) mayor que el del propio video codificado y en 
capa 2 es 4.6% (66/1430) mayor que el del propio video codificado. 
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II.5. Degradaciones en video digital 
 
El video digital, distribuido a través de redes de comunicaciones, sufre varios tipos de 
distorsión durante el proceso de adquisición, compresión, procesamiento, transmisión y 
reproducción. Por ejemplo, las técnicas utilizadas habitualmente en la codificación 
digital de video introducen pérdida de información, para reducir el ancho de banda 
necesario para su transmisión, lo que genera distorsiones. Por otro lado, las redes de 
paquetes sobre las que se transporta el video (por ejemplo Internet, aunque también 
redes de área local LAN, las redes extendidas WAN y las redes inalámbricas), pueden 
introducir distorsiones adicionales, debido a las demoras, los errores y las pérdidas de 
paquetes, entre otros factores. En esta sección se realiza una revisión de los diferentes 
tipos de degradaciones que sufren las señales de video en todo este proceso. 
 
II.5.1. Degradaciones de video introducidas en el 
proceso de codificación 
 
El proceso de digitalización y codificación de video utiliza técnicas que transforman una 
secuencia de píxeles al dominio de la frecuencia espacial (DCT), cuantificando valores, 
descartando eventualmente componentes de alta frecuencia, y haciendo uso de técnicas 
de predicción y compensación de movimientos. Esto genera “ruido de cuantificación”, 
el que puede degradar la imagen original a niveles perceptibles. Es este “ruido de 
cuantificación” [58], el que genera las clásicas degradaciones que pueden verse en 
imágenes y videos con alta compresión, entre ellos, el conocido “efecto de bloques”, 
que hace ver a la imagen como un conjunto de bloques pequeños (este efecto se verá 
con más detalles en los próximos párrafos). 
Los algoritmos de compresión utilizados actualmente en la codificación digital de video 
introducen varios tipos de degradaciones, las que se pueden clasificar según sus 
características principales [59]. Esta clasificación es útil para poder comprender las 
causas de las degradaciones y el impacto que tienen en la calidad percibida. 
 
Efecto de bloques (blocking) 
El efecto de bloques es, quizás, la más notoria de las degradaciones percibidas en video 
digital. Este efecto tiene su origen al dividir la imagen en bloques para realizar la 
transformada DCT. El efecto de bloques se presenta como discontinuidades en los 
bordes de bloques adyacentes al reconstruir la imagen. Dentro de un mismo cuadro, 
cuanto más “gruesa” sea la cuantificación realizada, más visible es el efecto de bloques. 
El umbral de cuantificación a partir del cual es percibido el efecto de bloque depende 
del tipo de imagen y del movimiento, por lo que no es posible definir un valor estándar 
e independiente de otros factores. Generalmente el efecto es menos percibido en 
imágenes con movimiento, o en lugares de mucho o muy poco brillo. Los coeficientes 
de bajas frecuencias espaciales, y particularmente el coeficiente de DC de la 
transformada DCT, son los que determinan en mayor grado la visibilidad del efecto de 
bloques. 
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En cuadros predictivos, el efecto se puede dar entre macro-bloques, presentado 
discontinuidades entre sus bordes, o dentro de un macro-bloque, entre los cuatro 
bloques que lo componen. Como las compensaciones de movimiento, generalmente, 
proveen una buena predicción para los componentes de baja frecuencia, el error de 
predicción cuantificado se reduce a cero dentro de un macro-bloque, y si éste tiene un 
contenido uniforme, no se produce el efecto de bloques entre los cuatro bloques 
internos. 
Diversos estudios se han realizado y existen varias propuestas de detección y corrección 
del efecto de bloques. Idealmente, estos procesos deberían mejorar el efecto de bloques, 
y a la vez mantener los bordes reales y la definición general de la imagen (es decir, no 
introducir borrosidad). Asimismo, es muy importante minimizar la capacidad de 
proceso necesario, ya que deben realizare en tiempo real. 
La idea general es detectar discontinuidades en los valores de bajas frecuencias 
espaciales entre bloques adyacentes, que no se correspondan con cambios o bordes 
reales en la imagen. Se han propuesto técnicas basadas en métodos estadísticos, 
(asumiendo un modelo probabilístico de los coeficientes DCT) [60] [61], y utilizar las 
teorías de BPOCS (Block Projection Onto Convex Sets) [62]. Adicionalmente, técnicas 
que utilizan transformadas de Wavelets también han sido propuestas [63], con buenos 
resultados. 
Las técnicas utilizadas para video pueden ser las mismas que las usadas para imágenes 
fijas, ya que el efecto se presenta en ambos casos. Sin embargo, en video puede ser 
utilizada la información temporal [64], para mejorar los algoritmos de detección y 
eliminación del efecto de bloques.  
 
Efecto de imagen de base (basis image) 
En los casos en los que uno de los coeficientes de la DCT es muy prominente respecto a 
los otros, y al utilizar cuantizaciones “gruesas”, es posible que quede como resultado un 
único coeficiente, que se traduce, al decodificar, como uno de los 64 posibles patrones 
de imágenes base de la DCT (ver Figura II.3-2).  
Este efecto tiene, a su vez, efectos colaterales. Un bloque que ha sufrido el efecto de 
imagen base, seguramente no se corresponderá con sus bloques adyacentes, acentuando 
el efecto de bloques, y el efecto de mosaico, que se detalla más adelante. 
 
 
Borrosidad o falta de definición (Blurring) 
La falta de definición, se manifiesta como una pérdida de los detalles de la imagen. Si 
bien esto puede estar dado por imágenes tomadas fuera de foco, también puede ser un 
efecto introducido por el proceso de digitalización. En este caso, se da cuando se 
suprimen los coeficientes DCT de mayor orden, que son los que aportan los detalles 
finos dentro de sus bloques. Esta degradación también puede aportar al efecto de 
bloques y al de mosaico. 
Varios métodos se han propuesto para estimar la definición (o borrosidad) general de 
una imagen, los que pueden aportar a métricas de la calidad percibida. En [65] se 
presenta un método sencillo, que califica con un porcentaje entre 0 y 100 la definición 
general de cada cuadro, basado en el análisis de los coeficientes DCT.  
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Alternativamente se han propuesto métodos que utilizan una medida directa, basada en 
el análisis y clasificación de los bordes detectados en la imagen, y estimando en base a 
ellos la definición (o borrosidad) general [66].  
 
Color bleeding (Corrimiento del color) 
La falta de definición de la información de luminancia resulta en la difusión de los 
detalles en un área visible. El mismo concepto aplicado a la crominancia, produce 
“manchas” de colores sobre áreas de colores contrastantes. Al igual que el caso anterior, 
este efecto se debe a la supresión de los coeficientes de alta frecuencia de los 
componentes de crominancia. Dado que la crominancia es sub-muestreada, el efecto se 
propaga en todo el macro-bloque. 
Se han propuesto técnicas para detectar y corregir el efecto de corrimiento de color. En 
[67] y [68] se presentan algoritmos de corrección de corrimiento de color, y se realiza 
una comparación con la métrica PSNR (ver sección III.3) entre la imagen de referencia 
y la degradada, y entre la imagen de referencia y la degradada luego de aplicar la 
corrección. Se observa una leve mejora en esta métrica antes y después de aplicar el 
algoritmo de corrección. Sin embargo, es muy difícil deducir la mejora en la calidad 
percibida en forma objetiva. 
 
Efecto escalera y Ringing 
Cuando la imagen contiene bordes diagonales respecto a los ejes verticales u 
horizontales, se puede presentar el “efecto escalera”. Dado que las imágenes base de 
DCT forman patrones horizontales y verticales, no se adecuan de la mejor manera a 
bordes diagonales, si se utilizan técnicas de compresión que eliminan la información de 
alta frecuencia espacial. Cuando la diagonal se distribuye entre varios bloques, se forma 
un patrón del tipo “escalera”. Cuando las secciones adyacentes al borde tienen alto 
contraste,  el efecto es especialmente notorio, y toma el nombre de “Ringing”. 
 
Patrones de mosaicos (Mosaic Patterns) 
El efecto “mosaico” se presenta cuando parecen no coincidir los bordes de todos o gran 




El efecto de cuantización de los valores de luminancia de los píxeles lleva a que, en 
zonas de transiciones graduales, se generen falsos contornos, en los lugares de 
transición de un valor cuantizado a otro. Este efecto se nota si la cantidad de niveles de 
cuantización es insuficiente.  
Algo similar sucede con la cuantización de los valores de DC y de baja frecuencia de los 
coeficientes de DCT, en éste tipo de imágenes.  
El efecto se ve como saltos de luminancia o tonalidad, en lugares donde debería haber 
una transición gradual. Puede resultar especialmente visible en monitores o televisores 
grandes.  
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
60 
Detectar y corregir los contornos falsos no es sencillo, ya que, además de detectar los 
contornos, se debe decidir si corresponden a un borde real, o a un efecto del proceso de 
digitalización. Adicionalmente, al intentar remover los contornos falsos, no se deben 
introducir otras degradaciones, como borrosidad o disminución de la definición general 
de la imagen. El método publicado en [69] presenta éstas características. 
 
Bordes falsos 
Este efecto se presenta como consecuencia de transportar el efecto de bloques hacia 
cuadros predictivos, con compensación de movimiento. Si se produce el efecto de 
bloques en una imagen tomada como referencia para próximos cuadros, estas 
discontinuidades producidas entre los bloques, pueden ser convertidas a bordes falsos 
dentro de bloques predictivos, debido a la estimación de movimiento. El origen de este 
efecto se esquematiza en la Figura II.5-1. Allí se puede ver como los bordes de los 
bloques se trasladan en cuadros predictivos (B, P) a regiones que quedan dentro de los 




Figura II.5-1 – Efecto de bordes falsos 
 
Errores de Compensaciones de Movimiento (MC mismatch) 
La estimación de movimiento de un macro-bloque se realiza en el codificador, 
comparando el macro-bloque de una imagen con todos las posibles secciones de tamaño 
igual al macro-bloque (dentro de cierto rango espacial) de la(s) imagen(es) siguiente(s). 
La comparación se realiza generalmente buscando el mínimo valor de la diferencia 
absoluta de la luminancia (SAD) entre el macro-bloque y la sección evaluada.  
Este procedimiento (simple, pero de gran consumo de procesamiento), se basa en la 
hipótesis que todos los píxeles del macro-bloque tendrán un mismo desplazamiento, o 
sea, que corresponden a la misma figura en la imagen. Esto no es así cuando el macro-
bloque contiene partes de diferentes figuras, o cuando contiene el borde entre una figura 
y un fondo fijo. En estos casos, la estimación de movimiento no será adecuada para una 
o quizás para ninguna de las figuras dentro del macro-bloque. 
 
En estos casos, al reconstruir un macro-bloque basado en una mala estimación de 
movimiento, se puede ver un efecto de bloque, con componentes de alta frecuencia 
espacial, el que generalmente se aprecia sobre los bordes de figuras en movimiento.  
Efecto de 
bloques 
Macro-bloque predictivo con bordes 
falsos internos, debido al movimiento de 
los bordes de los bloques de la imagen de 
referencia 




Se llama “efecto mosquito” a la fluctuación de la luminancia o crominancia alrededor 
de áreas de alto contraste o de figuras en movimiento. Este efecto está relacionado con 
los efectos de “ringnig” y de errores de compensación de movimiento, ya vistos. Es 
consecuencia de tener diferentes codificaciones en cuadros consecutivos, para una 
misma sección de la imagen (las que pueden darse por cambios en el tipo de predicción 
– hacia delante, hacia atrás, bidireccional - , niveles de cuantización, vectores de 
movimiento, etc.) 
 
Fluctuaciones en áreas estacionarias 
Fluctuaciones similares a las del efecto mosquito pueden verse también en áreas sin 
movimiento, pero con gran contenido de altas frecuencias espaciales (por ejemplo 
fondos con detalles pequeños, mucha textura, etc.)  
De manera similar a lo explicado anteriormente, las fluctuaciones son consecuencia de 
los diferentes tipos de predicciones y niveles de cuantización utilizados entre cuadros. 
Estos efectos se ven enmascarados en áreas con movimiento, y por lo tanto solo se 
perciben en imágenes estáticas.  
 
Errores de crominancia 
Como se mencionó al explicar los errores de compensación de movimiento, la elección 
de los vectores de movimiento se basa en estimar el movimiento en base a minimizar las 
diferencias de la luminancia entre cuadros. Generalmente, la crominancia no es tenida 
en cuenta en esta estimación, aunque luego los valores estimados del movimiento son 
utilizados para los tres componentes de video. Esto puede llevar a que la estimación de 
movimiento no se adecue a la realidad, teniendo como consecuencia la aparición de 
macro-bloques de colores equivocados. 
 
II.5.2. Degradaciones de video introducidas en el 
proceso de transmisión 
 
Cuando el video digital es transmitido por algún medio de transmisión no confiable (por 
ejemplo, redes de paquetes), se suman a las degradaciones producidas en el proceso de 
codificación, las degradaciones introducidas por las características propias del medio 
(por ejemplo, demoras o pérdidas de paquetes). La combinación de ambas 
degradaciones es la que finalmente percibe el usuario. 
 
Pérdida de paquetes 
La pérdida de paquetes en las redes IP afecta a la calidad percibida de video. En la 
Figura II.5-2, tomada de [70], se muestra como la pérdida de un paquete puede 
propagarse, afectando no solo a la información de video contenida en dicho paquete, 
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sino a otras partes del mismo o diferentes cuadros. Típicamente, y dado que la 
codificación se realiza en forma diferencial, la pérdida de un paquete afectará a todos 
los bloques siguientes en la misma fila o grupo de filas (“slice”). Si el paquete perdido 
corresponde además a un cuadro de referencia (I), también se verán afectados los 
cuadros predictivos, posteriores o anteriores, propagándose el error en el tiempo. 
 
Figura II.5-2 – Propagación de errores por pérdida de paquetes 
 
El área total de la imagen que se ve afectada por la pérdida de un paquete depende de 
varios factores, especialmente del bit rate al que está codificado el video. Cada paquete 
en una red IP contiene típicamente 7 paquetes MTS de 184 bytes de información cada 
uno (ver sección II.4.1). Cuanto más bajo es el bit rate, se generan menos paquetes por 
segundo, y por tanto, mayores áreas de pantalla son encapsuladas en un mismo paquete.  
Existen técnicas de cancelación de paquetes perdidos, las que tratan de reconstruir la 
información perdida en base a información disponible. Por ejemplo, reemplazando los 
píxeles perdidos por los mismos valores de cuadros anteriores.  
Las degradaciones producidas por la pérdida de paquetes incluyen el congelamiento de 
imágenes, cortes y efectos de bloques localizados, entre otros. 
 
Efecto de la demora / Jitter 
El receptor debe recibir los paquetes a decodificar a intervalos constantes, para poder 
regenerar de forma adecuada la señal original. Dado que el jitter es inevitable en las 
redes de paquetes, los receptores disponen de un buffer de entrada, con el objetivo de 
“suavizar” el efecto de la variación de las demoras. Este buffer recibe los paquetes a 
intervalos variables, y los entrega a intervalos constantes.  
Es de hacer notar que este buffer agrega una demora adicional al sistema, ya que debe 
retener paquetes para poder entregarlos a intervalos constantes. Cuánto más variación de 
demoras (jitter) exista, más grande deberá ser el buffer, y por lo tanto, mayor demora 
será introducida al sistema. Las demoras son indeseables, y tienen impacto directo en la 
experiencia del usuario, sobre todo en contenidos de tiempo real (por ejemplo, 
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distribución de eventos deportivos en línea) y en aplicaciones conversacionales (por 
ejemplo video telefonía, o video conferencias).  
Se hace necesario disponer de mecanismos que minimicen el tamaño de los jitter-
buffers, pero que a su vez, no comprometan la calidad debida a la perdida de paquetes 
que no han llegado a tiempo.  
 
Efecto del ancho de banda del canal 
En redes IP el ancho de banda puede estar limitado en algunos tramos del canal de 
transmisión. Mientras que en redes de área local (LAN) los anchos de banda son 
generalmente grandes (típicamente 100 Mb/s al escritorio), en redes de área extendida 
(WAN) y en servicios hogareños de Internet el ancho de banda está limitado, según el 
tipo de servicio contratado. Si el ancho de banda del canal es menor al bit rate al que fue 
codificado el video (teniendo en cuenta el “overhead” visto en la sección II.4.2), el 
receptor tiene que implementar un sistema de “re-buffering”, dando tiempo a que llegue 
y se almacene localmente suficiente información antes de poder reproducirla. Durante 
este tiempo, la imagen se congela, y por lo general se presenta una señalización 
indicando que es necesario esperar para proseguir con el video. Este efecto es notado 
mayoritariamente en acceso de baja velocidad, y tiene impacto en la calidad percibida 
por los usuarios.  
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La manera más confiable de medir la calidad de una imagen o un video es mediante la 
evaluación subjetiva, realizada por un conjunto de personas que opinan acerca de su 
percepción. La opinión media, obtenida mediante el “MOS” (Mean Opinion Score) es la 
métrica generalmente aceptada como medida de la calidad. Esta evaluación subjetiva 
debe ser realizada bajo condiciones controladas, de manera que todas las personas que 
participan de la evaluación vean la imagen o video bajo las mismas condiciones, y sean 
instruidas para realizar sus evaluaciones de idéntica manera. Esto lleva a la necesidad de 
estandarizar la forma en que se realizan estas evaluaciones, a través de 
recomendaciones, que permitan luego comparar los resultados de una misma evaluación 
entre sí, y a su vez, comparar evaluaciones realizadas en diferentes lugares y por 
diferentes personas.  
Los métodos subjetivos de medida, realizados según ciertas recomendaciones en 
ambientes controlados, son los más confiables, pero por otra parte, son difíciles de 
implementar. Se requiere de un gran tiempo para prepara las condiciones bajo las que se 
realiza la prueba, involucrar a un conjunto de personas “no expertas” que dispongan de 
la voluntad y el tiempo para realizar las evaluaciones, y un tiempo importante pre y post 
procesamiento. 
Por este motivo, ha existido un gran esfuerzo en generar métodos objetivos de medida, 
que estimen la calidad de video percibida por los usuarios. Estos métodos objetivos se 
basan en analizar el material a evaluar mediante algoritmos matemáticos y/o fórmulas 
de cálculo, los que dan como resultado una estimación de la calidad. El desafío es lograr 
que la estimación de calidad proporcionada por los métodos objetivos coincida con los 
resultados de los métodos subjetivos. 
En forma genérica, los métodos objetivos de medida de calidad pueden clasificarse 
según si lo que se analiza es el propio video (el medio o contenido) o si lo que se analiza 
son los parámetros de codificación y transmisión. Los métodos basados en el análisis de 
contenidos, implementan algoritmos que obtienen una estimación de calidad teniendo 
acceso completo a la secuencia de imágenes. Por otra parte, los métodos paramétricos, 
se basan en estimar la calidad percibida del video tomando en cuenta únicamente los 
valores de un conjunto reducido de parámetros, asociados al proceso de codificación 
y/transmisión del video. Con estos parámetros se implementa una fórmula, cuyo 
resultado es la estimación de la calidad de video. 
En el presente capítulo se presentan los métodos subjetivos de medida de calidad de 
video más reconocidos, y las diferentes estandarizaciones de ITU al respecto. Por otro 
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III.2. Métodos subjetivos para medir la 
calidad percibida de video 
 
La manera más confiable de medir la calidad de una imagen o un video es la evaluación 
subjetiva, realizada por un conjunto de personas que opinan acerca de su percepción. La 
opinión media, obtenida en forma directa mediante el “MOS” (Mean Opinion Score) o 
en forma comparativa mediante el “DMOS” (Degradation MOS) son las métricas 
generalmente aceptadas como medida de la calidad. Para ello, los experimentos 
subjetivos controlados continúan siendo actualmente los métodos de medida 
reconocidos en la estimación de la calidad percibida del video.  
Diversos métodos subjetivos de evaluación de la calidad de video son reconocidos, y 
están estandarizados en las recomendaciones ITU-R BT.500-11 [2], especialmente 
desarrollada para aplicaciones de televisión y ITU-T P.910 [3], para aplicaciones 
multimedia. En todos los métodos propuestos, los evaluadores son individuos que 
juzgan la calidad en base a su propia percepción y experiencia previa. Estos métodos 
tienen en común la dificultad y lo costoso de su implementación. 
La recomendación BT.500-11 detalla los métodos DSIS, DSCQS, SSCQE y SDSCE. La 
P.910 los métodos ACR, DCR y PR. Todos ellos se describen brevemente a 
continuación. 
 
III.2.1.1. Métodos propuestos en ITU-R BT.500-11 
 
Escala de degradación con doble estímulo (DSIS – Double Stimulus Impairment 
Scale) 
 
El método consiste en la comparación de dos estímulos, uno dado por la señal original 
(no degradada) y el otro por la señal degradada. En forma genérica, las señales pueden 
ser una imagen, una secuencia de imágenes o un video. Las condiciones de 
visualización, iluminación del ambiente, disposición de las personas respecto al monitor 
o televisor, etc. están controladas y detalladas en la recomendación.  




La degradación es imperceptible 5 
La degradación es perceptible, pero no molesta 4 
La degradación es ligeramente molesta 3 
La degradación es molesta 2 
La degradación es muy molesta 1 
Tabla III.2-1 – Categorías de valores de DMOS (DCR) 
 
La estructura de la prueba consiste en mostrar la señal de referencia por unos segundos, 
y luego la señal degradada, por la misma cantidad de segundos. La misma secuencia se 
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repite dos veces para cada prueba. Se solicita a los participantes que esperen hasta el 
final de cada secuencia de prueba para realizar su calificación (es decir, deben realizar 
la calificación luego de ver las dos secuencias de señal original / señal degradada). 
 
Escala de calidad continua de doble estímulo (DSCQS – Double Stimulus 
Continuos Quality Scale) 
 
Al igual que en el método anterior, se presentan dos señales. Sin embargo, en este 
método se solicita a los participantes que califiquen la calidad de ambas señales, en 
lugar de la degradación. Es decir, se debe calificar tanto la señal de referencia (señal 
“A”) como la señal procesada o degradada (señal “B”). La calificación se realiza en 
base a una escala continua, utilizando una plantilla impresa de 10 cm de largo, donde se 
presentan las calificaciones indicadas en la Figura III.2-1: 
 
 
Figura III.2-1 – Escala DSCQS 
 
 
La escala continua permite medir diferencias más precisas entre ambas señales, e 
incluso permite categorizar a la segunda señal con mejor calidad que la primera. Esto 
último podría ser posible en el caso que se utilice este método para evaluar algoritmos 
de realce de video, o algoritmos que intenten mejorar la calidad (por ejemplo, 
compensar el “efecto de bloques”). 
 
Evaluación de calidad continua de estímulo único (SSCQE– Single Stimulus 
Continuous Quality Evaluation) 
 
A diferencia de los métodos anteriores, en este método, se presenta una única secuencia 
de video a ser evaluada. Este video puede o no tener degradaciones. 
También a diferencia de los otros métodos, se propone aquí una evaluación continua de 
la calidad del video, y no sólo una calificación global que integra las degradaciones de 
varios segundos. Para ello se utiliza un cursor móvil, conectado a una computadora, que 
permite registrar en forma continua las calificaciones. 
Se utiliza la misma escala presentada en la Figura III.2-1. Dado que se toman muestras 
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correspondiente calificación, lo que permite tener en forma mucho más detallada el 
efecto perceptual de  cada una de las degradaciones. 
 
Método de doble estímulo simultáneo para evaluación continua (SDSCE - 
Simultaneous Double Stimulus for Continuous Evaluation) 
 
Cuando hay que evaluar la fidelidad, es necesario compara una señal contra su 
referencia. El SDSCE ha sido elaborado a partir del SSCQE, con ligeras diferencias en 
cuanto a la manera de presentar las imágenes a los sujetos y con respecto a la escala de 
apreciación. El método fue propuesto a MPEG para evaluar el comportamiento frente a 
errores a velocidades de transmisión muy bajas, pero puede ser aplicado adecuadamente 
a todos los casos en los que hay que evaluar la fidelidad de la información visual 
afectada por la degradación que varía en función del tiempo. 
Con este método, el grupo de personas observa dos secuencias al mismo tiempo: una es 
la referencia, la otra es la señal degradada a evaluar. Ambas pueden ser presentadas 
dentro de un mismo monitor, o en dos monitores alineados. Se pide a los sujetos que 
comprueben las diferencias entre las dos secuencias y juzguen la fidelidad de la señal a 
calificar moviendo el cursor de un dispositivo de voto manual. Cuando la fidelidad es 
perfecta, el cursor debe estar en la parte superior de la escala (codificada con el valor 
100), cuando la fidelidad es nula, el cursor debe estar en la parte inferior de la escala 
(codificada con el valor 0). 
 
III.2.1.2. Métodos propuestos en ITU-T P.910 
 
Índices por categorías absolutas (ACR - Absolute Category Rating) 
 
El método ACR es un juicio de categorías en el que las secuencias de prueba se 
presentan una por vez y se califican independientemente en una escala de categorías. Se 





Media (Aceptable) 3 
Pobre 2 
Mala 1 
Tabla III.2-2 – Categorías de valores de MOS (ACR) 
 
Índices por categorías de degradación (DCR - Degradation Category Rating) 
 
Es un método de doble estímulo, donde las secuencias se presentan por pares: el primer 
estímulo presentado en cada par es siempre la señal de referencia, mientras que el 
segundo estímulo es la señal degradada. Se pueden presentar las señales de referencia y 
la degradada en forma serial, una a continuación de la otra, o en forma conjunta, en el 
mismo monitor. La evaluación se realiza con la escala de 5 valores presentada en la 
Tabla III.2-2 
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Método de comparación por pares (PC - Pair Comparison) 
 
El método se utiliza cuando se desean comparar degradaciones producidas por dos 
sistemas diferentes, sobre una misma señal de referencia. En el método PC se presenta 
una señal luego de pasar por un sistema, y a continuación la misma señal luego de pasar 
por el otro sistema. Estos sistemas pueden ser simplemente codificadores, medios de 
transmisión, etc. Después de ver cada par de secuencias, se hace una apreciación sobre 
qué señal sufrió “menos degradaciones”, en el contexto del escenario de prueba. 
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III.3. Métodos objetivos para medir la 
calidad percibida de video 
 
III.3.1. Introducción 
Los métodos subjetivos, presentados en la sección anterior, son costosos, difíciles de 
realizar, e impracticables en aplicaciones de tiempo real.  
Por esto se hace necesario el uso de métodos objetivos y automáticos, que puedan 
predecir con fiabilidad la calidad percibida, en base a medidas objetivas tomadas en 
algún punto del sistema.  
No existen hasta el momento métodos que permitan medir en forma objetiva la calidad 
percibida del video, que apliquen a todos los casos, incluyendo diversos codecs, 
formatos de pantalla, bit rates, frame rates, ambientes de transmisión, etc. Sin embargo, 
existen varias propuestas de métodos o modelos de medida, aplicables únicamente en 
ciertas condiciones, y con diversa complejidad y precisión de sus resultados. Algunos 
de estos modelos han sido estandarizados, por ejemplo por la ITU-T. Otros han sido 
propuestos en publicaciones o congresos. En esta sección se realiza un análisis detallado 
de los diferentes métodos y modelos propuestos hasta el momento para estimar la 
calidad de video, indicando en cada caso sus limitaciones o rango de aplicación. 
 
En forma genérica, los métodos objetivos de medida de calidad pueden clasificarse 
según si lo que se analiza es el propio video (el medio o contenido) o si lo que se analiza 
son los parámetros de codificación y transmisión.  
 
a) Modelos basados en el análisis del contenido 
Estos modelos basan su funcionamiento en el análisis detallado del contenido del 
video. Este tipo de modelos realizan análisis completos del video, y típicamente 
buscan degradaciones de diversa índole (efectos de bloques, borrosidad, etc.). 
Dentro de esta categoría, los modelos a su vez se clasifican según la 
disponibilidad total, parcial o nula de la señal original, como se detalla a 
continuación. 
 
Métodos con disponibilidad total de la señal original  (FR - Full Reference) 
Estos métodos se basan en la disponibilidad de la señal original, la que puede ser 
contrastada con la señal degradada, cuadro a cuadro. Esto presupone una severa 
restricción al uso práctico de este tipo de métodos, ya que en varias aplicaciones 
reales esto no es posible. Los métodos que utilizan métricas del tipo FR (Full 
Reference) pueden ser utilizados para categorizar en forma objetiva un sistema 
de transmisión, un codec, el efecto de un reducido ancho de banda, o de diversos 
factores que degraden una señal, en ambientes controlados. Sin embargo, no son 
adecuados para aplicaciones de tiempo real (TV, video conferencias, etc.), ya 
que no es posible tener las señales originales. 
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Métodos con disponibilidad parcial de la señal original  (RR - Reduced 
Reference) 
Se trata de enviar, junto con el video codificado, algunos parámetros que 
caractericen a la señal, y que sirvan de referencia en el receptor para poder 
estimar la calidad percibida. Puede pensarse en la reserva de un pequeño ancho 
de banda (comparado con el del video) para el envío de este tipo de información 
adicional. 
 
Métodos sin disponibilidad de la señal original  - NR (No Reference) 
Las personas no necesitan señales de referencia, ni información adicional para 
juzgar la calidad de una señal de video. Se basan en sus experiencias previas, y 
en las expectativas que tengan respecto al sistema. De igual manera, estos 
métodos intentan estimar la calidad percibida basándose únicamente en el 
análisis de la señal recibida. Son los métodos más complejos de implementar, 
pero no requieren de otra información que la propia señal de video. 
 
En la Figura III.3-1 se esquematiza la forma en que trabajan los modelos FR, RR 
y NR. Se observa que los modelos del tipo FR toman como entrada la señal 
original completa y la señal degradada, los modelos RR toman como entrada la 
señal degradada y un conjunto resumido de características de la señal original, a 
través de un canal auxiliar, y los modelos NR toman como entrada únicamente la 



































Métodos de medida de calidad de video 
 
75 
b) Modelos basados en un conjunto reducido de parámetros 
Este tipo de modelos, conocidos como “Modelos Paramétricos”, se basan en 
estimar la calidad percibida del video tomando en cuenta únicamente los valores 
de un conjunto reducido de parámetros, como por ejemplo el bit rate, el frame 
rate, el porcentaje de pérdida de paquetes, etc. Con estos parámetros se 
implementa una fórmula, cuyo resultado es la estimación de la calidad de video. 
Las fórmulas utilizadas por este tipo de modelos pueden tener coeficientes o 
parámetros que dependan del tipo de contenido, por lo que en algunos casos, 
también es necesario realizar algún tipo de análisis del contenido. Sin embargo, 
este análisis generalmente es sencillo y está basado a su vez en el cálculo de 
parámetros que puedan modelar el tipo de contenido. 
Los parámetros pueden ser conocidos previamente, enviados por el transmisor, 
y/o medidos en el propio flujo de datos del video. Por ejemplo, la pérdida de 
paquetes es uno de los parámetros que típicamente puede ser medida sobre el 
propio flujo de datos. 
 
III.3.2. El trabajo del VQEG 
 
Varios aspectos han de ser evaluados al momento de decidir la utilización de un 
modelo. Una es la capacidad efectiva del modelo de predecir en forma consistente la 
calidad percibida, para diversos tipos de videos, ya sea con poco o mucho movimiento, 
con imágenes naturales o animadas, y bajo diferentes niveles de compresión (diferentes 
bit rates y frame rates). Otros factores a tener en cuenta son la capacidad de 
procesamiento, memoria y recursos requeridos. 
El VQEG (Video Quality Expert Group) [11] está llevando a cabo un gran trabajo 
sistemático y objetivo de comparación de modelos. El objetivo del VQEG es 
proporcionar evidencia para los organismos internacionales de estandarización acerca 
del desempeño o rendimiento de diversos modelos propuestos, a los efectos de definir 
una métrica estándar y objetiva de calidad percibida de video digital (VQM – Video 
Quality Metric).  
 
Los proyectos de estudio del VQEG se dividen en  
• FR-TV (Full Reference, Standard Definition TV) 
• RRNR-TV (Reduced Reference, No Reference, Standard Definition TV) 
• Multimedia 
• HDTV (High Definition TV) 
• Hybrid Perceptual / Bitstream 
• 3DTV 
 
Para cada aplicación, el VQEG ha trabajado en la evaluación de modelos específicos, 
definiendo un proyecto también específico. Algunos de los proyectos del VQEG han 
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terminado en Recomendaciones aprobadas por el ITU-T. Otros se encuentran aún en 
proceso de evaluación o estudio.  
El desempeño o rendimiento de los diferentes modelos en cada uno de los proyectos, se 
realiza evaluado tres aspectos de su capacidad de estimar la calidad subjetiva: 
 
• Precisión de la predicción: La capacidad de predecir la calidad subjetiva con 
mínimo error. Se puede determinar numéricamente mediante el coeficiente de 














p      (III.3-1) 
 
donde x y y son los valores medios de cada juego de datos (por ejemplo x puede 
representar los datos obtenidos como resultado del modelo a evaluar y y los 
datos obtenidos mediante las pruebas subjetivas).  Si la relación entre los valores 
de x , y  es lineal, pr  toma el valor 1. 
A modo de ejemplo, en la Figura III.3-2, se presentan dos posibles gráficas, 
donde se muestra el valor obtenido mediante la prueba subjetiva (DMOS) y el 
valor obtenido por el modelo (DMOSp). Idealmente, deberían estar todos los 
puntos sobre una recta a 45 grados. En el ejemplo, el modelo representado en la 
figura (a) se desempeña mejor que el de la figura (b), ya que los puntos de la 
gráfica (a) se aproximan mejor a una recta a 45 grados. 
 
DMOS
DMOSp          
DMOS
DMOSp  
   (a)     (b) 
Figura III.3-2 – Ejemplo de Precisión 
 
• Monotonicidad: Mide si los incrementos (decrementos) en una variable están 
asociados a incrementos (decrementos) en la otra. Típicamente se mide con el 
coeficiente de correlación de Spearman. 
En la Figura III.3-3 se presentan dos posibles gráficas, donde se muestran 
valores hipotéticos obtenidos mediante la prueba subjetiva (DMOS) y valores 
obtenidos por el modelo (DMOSp). Ambas tiene similar precisión, pero el 
modelo representado en la figura (a) presenta monotonicidad, mientras que el de 
la figura (b) no. 











   (a)     (b) 
Figura III.3-3 – Ejemplo de Monotonicidad 
 
• Consistencia: Se corresponde con el grado en que el modelo mantiene la 
precisión a lo largo de las secuencias de pruebas. Se puede evaluar midiendo la 
cantidad de puntos para los que el error de la predicción es mayor a cierto 




yx σ2>−     (III.3-2)   
 
El grado de consistencia se puede definir entonces, como el cociente entre los 
puntos alejados más de σ2  (No) respecto al total de puntos (N). Evidentemente, 
cuanto más próximo a 0 sea este coeficiente, mejor resultará el modelo: 
 
N
Nr 00 =      (III.3-3)   
 
En la Figura III.3-4 se presentan dos posibles gráficas, donde se muestra el valor 
obtenido mediante la prueba subjetiva (DMOS) y el valor obtenido por el 
modelo (DMOSp). En el modelo representado en la figura (a) se puede ver que 
la mayoría de los puntos se encuentran “razonablemente” cerca de la recta, 
mientras que dos puntos (sobre el centro de la gráfica) están muy alejados. En la 
figura (b) todos los puntos se encuentran a distancias similares de la recta, sin 
aparecer puntos especialmente alejados. Ambas distribuciones pueden tener 
iguales valores de RMSE, pero el modelo (b) tendrá mayor “consistencia”, ya 
que los errores se distribuyen de manera más uniforme que en el modelo de la 
figura (a), donde la predicción es mejor que el modelo (b) para la mayoría de los 
puntos, pero mucho peor en 2 de los puntos.  
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DMOS
DMOSp          
DMOS
DMOSp  
   (a)     (b) 
Figura III.3-4 – Ejemplo de Consistencia 
 
Otra métrica utilizada para medir la consistencia es el valor de Kurtosis, que es 
una cantidad adimensionada relacionada con la forma de la gráfica de la 
distribución de errores, en forma independiente del valor cuadrático medio del 
error. Valores altos de Kurtosis indican que existen desviaciones extremas 
infrecuentes en la distribución, mientras que valores bajos indican desviaciones 
más frecuentes pero de valores más pequeños. 
 
En las siguientes secciones se resume el estado de cada uno de los proyectos 
mencionados del VQEG, al momento de escribir la presente tesis. 
 
 
III.3.2.1. FR-TV (Full Reference TV) 
 
El proyecto FR-TV evaluó modelos de estimación de calidad percibida de video para 
aplicaciones de TV en formato estándar (SDTV). En la fase I de FR-TV, llevada a cabo 
entre 1997 y 2000, se evaluaron 9 propuestas, además de la PSNR: 
 
• Centro de Pesquisa e Desenvolvimento (CPqD, Brazil, P1, August 1998) 
• Tektronix/Sarnoff (USA, P2, August 1998) 
• NHK/Mitsubishi Electric Corporation (Japan, P3, August 1998) 
• KDD (Japan, P4, model version 2.0 August 1998) 
• Ecole Polytechnique Féderal Lausanne (EPFL, Switzerland, P5, August 1998) 
• TAPESTRIES (Europe, P6, August 1998) 
• National Aeronautics and Space Administration (NASA, USA, P7, August 
1998) 
• Royal PTT Netherlands/Swisscom CT (KPN/Swisscom CT, The Netherlands, 
P8, August 1998) 
• National Telecommunications and Information Administration (NTIA, USA, P9, 
model version 1.0 August 1998) 
Métodos de medida de calidad de video 
 
79 
Las evaluaciones fueron realizadas con diversos tipos de material de video, incluyendo 
20 tipos diferentes de contenidos (entre los que hay deportes, animaciones, escenas de 
interiores y exteriores, etc.) y con velocidades de 768 kb/s hasta 50 Mb/s. Se utilizó el 
método DSCQS, y las pruebas se realizaron sobre una base de más de 26.000 opiniones 
subjetivas, en 8 laboratorios independientes en diferentes partes del mundo.  
Como resultado de la fase I de FR-TV, dependiendo de la métrica de comparación 
utilizada, siete u ocho de los modelos propuestos resultaron estadísticamente 
equivalentes entre sí, y a su vez, equivalentes a los resultados obtenidos con el PSNR 
[71]. Este resultado fue realmente desalentador, ya que indica que no existen diferencias 
apreciables entre el sencillo cálculo del PSNR y los sofisticados métodos preceptuales 
propuestos. En base a estos resultados, el VQEG ha realizado una segunda fase de 
pruebas, llamando nuevamente a interesados en contrastar sus modelos. La denominada 
“fase II” para FR-TV fue realizada entre los años 2001 y 2003 y los resultados finales 
fueron publicados en agosto de 2003 [72]. El objetivo de esta segunda fase era obtener 
resultados más discriminatorios que los obtenidos en la fase I. Al igual que en la fase I, 
las evaluaciones fueron realizadas con diversos tipos de material de video, y en formato 
de 525 y 625 líneas por cuadro. Se evaluaron velocidades entre 768 kb/s y 5 Mb/s. Las 
pruebas fueron realizadas en 3 laboratorios independientes, en Canadá, Estados Unidos 
e Italia.  
 
En la fase II del proyecto FR-TV se evaluaron 6 proponentes, algunos de los cuales ya 
habían sido evaluados en la fase I: 
 
• NASA (USA, Proponent A) 
• British Telecom (UK, Proponent D)  
• Yonsei University / Radio Research Laboratory (Korea, Proponent E) 
• CPqD (Brazil, Proponent F)  
• Chiba University (Japan, Proponent G)  
• NTIA (USA, Proponent H)  
 
En la Figura III.3-5 se muestra la exactitud de las predicciones de cada uno de estos 
modelos, medidos con el coeficiente de correlación de Pearson, según los datos 
presentados en [72]. Puede verse que, en el formato de 525 líneas, los modelos de 
British Telecom y de NTIA se destacan del resto, y son estadísticamente equivalentes, 
según las conclusiones del informe del VQEG. Estos modelos presentan una mejora de 
un 17% respecto al PSNR. Por otra parte, en el formato de 625 líneas, los modelos de 
NASA, Yonsei, CpQD y NTIA son los mejores, y también son estadísticamente 
equivalentes, según las conclusiones del informe. En promedio, presentan una mejora 
de un 21% respecto al PSNR. Con otras métricas de comparación de los modelos 
(monotonicidad, consistencia) se obtienen resultados similares.  
 
Es de hacer notar que no se evidencia, a priori, ninguna razón objetiva por la que la 
calidad percibida deba ser diferente según la cantidad de líneas de la imagen. Algunos 
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modelos han presentado mejores resultados para 525 líneas, mientras que otros lo han 











































Figura III.3-5 - Exactitud de las predicciones de los modelos FR-TV 
 
 
Sobre la base de estos resultados, ITU ha estandarizado, en la Recomendación ITU-R  
BT.1683 [73] y en la Recomendación ITU-T J.144 [12] de 2004, a los cuatro mejores 
algoritmos, definidos en el marco de esta recomendación como: 
• British Telecom BTFR (Reino Unido) 
• Yonsei University/Radio Research Laboratory/SK Telecom (Corea) 
• Centro de Investigación y Desarrollo en Telecomunicaciones (CPqD) (Brasil) 
• National Telecommunications and Information Administration (NTIA)/Institute 
for Telecommunication Sciences (ITS) (Estados Unidos) 
 
III.3.2.2. RRNR-TV (Reduced Reference/No reference TV) 
 
El proyecto RRNR-TV evaluó modelos de estimación de calidad percibida de video 
para aplicaciones de TV en formato estándar (SDTV). En la fase I de RRNR-TV, 
llevada a cabo entre 2000 y 2009, se evaluaron 3 proponentes, cada uno con modelos 
RR y NR [74]: 
 
• NEC (Japón) 
• National Telecommunications and Information Administration (NTIA, USA) 
• Yonsei University/Radio Research Laboratory/SK Telecom (Corea) 
 
Métodos de medida de calidad de video 
 
81 
Las secuencias de prueba incluirán formatos de 525 y 626 líneas, en 50 Hz y 60 Hz, y se 
admitieron para los modelos RR canales de referencia de 15 kb/s, 80 kb/s y 256 kb/s. 
Los modelos NR no requieren canales de referencia, y basan sus medidas únicamente en 
la señal de video degradada. 
Se utilizaron codificaciones en MPEG-2 con tasas de bits entre 1.0 y 5.5 Mb/s y 
H.264/AVC con tasas de bits entre 1.0 y 3.98 Mb/s. Las degradaciones incluían tanto 
las producidas por el proceso de codificación, como por errores en la transmisión del 
canal. 
En las pruebas subjetivas se utilizó el método ACR-HR (Absolute Category Rating with 
Hidden Reference). Los modelos RR fueron evaluados con las métricas del tipo DMOS 
y los NR con MOS. 
 
Todos los modelos del tipo NR fueron retirados de las pruebas, y de los informes 
finales, debido a su bajo rendimiento. De los modelos RR, algunos resultaron superiores 
a las métricas del tipo PSNR.  
 
En la Figura III.3-6 se muestra la exactitud de las predicciones de cada uno de estos 
modelos, medidos con el coeficiente de correlación de Pearson, según los datos 
presentados en [74]. Puede verse que los primeros 4 modelos son superiores al resto (los 


















































Figura III.3-6 - Exactitud de las predicciones de los modelos RRNR-TV 
 
Sobre la base de estos resultados, en enero de 2010 ITU-T ha estandarizado la 
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III.3.2.3. MM (MultiMedia) 
 
En este contexto, “Multimedia” se define como una aplicación que puede combinar 
texto, gráficos, video y sonido dentro de un mismo paquete. Estas aplicaciones 
incluyen, por ejemplo, sistemas de video conferencias, video a demanda y distribución 
de contenido multimedia a través de Internet. Sin embargo, en la primera fase de este 
proyecto del VQEG, se incluyeron modelos que evalúan únicamente la calidad de video. 
Los resultados y el foco de la evaluación de la fase I del proyecto MM de VQEG se 
centran aplicaciones de video para dispositivos móviles o de tipo PDA y en servicios 
multimedia distribuidos a través de Internet, con tasas de bits menores a 4 Mb/s, vistos 
en pantallas de PC con una resolución máximo de 640 x 480 pixels (VGA). 
La fase I del proyecto MM [75] evaluó modelos de estimación de calidad percibida de 
video para aplicaciones multimedia en formatos VGA, CIF y QCIF de 25 y 30 fps, y en 
modalidades FR, RR y NR. Fueron utilizadas 346 clips de video, formando un total de 
5320 secuencias degradadas. Los clips fueron evaluados por un total de 984 
observadores. Los contenidos utilizados incluyeron videos hogareños, 
videoconferencias, deportes, propagandas, animación, música, cine e informativos. 
Los clips codificados en VGA utilizaron tasas de bits entre 128 kb/s y 4 Mb/s. Los 
codificados en CIF utilizaron tasas de bits entre 64 kb/s y 704 kb/s y los codificados en 
QCIF utilizaron tasas de bits entre 16 kb/s y 320 kb/s. Las degradaciones introducidas 
incluían las propias del sistema de codificación y también errores en la transmisión. Se 
incluyeren secuencias codificadas en Windows Media 9 (VC-1), H.264, Real Video, 
H.261, H.263, MPEG4, MPEG2, Cinepak, DivX, Sorenson3 y Theora. 
Se admitieron para los modelos RR canales de referencia de 1 kb/s y 10 kb/s para QCIF, 
10 kb/s y 64 kb/s para CIF y 10 kb/s,  64 kb/s y 128 kb/s para VGA. 
Se evaluaron 5 proponentes, cada uno con diversos modelos FR, RR y NR: 
 
• NTT (Japón) 
• Opticom (Alemania) 
• Psytechnics (Inglaterra) 
• SwissQual (Suiza) 
• Yonsei University (Corea) 
 
En la Figura III.3-7 se muestra la exactitud de las predicciones de cada uno de los 
modelos RR, medidos con el coeficiente de correlación de Pearson, según los datos 
presentados en [75].  De forma similar, en la Figura III.3-8 se muestra la exactitud de 
las predicciones de cada uno de los modelos RR y en la Figura III.3-9 las 
correspondientes  a los modelos NR. Como se ve en las figuras, no todos los 
proponentes presentaron modelos en todos los casos. 
 



















Figura III.3-7 - Exactitud de las predicciones de los modelos FR MultiMedia 
 


























































Figura III.3-9 - Exactitud de las predicciones de los modelos NR MultiMedia 
 
Psytechnics, Opticom , Yonsei  y NTT presentaron modelos del tipo FR. Los resultados 
obtenidos en todos estos modelos, para VGA, CIF y QCIF son estadísticamente mejores 
al PSNR. VQEG ha sugerido a ITU la estandarización de estos modelos, la que ha sido 
realizada en la Recomendación ITU-T J.247 [13] en el año 2008. 
 
Únicamente la Universidad de Yonsei presentó modelos del tipo RR. En la Figura 
III.3-8 se ve que todos sus modelos son estadísticamente mejores que el PSNR, aún 
siendo el PSNR una métrica del tipo FR. VQEG ha sugerido a ITU la estandarización 
de estos modelos, la que ha sido realizada en la Recomendación ITU-T J.246 [14] en el 
año 2008. 
 
Psytechnics y Swissqual propusieron modelos del tipo NR. Los resultados en general no 
han sido lo suficientemente buenos como para que VQEG sugiriera su estandarización, 
aunque los modelos para QCIF se comportaron estadísticamente mejor que los de CIF y 
VGA.  
 
III.3.2.4. HD-TV (High Definition TV) 
 
En este caso, el objetivo es evaluar modelos de calidad percibida de video enfocados en 
aplicaciones de televisión digital de alta definición (HD-TV). Esto incluye broadcasting, 
video a demanda y TV por cable o satélite,  presentados en pantallas de ordenadores, o 
en monitores de televisión de alta definición. Las pruebas se limitaron a codecs MPEG-
2 y H.264, incluyendo eventuales errores de transmisión. La resolución de pantalla 
evaluada es 1080i @ 50 / 60 Hz y 1080p @ 25 / 30 fps.  
 
El proyecto evaluó 5 proponentes, cada uno modelos FR, salvo Yonsei, que también 
presentó modelos RR: 
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• NTT (Japón) 
• Opticom (Alemania) 
• SwissQual (Suiza) 
• Tektronix (USA) 
• Yonsei University (Corea) 
 
El reporte final de VQEG fue aprobado en junio de 2010 [76]. El modelo del tipo FR 
que tuvo mejor rendimiento fue el propuesto por SwissQual, seguido por el de 
Tektronix. En la Figura III.3-10 se muestra la exactitud de las predicciones de cada uno 
de los modelos FR, medidos con el coeficiente de correlación de Pearson, según los 
datos presentados en [76].  VQEG ha propuesto estandarizar por lo menos uno de estos 
modelos, y ITU-T ha estandarizao el modelo de SwissQual (comercialmente disponible 
como VQuadHD [77]) en la Recomendación ITU-T J.341 en enero de 2011 [16].  
El único proponente que presentó modelos del tipo RR fue Yonsei con resultados 
aceptables (Pearson Correlation de 0.77), pero similares a los obtenidos con el PSNR 
(Pearson Correlation de 0.78). VQEG ha indicado que estos modelos podrían ser 
estandarizados. Finalmente no fueron presentados modelos del tipo NR. 
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Figura III.3-10 - Exactitud de las predicciones de los modelos FR HDTV 
 
III.3.2.5. Hybrid Perceptual / Bitstream 
 
El objetivo del proyecto HBS (Hybrid Perceptual Bit-Stream) es la evaluación de 
modelos de estimación de la calidad percibida en servicios de video y multimedia 
entregados a través de redes IP. Las aplicaciones incluyen IPTV y distribución de 
contenido multimedia a través de Internet, tanto a terminales fijos como a dispositivos 
móviles. Está previsto en el proyecto la evaluación de la calidad de video, de audio, y 
del conjunto (audio más video). A diferencia de los otros proyectos, los modelos del 
proyecto HBS tienen como datos de entrada el flujo de bits de la red IP, tal como llega 
al decodificador. De esta manera, los modelos pueden hacer uso tanto del video 
decodificado, como de los parámetros de red. Este tipo de modelos está alineado con las 
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propuestas del grupo de estudio SG12 de ITU-T, donde se han diferenciado dos tipos de 
modelos, según el tipo de información del flujo de datos utilizada. Estos modelos se han 
llamado, provisionalmente, P.NAMS (Non-intrusive parametric model for Assessment 
of performance of Multimedia Streaming) y P.NBAMS (Non-intrusive Bit-stream 
model for Assessment of performance of Multimedia Streaming). Los modelos 
P.NAMS utilizan únicamente información del cabezal de los paquetes IP, sin considerar 
el contenido. Por el contrario, los modelos P.NBAMS pueden utilizar no solamente 
información del cabezal, sino también el contenido. En el caso de los modelos HBS, 
adicionalmente, pueden contar con la señal de video decodificada. 
 
El proyecto HBS admite modelos del tipo FR (Figura III.3-11), RR (Figura III.3-12) y 












(trace dump with arrival time)
 















Figura III.3-12 – Esquema de modelos RR en el proyecto Hybrid Perceptual / Bitstream 














(trace dump with arrival time)
 
Figura III.3-13 – Esquema de modelos NR en el proyecto Hybrid Perceptual / Bitstream 
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III.4. Modelos existentes de estimación de 
calidad de video 
 
Varios modelos de estimación de la calidad percibida de video han sido desarrollados y 
publicados en la literatura técnica. Como se ha visto en la sección anterior, el VQEG ha 
evaluado una cantidad importante de estos modelos, para diferentes aplicaciones 
específicas (SDTV, HDTV, Multimedia). Algunos de ellos han sido estandarizados por 
ITU. Por otra parte, diversos autores han propuesto modelos con mayor o menor 
complejidad y grado de aplicación. En esta sección se realizará una revisión de los 
modelos existentes, los que servirán como base para el desarrollo siguiente de la 
presente tesis. 
Los modelos presentados a continuación se clasificarán según el criterio indicado en la 
sección III.3: Modelos basados en el análisis de contenido y Modelos paramétricos. 
 




Las primeras medidas objetivas de la calidad del video que se utilizaron son del tipo 
“full reference” y están basadas en obtener las diferencias, píxel a píxel, entre las 
imágenes originales (previo a la compresión y transmisión) y las imágenes degradadas 
(luego de la recepción y reconstrucción). Las medidas más simples de este tipo son las 
de error cuadrático medio (MSE  - Mean Square Error) y su raíz cuadrada (RMSE - 
Root Mean Square Error) y la relación señal a ruido de pico (PSNR – Peak Signal to 
Noise Ratio), definidas en las ecuaciones (II.7.1) a (II.7.3). Como se mencionó, estas 
métricas son del tipo FR (Full Reference), ya que requieren de la referencia completa 
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donde la imagen tiene N x M píxeles y T cuadros, x, y son los píxeles de la imagen 
original y la distorsionada respectivamente. L es el rango dinámico que pueden tomar 
los valores de x o y , y  toma el valor 255 para 8 bits por píxel. 
 
Estas métricas son fáciles de calcular, y tienen un claro significado. Por estas razones, 
han sido ampliamente usadas como métricas en la estimación de la calidad de video. 
Hay que poner especial énfasis en la alineación espacial y temporal de las imágenes a 
comparar, ya que la referencia y la imagen degradada pueden estar desfasadas en el 
tiempo o en el espacio. 
Sin embargo, también han sido ampliamente criticadas por no tener correlación directa 
con la calidad percibida. Por ejemplo, en la Figura III.4-1, tomada de [78], se muestran 
tres ejemplos de imágenes comprimidas, donde se puede ver claramente que con 
similares valores de MSE, la calidad percibida puede ser esencialmente diferente 
(comparar, por ejemplo, “Tiffany” con “Mandril”, sobre el lado derecho de la figura), lo 
que pone en duda la utilidad de este tipo de métrica como indicador de calidad. En la 
Figura III.4-2, presentada en [36], se puede ver como la misma imagen, con el mismo 
valor de PSNR, puede tener diferente calidad percibida, dependiendo del lugar en el que 
se presenten las degradaciones. En la figura (b), se nota claramente la degradación en el 
cielo (parte superior), mientras que en la figura (c), una degradación similar en la parte 
inferior prácticamente no es perceptible. Este fenómeno se conoce como 
“enmascaramiento”. En zonas texturadas o con gran “actividad espacial”, las 
degradaciones quedan “enmascaradas” y son menos percibidas por el sistema visual 
humano. El enmascaramiento también puede darse en video, donde cambios rápidos 
temporales pueden enmascarar cierta pérdida de calidad en cada cuadro. 
 
Debido a la baja correlación entre el MSE, RMSE y PSNR con la calidad percibida, en 
los últimos tiempos, se ha realizado un gran esfuerzo para desarrollar nuevos modelos 
que tengan en cuenta las características de percepción del sistema visual humano y que 
permitan calcular métricas objetivas que lo simulen.  
 




Figura III.4-1 - Evaluaciones de imágenes comprimidas con JPEG. 
Arriba: Imagen “Tiffany” original y comprimida, MSE=165; Medio: Imagen “Lago” 
original y comprimida, MSE=167; Abajo: Imagen “Mandril” original y comprimida, 
MSE=163  
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Figura III.4-2 – Ejemplo del efecto de enmascaramiento 
 
III.4.1.2. ITU-T J.144 
 
A continuación se presenta una breve descripción de los modelos incluidos en la 
Recomendación ITU-T  J.144. Todos los modelos de esta recomendación son del tipo 
FR, y según los resultados de las pruebas subjetivas realizadas por el VQEG, son 
estadísticamente equivalentes entre sí.  
Para cada par de videos (el original y el degradado), los modelos proporciona una 
métrica de calidad (VQM, Video Quality Metric) con valores entre 0 y 1, siendo 0 
cuando no hay degradaciones apreciables entre los dos videos, y 1 cuando las 
degradaciones son máximas. El resultado de los modelos se corresponde con el DSCQS 
(Double Stimulus Continuous Quality Scale) y puede ser directamente relacionada con 
el DMOS. 
 
British Telecom BTFR 
El algoritmo BTFR (British Telecom Full Reference) [79] consiste en una detección 
seguida de una integración. La detección supone el cálculo de un conjunto de 
parámetros perceptuales significativos del detector, a partir de secuencias de vídeo sin 
distorsionar (de referencia) y distorsionadas (degradadas). Estos parámetros se 
introducen a continuación en el integrador que produce una estimación de la calidad de 
vídeo percibida mediante la ponderación de cada uno de los parámetros. La selección de 
detectores y factores de ponderación se basa en el conocimiento de las propiedades de 
enmascaramiento espacial y temporal del sistema de visión humano. El proceso se 
esquematiza en la Figura III.4-3. 
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En la etapa de “Detectores” se incluye un proceso de recorte y desplazamiento, en el 
que básicamente las señales de referencia y degradada se alinean espacialmente. Esto es 
seguido de una etapa de emparejamiento. El proceso de emparejamiento genera señales 
para otros procedimientos de detección así como parámetros de detección para el 
procedimiento de integración. Las señales emparejadas se generan a partir de un 
proceso de búsqueda del emparejamiento óptimo para bloques de 9 x 9 píxeles de cada 
campo degradado. Este proceso genera una secuencia, denominada referencia 











Figura III.4-3 – Esquema del modelo FR de BTFR 
 
 
TextureDeg (Análisis de textura): La textura de las secuencias se mide registrando el 
número de puntos de inflexión de la señal de intensidad a lo largo de las líneas 
horizontales de imagen. Una vez procesadas todas las líneas de un campo, un contador 
contiene el número de puntos de inflexión de la señal de intensidad horizontal, que se 
utiliza para calcular el parámetro de textura para cada campo, normalizándolo de 
acuerdo a la cantidad de píxeles horizontales y líneas verticales. 
PySNR (SNR Piramidal): Se corresponde con un análisis espacial de frecuencia. Un 
detector espacial de frecuencia se basa en una transformación “piramidal” de las 
secuencias de referencia degradada y emparejada. En primer lugar se transforma cada 
secuencia generando las matrices piramidales de referencia y degradada. A continuación 
se calculan las diferencias entre las matrices piramidales midiendo los errores 
cuadráticos medios, obteniendo los resultados como SNR piramidal. 
Edif (Análisis de bordes): Cada uno de los campos de las secuencias de referencia 
degradada y emparejada se somete por separado a una rutina de detección de bordes, 
utilizando el detector propuesto por Canny [80], para generar los correspondientes 
mapas de bordes y compararlos entre sí. Estos mapas de bordes son matrices con el 
valor 1 en el punto (x,y) donde se ha detectado un borde, 0 en todos los otros puntos. A 
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FXPerCent (Estadísticas de Emparejamiento): Se elaboran estadísticas de 
emparejamiento horizontal a partir del proceso de emparejamiento para utilizarlas en el 
proceso de integración. El mejor emparejamiento para cada bloque de análisis se utiliza 
en la construcción de un histograma de emparejamiento. Para cada campo, la medición 
f XPerCent es el porcentaje de bloques emparejados que contribuye al pico del 
histograma de emparejamiento. 
MPSNR y SegVPSNR: Corresponden al cálculo del PSNR de la señal emparejada y de 
la PSNR segmentaria del campo, respectivamente 
 
Una vez calculados los 6 factores detallados anteriormente, se aplican a la etapa de 
integración, la que implementa una suma ponderada de un promedio temporal de cada 










kWkAvDOffestPDMOS     (III.4-4)   
 
donde AvD(k) es el promedio del parámetro k (TextureDeg, MPSNR, etc) y W(k) es un 
factor de ponderación, que, al igual que el Óffest, esta predeterminado en la 
recomendación según el tipo de video (525 o 625 líneas) 
 
Yonsei University/Radio Research Laboratory/SK Telecom 
El modelo propuesto por Yonsei University [6] se basa en la observación que el sistema 
visual humano es altamente sensible a la degradación en torno a los bordes. Dicho de 
otro modo, cuando las zonas de los bordes de un video o imagen son borrosas, los 
evaluadores tienden a otorgar puntaciones menores al video aunque el error cuadrático 
medio global sea pequeño. Se observa además que los algoritmos de compresión de 
video tienden a producir mayores degradaciones en torno a las zonas de los bordes, 
donde se puede ver que varios de los tipos de degradaciones se ven magnificadas en los 
bordes. De acuerdo con esta observación, el modelo proporciona un método de 
medición objetiva de la calidad de vídeo que mide la degradación en torno a los 
bordes. En este modelo, se aplica en primer lugar un algoritmo de detección de bordes a 
la secuencia de vídeo fuente para localizar las zonas de los bordes. A continuación, se 
mide la degradación de dichas zonas de bordes calculando el error cuadrático medio. A 
partir de dicho error se calcula la EPSNR del borde, que se utiliza como métrica de la 
calidad de vídeo tras una etapa de post-procesamiento. 
 
En este modelo, es necesario aplicar primero un algoritmo de detección de bordes para 
localizar las zonas de los bordes. Se puede utilizar cualquier algoritmo de detección de 
bordes, aunque puede haber diferencias de menor importancia en los resultados. Por 
ejemplo, se puede utilizar cualquier operador gradiente para localizar las zonas de los 
bordes. Los píxeles cuyos gradientes superen en magnitud un cierto valor umbral se 
consideran zonas de bordes. Con estos píxeles puede aplicarse una “máscara”, con valor 
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1 en los píxeles cuyo gradiente supera el umbral, y con valor 0 en todos los otros 
puntos. 
A continuación, se calculan las diferencias entre la secuencia de vídeo fuente y la 
secuencia de vídeo procesada, correspondiente a los píxeles no nulos de la máscara. 


































10log10       (III.4-7)   
 
donde 
S l (i, j) : l-ésima imagen de la secuencia de vídeo fuente 
Pl (i, j) : l-ésima imagen de la secuencia de vídeo procesada 
Rl (i, j) :  l-ésima imagen de la secuencia de vídeo máscara 
M :  número de filas 
N :  número de columnas. 
L :  número de imágenes (cuadros o campos) 
K :  número total de píxeles de las zonas de bordes 
P:   valor pico de píxel (255) 
 
El valor obtenido del EPSNR es luego pasado por una etapa de post-proceso, donde se 
aplica un “de-énfasis” o un ajuste que toma en consideración bordes borrosos.  
El modelo es extremadamente rápido. Una vez generado el mapa de bits, el modelo es 




CpQD-IES (Image Evaluation based on Segmentation) 
Este modelo se basa en la segmentación de las escenas naturales en regiones planas, de 
bordes y de textura [81], y se asigna un conjunto de parámetros objetivos a cada uno de 
estos contextos. El resultado final se obtiene a partir de una combinación lineal de los 
niveles de degradación estimados, siendo el peso de cada nivel de degradación 
proporcional a su fiabilidad estadística.  
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Inicialmente se realiza una corrección de desplazamiento espacial y temporal y un ajuste 
de ganancia en la señal degradada.  
La primera etapa del proceso es la segmentación de la imagen. Inicialmente, el 
algoritmo de segmentación clasifica cada píxel de la componente Y de un cuadro 
determinado de la escena original en regiones planas y no planas. Además, el algoritmo 
aplica a Y un detector de bordes, quedando definida la región de bordes dentro de los 
límites de la región plana. La región de textura está compuesta por los restantes píxeles 
de la imagen Y.  
Se calcula luego la imagen de la magnitud del gradiente de Sobel calculado para una 
componente determinada (Y, Cb o Cr) de un cuadro determinado de la escena original, 
y la imagen de la magnitud del gradiente de Sobel de la misma componente del cuadro 
de la escena degradada. Luego se calcula la diferencia absoluta entre las imágenes de 
gradiente dentro de cada región de píxeles que pertenece a un contexto determinado 
(plano, borde o textura). Se define la diferencia absoluta de Sobel (ASD - Absolute 
Sobel Difference) para esta componente de imagen y contexto como el promedio de las 
diferencias, restringidas a cada contexto (plano, borde o textura). 
De este procedimiento se obtiene un conjunto de nueve mediciones objetivas {m1, m2, 
..., m9} para cada cuadro de imagen, considerando los tres contextos y las tres 
componentes de imagen (Y, Cb y Cr). 
El sistema CPqD-IES utiliza una base de datos de modelos de degradación a fin de 
estimar el índice de calidad de vídeo de la imagen degradada. Esta base de datos está 
integrada por información relativa a 12 escenas que representan diversos grados de 
movimiento (escenas dinámicas y estáticas), naturaleza (escenas reales y sintéticas), y 
contexto (cantidad de píxeles de textura, plano y bordes). Estas imágenes están 
“calibradas” con medidas subjetivas, y sirven como referencia para el cálculo del 
estimador de la calidad percibida para cualquier imagen. 
 
 
NTIA - National Telecommunications and Information Administration 
Sobre la base de los resultados del VQEG, el modelo propuesto por la NTIA [5] fue 
estandarizado por el American National Standards Institute (ANSI) en 2003. Este 
modelo tiene parámetros objetivos para medir los efectos perceptuales de una amplia 
gama de degradaciones tales como la borrosidad, el efecto de bloques, el movimiento 
entrecortado o poco natural, el ruido (tanto en la luminancia como en la crominancia), y 
los bloques con errores (por ejemplo, lo que podría verse normalmente cuando hay 
errores en la transmisión digital). Este modelo consta de una combinación lineal de siete 
parámetros. Cuatro de ellos se basan en características extraídas de los gradientes 
espaciales de la componente de luminancia Y, dos se basan en características extraídas 
del vector formado por las dos componentes de crominancia (Cb, Cr) y uno se basa en 
las características del contraste y la información temporal absoluta, extraídos de la 
componente de luminancia Y. La selección de los parámetros de calidad de vídeo se 
determinó por los criterios de maximizar la correlación entre la calidad perceptual 
estimada (obtenida del modelo) y la medida subjetivamente. El modelo general produce 
valores de salida (VQMG) que van de cero (no hay degradación percibida) a uno 
(máxima degradación percibida) aproximadamente. Para llevar los resultados a la escala 
de calidad continua de doble estímulo (DSCQS), se debe multiplicar por 100. 
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Dentro de este modelo, una “característica de calidad” se define como la cantidad de 
información asociada a una subregión espacio-temporal de una secuencia de vídeo 
(original o procesada). Las secuencias de características producidas son función del 
espacio y del tiempo. Comparando las características extraídas del vídeo procesado 
(degradado) con las extraídas del vídeo original, puede calcularse un conjunto de 
parámetros de calidad, que son indicativos de las variaciones perceptuales de la calidad 
de vídeo. 
 
En forma genérica, los cálculos de las características se realizan de acuerdo con los 
siguientes pasos: 
 
1. Aplicar un filtro perceptual (Opcional) 
2. Dividir la secuencia de vídeo en regiones S-T (espacio – temporales) 
3. Extraer las características de cada región S-T (espacio – temporales) 
4. Aplicar un umbral de perceptibilidad (Opcional) 
 
Las regiones S-T corresponden a un área rectangular de la imagen, tomada en cierta 
cantidad de campos consecutivos, como se esquematiza en la Figura III.4-4. Por 
ejemplo, pueden tomarse áreas de 8 x 8 píxeles, y una duración de 0.20 segundos (6 
cuadros de video en NTSC o 5 cuadros en PAL) [73] 
 
 
Figura III.4-4 – Regiones S-T del modelo FR NTIA 
 
 
A continuación se describen conceptualmente las características del video utilizadas por 
este modelo para realizar sus predicciones acerca de la calidad percibida. 
Características basadas en gradientes espaciales 
Se pueden utilizar características derivadas de gradientes espaciales para caracterizar las 
distorsiones perceptuales de los bordes. Las componentes de luminancia Y de las 
secuencias de vídeo original y procesada (degradada) se filtran por medio de filtros de 
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realce de bordes horizontales y verticales. A continuación, estas secuencias de vídeo 
filtradas se dividen en regiones S-T de las que se extraen las características resumidas, 
que cuantifican la actividad espacial en función de la orientación angular. Luego, un 
proceso aplica umbrales de perceptibilidad.  
 
Características basadas en la información de crominancia 
Se calcula un vector que representa los valores medios de las componentes Cb y Cr 
dentro de la región S-T, ponderando en un factor de 1.5 la componente Cr, según la 
siguiente ecuación: 
 
( )rbcolorcoher CCf ⋅= 5.1,_      (III.4-8) 
 
Un tamaño de región S-T de 8 píxeles horizontales × 8 líneas verticales × (1 a 3) 
cuadros de vídeo produce un vector de característica de crominancia aceptable para 
estos cálculos (en realidad, quedan 4 x 4 píxeles de crominancia, debido al submuestreo 
de las señales de color) 
 
Características basadas en la información de contraste 
Las características que miden información de contraste localizada son sensibles a 
degradaciones de calidad tales como la borrosidad (por ejemplo, pérdida de contraste) o 
una eventual ganancia de contraste. Una característica de contraste localizada se calcula 
en este modelo para cada región S-T como la desviación estándar de la luminancia Y 
 
Características basadas en ATI (Absolute Temporal Information) 
La “ATI” cuantifica la cantidad de movimiento en una escena de video. Las 
características que miden distorsiones en el flujo de movimiento son sensibles a 
degradaciones de calidad tales como la omisión o repetición de cuadros (pérdida de 
movimiento). Se calcula una característica de ATI para cada región S-T generando 
primero una secuencia de vídeo en movimiento que sea el valor absoluto de la 
diferencia entre los cuadros de vídeo consecutivos en los instantes t y t − 1, y calculando 
a continuación la desviación típica en la región S-T.  
 
Características basadas en el producto vectorial del contraste y la ATI 
Los efectos de enmascaramiento hacen que la perceptibilidad de las degradaciones 
espaciales puede verse influida por la cantidad de movimiento presente. Análogamente, 
la perceptibilidad de las degradaciones temporales puede verse influida por la cantidad 
de detalle espacial presente. Puede utilizarse una característica derivada del producto 
vectorial de la información de contraste y de la información temporal absoluta (ATI) 
para explicar, al menos en parte, estas interacciones. 
Los parámetros de calidad anteriormente descritos se calculan en primer lugar para cada 
región S-T de la señal original, y de la señal procesada (degradada). Los parámetros de 
las regiones S-T forman matrices tridimensionales que comprenden un eje temporal y 
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dos dimensiones espaciales (horizontal y vertical). A continuación, para cada cuadro 
(correspondiente a un instante t del eje temporal) se agrupan las degradaciones 
utilizando una función de agrupamiento espacial. El agrupamiento espacial produce una 
historia temporal de los valores de los parámetros. Esta historia temporal de los valores 
de los parámetros se agrupa luego temporalmente por medio de una función de 
agrupamiento temporal, dejando un único parámetro de cada característica para toda la 
secuencia de video (típicamente, del orden de 10 segundos). Cada parámetro p agrupado 
temporalmente puede ajustarse a escala en razón de las relaciones no lineales entre el 
valor del parámetro y la calidad percibida. Finalmente, se realiza una suma ponderada 
de los parámetros para tener la estimación de la calidad perceptual. 
 
Es de hacer notar que las investigaciones realizadas por los desarrolladores del modelo, 
indican que las funciones de agrupamiento espacial óptimas deben conllevar algún tipo 
de procesamiento que tenga especial énfasis en los casos más desfavorables. Esto se 
debe a que las degradaciones localizadas tienden a atraer la atención del observador, 
haciendo que la parte más desfavorable de la imagen sea el factor predominante en la 
decisión de calidad subjetiva.  
 
III.4.1.3. ITU-T J.247 
 
A continuación se presenta una breve descripción de los modelos incluidos en la 
Recomendación ITU-T  J.247. Todos estos modelos son del tipo FR. 
 
NTT - Nippon Telegraph and Telephone 
El modelo propuesto por NTT tiene en cuenta las degradaciones introducidas por el 
proceso de codificación, el bit rate, frame rate y la pérdida de paquetes. Se realiza un 
proceso de alineación en dos etapas. En la primera etapa se realiza una macro-
alineación, llegando a una relación primaria entre los cuadros y pixeles de la señal 
original y la degradada. En la segunda etapa se realiza una micro-alineación, donde se 
detectan las influencias de cuadros congelados y salteados entre la señal original y la 
degradada. 
El algoritmo del modelo toma en cuenta parámetros de degradación espacial (presencia 
de ruido genérico, contornos falsos, distorsiones de movimientos localizadas y 
distorsiones espaciales localizadas) y de degradación temporal (variación en la 






El modelo de Opticom estandarizado es el conocido como PEVQ (Perceptual 
Evaluation of Video Quality) [82]. El algoritmo se puede separar en cuatro etapas, y se 
ejemplifica en la Figura III.4-5: 
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Figura III.4-5 – Esquema del modelo FR Opticom 
 
La primera etapa, de Pre-procesamiento, es responsable de la alineación espacial y 
temporal 
En la segunda etapa se calculan las diferencias preceptuales de las señales, tanto en 
aspectos de crominancia como de luminancia. Se toman en cuenta los efectos de 
enmascaramientos y el movimento. El resultado es una serie de parámetros que 
describen ciertos aspectos de calidad percibida. 
La tercera etapa, tomando en cuenta los parámetros previamente calculados, realiza una 
clasificación de las clases de distorsiones presentes en la secuencia de video. 
Finalmente, los parámetros son integrados utilizando funciones no lineales, para obtener 
la estimación de MOS. 




El modelo utilizado por Psytechnics utiliza un modelo conceptual similar al anterior, 
pasando por una etapa de alineación temporal y espacial, y luego por la extracción de 
diversos parámetros comparativos entre la señal original y la degradada. Esto 
parámetros son ponderados finalmente en una función de integración, cuyo resultado es 
la estimación del MOS.  
 
La Empresa utiliza su algoritmo dentro de sus productos enfocados al análisis de la 
calidad de voz y video en redes de datos (http://www.psytechnics.com) 
 
Yonsei 
Yonsei utiliza ideas similares a las presentadas en [6], para el modelo FRTV presentado 
anteriormente. 
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III.4.1.4. ITU-T J.249 
 
A continuación se presenta una breve descripción de los modelos incluidos en la 
Recomendación ITU-T  J.249. Los modelos de esta recomendación son del tipo RR, y 
fueron validados por el VQEG para SD en formatos de 525 y 625 líneas, en condiciones 
de degradaciones producidas por el proceso de codificación y por el proceso de 
tranamisión. Los codecs utilizados fueron MPEG-2 y H.264/AVC 
 
Yonsei 
El modelo propuesto por Yonsei utiliza ideas similares a las presentadas en [6], para el 
modelo FRTV presentado anteriormente. Sin embargo, en este caso se trata de un 
modelo del tipo RR, por lo que debe ser seleccionada únicamente cierta información de 
la imagen original para ser transmitida. Este modelo selecciona algunas de las regiones 
de la imagen donde hay bordes, codifica su ubicación dentro de la imagen, y la envía 
junto con los valores de los pixeles en esa(s) regiones como la información adicional 
requerida por el modelo. En estos casos, la alineación espacial y temporal entre la 
imagen original y la degradada se torna más compleja, ya que es necesario hacer 
coincidir en el espacio y en el tiempo únicamente las regiones que son transmitidas 
dentro de la información adicional.   
Por lo explicado, el modelo es básicamente similar al propuesto por Yonsei para la 
recomendación ITU-T J.144, con la diferencia que basa su predicción comparando 
únicamente la diferencia de calidad alrededor de algunos bordes de cada cuadro. 
 
Nec 
El modelo propuesto por Nec se evalúa la “actividad” del video en ciertas áreas o 
regiones, y éste es el dato que se transmite como información adicional. Esta 
“actividad” es calculada luego en el video degradado y comparada con la información 
obtenida del video original. En este modelo se define la “actividad” de cierta región 
como el promedio de la diferencia absoluta entre cada valor de luminancia (de cada 
pixel) y el promedio de la luminancia de la región seleccionada. 
Para regiones de 16x16, la Figura III.4-6 esquematiza el funcionamiento del modelo 
propuesto por Nec. 
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Figura III.4-6 – Esquema del modelo RR Nec 
 
NTIA 
El modelo propuesto por NTIA es muy similar al estandarizado en la recomendación 
ITU-T J.144. En la recomendación ITU-T J.144 el modelo presentado por NTIA 
calificaba dentro de la categoría FR, aunque en realidad era un modelo del tipo RR, pero 
que requería un ancho de banda considerable para transmitir la información que 
describe al video original. El modelo propuesto por NTIA para la recomendación ITU-T 
J.249 reduce el ancho de banda necesario, según las características establecidas para los 
modelos RR (menos de 80 kb/s). Para lograrlo, algunos de los parámetros se calcular 
sobre regiones más amplias, en el espacio y/o en el tiempo. Estos “promedios” en 
realidad terminaron siendo beneficiosos para el modelo, presentando un desempeño o 
rendimiento  mejor que el que se tenía con el modelo originalmente estandarizado en 
ITU-T J.144. 
 
III.4.1.5. SSIM (Structural SIMilarity) 
 
La mayoría de los métodos anteriormente presentados utilizan una aproximación como 
la que se ilustra en la Figura III.4-7, donde las señales original y degradada son 
preprocesadas (por ejemplo, alineadas espacial y temporalmente, se aplica alguna 
transformada de luminancia o crominancia, etc.) y luego descompuesta en diferentes 
“canales”, sobre los que se calcula un “error”  según algún tipo de métrica. Estos 
errores, generados para cada “canal” son sometidos a reglas de enmascaramiento y 
luego ponderados e integrados (sumados) para obtener finalmente una única medida de 
calidad. 
 





Figura III.4-7 – Esquema del modelo SSIM 
 
En [7] se presenta una serie de críticas genéricas a este tipo de modelos, y se propone, 
como contraparte, una “nueva filosofía” en el diseño de métricas de medida de la 
calidad perceptual de video. Esta nueva filosofía se basa en que “la función principal de 
los ojos humanos es extraer información estructural del campo visual, y el sistema 
visual humano está altamente adaptado para este propósito. Por lo tanto, una medida 
de las distorsiones estructurales debería ser una buena aproximación a la distorsión 
percibida” [7]. Los autores de esta propuesta muestran como grandes errores absolutos 
en algún canal, entre la señal original y la degradada, no siempre implican grandes 
distorsiones estructurales. Se propone en el mencionado artículo, como medida de 



















⋅=     (III.4-9)   
 
donde x representa a la señal original, y a la señal degradada y σ a la varianza o 
covarianza.  
El primer término de la ecuación corresponde con la correlación entre la señal original y 
la degradada. El segundo término mide qué tan cercanos entre sí son los valores medios. 
El tercer término indica qué tan similares son las varianzas de ambas señales.  
El método aplica el factor Q a ventanas móviles de 8 x 8 píxeles, y luego promedia 
todos los valores para obtener el índice general de cada imagen. El método es sencillo, y 
la métrica Q tiene una interpretación clara. Aplicando este método a la Figura III.4-1, se 
obtienen los valores de Q=0.3709 para “Tiffany”, Q=0.4606 para “Lago” y Q=0.7959 
para “Mandril”, lo que a priori se corresponde con la calidad percibida mucho mejor 
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Basado en el concepto anterior, el índice denominado SSIM (Structural SIMilarity) fue 
propuesto en [83]. En este modelo, la similitud entre dos imágenes depende de la 
similitud entre sus luminancias, contrastes y estructuras. La similitud general (S) entre 
una imagen x y una imagen y es, según este modelo, una función de las similitudes de 
estas tres componentes: 
 
( )),(),,(),,(),( yxsyxcyxlfyxS =     (III.4-10)   
 
donde l, c y s representan las funciones de similitud de luminancia, contraste y 
estructura respectivamente.  
 
El modelo presenta la definición de cada una de estas funciones, teniendo en cuenta los 
siguientes criterios: 
 
• La función de comparación de luminancia l debe tener en cuenta la ley de Weber  
• La función de similitud general S debe: 
o ser simétrica ( S(x,y) = S(y,x) ) 
o ser acotada a S(x,y) <= 1 
o tomar su máximo valor 1, si y solo si x = y 
 
Se sugiere en este modelo una función S donde se utiliza el producto de cada función de 
comparación, ponderado por un exponente, de la forma  
  
γβα sclS ⋅⋅=       (III.4-11)   
 
En particular, tomando el valor 1 para todos los exponentes, el índice final SSIM 




















   (III.4-12)   
 
Siendo µ  valores medios, σ  varianza o covarianza, y C1 y C2 dos variables de ajuste. 
Este índice puede ser calculado en ventanas móviles de, por ejemplo, 8 x 8 píxeles, 
obteniendo un mapa de valores SSIM, los que luego pueden ser promediados para 
obtener el índice de la imagen completa (MSSIM). Si se conocen las áreas de la imagen 
de fijación de la vista, se pueden  ponderar los índices en esta zona, de manera que 
pesen más en la suma total.  
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En [59] se presentan resultados obtenidos con este modelo, dónde se puede ver que el 
índice MSSIM es alrededor de un 8% mejor que el PSNR, utilizando el coeficiente de 
correlación de Pearson, para imágenes JPEG. Sin embargo, esta mejora no parece 
realmente sustantiva, y está por debajo de las mejoras logradas en los modelos 
evaluados por el VQEG, presentados en la sección III.3.2. 
 
III.4.1.6. Otros modelos 
 
El modelo NROQM (No Reference Objective Quality Metric), presentado por J E 
Caviedes et al. en [9], se basa en estimar el contenido de 6 características del video 
(contraste, ruido, clipping, ringing, efecto de bloques y definición), y obtener un valor 
de calidad perceptual basado en las medidas de cada uno de éstas características. El 
índice de calidad obtenido es una combinación lineal de los índices de cada efecto, los 
que se calculan en base a fórmulas heurísticas, basadas en aproximar las medidas 
objetivas con pruebas subjetivas de calibración.  
En los resultados presentados en [9] se indica que la correlación obtenida entre el 
NROQM y las pruebas subjetivas fue de 0.85, mientras que la correlación con el PSNR 
de 0.399. Estos resultados no condicen con el informe del VQEG, donde la correlación 
media obtenida con la métrica PSNR está cercana al 80% promediando un gran número 
de casos con diferentes tipos de videos. Igualmente cabe resaltar que en el caso del 
NROQM no se dispone de la señal de referencia para la estimación, por lo que el valor 
de 0.85 presentado parece ser sumamente aceptable. 
Existen algunos productos comerciales que utilizan el modelo NR para la predicción de 
la calidad perceptual de Video. El modelo PQoS de Genista Corporations, se basa en la 
estimación del efecto de bloques, la borrosidad, y el “jerkiness” (interrupciones) para 
estimar la calidad percibida. En [10] se realiza una comparación de este método contra 
pruebas subjetivas, mostrando una correlación media de un 78% entre el MOS subjetivo 
y el estimado por PQoS.   
Dado que la mayoría de los modelos NR toma el efecto de bloques como uno de los 
principales componentes que afectan a la calidad perceptual, es importante disponer de 
índices numéricos  que lo estimen. Varios métodos se han propuesto, como se describe 
a continuación. 
 
En [84] se propone estimar el efecto de bloques basado simplemente en medir las 
diferencias horizontales y verticales entre las filas y columnas en los bordes de los 
bloques.  
En [85] se propone un algoritmo basado en la correlación cruzada de imágenes sub-
muestreadas. Se generan cuatro imágenes, en las que cada una contiene los píxeles de 
una de las cuatro esquinas de cada bloque de 8 x 8, y se realizan correlaciones entre 
éstas imágenes y otras imágenes derivadas de la selección de píxeles específicamente 
seleccionados de cada bloque.   
 
Otra idea, propuesta en [86], modela las imágenes como la suma de dos componentes: 
una imagen sin distorsiones, y una imagen puramente de bloques. El algoritmo consiste 
en aplicar a la señal degradada una transformada FFT de una dimensión en forma 
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horizontal y vertical, de manera de identificar los picos producidos por el efecto de 
bloques, los que se encuentran, si existen, en lugares bien definidos del espectro. A su 
vez, el espectro de la señal original (sin distorsión de bloques) es estimado mediante la 
aplicación de filtros adecuados. La diferencia de ambas señales, corresponde al efecto 
de bloques, y puede evaluarse numéricamente. 
Estos tres métodos han sido comparados en [87]. 
 
Es de hacer notar que los modelos NR, detallados anteriormente, se basan en la 
existencia de algunos tipos de degradaciones específicas, producidas por las técnicas de 
codificación. El efecto de bloques es resultado de la aplicación de la transformada DCT 
a pequeños bloques de imagen. La transformada DWT, por el contrario, no produce 
efectos de bloques. Si bien por ahora esta transformada se utiliza típicamente para 
imágenes fijas (ver JPEG2000 en la sección II.3.1), es posible que en un futuro pueda 
utilizarse también para video, lo que llevaría a que los modelos NR basados en la 
estimación del efecto de bloques u otras degradaciones específicas del tipo de 
codificación, no sean adecuadas. 
 
III.4.2. Modelos paramétricos 
 
III.4.2.1. Modelo de Kazuhisa Yamagishi et al: ITU-T G.1070 
 
ITU-T ha publicado un modelo de predicción de la calidad de video, para aplicaciones 
de video telefonía, en base a parámetros medibles de una red IP. Esta recomendación 
describe un modelo paramétrico, para aplicaciones de comunicaciones de video-
teléfonos sobre redes IP. El modelo puede ser usado como una herramienta de 
planeamiento que permite evaluar los efectos de diversos aspectos que afectan la calidad 
percibida de audio y video en este tipo de comunicaciones. 
Este modelo es similar al E-Model de la Recomendación ITU-T G.107 [24]. Ha sido 
desarrollador por NTT (de Japón) [17][88] y estandarizado en la recomendación ITU-T 
G.1070 “Opinion model for video-telephony applications”  [19].  
 
El modelo consiste en tres funciones, una para la estimación de la calidad del video 
(Vq), otra para la estimación de la calidad del audio (Sq), y finalmente una para la 
estimación de la calidad multimedia (MMq). En la Figura III.4-8 se esquematiza el 
funcionamiento general del modelo. 
 




Figura III.4-8 – Esquema del modelo paramétrico ITU-T G.1070 
 
La estimación de la calidad de la voz, básicamente, se reduce al E-Model, simplificado.  
 
Q = Ro - Idte – Ie,eff     (III.4-13) 
 
donde Q es el equivalente a R en el E-Model. Los parámetros Idte y Ie,eff  mantienen sus 
definiciones del E-Model. Las degradaciones introducidas por las demoras son quitadas 
de la estimación de la calidad de voz, e incluidas en la calidad “multimedia”.  
 
La relación entre Q y Sq es similar a la relación entre MOS y R en el E-Model: 
     Para Q < 0:          1Sq =   
Para 0 < Q < 100: 6q 107)100)(60(035,01S
−⋅−−++= QQQQ                   (III.4-14) 
     Para Q > 100:          5,4Sq =  
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La estimación de la calidad del video se basa en la siguiente fórmula, la que fue 
patentada en [89] 
 
tcq IIV += 1        (III.4-15) 
 
Donde Ic representa la calidad del video dada únicamente por las condiciones de 
codificación e It la degradación introducida en la transmisión (básicamente por la 
pérdida de paquetes). 


















































vI      (III.4-18) 
 
bvvDFr 76 +=        (III.4-19) 
 
Siendo b el “bit rate”, f el “frame rate”. 
 






=        (III.4-20) 
 
Donde  p es el porcentaje de pérdida de paquetes y DPplv representa el grado de robustez 
respecto a la pérdida de paquetes, el que a su vez, depende del codec utilizado, el bit 
rate y el frame rate, según la siguiente fórmula 
 












++=      (III.4-21) 
 
Siendo b el “bit rate”, f el “frame rate”. 
 
Según la Recomendación ITU-T G.1070, los parámetros v1 – v12 dependen del codec 
utilizado, los parámetros de codificación, el formato y el tamaño de pantalla, y debe ser 
calculados en cada caso realizando pruebas subjetivas para su cálculo. La 
recomendación indica que el modelo aplica para tamaños de pantalla entre VGA y 
QQVGA, pero se presentan valores provisionales de los coeficientes únicamente para 
MPEG-4 en QVGA y QQVGA. En [90] se propone otro conjunto de valores de los 
coeficientes para el codec MPEG-2. 
 
La estimación de la calidad multimedia se expresa en la siguiente fórmula 
 
4321 mMMMMmMMmMMmMM TSVTSVq +++=    (III.4-22) 
 
Donde MMSV representa la calidad audiovisual, y es función de (Vq, Sq) y MMT contiene 
los factores de calidad asociados a las demoras, tanto del audio como del video, y tiene 
en cuenta las degradaciones producidas por la falta de sincronismo entre ambos medios. 
 
Un modelo similar al presentado en la Recomendación G.1070 fue propuesto también 
por NTT para IPTV en [91]. 
 
III.4.2.2. Modelo de Fenghua You et al: T-Model 
 
El modelo paramétrico estandarizado en ITU-T G.1070 tiene en cuenta el porcentaje de 
pérdida de paquetes. Sin embargo, no tiene en cuenta las condiciones de ráfagas de 
pérdida de paquetes (“bursts”). En [27] se propone una mejora al modelo de ITU-T 
G.1070, aplicado a IPTV, y teniendo en cuenta la influencia de las ráfagas en las 
pérdidas de paquetes. El modelo mejorado es llamado T-Model por los autores y 






=       (III.4-23) 
 
Donde BPplv es el nuevo factor que contiene las características de “ráfagas” de las 
pérdidas de paquetes, y se calcula como  
 








Pplv βα ++=1     (III.4-24) 
 
Siendo Denburst la densidad de ráfagas, NBP la cantidad de periodos de ráfagas, Dburst es 
la duración de la ráfaga y Loss es la cantidad total de paquetes perdidos. α y β son dos 
coeficientes de ajuste. 
Los autores realizaron pruebas subjetivas, simulando pérdida de paquetes en la 
transmisión de MPEG-2 en formato de pantalla HD (1920 x 1080 pixels) con 3 
secuencias de video de prueba, y concluyen que con la mejora introducida se logran 
estimaciones de MOS mejores a las logradas con el modelo estándar de ITU-T G.1070. 
 
III.4.2.3. Modelo de A. Raake et al: T-V Model 
 
En [22] se presenta el “T-V Model”, un modelo paramétrico para estimar la calidad de 
video percibida en aplicaciones de SD y HD TV. El modelo toma una estructura similar 
al E-Model, y estima la calidad de video según la siguiente fórmula, patentada en [23]: 
 
tcov IIQQ −−=       (III.4-25) 
 
Donde Qo es el máximo de calidad posible, Ic  es la degradación introducida únicamente 
por el proceso de codificación y It es la degradación introducida por el proceso de 
transmisión (por ejemplo, introducida por la pérdida de paquetes). 
 
Según este modelo, las degradaciones introducidas en el proceso de codificación (Ic) 
pueden modelarse según  
 
 bac eaaI 213
−−=       (III.4-26) 
 
Donde b es el bit rate, y a1 – a3 son tres parámetros del modelo. 
 
Las degradaciones introducidas en el proceso de transmisión (It), según el modelo, se 






)(       (III.4-27) 
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Donde p es el porcentaje de pérdidas de paquetes, y bo, b1 son dos coeficientes del 
modelo. A su vez, b1 puede ser función del bit rate, dependiendo del tipo de estrategia 
de compensación de pérdida de paquetes y tamaño de pantalla utilizado. 
 
Los mismos autores, en [92], analizan la influencia del contenido del video en el 
modelo, indicando que algunas características respecto al contenido tanto espacial como 
temporal deben ser tenidas en cuenta. Sin embargo, la descripción presentada en [92] es 
únicamente cualitativa. En [25] los mismos autores presentan una extensión, incluyendo 
dentro del modelo parámetros relacionados al contenido, aplicado a IPTV en HD. El 
modelo paramétrico propuesto aplica únicamente a las degradaciones introducidas en el 





+−−+=      (III.4-28) 
 
Donde los parámetros agregados son MV1 que representa el promedio de la desviación 
estándar de los componentes horizontales de los vectores de movimiento) y  QP1 que 
representa el promedio de los parámetros de quantización de los cuadros I. 
 
En [93], S. Argyropoulos et al. presentan una modificación al factor It , basado en la 
visibilidad de la pérdida individual de cada paquete. El trabajo describe un “clasificador 
de visibilidad” que indica, para cada paquete, si la degradación introducida será o no 
visible. Se extraen dos nuevos parámetros, el “error estimado” (dmb la distorsión 
inducida, en términos de MSE, de los macrobloques corruptos que son percibidos en el 
frame donde ocurre la pérdida) y el “error de propagación” (dprop el número total de 
pixeles degradados debido a los errores propagados). La fórmula propuesta en este caso 




5 addaI apropmbt ++=       (III.4-29) 
 
III.4.2.4. Modelo de H. Koumaras et al.: MPQoS 
 
En [20] se presenta el modelo llamado “MPQoS” (Mean Perceived Quality of Service). 
Este modelo está diseñado para MPEG-4, en formatos de pantalla CIF y QCIF, para 
aplicaciones multimedia que distribuyen contenido audiovisual a través de redes 3G/4G 
(redes de tercera y cuarta generación). Según este modelo, la calidad del video puede ser 
modelada como  
 
1)1]([ )( −+−−= −− L
BRb
LHc PQePQPQI L
α     (III.4-30) 
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Donde Ic representa la calidad del video determinada por las distorsiones introducidas 
por el codificador, b es el bit rate y PQH, PQL, BRL y α son cuatro coeficientes del 
modelo. En este trabajo, la calidad del video fue evaluada utilizando la métrica definida 
en el propio trabajo como MPQoS, la que a su vez está basada en la métrica de calidad 
de imágenes PQM [94].  
 
El trabajo indica que en realidad, los coeficientes del modelo están correlacionados, y 

















       (III.4-31) 
 
La determinación de x se realiza codificando el video a un bit rate elevado, y estimando 
el valor de PQH  (Ic  →  PQH  - 1 cuando b →  ∞). Con este valor de PQH , se calcula x 
como x = f3-1(PQH). El modelo no presenta formas directas de calcular x o los otros 
coeficientes del modelo basado directamente en el video original o codificado. 
 
El mismo autor, en [95] presenta un modelo de estimación de calidad de video según la 
siguiente fórmula paramétrica 
 
)ln(21 bccIc +=        (III.4-32) 
 
donde Ic representa la calidad del video determinada por las distorsiones introducidas 
por el codificador, b es el bitrate y c1, c2 son lo dos coeficientes del modelo, que a su 
vez dependen del contenido. En el mencionado trabajo, el autor ajusta los coeficientes 
estimando la calidad con la métrica SSIM, para videos codificados en H.264, en 
formato CIF con diferente tipo de contenido. 
 
III.4.2.5. Modelo de M. Ries et al. 
 
Un modelo paramétrico fue presentado por M. Ries et al en [21]. Este modelo fue 
diseñado para videos de baja resolución (SIF 320 x 240 pixels) en ambientes móviles 
(PDA). Los autores resaltan la dependencia de la calidad en función del contenido, y 





CBbAIc ++++=      (III.4-33) 
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donde Ic representa la calidad del video determinada por las distorsiones introducidas 
por el codificador, b es el bit rate, f es el frame rate y A, B, C, D, E son los coeficientes 
del modelo, los que a su vez dependen de la clasificación del contenido. Los contenidos 
los clasifican en 5 clases: Noticias, Futbol, Dibujos Animados, Panoramas y el resto,  y 
proponen un algoritmo para determinar el tipo de contenido basado en diversos 
parámetros extraídos de la secuencia de video. El modelo no tiene en cuenta los errores 
introducidos en la transmisión (pérdida de paquetes por ejemplo). 
 
Los autores propones valores de los A, B, C, D, E para cada clase de contenido, para el 
codec H.264 con frame rates entre 5 y 15 fps y bit rates entre 24 y 105 kb/s. 
 
III.4.2.6. Modelo de J. Gustafsson et al. 
 
J. Gustafsson et al. presentan en [30] un modelo paramétrico de estimación de la calidad 
percibida, que toma en cuenta la pérdida de paquetes y los efectos de “buffering” 
combinados. El modelo estima el MOS basándose en los parámetros del MOS inicial 
del clip (dado por el codificador), el tamaño inicial del buffer del receptor, el tiempo de 
re-buffering durante la reproducción y la pérdida de paquetes en la red. El trabajo no 
presenta ningún detalle acerca de la implementación o fórmulas utilizadas en el modelo, 
las que fueron presentadas luego en la patente [96]. El modelo propuesto tiene la forma 
general 
 
btcq IIIV −−+= )1(1       (III.4-34) 
 
donde Ic representa la calidad del video determinada por las distorsiones introducidas 
por el codificador, Ib  representa las reducciones introducidas por los efectos de 
“buffering y It  representa las reducciones introducidas por la pérdida de paquetes en la 











=       (III.4-36)
 BufFCBufPCInitPCCIb 3210 +++=    (III.4-37) 
 
donde b es el bit rate, pu es el límite máximo del porcentaje de pérdida de paquetes, pl es 
el límite mínimo del porcentaje de pérdida de paquetes, pm es la pérdida media de 
paquetes, InitP es el tiempo inicial de buffer, BufP es el tiempo de re-buffering, BufF 
es la cantidad de eventos de re-buffering por minuto y k, co, c1, λ, C0, C1, C2, C3, son los 
coeficientes del modelo. 
 
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
114 
El modelo es aplicado en videos codificados con MPEG4 en formatos de pantalla QCIF 
con bit rates de hasta 256 kb/s. Los resultados indican una correlación del 93% con las 
pruebas subjetivas, y errores de RMSE de 0.33. 
 
III.4.2.7. Modelo de A. Khan et al. 
 
El modelo paramétrico propuesto por A. Khan et al. en [28] toma en cuenta el bit rate, el 
frame rate, la pérdida de paquetes y el contenido, y modela la calidad percibida según la 
siguiente fórmula 
 
        tcq IIV =   
)ln(321 bafaaIc ++=       (III.4-38) 







donde b es el bit rate, f es el frame rate, p es el porcentaje de pérdida de paquetes y a1- 
a5 son los coeficientes del modelo. 
Los autores resaltan la dependencia de la calidad en función del contenido, y proponen 
3 conjuntos de valores diferentes para cada coeficiente, en función de una clasificación 
de contenidos basada en la técnica de “cluster analysis”. Las clases de contenido son 
denominadas “Slight Movement”, “Gentle Walking” y “Rapid Movement”. Las pruebas 
del modelo fueron realizadas en formatos de pantalla QCIF, con codecs MPEG4, frame 
rates entre 10 y 30 fps, bit rates entre 18 y 512 kb/s y porcentajes de pérdida de paquetes 
entre 1 y 20%.  No se realizaron pruebas subjetivas, y la métrica de calidad utilizada fue 
el PSNR, realizando una conversión a MOS según la siguiente tabla de relación: 
 
PSNR (db) MOS 
>37 5 
31 – 36.9 4 
25 – 30.9 3 
20 – 24.9 2 
< 19.9 1 
Tabla III.4-1 – Relación PSNR - MOS 
 
El mismo autor, en [95] presenta un modelo de estimación de calidad de video según 
una variante de la fórmula anterior, a saber 
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        tcq IIaV += 1    
( ))ln()ln( 5432 baaCTbaeaI fc +++=     (III.4-39) 





donde b es el bit rate, f es el frame rate, p es el porcentaje de pérdida de paquetes, B es 
el largo promedio del “burst”, CT identifica el tipo de contenido y a1- a8 son los 
coeficientes del modelo. Este modelo fue desarrollado sobre la base de 5 contenidos, 




III.4.2.8. Modelo de Quan Huynh-Thu 
 
En [26] Quan Huynh-Thu et al. analizan el impacto de las interrupciones (jerkiness) en 
la calidad percibida en secuencias de video. Estas interrupciones se relacionan con el 
frame rate. Realizan sus pruebas utilizando 7 secuencias de video en formato QCIF, con 
frame rates entre 2.5 y 30 fps, y proponen un modelo de estimación de la calidad 







+=       (III.4-40) 
 
donde f es el frame rate y a1 - a4 son los coeficientes de ajuste del modelo paramétrico, 
los que a su vez dependen de porcentaje de tiempo en los que el video clip tuvo frame 
rates bajos. Los autores analizan la dependencia del la calidad percibida en función del 
contenido, pero no logran realizar un modelo apropiado que pueda representar la 
variación de calidad en función de parámetros medibles relacionados con el tipo de 
contenido (por ejemplo, vectores de movimiento). 
 
 
III.4.2.9. Modelo de Yen-Fu Ou et al. 
 
Yen-Fu Ou et al. presentan en [32] un modelo que permite estimar como se ve afectada 
la calidad percibida en función del frame rate. Este modelo está basado en el análisis de 
pruebas subjetivas, realizadas sobre 6 video clips en formatos CIF y QCIF, en frame 
rates que varían entre 6 y 30 fps.  
La fórmula propuesta por los autores es la siguiente 
 















       (III.4-41) 
 
Donde Vqmax es la calidad obtenida al máximo frame rate fmax (30 fps en al artículos 
mencionado), f es el frame rate y c es el coeficiente de ajuste del modelo paramétrico.  
Los autores indican que el coeficiente c depende del tipo de contenido, y evalúan su 
dependencia con las variaciones medias entre cuadros y con los vectores de 
movimiento. 
No se detalla en el trabajo el bit rate utilizado, pero se indica que las secuencias no 
tenían degradaciones perceptibles debido a la codificación. En [97] y [33] los mismos 
autores evalúan el impacto del frame rate en secuencias con degradaciones debidas a la 





11(04.1 )(34.0max zPSNRq e
V −+
−=      (III.4-42) 
 
Donde PSNR es la métrica no perceptual “Peak Signal to Noise Ratio” y z es un 
coeficiente que depende del contenido del video. Los autores no explican como obtener 
z del contenido del video. 
También comparan su modelo con otros dos modelos, propuestos en [26], concluyendo 
que los tres modelos tienen buenos resultados, pero que el propuesto por Yen-Fu Ou et 
al. tiene un único coeficiente referente al frame rate, mientras que los otros modelos 
tienen más coeficientes de ajuste. 
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El objetivo principal de este trabajo es proponer un modelo paramétrico de estimación 
de calidad de video. Idealmente, este modelo debe aproximarse lo mejor posible a los 
resultados con que calificarían las personas al video bajo análisis. Como se ha 
mencionado, la manera más confiable y segura de medir las calificaciones de calidad 
que darán las personas a un determinado video es realizando pruebas subjetivas. Sin 
embargo, realizar pruebas subjetivas es complejo, y esta posibilidad en la práctica se ve 
limitada a un número reducido de secuencias de video y de condiciones de degradación, 
ya que es materialmente inviable presentar miles de secuencias de videos para 
evaluaciones subjetivas. Por esta razón es necesario utilizar algún otro tipo de métrica 
objetiva a los efectos de ser utilizada como punto base de comparación del modelo 
paramétrico.  
Como se vio en la sección III.4.2, varios de los modelos paramétricos propuestos 
comparan sus resultados contra métricas objetivas, como el PSNR. Sin embargo, es 
conocido que el PSNR no modela adecuadamente la calidad percibida, lo que ha llevado 
al desarrollo de diversas modelos que presentan métricas que tienen en cuenta los 
aspectos preceptuales. En esta sección se realiza un análisis de la métrica objetiva a 
utilizar como “punto base” para comparar el modelo paramétrico. 
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IV.2. Base de Comparación para Modelos 
Paramétricos 
 
La mejor manera de evaluar el desempeño o rendimiento de un modelo de estimación de 
calidad de video es contrastar los resultados del modelo contra los resultados obtenidos 
con pruebas subjetivas. Sin embargo, las pruebas subjetivas son difíciles de 
implementar, y consumen un tiempo considerable. Con el fin de evaluar el desempeño 
de un modelo que toma en cuenta diferentes parámetros, incluyendo el bit rate, el frame 
rate, el tamaño de la pantalla, el contenido del video y la pérdida de paquetes, deberían 
realizarse un conjunto muy amplio de pruebas subjetivas. Por ejemplo, para evaluar el 
proceso de codificación, utilizando sólo 5 clips de video codificados en 4 bit rates, 4 
frame rates, y 4 tamaños de pantalla diferentes, se necesitarían evaluar 5x4x4x4 = 320 
clips de vídeo. Para incluir el proceso de transmisión, se deben incluir diferentes 
porcentajes de pérdidas de paquetes para cada uno de los clips de video. El impacto en 
la calidad producido por determinado porcentaje de pérdida de paquetes en un clip de 
video en particular dependerá de los cuadros afectados (I, B o P). Una pérdida de 
paquetes en un cuadro I se propagará a otros cuadros B y P, mientras que una pérdida de 
paquetes en un cuadro B no se propagará, y probablemente tenga un impacto perceptual 
mucho menor. Con el fin de evaluar el impacto promedio de un determinado porcentaje 
de pérdida de paquetes en un clip de vídeo concreto, se deben realizar muchos patrones 
de pérdida de paquetes (con el mismo porcentaje medio de pérdida). Si consideramos, 
por ejemplo, 4 diferentes porcentajes de pérdida de paquetes y 5 patrones de pérdida 
para cada porcentaje, se dará lugar a 320x4x5 = 6400 video clips. Por lo general, no más 
de 30 clips de vídeo se pueden presentar en la misma sesión subjetiva, con una duración 
de una hora, y sólo dos personas pueden hacer la prueba subjetiva al mismo tiempo 
(debido a limitaciones en el ángulo y la distancia al monitor). Con el fin de obtener 
intervalos de confianza apropiados en los resultados estadísticos, son necesarios más de 
15 evaluadores para cada clip de vídeo. De esta manera, para los 6400 clips degradados, 
deberían realizarse 6400/30x15/2 = 1600 sesiones de evaluación subjetiva. Esta 
cantidad de evaluaciones es materialmente inviable de realizar, por lo menos en el 
marco del presente trabajo. 
 
Con el fin de reducir significativamente el número de pruebas subjetivas, se ha optado 
por realizar la evaluación de los modelos paramétricos tomando como base dos 
conjuntos diferentes de valores, que puedan ser tomados como “referencia” de los 
valores de calidad. El primero de ellos se basa en utilizar un modelo estandarizado de 
estimación de calidad de video basado en contenidos. El segundo se basa en utilizar los 
resultados de pruebas subjetivas. 
 
Como fue detallado en la sección III.4.1, los modelos basados en contenidos parten de 
la base de tener acceso completo a los videos originales y degradados. Los modelos FR 
(Full Reference) tienen como entrada a sus algoritmos directamente las señales de video 
originales y degradadas, mientras que los modelos RR (Reduced Reference) tienen 
como entrada a sus algoritmos un conjunto reducido de información de las señales de 
video originales y las señales de video degradadas completas. En ambos casos, la 
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información que disponen es generalmente mucho mayor a la que disponen los modelos 
paramétricos. Los modelos basados en contenidos utilizan complejos procesos 
algorítmicos de procesamiento de las señales de video, en contraste con los modelos 
paramétricos, que estiman la calidad basados únicamente en una fórmula de cálculo. Al 
utilizar modelos objetivos algorítmicos como base para la evaluación de los modelos 
parémtricos, se puede realizar la comparación con un número muy importante de videos 
degradados.  
 
El modelo paramétrico obtenido utilizando como base un modelo objetivo 
estandarizado basado en contenidos tendría como máximo el mismo desempeño o 
rendimiento que el modelo tomado como base. Sin embargo, aún así, un modelo 
paramétrico es considerablemente más sencillo de implementar que un modelo 
algorítmico basado en el análisis de contenidos, ya que se trata de una fórmula 
matemática en comparación con un algoritmo que por lo general requiere gran 
capacidad de procesamiento. Por otra parte, los modelos FR y RR requieren acceso 
completo a la señal decodificada, lo que no siempre es posible, y limitan su utilización a 
ser realizada en el decodificador. Un modelo paramétrico, en contraste, puede ser 
utilizado en cualquier punto del sistema, desde el codificador hasta el decodificador, 
incluyendo cualquier punto del sistema de transmisión. 
 
Sin embargo, siempre es necesario comparar el desempeño o rendimiento de un modelo 
de estimación de calidad de video con los resultados de pruebas subjetivas. Para ello, se 
diseñaron y realizaron dos conjuntos diferentes de pruebas subjetiva durante el 
desarrollo de la presente tesis. Estas pruebas subjetivas han servido como validación del 
desempeño o rendimiento del modelo desarrollado, como será descrito en los siguientes 
secciones y capítulos. 
Selección de métricas VQM de referencia 
123 
IV.3. Selección de VQM de Referencia 
 
El objetivo de esta sección es seleccionar un modelo objetivo estandarizado basado en 
contenidos que sirva como referencia y punto de partida para el diseño y comparación 
del modelo paramétrico.  
El VQEG ha centrado su trabajo entre 2000 y 2010 en el estudio de modelos de 
estimación de calidad del tipo FR (Full Reference) y RR (Reduced Reference). Sobre la 
base de los trabajos de VQEG, en 2004 se estandarizó la recomendación ITU-T J.144, 
en 2008 las recomendaciones ITU-T J.246 y ITU-T J.247 y en 2010 la recomendación 
ITU-T J.249.  
Al comenzar el presente trabajo de tesis, el único estándar publicado era el ITU-T J.144, 
pensado para SDTV, y cuyos modelos fueron diseñados con señales que contenían 
únicamente degradaciones producidas por el proceso de codificación, pero no por el 
proceso de transmisión (por ejemplo, no se evaluó el desempeño de los modelos bajo 
condiciones de transmisión con pérdida de paquetes). Más adelante, en 2010, la 
recomendación ITU-T J.249 (también para SDTV), incluía la evaluación de modelos 
diseñados para estimar la calidad de señales de video con degradaciones tanto en el 
proceso de codificación como en el de transmisión.  
El desempeño de los modelos FR estandarizados en ITU-T J.144 fue ampliamente 
estudiado por el VQEG, y los resultados generales se han presentado en la sección 
III.3.2.1. Por su parte, algunos de los autores de estos modelos han publicado sus 
propios resultados. El modelo general de NTIA fue presentado en [98]. La Figura 
IV.3-1 a), extraída de le referencia anterior, muestra la correlación entre los valores de 
DMOS subjetivos y los valores de DMOS obtenidos por el modelo general de NTIA 
(DMOSp). El modelo de la Universidad de Yonsei fue presentado en [99]. La Figura 
IV.3-1 b), extraída de le referencia anterior, muestra la correlación entre los valores de 
DMOS subjetivos y los valores de DMOS obtenidos por el modelo propuesto por 
Yonsei (DMOSp). Como se puede observar, existe cierta dispersión entre los resultados 
de los modelos FR y las pruebas subjetivas. Esta dispersión, o error, se puede estimar en 
+/- 0.1 en la escala de DMOS de 0-1. Esto significa que el orden de magnitud del error 











Figura IV.3-1 – Desempeño de los modelos FR de NTIA y Yonsei 
(a) NTIA  
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
124 
Inicialmente, y con el objetivo de comprobar el desempeño de los modelos 
estandarizados en ITU-T J.144 bajo situaciones de pérdida de paquetes, se realizaron 
una serie de pruebas subjetivas, conteniendo videos con degradaciones introducidas en 
el proceso de transmisión (pérdida de paquetes). Estas pruebas fueron realizadas como 
parte de la Tesis de Grado de los alumnos Germán Bardier, Carlos Fournier y Gastón 
Guridi, dirigidos por el autor de la presente Tesis [100].  Se utilizaron los video clips 
detallados en el Anexo A.1, codificados en MPEG-2, en tamaño de pantalla SD, en 
tasas de bits comprendidas entre 900 kb/s y 6 Mb/s, y porcentaje de pérdida de paquetes 
entre 0.5% y 5%. La configuración del codec MPEG-2 utilizada fue la indicada en el 
Anexo A.2. El modelo de pérdida de paquetes seleccionado fue el modelo de Bernoulli, 
es decir, una pérdida de paquetes aleatoria según el porcentaje de probabilidad de 
pérdida seleccionado. 
 
Para realizar estas pruebas subjetivas se seleccionó el método de Doble Estímulo con 
Escala de Calidad Continua - DSCQS (Double Stimulus Continuous Quality Scale), de 
acuerdo a la recomendación ITU-R BT.500-11, que fue el mismo método utilizado por 
el VQEG en la fase II del proyecto FR-TV. El ambiente de pruebas se generó siguiendo 
los lineamientos de las recomendaciones ITU-R BT.500-11 y ITU-T P.910. La Tabla 
IV.3-1 muestra las características del monitor utilizado para las pruebas subjetivas. El 
brillo y contraste del monitor fue configurado mediante PLUGE (Picture Line-Up 
Generation Equipment) siguiendo las normas ITU-R BT.814 [101] y ITU-R BT.815 
[102]. La luminancia fue medida utilizando un luxómetro marca Sper/Scientific, modelo 








Tabla IV.3-1 – Características del monitor utilizado para las pruebas subjetivas  
 
Medidas Valor 
Luminancia de la pantalla inactiva en ambiente en condiciones de prueba.  0.1 cd/m2  
Luminancia de la pantalla en blanco utilizando el sistema PLUGE en un 
ambiente oscuro.  
71,4 cd/m2  
Luminancia de la pantalla en negro en un ambiente oscuro.  0,1 cd/m2  
Luminancia detrás de la pantalla con ambiente en condiciones de prueba.  2,7 cd/m2  




Marca y modelo.  Viewsonic E90F+ 
CRT  tamaño (medida en diagonal del área activa)  19’’  
Resolución (TVL)  >1000.  
Dot-pitch.   0.25 mm 
Selección de métricas VQM de referencia 
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Respetando las recomendaciones de las normas, los observadores se ubicaron en un 
ángulo de observación menor a 30° respecto de la normal de la pantalla, por lo que no 
se colocaron más de dos (2) observadores simultáneamente. Los mismos se ubicaron a 
una distancia de 5H (=1,40 metros), siendo H la altura del monitor (28 cm), esto de 
acuerdo a las reglas PVD (Preferred Viewing Distance). Un esquema de la disposición 
se puede ver en la Figura IV.3-2. El monitor acorde a las recomendaciones, no contaba 












Figura IV.3-2 – Disposición de la sala donde se realizaron las pruebas subjetivas 
 
Cada video fue visto y calificado por 15 sujetos que no poseían conocimiento directo de 
temas relacionados a la calidad de video. Si bien muchos de los observadores fueron 
estudiantes universitarios, ninguno tenía experiencia o conocimientos previos sobre 
calidad de video. Se realizaron pruebas de visión, pruebas de distinción del color 
(Daltonismo) y pruebas de contraste. Las pruebas de visión se realizaron mediante los 
test comunes, empleados por los oftalmólogos, como el Ishihara Test de distinción del 
color.  
Los observadores calificaron a cada video observado mediante una marca en una escala 
continua,  como la mostrada en la Figura III.2-1. La escala original mide 10 cm y las 
marcas son exactamente cada 2 cm. Las marcas definen cinco regiones de calificación 
bien definidas a efectos de orientar la apreciación: Excelente, Bueno, Regular, Pobre y 
Malo. A los observadores se les dieron instrucciones claras y concisas al comienzo de 
cada sesión acerca del procedimiento a seguir. 
Los datos recabados fueron pasados por un proceso de normalización de forma de llevar 















Donde DMOSij es el puntaje diferencial del sujeto i para el video j, Dif_Videoj es la 
diferencia de calificación subjetiva entre el valor original y el degradado para el video j 
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al que se quiere normalizar, Mini es la puntuación diferencial mínima del sujeto i (en 
todas sus calificaciones) y Maxi es la puntuación diferencial máxima para el sujeto i (en 
todas sus calificaciones). 
Pueden existir sujetos cuyo comportamiento no responde a  la media de la población, 
los cuales si no son identificados y tratados apropiadamente pueden llevar a resultados 
inexactos. Por este motivo se determinó si la muestra incluía “outliers”, es decir, sujetos 
cuyas calificaciones se alejan sustancialmente de la media en más del 5% de los valores, 
siguiendo la metodología empleada por el VQEG. Para determinar qué valores pueden 
ser considerados outliers es necesario conocer si la distribución de la muestra es normal 
o no. Existen varios test con los cuales es posible determinar si la distribución de una 
muestra es normal, como el test β2, el cual fue utilizado en este caso de acuerdo a la 
recomendando en ITU-R BT.500. En los casos donde la distribución de probabilidades 
es normal, se consideran outliers los valores que se alejan más de 2 veces la desviación 
estándar. Una vez quitados los outliers se re calcula la media y la desviación estándar 
del DMOS de cada video sin tener en cuenta los valores provenientes de los sujetos 
eliminados. Este proceso fue realizado y las calificaciones de uno de los sujetos fueron 
descartadas. 
Los resultados de las pruebas subjetivas fueron contrastados contra los resultados de los 
modelos FR de ITU-T J.144 propuestos por NTIA (el modelo “NTIA general”), Yonsei 









Tabla IV.3-3 – Desempeño de los modelos FR respecto a las pruebas subjetivas, con 
videos con pérdida de paquetes 
 
Se puede observar en la tabla anterior que los resultados no son alentadores. La 
Correlación de Pearson de los modelos estandarizados en ITU-T J.144 son similares a 
los de la sencilla métrica PSNR, y los porcentajes de “outliers” son peores que el PSNR. 
A su vez, estos valores son notoriamente peores a los obtenidos por VQEG (ver Figura 
III.3-5). Sobre la base de estos resultados, se concluyó que ninguno de estos modelos 
FR son apropiados para estimar la calidad de videos con degradaciones introducidas en 
el proceso de transmisión, es decir, con pérdida de paquetes. 
 
Más recientemente, cuando se estandarizó la recomendación ITU-T J.249, se utilizaron 
los mismos resultados de las pruebas subjetivas para evaluar el desempeño del modelo 
“NTIA Low Bandwidth RR Model”. Los mismos se comparan con los resultados del 









Yonsei 0.6177 0.1176 38% 
NTIA general 0.5619 0.1236 43% 
CPqD 0.5485 0.1250 40% 
PSNR 0.5953 0.1201 28% 
Selección de métricas VQM de referencia 
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valores obtenidos del modelo NTIA general y los resultados de las pruebas subjetivas se 
pueden ver en la Figura IV.3-3, mientras que la misma información para el modelo 
NTIA LowBW se pede ver en la Figura IV.3-4. 
 
Tabla IV.3-4 - Desempeño del modelo NTIA General y NTIA LowBW respecto a las 
pruebas subjetivas, con videos con pérdida de paquetes 
 




















Figura IV.3-3 – Dispersión del modelo NTIA General vs las pruebas subjetivas, con 
videos con pérdida de paquetes 
 




















Figura IV.3-4 - Dispersión del modelo NTIA LowBW vs las pruebas subjetivas, con 
videos con pérdida de paquetes 
Modelo PC (Pearson Correlation) 
RMSE (Root Mean 
Square Error) % Outliers 
NTIA general 0.5619 0.1236 43% 
NTIA LowBW 0.7781 0.1040 23% 
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Como se puede apreciar, los resultados del modelo NTIA LowBW son 
considerablemente mejores a los del NTIA general, y a su vez, considerablemente 
mejores que el PSNR. Los modelos propuesto por NTIA en ambas recomendaciones 
son conceptualmente muy similares, como fue descripto en las secciones III.4.1.2 y 
III.4.1.4. Sin embargo, el modelo NTIA LowBW fue entrenado y ajustado no solo para 
SD, sino también con video clips en diversos tamaños de pantallas, a bajos frame rates y 
con degradaciones de pérdida de paquetes.  
 
El desempeño del modelo de NTIA LowBW para SD y 25/30 fps fue ampliamente 
evaluado en el proyecto RR/NR TV del VQEG, y los resultados fueron presentados en 
la sección III.3.2.2. Estos resultados muestran una Correlación de Pearson entre 0.82 y 
0.88 entre los valores de las pruebas subjetivas y los valores estimados por el modelo 
NTIA LowBW. Los autores del modelo han presentado sus propios resultados en [8]. 
La Figura IV.3-5, extraída de le referencia anterior, muestra la correlación entre los 
valores de DMOS subjetivos y los valores de DMOS obtenidos por el modelo de NTIA 
LowBW (DMOSp). Como se puede observar, también existe cierta dispersión entre los 
resultados del modelo RR y las pruebas subjetivas, que es del orden del 10%, similar a 
las obtenidas con el modelo NTIA general para el caso de SD sin pérdida de paquetes. 
 
 
Figura IV.3-5 - Dispersión del modelo NTIA LowBW vs las pruebas subjetivas, según 
los autores del modelo 
 
A los efectos de realizar una prueba independiente del desempeño del modelo NTIA 
LowBW, en particular para videos con tamaños de pantalla menores a SD y a bajos 
frame rates, se ha comparado el modelo contra resultados subjetivos. En este caso, se 
tomaron los videos y resultados de pruebas subjetivas disponibles en el “Quality 
Assessment Database” del “Video Lab from Polytechnic Institute of NYU” [103]. Se 
utilizaron 6 video clips codificados a diferentes bit rates, y con frame rates entre 3.75 
fps y 30 fps, en tamaño de pantalla CIF. Los resultados se muestran en la Figura IV.3-6. 
La Correlación de Pearson entre los resultados subjetivos y los obtenidos con el modelo 
NTIA LowBW fue de 0.91, y el RMSE de 0.14. 
 




































Figura IV.3-6 - Dispersión del modelo NTIA LowBW vs pruebas subjetivas, para 
videos con frame rates entre 3.75 fps y 30 fps, en tamaño de pantalla CIF. 
 
Sobre la base de los resultados anteriores, se ha tomado el modelo NTIA LowBW como 
base para la comparación de los modelos paramétricos. El modelo NTIA LowBW, 
estandarizado en ITU-T J.249, presenta resultados con errores entre el 10% y 15% 
respecto de las pruebas subjetivas, para una amplia gama de bit rates, frame rates, 
tamaños de pantalla, contenidos de video y pérdidas de paquetes. Un modelo 
paramétrico que tenga correlación “perfecta” (Correlación de Pearson = 1) con el 
modelo NTIA LowBW aún tendría errores del 10% al 15% con las pruebas subjetivas, y 
deberá ser contrastado con resultados de pruebas subjetivas. 
 
El modelo NTIA LowBW estima los valores de DMOS y produce valores de salida 
(VQM) que van de 0 (no hay degradación percibida) a 1 (máxima degradación 
percibida), los que están directamente relacionados con la escala de calidad continua de 
doble estímulo (DSCQS). Sin embargo, lo que se busca es un modelo paramétrico de 
estimación de MOS, con escala típica de 1 a 5. La escala de MOS puede relacionarse 
con la de DMOS de acuerdo a la siguiente fórmula, siempre que se considere que el 
video “original” utilizado en la comparación de DMOS tenga muy buena calidad (es 
decir, MOS = 5) 
 
DMOSMOS 45−=       (IV.3-2) 
 
En todos los casos, los videos originales utilizados fueron de muy alta calidad, por lo 
que a lo largo del presente trabajo se aplicará la fórmula anterior para relacionar los 
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En este capítulo se presenta como influyen diversos parámetros establecidos en el 
proceso de codificación en la calidad percibida del video. El proceso general de 
codificación digital de video fue descrito en la sección II.3. Si bien existen actualmente 
una gran variedad de codificadores, la gran mayoría trabaja sobre principios similares, 
dividiendo cada cuadro en “bloques” y “macro-bloques”, utilizando transformadas para 
representar los valores de luminancia y crominancia de cada bloque o macro-bloque 
(por ejemplo la DCT) y utilizando “vectores de movimiento” para predecir la ubicación 
de cada bloque o macro-bloque en los cuadro siguientes. Los valores son digitalizados 
utilizando reglas de cuantización dinámicas, las que dependen, por ejemplo, del ancho 
de banda asignado al flujo de bits codificado.  
Dentro de los parámetros más relevantes del proceso de codificación que afectan la 
calidad con la que es percibido el video resultante se pueden destacar: 
 
• Bit rate 
El bit rate, o tasa de bits, es uno de los principales factores que generalmente se 
establecen en el proceso de codificación. Un mismo video se puede codificar con 
más o menos bits por segundo, ajustando los niveles de cuantización. La 
mayoría de los codificadores permiten establecer el bit rate deseado, y varían 
dinámicamente los niveles de cuantización para lograr la tasa de bits establecida. 
Es intuitivo pensar que a mayor tasa de bits, mejor calidad se obtendrá en el 
video resultante y viceversa. Sin embargo es necesario estudiar detalladamente 
como se ve afectada la calidad de video en función de este parámetro. 
 
• Resolución de la pantalla 
Diferentes aplicaciones de video utilizan pantallas de diferente tamaño o 
resolución. La TV analógica utiliza un formato de 720 × 576 pixels, conocido 
como SD o Standard Definition. Sin embargo, actualmente se utilizan 
dispositivos más pequeños y más grandes. Los smartphones y otros dispositivos 
móviles pueden manejar señales de video, las que son presentadas en pantallas 
pequeñas, de hasta 160 × 120 pixels. Los televisores de alta definición y algunas 
pantallas de computadores permiten visualizaciones de video en alta definición, 
hasta formatos de 1920 × 1080 pixels. La calidad que se percibe de un mismo 
video puede ser diferente según la resolución de la pantalla, y éste es uno de los 
parámetros a ser considerado. 
 
• Frame rate 
El frame rate, o tasa de cuadros por segundo, es otro parámetro que se establece 
en el proceso de codificación. Históricamente las señales de analógicas de TV 
utilizaban 25 o 30 cuadros por segundo (fps). Sin embargo, varias aplicaciones 
digitales y multimedia actuales utilizan tasas de cuadros menores, llegando en 
algunos casos hasta 5 fps. Reducir la tasa de cuadros por segundo sin duda 
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reduce el ancho de banda necesario para la transmisión del video, pero presenta 
secuencias que pueden resultar entre-cortadas. La calidad percibida puede verse 
fuertemente afectada según los valores de este parámetro. 
 
• Contenido del video 
En iguales condiciones de codificación (codec, bit rate, frame rate, tamaño o 
resolución de pantalla, etc.) la calidad percibida puede depender del contenido 
del video. Los videos con poco movimiento y textura pueden verse mejor que 
los de alto movimiento y/o texturas para una misma condición de codificación. 
Si bien este aspecto no es un parámetro de codificación, sino una propiedad del 
material que se está codificando, debe tenerse en cuenta a los efectos de la 
evaluación de la calidad subjetiva 
 
• Codec 
Para idénticos parámetros de bit rate, frame rate, tamaño o resolución de 
pantalla, contenido, etc., el propio codificador tiene una influencia importante en 
la calidad obtenida del video. En la sección II.3 se han presentado los aspectos 
generales utilizados en diversos codificadores de video. Por ejemplo, en ciertas 
condiciones, los actuales codificadores H.264 pueden lograr videos de calidad 
superior a la obtenida con los anteriores MPEG-X, para idénticas condiciones de 
codificación. Por esta razón, es importante tener en cuenta el codificador 
utilizado al momento de evaluar la calidad de video obtenida. 
 
Otros aspectos del proceso de codificación pueden estar relacionados a la calidad 
percibida del video, como por ejemplo el tamaño del “GOP” (Group of Pictures) y 
diversas configuraciones específicas de cada codec. Sin embargo estos parámetros no 
serán analizados por el momento, quedando para futuros análisis. 
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V.2. Calidad de video en función del bit 
rate 
 
En esta sección se estudia y presenta como influye el bit rate, como parámetro de 
codificación del video, en la calidad percibida. Generalmente el bit rate del flujo de 
video puede ser definido en el proceso de codificación, de manera que el codificador 
ajusta su configuración interna para producir un flujo de video a cierta tasa de bits, o bit 
rate. Se analizan los casos de codificación a tasa de bits constantes (CBR, o “Constant 
Bit Rate”). Los resultados obtenidos podrían ser aplicables a codificadores con tasas de 
bits variables (VBR o “Variable Bit Rate”), aplicados en períodos cortos, durante los 
cuales las tasas de bits puedan considerarse constantes. 
En la Figura V.2-1 se muestra como varía la calidad de video en función del bit rate, 
para cada uno de los video clips detallados en el Anexo A.1, codificados en MPEG-2 en 
SD y manteniendo constante todos los demás parámetros de codificación. Los valores 
de MOS derivados del DMOS fueron calculados según la fórmula III.3-2. El DMOS es 
el obtenido con el modelo estandarizado de NTIA. De forma similar, la Figura V.2-2 
muestra la misa información para el codec H.264/AVC. 
 
















src 2 src 3
src 4 src 5
src 7 src 9
src 10 src 13
src 14 src 16
src 17 src 18
src 19 src 20
src 21 src 22
 
Figura V.2-1 - Calidad de video en función del bit rate, para 16 video clips, codificados 
en MPEG-2 en SD 
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src 2 src 3
src 4 src 5
src 7 src 9
src 10 src 13
src 14 src 16
src 17 src 18
src 19 src 20
src 21 src 22
 
Figura V.2-2 - Calidad de video en función del bit rate, para 16 video clips, codificados 
en H.264 en SD 
Cada vídeo clip muestra una curva particular de variación de calidad en función del bit 
rate. Sin embargo, todos presentan características similares, disminuyendo la calidad 
conforme disminuye la tasa de bits, como es de esperar. Estas curvas pueden ser 
modeladas por diferentes tipos de relación entre el bit rate y el MOS. Por definición, los 
valores de MOS varían entre 1 y 5. Definiremos a Ic como el factor que determina la 
calidad de video producida en el proceso de codificación, de manera que la estimación 
del MOS Vq se puede expresar como se muestra en la ecuación V.2-1. Ic toma valores 
entre 0 y 4 y Vq toma valores entre 1 y 5 
 
cq IV +=1       (V.2-1) 
 
En la sección III.4.2 se han presentado diversos modelos paramétricos, en los que varios 
de ellos modelan el factor Ic según diversas fórmulas. Adicionalmente, como parte 
inicial de esta tesis, se ha presentado en [104] otro modelo para Ic. Estos modelos se 
resumen en la Tabla V.2-1, donde se indican los autores y la fórmula propuesta para el 
factor Ic. 
Es de hacer notar que varios de los modelos indicados en la Tabla V.2-1 incluyen, 
además del bit rate, otros parámetros. Por el momento, todos los otros parámetros se han 
considerado constantes, y se han incluido dentro de los coeficientes resumidos en las 
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Tabla V.2-1 – Fórmulas paramétricas para el factor Ic en función del bit rate 
 
Analizando los modelos propuestos, se puede ver que varios de ellos son equivalentes. 
El segundo modelo propuesto por H. Koumaras et al. es idéntico al propuesto por A. 
Khan et al., utilizando una función logarítmica para el bit rate. Por otra parte, el T-V 
Model propuesto por Raake et al. es idéntico al propuesto por J. Gustafsson et al, 
utilizando una función exponencial negativa para el bit rate. A su vez, este modelo 
exponencial es equivalente al modelo MPQoS propuesto por  H. Koumaras et al., 
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Tabla V.2-2 – Resumen de fórmulas paramétricas para el factor Ic en función del bit rate 
 
Estas fórmulas, seleccionado los valores apropiados para los coeficientes, deberían 
representar lo más fielmente posible a las curvas que se muestran en la Figura V.2-1 y 
en la Figura V.2-2. Para ver cual de los modelos es más apropiado, se utilizaron los 
clips detallados en el Anexo A.1, a partir de los cuales se generaron video clips a 
diferentes bit rates y tamaños de pantalla, utilizando el codec MPEG-2 y H.264/AVC. 
El proceso de generación de estos clips se detalla en el Anexo A.2. En total se generaron 
944 video clips en MPEG-2 y 1128 en H.264, en tamaños de pantalla SD, VGA, CIF y 
QCIF, y en bit rates desde 100 kb/s hasta 12 Mb/s. Para cada video clip, codec y tamaño 
de pantalla, se calcularon los mejores coeficientes de cada modelo. Para ello la calidad 
de video de cada uno de los clips codificados fue calculada con el modelo estandarizado 
de NTIA, y se buscaron para cada modelo los coeficientes que minimicen el error 
cuadrático medio en cada caso. Finalmente, para cada modelo se calculó la Correlación 
de Pearson y el RMSE general. El resumen se presenta en la Tabla V.2-3.  
 
  MPEG-2 H.264/AVC 








G.1070 0.99 0.045 0.14 0.99 0.071 0.22 
A. Raake & H. Koumaras 0.98 0.10 0.27 0.99 0.088 0.17 
M. Ries & et al. 0.98 0.10 0.32 0.94 0.29 0.66 
A. Khan et al. 0.93 0.20 0.37 0.94 0.24 0.37 
J. Joskowicz: m-n Model 0.99 0.065 0.14 0.98 0.12 0.28 
Tabla V.2-3 – Desempeño de modelos paramétricos respecto del bit rate 
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Como se puede ver, todos los modelos tienen muy buena Correlación de Pearson, y 
también buenos valores de RMSE. Sin embargo, el modelo que presenta mejores 
valores es el G.1070. 
Es esperable que para bit rates muy elevados el MOS tienda al máximo valor posible, es 
decir MOS → 5 (Ic → 4) cuando b → ∞. Por otra parte, para bit rates muy bajos, la 
calidad se verá fuertemente degradada, siendo esperable que MOS → 1 (Ic → 0) cuando 
b → 0. Estos límites para cada modelo se presentan en la Tabla V.2-2. Se puede ver que 
el único modelo que presenta valores finitos en ambos extremos es el G.1070. Sin 
embargo, en el caso b → ∞, el valor es v3. Dado que el máximo MOS posible es 5, es de 
esperar que este coeficiente tenga en la práctica valores muy cercanos a 4, lo que se 
corrobora al estudiar los mejores coeficientes: el coeficiente v3 presenta en todos los 
casos valores entre 3.84 y 4.28. En la propia recomendación ITU-T G.1070, los valores 
provisionales de v3 son 3.8 y 3.5 (para diferentes tamaños de pantalla). En [91] el valor 
propuesto para v3 es 3.8. Tomando como  base estas consideraciones, podemos proponer 































I      (V.2-3) 
 
Este modelo es el correspondiente a la recomendación ITU-T G.1070, pero fija el valor 
de v3 =4 y es de forma muy similar al modelo m-n propuesto al inicio del estudio de 
tesis en [104]. Para bit rates altos, los modelos son equivalentes (cuando b v5/v4 v5 >> 1). 
Para bit rates bajos, el sumando 1 en el denominador del modelo G.1070 hace que el 
factor Ic no tienda a -∞. Por otra parte, el modelo propuesto en IV.2-3 tiene únicamente 
dos coeficientes, lo que reduce su complejidad. 
 
En la Tabla V.2-4 se muestran los valores de PC y RMSE logrados con el modelo 
presentado en la ecuación V.2-3. Comparando estos resultados con los de la Tabla 
V.2-3 se puede ver que los valores logrados, tanto de la Correlación de Pearson como 
del RMSE promedio y máximo son muy buenos 
 







PC RMSE RMSE 
máximo 
bit rate 0.99 0.047 0.097 0.99 0.051 0.11 
Tabla V.2-4 - Desempeño del modelo propuesto respecto del bit rate 
 
En la Figura V.2-3 se muestra la estimación lograda con los mejores valores de los 
coeficientes de cada uno de los modelos para el video clip src16 (Betes_pas_betes) 
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codificado en H.264 en QCIF. De forma similar, en la Figura V.2-4 se muestran las 
estimaciones para el video clip src13 (Baloon Pops). Como se puede ver en las gráficas, 
el modelo propuesto (línea azul sólida) se ajusta muy bien a los puntos de los valores de 
MOS. Es de hacer notar que estos dos clips son los que presentan el máximo error 
RMSE en el modelo, por lo que el ajuste de todos los otros clips estudiados resultará 
mejor que el presentado en estas figuras. 
 
En este modelo, los valores de v4 y v5 dependen del codec, del tamaño o resolución de la 




























Figura V.2-3 - Estimación lograda con los mejores valores de los coeficientes de cada 
uno de los modelos para el video clip src16 codificado en H.264 en QCIF 
 
 


























Figura V.2-4 - Estimación lograda con los mejores valores de los coeficientes de cada 
uno de los modelos para el video clip src13 codificado en H.264 en QCIF 
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V.3. Calidad de video en función de la 
resolución (tamaño de pantalla) 
 
En esta sección se estudia y modela como es la influencia del tamaño de la pantalla en 
la calidad percibida. Existe actualmente una gran diversidad de dispositivos de video y 
multimedia, con muy grandes variaciones en los tamaños de las pantallas utilizadas. El 
tamaño de la pantalla se mide típicamente según la cantidad de píxeles de ancho y 
píxeles de alto. Varios formatos se encuentran estandarizados. Los más comunes se 
detallan en la Tabla V.3-1 
Tabla V.3-1 – Resoluciones típicas de pantallas 
 
Es de esperar que cuanto más pequeña sea la pantalla, menos información es necesario 
enviar por cada cuadro de imagen, y por lo tanto, menos ancho de banda sería requerido 
para lograr una determinada calidad de video. En la Figura V.3-1 se muestra, a modo de 
ejemplo, la calidad de video para el clip Football (src19), codificado en MPEG-2, para 
los tamaños de pantalla SD, VGA, CIF y QCIF.  
Como se puede apreciar, la calidad obtenida para un determinado bit rate depende del 
tamaño de la pantalla, especialmente para bajos bit rates. Por ejemplo, a 1 Mb/s, el 
MOS obtenido en SD es cercano a 3, mientras que en VGA es 3.5, en CIF 4.5 y en 
QCIF prácticamente 5. Visto desde otro punto de vista, para obtener un MOS superior a 
4 se requiere utilizar como mínimos 2 Mb/s en SD, 1.5 Mb/s en VGA, 0.5 Mb/s en CIF 
y 0.2 Mb/s en QCIF.  
 
Denominación Denominación Ancho × Alto (pixels) Area (pixels
2) 
HD High Definition 1920 × 1080 2.073.600 
SD Standard Definition 720 × 576 414.720 
VGA Video Graphics Array 640 × 480 307.200 
QVGA Quarter VGA 320 × 240 76.800 
QQVGA Quarter QVGA 160 × 120 19.200 
CIF Common Intermediate Format 352 × 288 985.600 
QCIF Quarter Common Intermediate Format 176 × 144 25.344 
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Figura V.3-1 - Calidad de video para el clip Football (src19), codificado en MPEG-2, 
para los tamaños de pantalla SD, VGA, CIF y QCIF 
 
Sin embargo, la forma de las curvas de variación de calidad respecto al bit rate es 
similar en todos los tamaños de pantalla. La Figura V.3-2 muestra la relación entre el 
MOS y el bit rate, para 16 video clips, codificados en MPEG-2, en pantallas SD, VGA, 
CIF y QCIF. Un comportamiento similar se puede ver también para H.264/AVC. Como 
se puede apreciar, los mismos clips tienen formas de curvas similares en cada tamaño de 
pantalla si la escala de bit rate se comprime o expande. Esto lleva a la idea de agregar un 
factor de “escala” de bit rate, al que llamaremos a. Este factor se puede incluir en el 






























I     (V.3-1) 
 
donde b es el bit rate y a es una constante que depende del tamaño de la pantalla 
utilizada. Los coeficientes v4 y v5 son los mismos que fueron presentados en la sección 
anterior. 
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Figura V.3-2 – Calidad de video, para 16 video clips, codificados en MPEG-2, en 
resoluciones SD, VGA, CIF y QCIF 
 
Se ha elegido, arbitrariamente, el valor a=1 para el tamaño de pantalla SD. Para los 
otros tamaños de pantallas, el método utilizado para obtener los mejores valores de a es 
el siguiente: Dado un valor de DMOS, se puede calcular la relación entre el bit rate de 
ese DMOS para SD y el bit rate para ese DMOS en el formato de pantalla a analizar. 
Por ejemplo, si para un determinado video clip DMOS=0.5 a 1 Mb/s en el formato de 
pantalla SD y DMOS=0.5 a 0.28 Mb/s en CIF, en este caso, el valor de a sería a=1/0.28 
= 3.57 para CIF. Este procedimiento se puede realizar para un número importante de 
video clips y para diversos valores de DMOS. Luego todos los valores son 
promediados, para obtener un único valor de a para ese formato de pantalla. 
Es de hacer notar que éste método de cálculo del valor del parámetro a es independiente 
del modelo utilizado para estimar la calidad en función del bit rate. El cálculo de a se 
basa en la relación entre bit rates para un mismo valor de calidad (MOS o DMOS), 
obtenido mediante pruebas subjetivas o en este caso mediante los resultados del modelo 
estándar de NTIA. 
Los mejores valores de a fueron calculados para VGA, CIF y QCIF, y se muestran en la 





































































































Ancho × Alto 
(pixels) Area (pixels
2) a 
SD 720 × 576 414.720 1 
VGA 640 × 480 307.200 1.4 
CIF 352 × 288 985.600 3.2 
QCIF 176 × 144 25.344 10.8 
Tabla V.3-2 – Valores de a para diferentes tamaños de pantalla 
 
 
La Figura V.3-3 muestra la relación entre a y el área de la pantalla, la que puede 
modelarse según la ecuación 
 
2).(1
alhaa −=      (V.3-2) 
 
donde h es la altura de la pantalla, l el ancho de la pantalla y a1, a2, dos coeficientes con 
los valores indicados en la Tabla V.3-3.  
 




















Area (pixels x pixels)
a
 






Tabla V.3-3 – Valores de los coeficientes a1, a2 
 
Utilizando los valores de a detallados en la Tabla V.3-2, se calcularon los mejores 
valores de v4 y v5 para cada video clip, codificado en MPEG-2 y H.264 en SD, VGA, 
CIF y QCIF. En este caso, para cada video clip se obtuvo un único par de valores de v4 y 
v5. El resultado general de la Correlación de Pearson y los errores RMSE respecto de los 
valores de MOS de referencia se presentan en la Tabla V.3-4. Los valores particulares 
de v4 y v5 para cada video clip se detallan en la Tabla V.3-5. 
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 MPEG-2 H.264/AVC 




PC RMSE RMSE 
máximo 
bit rate, tamaño pantalla 0.99 0.15 0.34 0.99 0.082 0.21 




  MPEG-2 H.264/AVC 
Video Clip Descripción v4 v5 v4 v5 
src 2 Barcelona 0.6977 1.15 0.7575 1.35 
src 3 Harp 0.4884 1.25 0.3987 1.10 
src 4 Moving Graphics 0.1296 0.90 0.0997 0.95 
src 5 Canoa Valsesia 0.8472 1.45 0.6379 1.25 
src 7 Fries 0.6379 1.45 0.4286 1.25 
src 9 Rugby 0.9967 1.40 0.7575 1.05 
src 10 Mobile&Calendar 0.6379 1.20 0.4585 1.20 
src 13 Baloon-pops 1.0266 1.70 0.6977 1.45 
src 14 New York 2 0.2791 1.20 0.1894 1.25 
src 16 Betes_pas_betes 0.3389 1.25 0.2492 1.35 
src 17 Le_point 1.2957 1.80 0.9668 1.40 
src 18 Autums_leaves 0.3987 1.30 0.1894 1.15 
src 19 Football 0.8771 1.60 0.5183 1.20 
src 20 Sailboat 0.309 1.30 0.1296 1.10 
src 21 Susie 0.3389 1.40 0.1595 1.20 
src 22 Tempete 0.5183 1.35 0.309 1.25 




Los valores obtenidos de la Correlación de Pearson y el error RMSE son muy buenos. 
Teniendo en cuenta que el modelo estándar de NTIA presentaba un RMSE de 0.14 en el 
rango de 0-1, el modelo parámetrico propuesto tiene un RMSE de 0.15 en el rango 1-5, 
o sea, prácticamente 4 veces menor que el error del modelo RR estandarizado. Aún el 
peor RMSE obtenido en los video clips utilizados es de 0.34 en la escala de 1-5, lo que 
comparativamente se corresponde con aproximadamente la mitad del RMSE del modelo 
NTIA (0.34/4=0.085, comparado con 0.14). 
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V.4. Influencia del contenido en la calidad 
de video 
 
La calidad de video que se percibe no depende únicamente los parámetros y condiciones 
de codificación (codec, bit rate, frame rate, tamaño o resolución de pantalla, etc.), sino 
que también depende del contenido del material codificado. Los videos con poco 
movimiento y poca textura pueden verse con una calidad percibida diferente que los de 
alto movimiento y/o texturas para una misma condición de codificación. Si bien este 
aspecto no es un parámetro de codificación, sino una propiedad del material que se está 
codificando, debe tenerse en cuenta a los efectos de la evaluación de la calidad 
subjetiva. En esta sección se analiza y modela la influencia del contenido del video en la 
calidad percibida. 
En la Figura V.2-1 y en la Figura V.2-2 se ha visto como la calidad de diferentes video 
clips son diferentes para idénticas condiciones de tamaño de pantalla, bit rate, frame rate 
y para un mismo codec. Esto es especialmente notorio para bajos bit rates. Por ejemplo, 
en MPEG-2, en SD a 900 kb/s, el clip src17 (Le Point) presenta un MOS menor a 2 
(calidad entre Pobre y Mala), mientras que en las mismas condiciones el clip src14 
(New York 2) presenta un MOS superior a 4 (calidad entre Buena y Excelente). 
Como se ha visto en la sección II.3, el proceso de codificación digital de video se basa 
en mecanismos “predictivos”, en los que los valores de los píxeles de algunos cuadros 
son estimados en base a los valores de otros cuadros, en el entendido que existe gran 
redundancia entre imágenes cercanas en el tiempo. El mecanismo de estimación y 
compensación del movimiento es un método ampliamente utilizado en la codificación 
de video digital, y puede eliminar la alta redundancia temporal de una secuencia de 
video, siendo la clave para la alta compresión existente en el proceso de codificación. 
Debido a su simplicidad, está presente en prácticamente todos los codificadores de 
video, incluyendo  MPEG-2, H.263, MPEG-4, H.264, entre otros. Este mecanismo está 
ejemplificado en la Figura II.4-1. Se basa en dividir un cuadro en pequeños bloques (de 
tamaño Bx x By pixels) y  para cada bloque de un cuadro determinado se busca el bloque 
“más parecido” en el cuadro utilizado como referencia (por ejemplo, en cuadros I o P), 
dentro de cierta ventana de búsqueda de tamaño Wx x Wy pixeles. El desplazamiento del 
bloque “mas parecido” respecto del bloque original determina el “vector de 
movimiento” para ese bloque (dx, dy). El sistema codifica el vector de movimiento y la 
diferencia entre el bloque predicho y el actual. La cantidad de información que se evita 
enviar depende esencialmente de que tan parecidos sean los bloques originales y 
predichos. Llevado al límite, si ambos son idénticos, bastaría únicamente con enviar la 
información del vector de movimiento (dx, dy). Si ambos son completamente 
diferentes, codificar la diferencia no reduciría información respecto de codificar 
directamente el nuevo bloque. 
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Figura V.4-1 – Cálculo de los Vectores de Movimiento 
 
El criterio utilizado para la búsqueda del bloque “más parecido” es generalmente 
encontrar el bloque que tenga mínimo SAD (Sum of Absolute Difference) entre el 
bloque original y cada uno de los posibles bloques cercanos dentro de la ventana de 
























    
(V.4-1) 
 
donde Bx , By son el ancho y alto de cada bloque (por ejemplo 8 x 8 pixeles) Cx,y es el 
bloque del cuadro actual que se encuentra en la posición x, y , Rx+d x  , y+dy es el bloque 
del cuadro de referencia que se encuentra en la posición x+dx , y+dy y los subíndices i, j 
corresponden a cada pixel dentro de cada bloque. El valor de SAD para cada bloque se 
define como el mínimo SAD(dx, dy) dentro de los límites de la ventana de búsqueda, tal 











    
(V.4-2) 
 
Hay Wx x Wy bloques candidatos para buscar en el cuadro de referencia por cada 
bloque del cuadro actual, por lo que el proceso puede consumir un tiempo considerable 
del codificador. Existen varias propuestas de métodos de cálculo eficiente del SAD y el 
correspondiente vector de movimiento (dx, dy), tanto en software como en hardware 
[105][106][107][108]. Una vez terminado el proceso de búsqueda, quedan establecidos 
el valor de SAD y el vector de movimiento para cada bloque del cuadro a codificar. 
Para cada bloque, el valor de SAD es un indicador de la diferencia del contenido entre 
los bloques. Valores bajos de SAD indican que los contenidos de los bloques son 
parecidos, y por tanto, el valor residual a codificar será pequeño. Por el contrario, 
Vector de 
movimiento 
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valores altos de SAD indican que los contenidos de los bloques son muy diferentes, y 
por tanto, existirá mayor valor residual para codificar.  
Por otra parte, la amplitud de los vectores de movimiento ( (dx2+dy2)1/2 ) se corresponde 
con un indicador del desplazamiento de cada bloque en el tiempo. A modo de ejemplo, 
en la Figura V.4-2 se presentan dos cuadros consecutivos del video clip src21 (Susie). 
En estos cuadros se han representado con líneas blancas los vectores de movimiento de 
cada bloque respecto del bloque anterior. Se pueden apreciar los vectores de 
movimiento en el segundo cuadro, donde la actriz cierra los ojos, mientras el resto de la 
cara se mantiene prácticamente sin movimiento. Asimismo, en la Figura V.4-3 se ve 
otra escena del mismo clip, en el que la actriz mueve rápidamente la cabeza, y cada 








Figura V.4-3 - Ejemplo de Vectores de Movimiento 
 
Para cada uno de los video clips estudiados se han calculado los valores de SAD y las 
amplitudes de los vectores de movimiento de cada bloque en cada cuadro. Esto fue 
realizado sobre los videos originales (no degradados), en tamaño de pantalla VGA. En 
el Anexo A.3 se pueden ver los detalles de las herramientas utilizadas para este cálculo. 
En la Tabla V.4-1 se presentan los siguientes resultados: 
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• MV promedio: Es el promedio de la amplitud de todos los vectores de 















    
(V.4-3) 
 
Donde dx y dy son las componentes horizontales y verticales del vector de 
movimiento de cada bloque, n es la cantidad de cuadros del video clip y m es la 
cantidad de bloques dentro de cada cuadro. 
• MV Max: es el valor máximo de la amplitud de los vectores de movimiento en 
todos los bloques de todos los cuadros 
• MV Min: es el valor mínimo de la amplitud de los vectores de movimiento en 
todos los bloques de todos los cuadros 
• SAD Promedio: Es el promedio de las valores de SAD de todos los bloques de 
todos los cuadros 
• SAD Max: es el valor máximo de SAD en todos los bloques de todos los 
cuadros 
• SAD Min: es el valor mínimo de SAD en todos los bloques de todos los cuadros 
 
 













2 Barcelona High 1.48 2.25 1.15 271.55 336.20 234.32 
3 Harp Medium 3.21 8.55 0.35 221.22 266.52 160.25 
4 Moving graphic Low 0.69 5.55 0.00 43.76 139.87 7.71 
5 Canoa Valsesia High 24.02 37.50 8.87 329.45 422.09 273.63 
7 Fries Medium 19.65 76.30 0.56 232.48 1658.49 105.81 
9 Rugby High 24.14 78.69 2.42 394.47 580.03 262.66 
10 
Mobile & 
Calendar Medium 2.18 3.42 0.61 230.42 300.84 159.61 
13 Baloon-pops High 6.55 43.97 1.02 362.00 2525.70 182.78 
14 New York 2 Low 3.48 7.68 0.58 88.71 130.60 63.63 
16 Betes pas betes Low 2.32 46.16 0.02 115.44 4666.18 8.00 
17 Le point High 4.49 15.72 0.62 528.36 1019.55 227.37 
18 Autums leaves Low 1.00 1.77 0.53 102.34 119.38 90.34 
19 Football High 23.77 83.22 2.52 289.28 464.86 161.77 
20 Sailboat Low 0.03 0.06 0.01 83.36 219.77 68.81 
21 Susie Low 3.21 20.33 0.06 80.03 134.11 49.03 
22 Tempete Medium 2.12 3.55 1.36 212.13 288.19 158.50 
Tabla V.4-1 – Valores de Vectores de Movimiento y SAD para cada video clip 
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Para comprobar si existe correlación entre alguna de éstas métricas y la calidad 
percibida de video, se ha calculado la Correlación de Pearson entre cada una de las 
métricas presentadas en la Tabla V.4-1 y la calidad de video de los clips codificados en 
SD en MPEG-2 a 900 kb/s y en SD en H.264/AVC a 500 kb/s. Se puede ver en la 
Figura V.2-1 y en la Figura V.2-2 que para idénticas condiciones de codificación 
existen grandes diferencias en la calidad de video según el contenido del clip a estos bit 



























MPEG-2 900 -0.55 -0.46 -0.42 -0.98 -0.08 -0.86 
H.264 500 -0.41 -0.30 -0.39 -0.94 -0.05 -0.90 
Tabla V.4-2 – Correlación entre diferentes parámetros relacionados al contenido y la 
calidad a bajos bit rates 
 
Se puede apreciar que existe una fuerte correlación entre la calidad a bajos bit rates y el 
“SAD Promedio” para los codecs estudiados. A su vez, esta correlación es negativa, lo 
que significa que cuanto mayor es el “SAD Promedio”, menor es la calidad.  Por otra 
parte, no se ve una correlación apreciable entre la calidad del video y las métricas 
asociadas a los vectores de movimiento. Estas observaciones son consistentes con el 
mecanismo de codificación en video digital. Como se ha mencionado anteriormente, 
cuanto mayor es el SAD, más información es necesaria incluir en la codificación de 
cada bloque. Si se fija la tasa de bits por segundo, o lo que es equivalente, la cantidad 
promedio de bits por cada cuadro, también se fijan la cantidad promedio de bits por 
bloque, y los que requieran mayor información deberán ser cuantificados con menor 
resolución, afectando a la calidad de la imagen. Por otra parte, los vectores de 
movimiento en si mismos no aportan información relevante en lo que respecta a la 
cantidad de bits necesarios para su codificación. Un video con mucho desplazamiento 
de imágenes que no cambian de forma en el tiempo requerirían poca información a ser 
codificada en cada cuadro.  
 
Como el SAD depende del tamaño del bloque utilizado para su cálculo, se ha preferido 
normalizarlo, dividiendo el valor por el área del bloque (en pixels2), y definiendo el 






     
(V.4-4) 
 
donde Bx , By son el ancho y alto de cada bloque (8 x 8 pixeles fueron los valores 
utilizados en este estudio). 
Para cada video clip, la relación entre el bit rate y la calidad fue modelada según la 
ecuación V.3-1 , donde existen dos coeficientes (v4 y v5). Es de esperar que estos 
coeficientes también tengan una alta correlación con el ASAD. Esto puede comprobarse 
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en la Figura V.4-4 y Figura V.4-5, donde se grafican los valores de v4 y v5 en función 
del ASAD, para MPEG-2 y para H.264/AVC. 
 
 
Figura V.4-4 - valores de v4 y v5 en función del ASAD, para MPEG-2 
 
 
Figura V.4-5 - valores de v4 y v5 en función del ASAD, para H.264 
 
Como se puede apreciar en las figuras, existe una fuerte correlación, prácticamente 












      
(V.4-5) 
 
Donde s es el SAD promedio por pixel (ASAD) y c1-c6 son coeficientes de ajuste, que 
pueden ser diferentes para cada codec. Los mejores valores de estos coeficientes fueron 
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Coeficiente Valor MPEG-2 Valor H.264 
c1 0.208 0.150 
c2 0.95 0.95 
c3 0.036 0 
c4 0.036 0.030 
c5 1.52 0.68 
c6 1.17 1.20 
Tabla V.4-3 - Valores de los coeficientes c1 - c6 para MPEG-2 y H.264 
 
Combinando las ecuaciones IV.3-1, IV.3-2 y IV.4.5 se obtiene un modelo paramétrico 
que depende del bit rate, del tamaño de la pantalla y del contenido del video clip, según 







































I     (V.4-6) 
 
donde los parámetro son el bit rate b, el ASAD s, la altura de la pantalla h y el ancho de 
la pantalla l. Por otra parte a1 y a2 son coeficientes fijos y c1-c6 son coeficientes que 
dependen únicamente del codec. Utilizando éste modelo, se ha calculado la Correlación 
de Pearson y el error RMSE respecto de los valores VQM estandarizados (modelo 
NTIA LowBW) para los 16 video clips utilizados, codificados en MPEG-2 y 
H.264/AVC, en SD, VGA, CIF y QCIF, con bit rates entre 25 kb/s y 12 Mb/s. La 
dispersión obtenida se muestra en la Figura V.4-6. En esta figura, cada punto representa 
un video clip codificado con una combinación específica de codec, bit rate y tamaño de 
pantalla. Es de hacer notar que en las escalas subjetivas se califica la calidad en valores 
enteros de 1 unidad, en la escala del 1 al 5, y que por otra parte, el algoritmo NTIA 
LowBW estandarizado tiene errores estimados en el orden de +/- 10% (+/-0.4 en la 
escala de MOS). En la figura, las líneas punteadas corresponden a este error estimado de 
+/-10%. Solamente 27 de los 2064 puntos (poco más del 1%) están fuera del margen de 
+/- 10%, lo que significa que el modelo propuesto tiene el mismo grado de precisión 
que el modelo estandarizado. La Correlación de Pearson entre el modelo propuesto y el 
VQM estandarizado es 0.985 y el RMSE es 0.12. 
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Dispersion between MOS according to NTIA percetual 









































Figura V.4-6 – Dispersión del modelo propuesto 
 
En la Figura V.4-7 se presenta la dispersión obtenida entre el modelo ITU-T G.1070 y 
los valores de MOS del VQM de NTIA. Como el modelo G.1070 no tiene en cuenta el 
contenido del video, únicamente puede modelar el comportamiento “promedio”, y por 
tanto, tiene una dispersión mucho mayor que el modelo propuesto en esta sección. La 
Tabla V.4-4 compara los resultados entre el modelo propuesto en esta sección y el 
modelo ITU-T G.1070. Estos resultados fueron presentados en [110]. 
 
Dispersion between MOS according to NTIA perceptual 









































Figura V.4-7 – Dispersión del modelo ITU-T G.1070 
 
 
Modelo PC RMSE 
Modelo propuesto, considerando el 
contenido (usando average SAD/pixel) 0.985 0.12 
Modelo G.1070 0.863 0.36 
Tabla V.4-4 - Desempeño del modelo propuesto y el modelo ITU-T G.1070 respecto del 
bit rate, el tamaño de pantalla y el contenido 
 
 
Algunos de los modelos paramétricos existentes, presentados en la sección 106III.4.2, 
clasifican los videos según su contenido, y presentan modelos cuyos coeficientes se 
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calculan en forma independiente para cada clase de contenido. Esta idea fue presentada 
también junto con el modelo inicial “m-n” [104], donde se proponía clasificar los 
videos según la cantidad de movimiento “subjetiva” que contenía, en tres clases: 
cantidad de movimiento Alta, Media y Baja. También con esta idea al inicio del estudio 
de tesis hemos propuesto mejoras al modelo estándar ITU-T G.1070 [111]. En [112] se 
ha mostrado que esta cantidad de movimiento “subjetiva” se corresponde con el valor 
de ASAD, proponiendo una clasificación según se muestra en la Tabla V.4-5. De esta 
manera, el modelo se puede utilizar sin necesidad de conocer el valor exacto del ASAD, 
sino únicamente el rango al que pertenece. En la Figura V.4-8, a modo de ejemplo, se 
muestran los resultados obtenidos con el modelo propuesto, para cada categoría, en 
video clips codificados en MPEG-2 en SD. Se puede apreciar que las curvas derivadas 




  MPEG-2  
Movimiento 
de la imagen Average SAD/pixel v4 v5 RMSE 
Bajo s < 2 0.366 1.32 0.30 
Medio 2 ≤ s < 4 0.67 1.36 0.31 
Alto 4 ≤ s 1.088 1.56 0.38 
Tabla V.4-5 – Clasificación de contenidos en base al ASAD 
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Figura V.4-8 - Resultados obtenidos con el modelo propuesto, para cada categoría de 
contenidos, en video clips codificados en MPEG-2 en SD 
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V.5. Calidad de video en función del frame 
rate 
 
Las señales analógicas de TV utilizaban 25 o 30 cuadros por segundo (fps), obteniendo 
secuencias de imágenes que se presentan como continuas al sistema visual humano. Sin 
embargo, cuando los codecs lo permiten, varias aplicaciones digitales y multimedia 
actuales utilizan tasas de cuadros menores, llegando en algunos casos hasta 5 fps. 
Reducir la tasa de cuadros por segundo sin duda reduce el ancho de banda necesario 
para la transmisión del video, pero presenta secuencias que pueden resultar poco 
naturales, con interrupciones entre cada escena. La calidad percibida se ve afectada por 
este fenómeno, lo que será estudiado en esta sección. 
La Figura V.5-1 muestra como la calidad de video varía en función del bit rate, para 
diferentes frame rates, manteniendo constantes todos los otros parámetros de 
codificación. Este ejemplo se corresponde con el video clip src9 (Rugby), codificado en 
VGA en H.264/AVC. De forma similar, la Figura V.5-2 muestra la misma información 
para el video clip src14 (New York 2). Estas figuras ponen en evidencia que la máxima 
calidad obtenida, para bit rates elevados (cuando b → ∞), depende del frame rate y del 
contenido del video. A 25 fps, el MOS máximo es siempre 5, con independencia del 
contenido del video. Sin embargo, a frame rates más bajos, la máxima calidad obtenida, 
aún para elevados bit rates, puede ser menor que 5, debido a la sensación poco natural 
del movimiento “entre-cortado”. Esta calidad máxima también depende del contenido, 
como se analizará más adelante en esta sección. 
 

















Figura V.5-1 – Calidad en función del bit rate y frame rate, para el video clip src9 
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Figura V.5-2- Calidad en función del bit rate y frame rate, para el video clip src14 (New 
York), codificado en VGA en H.264/AVC 
 
Por otra parte, para bit rates bajos, la calidad percibida del video puede mejorar 
utilizando frame rates bajos. Para un determinado bit rate, a bajos frame rates, cada 
cuadro puede ser codificado con mayor calidad. Esto puede ser especialmente percibido 
a tasas de bits bajas, y como resultado, la calidad percibida general puede mejorar. Este 
efecto se puede apreciar en la Figura V.5-2 para bit rates menores de 250 kb/s. 
En la sección V.2, al estudiar la calidad de video en función del bit rate para 25 fps, se 
había mostrado y argumentado que el valor de v3 debería ser igual a 4, con 
independencia del contenido y bit rate del video. Esto simplificaba el modelo, y reducía 
el número total de coeficientes. Sin embargo, en vista de las observaciones mostradas en 
las figuras anteriores, el valor de v3 (La calidad máxima para bit rates muy elevados) 
dependerá del frame rate y del contenido, con la condición de tomar el valor igual a 4 a 
partir  de un frame rate de 25 fps.  
 
En forma genérica, la influencia del frame rate se puede escribir como  
 




Donde Ib modela las degradaciones introducidas por el bit rate a 25 fps (según la 
ecuación V.4-6), y If  ajusta el valor de calidad obtenido en función del frame rate, 
siendo If (25 fps) = 1.  
Para modelar la forma matemática de If, se calculó el MOS para diferentes clips (src2, 
3, 4, 5, 7, 9, 10, 14, 16, 17) en formatos de pantalla VGA, CIF y QCIF, en H.264/AVC 
con bit rates entre 25 kb/s y 6 Mb/s, y en frame rates entre 5 y 25 fps. El proceso de 
generación de los video clips con bajos frame rates se detalla en el Anexo A.2. En base 
a este MOS, y al MOS obtenido para 25 fps, se derivó el valor de If en cada caso. La 
Figura V.5-3 a) muestra un ejemplo, para el clip src 14 (New York 2). En este caso se 
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ven los valores de If , a diferentes bit rates “escalados” (a.bitrate) para 12.5 fps. De 
forma similar, la Figura V.5-3 b) muestra la misma información, para el mismo clip, 
pero codificado a 6.25 fps. Estas curvas son representativas de lo que sucede con 
cualquier otro de los video clips, y a otros frame rates. 
 



























Figura V.5-3 – Valores de If en función de bit rate escalado 
 








donde a depende del tamaño de pantalla según la ecuación V.3-2 , b es el bit rate y d1, 
d2 and d3 son tres coeficientes que pueden depender del frame rate y del contenido del 
video. 
El coeficiente d1 es el valor máximo de If para altos bit rates (cuando b → ∞). Se ha 
mencionado anteriormente que esto depende del frame rate y del contenido del video, 
siendo necesario que d1(25 fps)=1. En la Figura V.5-4 se muestran los mejores valores 
de d1 para cada video clip en función del frame rate.  
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Figura V.5-4 - d1 en función del frame rate 
 
La relación de d1 en función del frame rate y del contenido del video se puede modelar 
como 
 




Donde f es el frame rate (en fps), fmax es 25 fps, s es el ASAD y f1 es un coeficiente 
constante. 
Los coeficientes d2 y d3 no presentan una clara relación con el contenido del video, pero 
si con el frame rate. La Figura V.5-5 muestra la variación de d2 promedio (el valor de d2 
promediado para todos los clips) en función del frame rate. De manera similar, la Figura 
V.5-6 muestra la variación de d3 promedio (el valor de d3 promediado para todos los 
clips) en función del frame rate. 
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Figura V.5-5 – d2 en función del frame rate 
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Figura V.5-6 – d3 en función del frame rate 
 










      (V.5-4) 
 
donde f es el frame rate (en fps), fmax es 25 fps, y f2 , f3 son coeficientes constantes. 
 






−−+−+=     (V.5-5) 
 
donde b es el bit rate,  f es el frame rate (en fps),  fmax es 25 fps, s es el ASAD, a está 
relacionado con el área de la pantalla según la ecuación V.3-2 y f1, f2 , f3 son 
coeficientes constantes. 
Tomando como base los valores de ci indicados en la Tabla V.4-3 (para 25 fps), los 
mejores valores de los coeficientes fi fueron calculados para los video clips utilizados 
como referencia (src2, 3, 4, 5, 7, 9, 10, 14, 16, 17), codificados en H.264/AVC en VGA, 
CIF y QCIF, a diferentes bit rates y a frames rates de 5 fps, 6.25 fps, 12.5 fps y 25 fps. 
El codec MPEG-2, por definición del propio estándar, trabaja a partir de 24 fps, por lo 
que no aplica para éste codec el análisis a bajas frecuencias. Los valores son 
presentados en la Tabla V.5-1. 
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Tabla V.5-1 - Valores de los coeficientes f1 – f3 para H.264 
 
Utilizando el modelo propuesto, la Correlación de Pearson es de 0.90 y el error RMSE 
es 0.36, respecto de los valores VQM estandarizados (modelo RR NTIA) para todos los 
video clips utilizados como referencia. Solamente el 8% de los puntos se encuentran 































Figura V.5-7 - Dispersión del modelo propuesto usando videos de diversos frame rates 
 
A los efectos de realizar una verificación del modelo obtenido hasta el momento, se lo 
ha aplicado a otros 3 clip, no utilizados en el proceso de “entrenamiento” (es decir, no 
utilizados para obtener los mejores valores de los coeficientes utilizados). Estos tres 
clips incluyen escenas con diferentes contenidos, uno con valores bajos de ASAD, otro 
medio y otro alto. Los resultados se muestran en la Figura V.5-8. Se observa una 
correlación de Pearson de 0.95 y un error RMSE de 0.044, obteniendo únicamente un 
1.6% de puntos fuera del rango de +/-15 %. Esta verificación corrobora el buen 
desempeño del modelo. Estos resultados fueron presentados en [113]. 
 































Figura V.5-8 - Dispersión del modelo propuesto usando videos de diversos frame rates, 
con 3 video clips desconocidos. 
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V.6. Influencia del codec en la calidad de 
video 
 
En la sección II.4.2 fue presentada la Figura II.4-6, donde se muestra un ejemplo de 
como varía la calidad obtenida para un determinado ancho de banda con diferentes 
codificadores. Sin embargo, esta figura es solo un ejemplo, de un video clip en 
particular, y la calidad es medida utilizando la métrica PSNR. Una de las características 
en la evolución de los sistemas de codificación es justamente mejorar la calidad 
obtenida para un mismo ancho de banda, respecto a codificadores desarrollados 
anteriormente. Esto pone de manifiesto que, para determinados parámetros de 
codificación (bit rate, frame rate, tamaño de pantalla, etc.), la calidad percibida 
dependerá del codec utilizado. 
Existen en el mercado una gran variedad de codificadores. Sin embargo, dos de ellos 
destacan respecto del resto, por su difusión. El codec MPEG-2 es ampliamente utilizado 
desde hace varios años, especialmente en aplicaciones de broadcasting. El codec H.264 
es la evolución, tanto de los codecs MPEG-x como de los H.26x, y está siendo 
rápidamente adoptado en prácticamente todos los ámbitos donde se utiliza video. El 
presente estudio se ha basado en el análisis de estos dos codificadores, aunque los 
resultados y metodología pueden extenderse a cualquier otro codificador del mercado. 
La mayoría de los modelos paramétricos existentes hasta el momento pueden ser 
aplicados a diversos codecs, calculando valores diferentes de sus coeficientes para cada 
codec y para cada configuración específica de estos. Tal es el caso, por ejemplo, del 
modelo estandarizado en la recomendación ITU-T G.1070, donde se detalla 
expresamente este mecanismo, y se menciona la utilización de una base de datos de 
coeficientes, con valores específicos para cada caso. Sin embargo, estos valores son solo 
presentados en forma provisional para un codec, y en condiciones específicas de 
codificación. 
Esta forma de trabajo fue también la empleada en las secciones anteriores de este 
capítulo, donde se presentan valores diferentes para los coeficientes del modelo al 
utilizar MPEG-2 o H.264, cuando aplican. Sin embargo, se ha explorado una 
alternativa. La calidad obtenida con el codec MPEG-2 es muchas veces tomada como 
referencia a los efectos de comparar el desempeño de otros codificadores. Por ejemplo, 
varios artículos comparan el desempeño de diversos codecs respecto del codec MPEG-2 
[114][115][116][117][118]. Utilizando esta idea, se puede definir el concepto de “factor 
de mejora” de un codec respecto al codec MPEG-2, según la siguiente definición 










MOSk       (V.6-1) 
 
Donde MOSCODEC y MOSMPE-2 se corresponden con la calidad de video obtenida para el 
mismo video clip con los mismos parámetros de codificación en ambos codecs (bit rate, 
frame rate, tamaño de pantalla, etc.). El coeficiente k puede depender, a su vez, de los 
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parámetros de codificación. Con esta definición, la calidad de video se puede expresar 
en forma genérica como  
 
cq kIV +=1       (V.6-2) 
 
Donde Ic es la calidad obtenida para con el codec MPEG-2 para los parámetros de 
codificación que se estén evaluando. 
 
Para una gran cantidad de video clips se ha calculado el factor de mejora k, en 
diferentes condiciones de codificación, para el codec H.264/AVC. La Figura V.6-1 
muestra los resultados obtenidos, para la relación entre k y el bit rate, para diferentes 
formatos de pantalla (SD, VGA, CIF y QCIF). En este caso, para cada bit rate se han 
promediado los factores de mejora k obtenidos en todos los video clips. Como se puede 
observar, todas las curvas tienen forma similar, si el bit rate se escala según el tamaño 
de la pantalla. Como fue mencionado en la sección V.3, el bit rate puede ser escalado 
para diferentes resoluciones de pantallas, utilizando el parámetro a. La Figura V.6-2 
muestra la relación entre k y el bit rate escalado (a.bitrate), promediando para todos los 
video clips analizados en los cuatro tamaños de pantallas utilizados. Esta relación puede 
ser modelada según la siguiente ecuación, utilizando un modelo exponencial: 
 
abkekk 2.1 1
−+=      (V.6-3) 
Donde b es el bit rate, a es obtenido en función del tamaño de la pantalla utilizando la 
ecuación V.3-2 y k1, k2 son dos coeficientes que caracterizan al codec. Observando las 
figuras, se puede ver que el codec H.264/AVC presenta mejoras importantes respecto 
del codec MPEG-2 para valores de bit rate bajos, y es equivalente al MPEG-2 para 
valores altos de bit rate. 
 


















Figura V.6-1 – Factor de mejora k en función del bit rate para cada tamaño de pantalla 
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Figura V.6-2 - Factor de mejora k en función del bit rate escalado 
 
La Figura V.6-2 anterior muestra los valores de k promediados para todos los video 
clips, en función del bit rate. Sin embargo, cada video clip tiene factores de mejora 
diferentes entre H.264 y MPEG-2, dependiendo del contenido. Esto se puede apreciar 
en la Figura V.6-3, donde se muestra la relación entre k y el bit rate para cada uno de los 
video clip estudiados. Todas estas curvas pueden ser modeladas según la ecuación V.6-
3, pero con valores de k1 y k2 que pueden depender de los parámetros que caracterizan 
el contenido del video. Se han correlacionados los valores de k1 y k2 con los parámetros 
ASAD y con el promedio de la amplitud de los vectores de movimiento, verificando que 
el coeficiente k2 es prácticamente constante, mientras que el parámetro k1 tiene una 







kskk +=      (V.6-4) 
 
donde s es el ASAD y k’1 , k’’1 son coeficientes que caracterizan al codec. Combinando 




−++=     (V.6-5) 
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Figura V.6-3 – Factor de mejora k para cada video clip 
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Figura V.6-4 – k1 en función del ASAD 
 
Los mejores valores de estos coeficientes se muestran en la Tabla V.6-1. 
 




Tabla V.6-1 - Valores de los coeficientes k1 – k3 para H.264 
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Como se ha visto, se pueden seguir dos caminos para incluir diferentes codificadores en 
el modelo paramétrico. Lo utilizado en la mayoría de las propuestas de modelos hasta el 
momento es disponer de un conjunto diferente de valores para cada uno de los 
coeficientes del modelo, dependientes del codec. En esta sección se presenta una 
alternativa, que consiste en ajustar los coeficientes generales del modelo lo mejor 
posible a un codec de referencia (en este caso se ha elegido el codec MPEG-2), y ajustar 
los resultados al codec deseado según un “factor de mejora”. Este “factor de mejora” 
dependerá de cada codec. En el caso de H.264/AVC, se ha modelado el factor de 
mejora, el que utiliza tres coeficientes de ajuste, y depende del bit rate y del tamaño de 
la pantalla. 
 
En la Figura V.6-5 se muestra la dispersión obtenida con el modelo utilizando los 
coeficientes de MPEG-2 de la tabla Tabla V.4-3 y el factor de mejora k para el codec 
H.264/AVC, para video clips codificados en SD, VGA, CIF y QCIF, con bit rates desde 
25 kb/s a 12 Mb/s. En la Figura V.6-6 se muestra la dispersión del modelo utilizando 
directamente los coeficientes para H.264/AVC de la tabla Tabla V.4-3. En la Tabla 
V.6-2 se comparan los resultados, en función de la Correlación de Pearson, el error 
RMSE y los “outliers”. En ambos casos se obtienen muy buenos resultados, aunque son 
ligeramente mejores los que utilizan directamente los coeficientes específicos para el 
codec H.264/AVC en lugar del “factor de mejora”.  
 
 
Figura V.6-5 – Dispersión del modelo propuesto para H.264 utilizando el factor de 
mejora k respecto de MPEG-2 
 
Dispersion between MOS (according to NTIA model) and MOS 




























Dispersion between MOS (according to NTIA model) and MOS 





























Dispersion between MOS (according to NTIA model) and MOS 




























Dispersion between MOS (according to NTIA model) and MOS 
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Figura V.6-6 - Dispersión del modelo propuesto para H.264 utilizando coeficientes 
específicos para este codec. 
 
Modelo PC RMSE Outliers 
Modelo con “factor de mejora” 0.981 0.16 3.4% 
Modelo con diferentes valores de 
todos los coeficientes 0.985 0.12 2.2% 
Tabla V.6-2 - Desempeño del modelo propuesto respecto del bit rate, el tamaño de 
pantalla, el contenido y el codec 
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Dispersion between MOS (according to NTIA model) and MOS 





























Dispersion between MOS (according to NTIA model) and MOS 




























Dispersion between MOS (according to NTIA model) and MOS 


































MODELADO DE LA 
CALIDAD DE VIDEO 
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En este capítulo se presenta como influye en la calidad de video los problemas 
existentes en el proceso de transmisión, en particular, en la transmisión del video sobre 
redes de paquetes con protocolo IP. Actualmente la transmisión y difusión de video y 
señales multimedia se realiza mayoritariamente sobre este tipo de redes, en el que se 
incluye Internet, redes de área local y redes de área extendida. En este tipo de redes, 
típicamente no orientadas a la conexión, existen diversos factores que puedan afectar a 
la calidad de video. Dentro de estos factores se destaca especialmente la pérdida de 
paquetes. Como se verá en las próximas secciones, la pérdida de paquetes puede afectar 
severamente la calidad percibida de una señal de video transportada sobre una red IP. 
El proceso general de paquetización y transmisión de video sobre redes de paquetes IP 
fue descrito en la sección II.4.1.  
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VI.2. Calidad de video en función de la 
pérdida de paquetes 
 
 
En las redes de datos IP puede existir pérdida de paquetes, debido generalmente a 
situaciones de congestión en alguno de los equipos por donde trafican estos paquetes. El 
modelo más ampliamente difundido y utilizado para describir la pérdida de paquetes es 
el de Bernulli, en el cual cada paquete tiene una probabilidad p de ser perdido. Para un 
número grande de N paquetes, la cantidad de paquetes perdida será pN¸y por tanto la 
probabilidad p puede ser calculada dividiendo la cantidad de paquetes recibidos (pN) 
respecto de la cantidad de paquetes originalmente transmitidos (N). Otros modelos, 
como el de Gilbert o Gilber-Elliot son utilizados para modelar redes de paquetes con 
“ráfagas” de pérdida. Estos modelos se basan en que existen 2 (o más) estados, cada uno 
con cierta probabilidad de pérdida de paquetes, y a su vez, con ciertas probabilidades de 
transiciones entre estados. 
En video, como se detalló en la sección II.4.1, se incluyen 1288 bytes de "datos de 
video de video" en cada paquete, o sea 1288x8=10.304 bits de información de video en 
cada paquete. La cantidad de paquetes promedio por segundo dependerá del bit rate y 
del frame rate, tal como se muestra en la Tabla VI.2-1. Como se puede ver, la cantidad 
de paquetes por segundo (pps) puede variar de unos 3 pps a poco más de 1.000 pps 
(para videos de 25 fps a 12 Mb/s). En redes de área local, y en los back bones de 
Internet, las velocidades de transmisión y la cantidad de paquete por segundo que se 
manejan son mucho más altas. Entre cada paquete de un mismo flujo de video, 
seguramente sean transmitidos una cantidad importante de paquetes que no pertenecen a 
ese flujo de video (otros flujos de video, información de otras fuentes de datos, etc.). 
Aunque estas redes presenten pérdidas de paquetes en ráfagas (es decir, que se pierdan 
varios paquetes seguidos), es muy improbable que se correspondan con paquetes 
consecutivos del mismo flujo de video. Por esta razón, el presente estudio ha tomado 
como base el modelo de pérdida de Bernulli. 
 
Frame rate Bit rate 
Cantidad promedio de 
paquetes IP por segundo 
5 25 3 
5 100 10 
5 250 25 
5 500 49 
5 1000 98 
5 3000 292 
5 6000 583 
6.25 25 3 
6.25 100 10 
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
178 
Frame rate Bit rate 
Cantidad promedio de 
paquetes IP por segundo 
6.25 250 25 
6.25 500 49 
6.25 1000 98 
6.25 3000 292 
6.25 6000 583 
12.5 25 3 
12.5 100 10 
12.5 250 25 
12.5 500 49 
12.5 1000 98 
12.5 3000 292 
12.5 6000 583 
25 25 3 
25 100 10 
25 250 25 
25 500 49 
25 1000 98 
25 12000 1165 
25 3000 292 
25 6000 583 
Tabla VI.2-1 – Cantidad promedio de paquete IP en función del bit rate y frame rate 
 
La forma en la que la calidad de video es afectada por la pérdida de un paquete en 
particular depende de varios factores. Si el paquete afecta a un cuadro I, la degradación 
introducida se propagará, afectando a todos los cuadros P y B que utilizan al cuadro I 
como referencia. La forma en que esto es percibido, a su vez, dependerá del contenido y 
del área afectada. Similarmente, si el paquete perdido afecta a un cuadro P, la 
degradación se propagará a otros cuadros B. Sin embargo, si la pérdida afecta a un 
cuadro B, ésta degradación no se propagará, produciendo una degradación seguramente 
menor que en los casos anteriores.  
Algunos trabajos [93] han estudiado la manera en que una pérdida individual afecta la 
calidad de video, y han propuesto “clasificadores” de paquetes, los que dan como 
resultado si el paquete en cuestión afecta o no a la calidad percibida. Sin embargo, en 
una transmisión de video habitual sobre una red con cierta probabilidad de pérdida de 
paquetes, en promedio algunos paquetes perdidos afectarán a cuadros I, otros a cuadros 
P y otros a cuadros B. Algunos afectarán en mayor medida y otros en menor medida. El 
objetivo del presente estudio es analizar la afectación promedio del video en función del 
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porcentaje de pérdida de paquetes. Para ello, se han simulado diferentes porcentajes de 
pérdida de paquetes, en video clips con diverso tipo de contenido (tomados del Anexo 
A.1), en tamaños de pantalla VGA, CIF y QCIF, a diferentes bit rates y frame rates. El 
mismo porcentaje de pérdidas de paquetes fue aplicado entre 3 y 5 veces al mismo 
video clip, de manera de poder promediar los resultados obtenidos. El proceso de 
generación de los video clips degradados con pérdidas de paquetes se detalla en el 
Anexo A.2. Los porcentajes de pérdida de paquetes se variaron entre 0 y 2.5%, ya que 
mayores porcentajes de pérdida producen videos totalmente degradados. 
La Figura VI.2-1 muestra dos ejemplos de cómo se ve afectada la calidad de video en 
función del porcentaje de pérdida de paquetes. Este ejemplo fue realizado para dos 
video clips, codificados en H.264/AVC, en tamaño de pantalla CIF, a  3 Mb/s y 25 fps. 
Los puntos (rombos para src9 Rugby  y triángulos para src14 New York) representan 
video clips individuales, degradados con la introducción de pérdida de paquetes. Como 
se puede observar, para similares porcentajes de pérdida de paquetes, existe en cada 
video clip cierta dispersión en la calidad obtenida. Esto es producto de que en cada caso 
el paquete perdido afecta una porción diferente de cuadros diferentes. Sin embargo, el 
promedio de estos puntos presentan una clara tendencia decreciente, partiendo de una 
calidad máxima (MOS = 5) para p=0, y tendiendo a una calidad Mala (MOS = 1) para 
valores altos de p. Esta caída de la calidad en función del porcentaje de pérdida de 
paquetes puede modelarse de varias maneras, de las cuales se ha seleccionado la 
siguiente 
 





=       (VI.2-2) 
Donde Ic0 es la calidad de video obtenida en el proceso de codificación, para el tamaño 
de pantalla, bit rate, frame rate y contenido específico, y p es el porcentaje de pérdida de 
paquetes, y p0 es una constante que puede tomar diferentes valores para cada video clip, 
frame rate, bit rate y tamaño de pantalla. Un ejemplo de estas aproximaciones se 
muestra en líneas sólidas en la Figura VI.2-1. 
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Figura VI.2-1 – Calidad de video en función al porcentaje de pérdida de paquetes 
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Esta aproximación exponencial coincide con la propuesta en el modelo G.1070, y 
resulta apropiada para representar la variación de la calidad en función del porcentaje de 
pérdida de paquetes. 
La dependencia del coeficiente p0 respecto de los diferentes parámetros de codificación 
fue analizada.  Para cada video clip, en cada condición de codificación (bit rate, frame 
rate, tamaño de pantalla), se calculó el mejor valor de p0. En la Figura VI.2-2 se ve 
como varía el coeficiente p0 en función del bit rate, para diferentes frame rates, para el 















Figura VI.2-2 – p0 en función del bit rate 
 
Se puede observar que, para cada frame rate, p0 decae con el bit rate en una forma que 
se puede aproximar con una exponencial negativa. Por otra parte, la Figura VI.2-3 
muestra como varía el coeficiente p0 en función del frame rate, para diferentes bit rates, 
para el mismo video clip. En este caso, para cada bit rate, se observa una relación lineal 
con el frame rate. Estos mismos comportamientos se han observado en diferentes video 















Figura VI.2-3 - p0 en función del frame rate 
 
Tomando en cuenta estas consideraciones, para cada video clip, p0 se puede expresar de 
la siguiente forma: 










++=      (VI.2-3) 
 
Donde b es El bit rate, f es El frame rate, y p1, p2, p3, b0 son coeficientes constantes para 
cada video clip, aunque puede ser diferentes entre video clips. 
La ecuación VI.2-3 es similar a la ecuación III-4-21 propuesta en el modelo G.1070, 
pero en este caso, la relación con el frame rate es lineal en lugar de exponencial, según 
la evidencia que se ha visto en los más de 800 video clips estudiados. Asimismo, la 
ecuación VI.2-3 tiene un coeficiente menos que la ecuación III-4-21, lo que simplifica 
el modelo. 
 
Para cada uno de los video clips estudiados, se calcularon los mejores valores de p1, p2, 
p3 y b0. Estos valores se correlacionaron con los parámetros de ASAD y Promedio de 
amplitud de los vectores de movimiento. Los resultados se muestran en la Tabla VI.2-2. 
Se puede apreciar que existe una alta correlación entre los valores de p1, p2, p3 y la 
amplitud promedio de los vectores de movimiento, mientras que no existe correlación 
apreciable entre b0 y los parámetros relacionados al contenido. La relación entre los 
coeficientes p1, p2, p3 y b0 y la amplitud promedio de los vectores de movimiento se 
ilustra en la Figura VI.2-4.  
 
Src ASAD MV promedio p1 p2 p3 b0 
3 3.457 3.21 -0.2 0.064 5.2 0.74 
5 5.148 24.02 3.8 -0.08 15.2 0.54 
9 6.164 24.14 2.8 -0.085 16 0.44 
13 5.656 6.54 -0.4 0.08 6.8 0.48 
14 1.386 3.48 0.2 0.032 5.6 0.38 
22 3.315 2.11 -0.8 0.096 5.6 0.48 
 PC con MV promedio 0.97 -0.96 0.99 -0.14 
 PC con ASAD 0.52 -0.48 0.70 0.06 
Tabla VI.2-2 – Correlación entre los coeficientes p0 - p3 y b0 y el ASAD y los Vectores 
de Movimiento 
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Figura VI.2-4 – Coeficientes p0 - p3 y b0 en función de la amplitud media de los 
Vectores de Movimiento 
 











      (VI.2-4) 
 
Donde m es la amplitud media de los vectores de movimiento del video clip, y c7..c12 
son coeficientes fijos. Los mejores valores de estos coeficientes, y de b0 se presentan en 
la Tabla VI.2-3. 
 
Coeficiente Valor H.264 
c7 0.175 
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El hecho de que las degradaciones introducidas por la pérdida de paquetes esté 
fuertemente correlacionada con la amplitud de los vectores de movimiento, y no con el 
ASAD, es un hecho destacable. La amplitud promedio de los vectores de movimiento 
indica, a grande rasgos, que tanto se desplazan los objetos en la pantalla a lo largo del 
tiempo. Cuanto más grandes sean los desplazamientos, más extensa será el área de la 
pantalla que se ve afectada por la propagación de una pérdida de paquetes en cuadros I o 
P. Esto hace más visible la degradación introducida por la pérdida de un paquete, 
generando por tanto peor calidad percibida. Por otra parte, el ASAD no participa de éste 
fenómeno. 
 
Utilizando It como se describe en las ecuaciones V.2-2, V.2-3 y V.2.4, con los valores 
detallados en la Tabla VI.2-3, se calculó la Correlación de Pearson y el error cuadrático 
medio (RMSE) del modelo para más de 800 video clips degradados con pérdidas 
aleatorias de paquetes. Los resultados se resumen en Tabla VI.2-4. La dispersión entre 
el modelo paramétrico propuesto y los resultados del modelo estandarizado de NTIA se 
pueden ver en la Figura VI.2-5. En esta gráfica, cada punto corresponde a un video clip 
en particular, y cada color a un tamaño de pantalla (VGA, CIF y QCIF). 
 
 
Model PC RMSE Outliers 
Modelo con pérdida de paquetes 0.87 0.49 17% 
Tabla VI.2-4 - Desempeño del modelo propuesto respecto del bit rate, el tamaño de 



















Figura VI.2-5 – Dispersión del modelo propuesto respecto del bit rate, el tamaño de 
pantalla, el contenido y el codec 
 
La correlación total obtenida es menor que la presentada en el capítulo IV. Sin embargo, 
como se vio al comienzo de esta sección, el fenómeno de pérdidas de paquetes es 
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aleatorio, y la degradación específica producida depende del cuadro que haya sido 
afectado. El modelo exponencial de la ecuación VI.2-2 pretende representar únicamente 
el promedio de la degradación introducida. Como los video clips utilizados tienen una 
duración aproximada de 8 segundos, en muchos casos, con porcentajes de pérdida de 
paquetes bajos, se afectaban unos pocos paquetes en todo el contenido (en algún caso 
solo un paquete), generando por tanto variabilidad importante en los resultados 
obtenidos. En secuencias de video más prolongadas (por ejemplo, de varios minutos), 
las degradaciones individuales se promedian, y por tanto, la variabilidad de los 
resultados se debería reducir. 
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En los capítulos anteriores se ha analizado como se ve afectada la calidad percibida de 
video en función de diversos parámetros, tanto del proceso de codificación como de 
transmisión. En este capítulo se presenta el modelo paramétrico resultante sobre la base 
de los resultados de los capítulos anteriores.   
El modelo obtenido es comparado con otros modelos paremétricos propuestos hasta el 
momento, realizando un análisis de desempeño de cada uno, y contrastando los 
resultados. 
 




VII.2. Modelo paramétrico general de 
estimación de calidad de video 
 
VII.2.1. Condiciones de aplicación del modelo 
 
El modelo propuesto se ha basado en el análisis de un número importante de video clips 
de aproximadamente 8 segundos de duración. Para ser utilizado en videos de mayor 
duración, se podrá aplicar a ventanas de tiempo de 8 segundos de duración 
consecutivas. El modelo toma como entrada los siguientes parámetros, medidos todos 
ellos dentro de la ventana de 8 segundos correspondiente: 
 
Parámetros del proceso de codificación: 
 
• Bit rate 
 
Es la tasa de bits a la que está codificado el video, asumiendo una codificación 
CBR (Constant Bit Rate) en la ventana de 8 segundos analizada.  
 
El modelo fue desarrollado y validado en el siguiente rango de bit rates: 
 
Codec Tamaño de Pantalla Bit Rate mínimo Bit Rate Máximo 
MPEG-2 
SD 900 kb/s 12 Mb/s 
VGA 900 kb/s 9 Mb/s 
CIF 250 kb/s 6 Mb/s 
QCIF 100 kb/s 6 Mb/s 
H.264 
SD 250 kb/s 12 Mb/s 
VGA 250 kB/s 9 Mb/s 
CIF 100 kB/s 6 Mb/s 
QCIF 25 kB/s 6 Mb/s 
Tabla VII.2-1- Rangos de bit rate 
 
 
• Frame Rate 
 
Es la tasa de cuadros por segundo a la que está codificado el video.  
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Codec Tamaño de Pantalla Frame rate  mínimo Frame rate Máximo 
MPEG-21 
SD 25 fps 25 fps 
VGA 25 fps 25 fps 
CIF 25 fps 25 fps 
QCIF 25 fps 25 fps 
H.264 
SD 5 fps 25 fps 
VGA 5 fps 25 fps 
CIF 5 fps 25 fps 
QCIF 5 fps 25 fps 
Tabla VII.2-2 - Rangos de frame rate 
 
• Tamaño de Pantalla 
 
Es el tamaño o resolución utilizada para la visualización del video. 
El modelo fue desarrollado y validado en el siguiente rango de tamaños de 
pantalla: 
 





Tabla VII.2-3 - Rangos de resolución 
 
Tamaños de pantalla intermedios pueden ser utilizados, ya que el modelo utiliza 




El modelo fue desarrollado y validado por los codecs MPEG-2 y H.264/AVC. 




Max GOP size: 15 
GOP Structure: Automatic 
Picture Structure: Always Frame 
Intra DC Precision: 9 




Max GOP size: 33 
Number of B Pictures between I and P: 2 
Entropy Coding: CABAC 
Motion Estimated Subpixel mode: Quarter 
Pixel 
Bit rate type: CBR (Constant Bit rate) 
Interlacing: Non-Interlaced 
 
Tabla VII.2-4 - Codecs 
 
Otras configuraciones de codificación pueden requerir re-calcular los 
coeficientes del modelo. 
 
 
                                                
1 MPEG-2 solo trabaja a a frame rates mayores a 24 fps según la recomendación ISO/IEC 13818-2 [43] 
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Parámetros del proceso de transmisión 
 
• Porcentaje de pérdida de paquetes 
 
Es el porcentaje de paquetes perdidos, medidos en el decodificador, luego de 
pasar por el “jitter-buffer”. Se calcula como la cantidad de paquetes recibidos 
dividido por la cantidad de paquetes originalmente transmitidos, en la ventana de 
8 segundos.  
 
El modelo con pérdida de paquetes fue validado para el codec H.264/AVC, en 
los siguientes rangos: 
 
Codec % perdida de paquetes 
mínimo 
% perdida de paquetes 
máximo 
H.264 0% 2.5% 
Tabla VII.2-5 - Rangos de porcentaje de pérdida de paquetes 
 
 
Parámetros del contenido del video 
 
• SAD promedio por pixel del video original (ASAD) 
 
Es el promedio en todos los cuadros en una ventana de tiempo de 8 segundos de 
los valores de SAD (Sum of Absolute Differences), dividido por el tamaño del 
bloque sobre el que se calculó el SAD. Los materiales utilizados para derivar los 
coeficientes del modelo tienen SAD comprendidos entre los siguientes rangos: 
 
 
ASAD mínimo ASAD máximo 
0.68 8.26 
Tabla VII.2-6 - Rangos de ASAD 
 
 
• Amplitud promedio de los Vectores de Movimiento 
 
Es el promedio de la amplitud de todos los vectores de movimiento en una 
ventana de tiempo de 8 segundos. Los materiales utilizados para derivar los 
coeficientes del modelo tienen amplitud promedio de los vectores de 








Tabla VII.2-7 - Rangos de amplitud promedio de vectores de movimiento 
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VII.2.2. Modelo matemático 
 
El modelo matemático completo es el siguiente: 
 
 
tcq IIV += 1          (VII.2-1) 
 








































−−+−+=      (VII.2-5) 
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abkekskk 3).(1 21




b es el bit rate (en Mb/s) 
f es el frame rate (en fps) 
fmax es 25 fps 
h es la altura de la pantalla, en pixels 
l es el ancho de la pantalla, en pixels 
p es el porcentaje de pérdida de paquetes 
s es el ASAD (Average SAD/pixel) 
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m es el promedio de la amplitud de los vectores de movimiento 
a1..a2 son coeficientes, independientes del codec. 
c1..c12 son coeficientes 
bo  es un coeficiente 
k1..k3 son coeficientes 
 
El modelo admite utilizar coeficientes c1..c12 diferentes para cada codec (por ejemplo, 
para MPEG-2 y H.264). En este caso se debe fijar, k1 = k2 = k3 = 0. De lo contrario, los 
coeficientes c1..c12 son los correspondientes al codec MPEG-2, y se utilizan los valores 
de k1..k3 para el codec correspondiente. 
 
VII.2.3. Valores de los coeficientes  
 






Tabla VII.2-8 - Valores de los coeficientes a1, a2 
 
 
Coeficiente Valor MPEG-2 Valor H.2642 
c1 0.208 0.150 
c2 0.95 0.95 
c3 0.036 0 
c4 0.036 0.030 
c5 1.52 0.68 
c6 1.17 1.20 
Tabla VII.2-9 - Valores de los coeficientes c1 - c6 
 
Coeficiente Valor H.264 
c7 0.175 






Tabla VII.2-10 - Valores de los coeficientes c7 – c12, b0 
                                                
2 Si se utilizan estos valores, se debe fijar k1 = k2 = k3 = 0 
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Coeficiente Valor MPEG-2 Valor H.2643 
k1 0 0.24 
k2 0 0.27 
k3 0 1.73 
Tabla VII.2-11 - Valores de los coeficientes k1 – k3 
 
. 
                                                
3 Si se utilizan estos valores, se deben usar los valores de c1.. c6 de la columna “MPEG-2” 
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En esta sección se realiza una evaluación del desempeño del modelo propuesto, y una 
comparación con los modelos existentes.  
A modo de resumen, la Tabla VII.3-1 muestra una vista rápida de los modelos 
paramétricos existentes, y sus principales características. Estos modelos fueron 
presentados en la sección III.4.2. Se hace mención en la tabla a la sección específica del 











































T-V Model Yes No Yes No No No No No 5 






T-V Model Yes No Yes No No 
Yes - 
MV and 











Model Yes No No No No No No No 3 
CIF, QCIF; 
MPEG4 
III.4.2.5 M. Ries Yes Yes No No No 
Yes - 
Content  
Classes No No 5 
CIF, QCIF, 
SIF; H.264 




- 1 A. Khan Yes Yes Yes No No 
Yes - 
Content 









Thu No Yes No No No No No No 4 QCIF 
III.4.2.9 Yen-Fu Ou No Yes No No No No No No 1 CIF, QCIF 
VII.2 
Jose 











Tabla VII.3-1 – Resumen de las características de diversos modelos paramétricos 
 
 
La comparación de los modelos se ha realizado utilizando dos tipos diferentes de datos 
de referencia. El primero es el obtenido utilizando la métrica estándar propuesta por 
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NTIA en el modelo RR lowbw, estandarizado en la Recomendación ITU-T J.249. En 
este caso se han comparado un número muy importante de video clips degradados, entre 
cada uno de los modelos paramétricos estudiados y la métrica estandarizada. El segundo 
fue obtenido como el resultado directo de pruebas subjetivas, utilizando un número 
reducido de video clips. También en este caso, los resultados son comparados con los 
modelos propuestos. 
 
VII.3.2. Desempeño respecto a los parámetros de 
codificación 
 
Para evaluar el desempeño del modelo en lo que respecta a las degradaciones 
introducidas en el proceso de codificación (Ic), cada modelo fue comparado con 
respecto al modelo estándar de NTIA utilizando diez video clips diferentes del Anexo 
A.1, codificados en CIF y VGA, con bit rates entre 100 kb/s y 6 Mb/s, frame rates entre 
5 y 25 fps. Más de 470 video clips fueron utilizados para esta comparación. Cada uno 
de los clips utilizados fue clasificado según su cantidad de movimiento, en las 
categorías “Alta”, “Media” y “Baja” (según la clasificación de la Tabla V.4-5). Para 
cada modelo paramétrico, los mejores coeficientes fueron calculados. Para los modelos 
que incluyen clasificación según el contenido, se utilizaron conjuntos diferentes de 
coeficientes para cada tipo de contenido (Alto, Medio y Bajo). 
Los resultados se muestran en la Tabla VII.3-2, indicando la Correlación de Pearson 
(PC), el error cuadrático medio (RMSE) y el porcentaje de “outliers” (puntos alejados 
más de +/- 15% respecto al valor de referencia). En esta comparación, es de esperar que 
los modelos que presenten Correlación de Person “perfecta” (PC=1), aún pueden tener 
del orden del +/- 15% de error respecto de pruebas subjetivas, ya que este es el error 
aproximado del modelo estandarizado de referencia.  
 
Author PC RMSE Outliers 
K. Yamagishi 0.67 0.89 32% 
A. Raake / H. Koumaras 0.61 0.65 34% 
M. Ries 0.79 0.45 16% 
A. Khan 0.76 0.54 25% 
Quan Huynh-Thu 0.65 0.72 28% 
Yen-Fu Ou 0.70 0.70 31% 
J. Joskowicz 0.90 0.36 8% 
Tabla VII.3-2 – Comparación del desempeño de diversos modelos paramétricos 
respecto a los parámetros de codificación 
 
En la Figura VII.3-1se muestra las gráficas de dispersión obtenidas con cada modelo y 
en la figura Figura VII.3-2 se ve la dispersión del modelo propuesto, en lo que respecta 
a la estimación de las degradaciones introducidas en el proceso de codificación. 
Sobre la base de estos resultados, se puede ver que los modelos que presentan mejor 
desempeño respecto de las degradaciones introducidas en el proceso de codificación, 
tienen en cuenta el bit rate, el frame rate y el contenido del video (el modelo propuesto - 
J. Joskowicz, M. Ries y A. Khan). El mejor desempeño es obtenido por el modelo 
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propuesto, con Correlación de Pearson de 0.90, RMSE de 0.36 (en la escala de 1 a 5)  y 
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Figura VII.3-1 – Dispersión de diversos modelos paramétricos respecto a los parámetros 
de codificación 
 




















Figura VII.3-2 – Dispersión del modelo propuesto respecto a los parámetros de 
codificación 
 
Adicionalmente, se han realizado pruebas subjetivas, utilizando 8 video clips del Anexo 
A.1, codificados en 14 condiciones diferentes de tamaño de pantalla (SD, VGA, CIF y 
QCIF), con bit rates entre 500 kb/s y 3 Mb/s y frame rates de 12.5 fps y 25 fps. Las 
pruebas subjetivas fueron realizadas en condiciones similares a las indicadas en la 
sección IV.3, siguiendo los lineamientos de la Recomendación ITU-R BT.500-11, 
utilizando el método DSCQS. Estas pruebas fueron realizadas como parte de la Tesis de 
Grado de los alumnos Agustina Mendez y Rodrigo Gelos, dirigidos por el autor de la 
presente Tesis [119]. La pantalla utilizada para la visualización de las secuencias de 
video fue un monitor CRT de la marca Viewsonic  modelo Q71. Este monitor tiene 
luminancia mayor a 200 cd/m2 como exige la norma  ITU-R BT.500-11. El brillo, 
contraste y la relación de aspecto del monitor se configuraron utilizando el software 
MonitorTest 3.1 de PassMark Software. Se utilizaron 2 pantallas de ajuste: Para ajustar 
el contraste y el brillo del monitor se utilizó el test “Contrast Black and White”. Para el 
ajuste de la relación de aspecto se utilizó el “Master Screen”. Los evaluadores se 
ubicaron dentro de los 30 grados con respecto a la normal de la pantalla y a una 
distancia dada por la norma. La distancia debe satisfacer las reglas de la distancia de 
observación preferida (PVD). La pantalla utilizada fue de 15 pulgadas, con una altura de 
la imagen en la sesión SD de 23 cm. Para esta altura el PVD es de 8 lo que resulta en 
una distancia del observador a la pantalla de 1.84 m. Estos cálculos permiten un 
máximo de dos sujetos evaluadores para las sesiones SD y VGA y un evaluador en la 








Sesión Altura Pantalla PVD Distancia Teórica 
Distancia de 
prueba 
SD 0,23 8 1,84 1,73 m 
VGA 0,195 9 1,755 1,73 m 
CIF 0,115 10 1,15 0,9 m 
QCIF 0,06 13 0,78 0,9 m 
Tabla VII.3-3 – Disposición de las pruebas subjetivas 
 
Cada pareja de videos original y degradado fue vista por 19 sujetos. Se utilizaron las 
mismas reglas de normalización indicadas en sección IV.3. Los resultados obtenidos se 
muestran en la Tabla VII.3-4. Los modelos de Quan Huynh-Thu y Yen-Fu Ou no fueron 
evaluados, ya que estos modelos están pensados únicamente para evaluar la degradación 
de reducir el frame rate, partiendo de la calidad del mismo video a 25 fps. Para ello 
requieren conocer la calidad del video obtenido con el frame rate original (25 fps), y las 
pruebas subjetivas no fueron diseñadas para realizar esta evaluación. 
 
Author PC RMSE Outliers 
K. Yamagishi 0.62 0.44 14% 
A. Raake / H. Koumaras 0.57 0.48 14% 
M. Ries 0.66 0.48 14% 
A. Khan 0.58 0.53 29% 
J. Joskowicz 0.73 0.44 14% 
Tabla VII.3-4 - Comparación del desempeño de diversos modelos paramétricos respecto 
a pruebas subjetivas (Degradaciones de codificación) 
 
Observando estos resultados, se puede ver que el modelo con mejor desempeño es 
nuevamente el modelo propuesto (J. Joskowicz), con una Correlación de Pearson de 
0.73, un error cuadrático medio (RMSE) de 0.44 (en la escala de 1 a 5) y 14% de puntos 
fuera del rango +/- 15%. Es de hacer notar que el error RMSE obtenido con el modelo 
propuesto respecto de las pruebas subjetivas, de 0.44, se corresponde con 
aproximadamente el 10% (en la escala 1-5). Este valor se encuentra dentro del margen 
de error del modelo de referencia utilizado 
 
VII.3.3. Desempeño respecto a los parámetros de 
transmisión 
 
Para evaluar el desempeño del modelo en lo que respecta a las degradaciones 
introducidas en el proceso de transmisión (It), los modelos que contienen este término 
fueron comparados con respecto al modelo estándar de NTIA. Se utilizaron seis video 
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clips diferentes del Anexo A.1, codificados en CIF y VGA, con bit rates entre 500 kb/s 
y 3 Mb/s, frame rates entre 6.25 y 25 fps y con porcentaje de pérdida de paquetes entre 
0% y 2.5%, con distribución de Bernulli (randómica). Más de 800 video clips fueron 
utilizados para esta comparación. Los video clips fueron seleccionados de manera de 
tener diverso contenido, incluyendo alta, media y baja cantidad de movimiento. Los 
resultados se muestran en la Tabla VII.3-5. En la Figura VII.3-3 se muestra la 
dispersión obtenida en cada modelo. De forma similar, en la Figura VII.3-4 se muestra 
la dispersión obtenida para el modelo propuesto. Los colores de los puntos en ésta 
última gráfica indican diferentes bit rates. 
 
Author PC  RMSE Outliers 
K. Yamagishi 0.74 0.64 36% 
A. Raake 0.49 0.82 52% 
A. Khan 0.57 0.82 50% 
J. Joskowicz 0.87 0.49 17% 
Tabla VII.3-5 - Comparación del desempeño de diversos modelos paramétricos respecto 
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Figura VII.3-4 – Dispersión del modelo propuesto respecto a los parámetros de 
transmisión 
 
Los modelos que presentan mejor desempeño son los de K. Yamagishi (el modelo ITU-
T G.1070) y el modelo propuesto (J. Joskowicz). En el primero de estos modelos, se 
toma en cuenta el efecto del frame rate y el bit rate en la pérdida de paquetes. En el 
segundo, el modelo propuesto, se toma en cuenta, adicionalmente, el contenido del 
video. En los otros dos modelos, el factor It depende únicamente del porcentaje de 
paquetes perdidos, pero no del bit rate, frame rate o tipo de contenido. 
El modelo propuesto es el que muestra mejor desempeño respecto de los modelos 
estudiados, con una correlación de Pearson de 0.87, un error cuadrático medio de 0.49 
(en la escala de 1-5) y un 17% de puntos fuera del rango +/- 15%. Estos valores son 
peores a los presentados para la estimación de la calidad obtenida en el proceso de 
codificación (ver Tabla VII.3-2). Sin embargo, esto es esperable. Como se vio en la 
sección VI.2, la pérdida de un mismo porcentaje de paquetes en videos de corta 
duración puede producir calidades de con valores de MOS variables, lo que lleva a que 
el modelo intrínsicamente tenga mayor dispersión.  
 
Para completar el análisis, se han realizado una serie de pruebas subjetivas, con video 
clips conteniendo degradaciones producidas por pérdida de paquetes. En este caso, se 
utilizaron 7 video clips tomados del Anexo A.1, codificados en 26 configuraciones 
diferentes de tamaño de pantalla (SD, VGA, CIF y QCIF), bit rates entre 500 kb/s y 3 
Mb/s, frame rates de 12.5 fps y 25 fps y porcentaje de pérdida de paquetes entre 0.2% y 
2%. Las pruebas subjetivas fueron realizadas de la misma manera que las mencionadas 
en la sección anterior. Los mismos modelos fueron comparados respecto a los 
resultados de las pruebas subjetivas, y los resultados se resumen en Tabla VII.3-6. 
 
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
202 
Author PC RMSE Outliers 
K. Yamagishi 0.63 0.61 35% 
A. Raake 0.59 0.57 19% 
A. Khan 0.58 0.62 38% 
J. Joskowicz 0.75 0.49 23% 
Tabla VII.3-6 - Comparación del desempeño de diversos modelos paramétricos respecto 
a pruebas subjetivas (Degradaciones de transmisión) 
 
Se puede observa que le modelo propuesto es el que tiene mejor Correlación de Person 
y mejor error cuadrático medio (RMSE) con respecto a los otros modelos analizados. 
 
 
VII.3.4. Desempeño general del modelo propuesto 
 
Finalmente, se ha realizado una comparación general del modelo respecto de pruebas 
subjetivas, teniendo en cuenta las degradaciones de calidad introducidas en el proceso 
de codificación y transmisión. Para ello se contrastaron los resultados obtenidos con 8 
video clips (obtenidos del Anexo A.1) codificados en 40 combinaciones diferentes de 
tamaño de pantalla, bit rate, frame rates y pérdida de paquetes. Todos los video clips 
fueron codificados en H.264/AVC. Los resultados obtenidos se resumen en la Tabla 
VII.3-7. 
 
Author PC RMSE Outliers 
J. Joskowicz 0.89 0.47 20% 
Tabla VII.3-7 – Desempeño general del modelo 
 
La dispersión de los resultados del modelo respecto de las pruebas subjetivas se puede 
ver en la Figura VII.3-5. Se puede observar que el modelo propuesta predice muy bien 





































En el presente trabajo se ha presentado una contribución a los modelos objetivos de 
estimación de calidad de video, proponiendo un nuevo modelo paramétrico de 
estimación de calidad de video, más general, amplio y con mejor desempeño que 
cualquiera de los modelos existentes hasta el momento. 
 
Se han analizado las características de los actuales sistemas de codificación digital de 
video, haciendo énfasis en los aspectos que están relacionados con la calidad final 
obtenida. Por otra parte, se analizaron los aspectos relacionados a la transmisión de 
video digital sobre redes de paquetes, detallando el proceso y las diferentes alternativas 
de paquetización. Se han presentado y estudiado los distintos tipos de degradaciones y 
“artefactos” que se producen tanto en el proceso de codificación como en el de 
transmisión.  
 
Se han presentado los diversos métodos existentes de medida de calidad de video, tanto 
subjetivos como objetivos, describiendo en detalle el trabajo realizado hasta el momento 
por el VQEG (Video Quality Experts Group) en sus diferentes proyectos, desde el año 
2000 al 2012 (fecha de finalización de presente trabajo). 
 
Dentro de los métodos objetivos existentes, se han investigado y estudiado con detalle 
nueve de los más recientes modelos paramétricos propuestos de estimación de calidad 
de video. Para cada uno de estos modelos se ha presentado su formulación matemática, 
el área de aplicación para el que fue diseñado y las consideraciones específicas que 
aplican. Se ha mostrado que ninguno de estos modelos toma en cuenta todos los 
parámetros que afectan a la calidad de video, y que existe por tanto una importante 
oportunidad de mejora, contribuyendo al desarrollo de un modelo más general. 
 
Se ha presentado una nueva manera de evaluar el desempeño de los modelos 
paramétricos. Hasta el momento, los autores presentaban el desempeño de los modelos 
paramétricos propuestos comparándolos o bien con los resultados de métricas basadas 
en contenido (por ejemplo, del tipo “Full Reference”), o bien comparándolos con los 
resultados de pruebas subjetivas. En el primer caso, algunos autores utilizan todavía 
métricas no preceptuales (como el PSNR). En el segundo caso, la cantidad de pruebas 
subjetivas se ve limitada, por razones prácticas, a unos pocos videos. En el presente 
trabajo se ha propuesto utilizar una combinación de ambos métodos. Primeramente se 
ha seleccionado la métrica basada en contenidos a utilizar. Se ha mostrado que la 
métrica de este tipo propuesta por NTIA (modelo “Reduced Reference Low Bandwith), 
estandarizada en 2010 en la Recomendación ITU-T J.249, presenta muy buenos 
resultados, en un amplio rango de parámetros de codificación y transmisión. Esta fue la 
métrica seleccionada como punto de referencia inicial. Con ésta métrica, se puede 
estimar la calidad percibida de una gran cantidad de videos degradados, y sirve como 
base para el contraste inicial de los modelos. Sin embargo, los resultados obtenidos 
deben ser luego verificados contra pruebas subjetivas. De esta manera, se propone la 
evaluación de los modelos paramétricos en dos fases: En la primera fase, el modelo se 
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contrasta con una gran cantidad de videos degradados (cientos o miles de videos), 
comparando los resultados con los obtenidos con el modelo estandarizado por ITU 
“basado en contenidos”. En la segunda fase, el modelo se contrasta con los resultados 
obtenidos en pruebas subjetivas, para un número limitado de videos, que abarquen todos 
los aspectos o parámetros a evaluar. Ambos resultados deben ser tenidos en cuenta al 
momento de la comparación de desempeño de los modelos paramétricos. 
 
En el presente trabajo se ha estudiado en forma exhaustiva la forma en la que la calidad 
de video se ve afectada por diferentes factores relacionados a los aspectos de 
codificación de video digital y su transmisión sobre redes de paquetes. Dentro de este 
marco, se ha presentado la influencia del bit rate, el frame rate, el tamaño o resolución 
de pantalla, el codec utilizado, el contenido del video y las pérdidas de paquetes en la 
calidad de video percibida por los usuarios. 
 
Sobre la base de los estudios realizados, se ha propuesto un nuevo modelo paramétrico 
de estimación de calidad de video. El modelo propuesto es más general que cualquiera 
de los modelos existentes hasta el momento, ya que tiene en cuenta una gran cantidad de 
parámetros que afectan a la calidad.  
 
Se ha estudiando el rendimiento del modelo propuesto, y se ha contrastado el mismo 
con respecto a los otros modelos paramétricos existentes. El modelo propuesto presenta 
mejor desempeño que los otros modelos existentes, tanto en los aspectos relacionados a 







VII.1. Trabajo futuro 
 
Como todo trabajo de investigan, han quedado líneas de investigación abiertas, que 
permiten continuar y mejorar las contribuciones realizadas.  
El modelo paramétrico propuesto fue evaluado para MPEG-2 y H.264/AVC. La 
recomendación H.264 ha tenido mejoras recientes, como el Anexo “G”, que incluye la 
extensión SVC (Scalable Video Coding). Esta nueva forma de codificación podría ser 
evaluada e incluida en el modelo. Por otra parte, existe en el mercado gran variedad de 
codificadores, para los que podrían calcularse los coeficientes del modelo y evaluar su 
desempeño. 
Si bien el modelo paramétrico propuesto toma en cuenta un gran número de aspectos 
que influyen en la calidad percibida, aún hay otros factores que merecen la pena ser 
analizados en futuros trabajos. Entre ellos se puede mencionar la estructura y tamaño 
del GOP (Group of Pictures), la estrategia de cancelación de paquetes perdidos en el 
receptor, la aplicación de filtros en el receptor y diversas configuraciones específicas de 
los codificadores (perfiles y niveles utilizados, etc.). El modelo propuesto puede ser 
ampliado, teniendo en consideración alguno o varios de estos aspectos. 
Finalmente, las aplicaciones multimedia incluyen audio además de video. La calidad de 
audio ha sido modelada paramétricamente en la Recomendación ITU-T G.107 y sus 
anexos. Algunos modelos paramétricos existentes combinan la calidad de audio y de 
video, llegando a una estimación de la calidad multimedia. Sin embargo, se ha visto que 
las funciones de estimación de video en estos modelos tienen peor desempeño que el 
modelo propuesto. Una interesante línea de trabajo consiste en analizar la incorporación 
del efecto del audio al modelo propuesto, logrando un modelo multimedia de mejor 













A.1. Secuencias de video utilizadas  
 
 
En el presente trabajo se han tomado como base para el análisis 16 secuencias de video 
clips, detalladas en la Tabla A.1-1. Estas secuencias contienen diversos tipos de videos, 
incluyendo películas, dibujos, secuencias con mucho y poco movimiento, deportes, etc. 
Las secuencias elegidas han sido utilizadas por el VQEG en el proyecto FRTV, y están 
disponibles en [120]. 
 
Video 
Clip Nombre Características Cuadro típico del clip 
src 2 Barcelona Colores saturados, efectos de enmascaramiento 
 





src 4 Moving graphic 
Dibujos animados, texto 
en movimiento con 
caracteres finos 
 
src 5 Canoa Valsesia 
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Video 
Clip Nombre Características Cuadro típico del clip 
src 7 Fries 
Parte de una película, 
caras, paneos rápidos, 
movimiento 
 
src 9 Rugby 
Partido de Rugby con 
mucho movimiento y 
colores 
 
src 10 Mobile&Calendar Colores, movimiento 
 
src 13 Baloon-pops 




src 14 New York 2 Paneo lento de una ciudad 
 
src 16 Betes_pas_betes 
Colores, imágenes 






Clip Nombre Características Cuadro típico del clip 
src 17 Le_point 




src 18 Autums_leaves 
Paisajes, acercamientos 
lentos, cascada de agua en 
movimiento lento 
 
src 19 Football 
Partido de futbol 
americano, con mucho 
movimiento 
 
src 20 Sailboat Imágenes casi estáticas 
 
src 21 Susie Cara en primer plano 
 
src 22 Tempete Colores, movimiento 
 
Tabla A.1-1 – Secuencias de video utilizadas 
 
Las secuencias originales de video clips están disponibles en formato de pantalla SD, y 
codificadas como “YUV”. Para el análisis del presente trabajo, las secuencias fueron 
convertidas a formato AVI sin compresión, en formatos de pantalla SD (720 x 576 
pixels), VGA (640 x 480 pixels), CIF (352 x 288 pixels) y QCIF (176 x 144 pixels). 
Con las secuencias originales fueron generadas secuencias codificadas en MPEG-2 y 
H.264/AVC, a diferentes tasas de bits y cuadros por segundo. Para realizar la 
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comparación de calidad con las secuencias originales, las secuencias “degradadas” 









Proceso de Codificación 
 
La codificación en MPEG-2 fue realizada con la aplicación Canopus Procoder versión 
3, partiendo de los videos originales en formato AVI sin compresión, y generando 
videos en diversos tamaños de pantalla y bit rates. En este caso, se utilizó siempre 25 
fps. Los videos codificados en MPEG-2 fueron nuevamente codificados en AVI sin 
compresión, utilizando nuevamente la aplicación Canopus Procoder versión 3. 
 
Para la codificación en H.264 se realizaron los siguientes pasos: 
 
1. Para bajar el frame rate a menos de 25 fps (12.5 fps, 6.25 fps y 5 fps), se utilizó 
la aplicación Virtualdub, partiendo de los videos originales en formato AVI sin 
compresión y generando video clips en formato AVI sin compresión pero con 
frame rate reducido. 
2. Para generar videos codificados en H.264, se utilizó la aplicación “ffmpeg”, 
tomando como origen los videos en formato AVI sin compresión, con el frame 
rate y el tamaño de pantalla correspondiente. 
3. Los videos codificados en H.264 fueron convertidos nuevamente a AVI sin 
compresión de 25 fps utilizando la aplicación Canopus Procoder versión 3. En 
este proceso, para los videos de menos de 25 fps, se repiten frames, de manera 
de llegar a 25 fps. 
4. A los videos de 5 fps y 6.25 fps se le quitaron los 2 primeros frames, utilizando 
Virtualdub (esto es a los efectos de mejorar la alineación temporal del proceso 
de comparación con la métrica VQM de NTIA) 
 




Max GOP size: 15 
GOP Structure: Automatic 
Picture Structure: Always Frame 
Intra DC Precision: 9 




Max GOP size: 33 
Number of B Pictures between I and P: 2 
Entropy Coding: CABAC 
Motion Estimated Subpixel mode: Quarter 
Pixel 
Bit rate type: CBR (Constant Bit rate) 
Interlacing: Non-Interlaced 
 
Tabla A.2-1 – Detalle de los codecs utilizados 
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Proceso de Transmisión 
 
En el proceso de transmisión, se simularon pérdidas de paquetes. Los pasos fueron los 
siguientes: 
 
1. Se realizó un streaming del video codificado utilizando la aplicación VLC, y 
tomando como encapsulado el formato RTP/MPEG TS.  
2. El flujo de datos generado por el streaming fue capturado utilizando la 
aplicación Wireshark.  
3. Se filtraron los paquetes RTP, y se guardaron en un archivo .PCAP 
4. Utilizando la aplicación “editcap” se realiza la pérdida de los paquetes deseados, 
generando un nuevo .PCAP 
5. El nuevo archivo .PCAP (con paquetes perdidos), se carga nuevamente en 
Wireshark, y se exporta como stream RTP. 
6. El stream RTP anterior se transmite con el utilitario “rtpplay” y se recibe con la 
aplicación VLC, quien la guarda tal como la recibe, en formato de video. (En 
esta transmisión se asegura que no hay pérdida de paquetes, ya que se realiza 
sobre una red controlada) 






A.3. Proceso de cálculo de SAD y MV 
 
Los valores de SAD y MV fueron realizados utilizando las aplicaciones Virtuldub y 
AviSynth. Se utilizó la función “MAnalyse”, la que recibe como entrada un video clip y 
el tamaño del bloque, y como resultado se obtiene un archivo con los valores de SAD y 
los componentes horizontales y verticales de los vectores de movimiento de cada bloque 
de cada cuadro. 
 
Se desarrolló una aplicación específica que interpreta el archivo de salida de la función 
“MAnalyse” (ya que es binario),  lo decodifica, y calcula los valores promedios, 










ACR  Absolute Category Rating 
AVC  Advanced Video Coding 
AVI Audio Video Interleave 
BPOCS  Block Projection Onto Convex Sets 
CIF Common Intermediate Format, 352 × 288 pixels 
CODEC Codificador / Decodificador 
CSF  Contrast Sensitivity Function 
DCR  Degradation Category Rating 
DCT Discrete Cosine Transform 
DMOS Differential Mean Opinion Score 
DSCQS  Double Stimulus Continuos Quality Scale 
DSIS  Double Stimulus Impairment Scale 
DWT Discrete Wavelet Transform 
ES Elementary Streams 
FR Full Reference 
GOP Group of Pictures 
HDTV High Definition TV 
IEEE Institute of Electrical and Electronics Engineers 
ISO  International Standards Organization 
ITU International Telecommunication Union 
JPEG Joint Photographic Expert Group 
LAN  Local Area Network 
MC Motion Compensation 
MM Multimedia 
MOS Mean Opinion Score 
MPEG Moving Pictures Expert Group 
MSE   Mean Square Error 
MTS  MPEG Transport Stream 
MV Moving Vector 
MVO  Multiple Video Objects 
NR No Reference 
NTIA National Telecommunications and Information Administration 
NTSC National Television Systems Committee 
PAL Phase Alternating Line 
PC Pearson Correlation 
PES  Packetized Elementary Streams 
PLR Packet Loss Rate 
PSNR  Peak Signal to Noise Ratio 
PVD Preferred Viewing Distance 
QCIF Quarter Common Intermediate Format, 176 × 144 pixels 
QQVGA Quarter Quarter VGA, 160 × 120 pixels 
QVGA Quarter VGA, 320 × 240 pixels 
RFC Request for Comment 
RMSE  Root Mean Square Error 
RR Reduced Reference 
RTCP  Real-Time Transport Control Protocol 
RTP Real-Time Transport Protocol 
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SAD Sum of Absolute Differences 
SD Standard Definition, 720 × 576 pixels 
SDSCE  Simultaneous Double Stimulus for Continuous Evaluation 
SSCQE Single Stimulus Continuous Quality Evaluation 
VCEG  Video Coding Expert Group 
VGA Video Graphics Array, 640 x 480 pixels 
VO Video Object 
VoIP Voice over IP 
VOP  Video Object Plane 
VQEG  Video Quality Experts Group 
VQM  Video Quality Metric 




A.5. Lista de Figuras 
 
Figura II.2-1 - El ojo humano ......................................................................................... 35	  
Figura II.2-2 - Función CSF ........................................................................................... 37	  
Figura II.2-3 – Función CSF acromática y cromática en función de la frecuencia 
espacial y de la frecuencia temporal ............................................................................... 37	  
Figura II.3-1  - Proceso de codificación, transmisión y decodificación de video .......... 39	  
Figura II.3-2  - Bloques base de la transformada DCT bi-dimensional ......................... 40	  
Figura II.3-3 – Esquema de GoP .................................................................................... 42	  
Figura II.3-4 – Esquema de flujo de video MPEG-2 ...................................................... 43	  
Figura II.4-1 – Encapsulado IP / UDP / RTP ................................................................. 50	  
Figura II.4-2 – Ejemplo de paquete RTP con contenido  de video ................................ 51	  
Figura II.4-3 – Ejemplo de paquetes MTS sobre RTP ................................................... 52	  
Figura II.4-4 – Ejemplo de MTS sobre UDP .................................................................. 53	  
Figura II.4-5 – Ejemplo de H.264 sobre RTP ................................................................. 54	  
Figura II.4-6 – Calidad en función del bit rate para varios codecs de video .................. 55	  
Figura II.4-7- Paquete IP con MTS sobre RTP .............................................................. 55	  
Figura II.5-1 – Efecto de bordes falsos ........................................................................... 60	  
Figura II.5-2 – Propagación de errores por pérdida de paquetes .................................... 62	  
Figura III.2-1 – Escala DSCQS ...................................................................................... 70	  
Figura III.3-1 – Esquema de modelos de FR, RR y NR ................................................. 74	  
Figura III.3-2 – Ejemplo de Precisión ............................................................................ 76	  
Figura III.3-3 – Ejemplo de Monotonicidad ................................................................... 77	  
Figura III.3-4 – Ejemplo de Consistencia ....................................................................... 78	  
Figura III.3-5 - Exactitud de las predicciones de los modelos FR-TV ........................... 80	  
Figura III.3-6 - Exactitud de las predicciones de los modelos RRNR-TV ..................... 81	  
Figura III.3-7 - Exactitud de las predicciones de los modelos FR MultiMedia ............. 83	  
Figura III.3-8 - Exactitud de las predicciones de los modelos RR MultiMedia ............. 83	  
Figura III.3-9 - Exactitud de las predicciones de los modelos NR MultiMedia ............. 84	  
Figura III.3-10 - Exactitud de las predicciones de los modelos FR HDTV ................... 85	  
Figura III.3-11 – Esquema de modelos FR en el proyecto Hybrid Perceptual / Bitstream
 ........................................................................................................................................ 86	  
Figura III.3-12 – Esquema de modelos RR en el proyecto Hybrid Perceptual / Bitstream
 ........................................................................................................................................ 86	  
Figura III.3-13 – Esquema de modelos NR en el proyecto Hybrid Perceptual / Bitstream
 ........................................................................................................................................ 87	  
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
224 
Figura III.4-1 - Evaluaciones de imágenes comprimidas con JPEG. ............................. 91	  
Figura III.4-2 – Ejemplo del efecto de enmascaramiento .............................................. 92	  
Figura III.4-3 – Esquema del modelo FR de BTFR ....................................................... 93	  
Figura III.4-4 – Regiones S-T del modelo FR NTIA ..................................................... 97	  
Figura III.4-5 – Esquema del modelo FR Opticom ...................................................... 100	  
Figura III.4-6 – Esquema del modelo RR Nec ............................................................. 102	  
Figura III.4-7 – Esquema del modelo SSIM ................................................................. 103	  
Figura III.4-8 – Esquema del modelo paramétrico ITU-T G.1070 .............................. 107	  
Figura IV.3-1 – Desempeño de los modelos FR de NTIA y Yonsei ............................ 123	  
Figura IV.3-2 – Disposición de la sala donde se realizaron las pruebas subjetivas ..... 125	  
Figura IV.3-3 – Dispersión del modelo NTIA General vs las pruebas subjetivas, con 
videos con pérdida de paquetes .................................................................................... 127	  
Figura IV.3-4 - Dispersión del modelo NTIA LowBW vs las pruebas subjetivas, con 
videos con pérdida de paquetes .................................................................................... 127	  
Figura IV.3-5 - Dispersión del modelo NTIA LowBW vs las pruebas subjetivas, según 
los autores del modelo .................................................................................................. 128	  
Figura IV.3-6 - Dispersión del modelo NTIA LowBW vs pruebas subjetivas, para 
videos con frame rates entre 3.75 fps y 30 fps, en tamaño de pantalla CIF. ................ 129	  
Figura V.2-1 - Calidad de video en función del bit rate, para 16 video clips, codificados 
en MPEG-2 en SD ........................................................................................................ 135	  
Figura V.2-2 - Calidad de video en función del bit rate, para 16 video clips, codificados 
en H.264 en SD ............................................................................................................. 136	  
Figura V.2-3 - Estimación lograda con los mejores valores de los coeficientes de cada 
uno de los modelos para el video clip src16 codificado en H.264 en QCIF ................ 140	  
Figura V.2-4 - Estimación lograda con los mejores valores de los coeficientes de cada 
uno de los modelos para el video clip src13 codificado en H.264 en QCIF ................ 141	  
Figura V.3-1 - Calidad de video para el clip Football (src19), codificado en MPEG-2, 
para los tamaños de pantalla SD, VGA, CIF y QCIF ................................................... 144	  
Figura V.3-2 – Calidad de video, para 16 video clips, codificados en MPEG-2, en 
resoluciones SD, VGA, CIF y QCIF ............................................................................ 145	  
Figura V.3-3 – Estimación de a en función del área de la pantalla .............................. 146	  
Figura V.4-1 – Cálculo de los Vectores de Movimiento .............................................. 150	  
Figura V.4-2 – Ejemplo de Vectores de Movimiento .................................................. 151	  
Figura V.4-3 - Ejemplo de Vectores de Movimiento ................................................... 151	  
Figura V.4-4 - valores de v4 y v5 en función del ASAD, para MPEG-2 ....................... 154	  
Figura V.4-5 - valores de v4 y v5 en función del ASAD, para H.264 ........................... 154	  
Figura V.4-6 – Dispersión del modelo propuesto ......................................................... 156	  
Figura V.4-7 – Dispersión del modelo ITU-T G.1070 ................................................. 156	  
Anexos 
225 
Figura V.4-8 - Resultados obtenidos con el modelo propuesto, para cada categoría de 
contenidos, en video clips codificados en MPEG-2 en SD .......................................... 158	  
Figura V.5-1 – Calidad en función del bit rate y frame rate, para el video clip src9 
(Rugby), codificado en VGA en H.264/AVC .............................................................. 159	  
Figura V.5-2- Calidad en función del bit rate y frame rate, para el video clip src14 (New 
York), codificado en VGA en H.264/AVC .................................................................. 160	  
Figura V.5-3 – Valores de If en función de bit rate escalado ....................................... 161	  
Figura V.5-4 - d1 en función del frame rate .................................................................. 162	  
Figura V.5-5 – d2 en función del frame rate ................................................................. 162	  
Figura V.5-6 – d3 en función del frame rate ................................................................. 163	  
Figura V.5-7 - Dispersión del modelo propuesto usando videos de diversos frame rates
 ...................................................................................................................................... 164	  
Figura V.5-8 - Dispersión del modelo propuesto usando videos de diversos frame rates, 
con 3 video clips desconocidos. ................................................................................... 165	  
Figura V.6-1 – Factor de mejora k en función del bit rate para cada tamaño de pantalla
 ...................................................................................................................................... 168	  
Figura V.6-2 - Factor de mejora k en función del bit rate escalado ............................. 169	  
Figura V.6-3 – Factor de mejora k para cada video clip .............................................. 170	  
Figura V.6-4 – k1 en función del ASAD ...................................................................... 170	  
Figura V.6-5 – Dispersión del modelo propuesto para H.264 utilizando el factor de 
mejora k respecto de MPEG-2 ...................................................................................... 171	  
Figura V.6-6 - Dispersión del modelo propuesto para H.264 utilizando coeficientes 
específicos para este codec. .......................................................................................... 172	  
Figura VI.2-1 – Calidad de video en función al porcentaje de pérdida de paquetes .... 179	  
Figura VI.2-2 – p0 en función del bit rate ..................................................................... 180	  
Figura VI.2-3 - p0 en función del frame rate ................................................................ 180	  
Figura VI.2-4 – Coeficientes p0 - p3 y b0 en función de la amplitud media de los 
Vectores de Movimiento .............................................................................................. 182	  
Figura VI.2-5 – Dispersión del modelo propuesto respecto del bit rate, el tamaño de 
pantalla, el contenido y el codec ................................................................................... 183	  
Figura VII.3-1 – Dispersión de diversos modelos paramétricos respecto a los parámetros 
de codificación .............................................................................................................. 197	  
Figura VII.3-2 – Dispersión del modelo propuesto respecto a los parámetros de 
codificación .................................................................................................................. 198	  
Figura VII.3-3 – Dispersión de diversos modelos paramétricos respecto a los parámetros 
de codificación .............................................................................................................. 200	  
Figura VII.3-4 – Dispersión del modelo propuesto respecto a los parámetros de 
transmisión .................................................................................................................... 201	  
Figura VII.3-5 – Dispersión del general del modelo propuesto respecto de pruebas 
subjetivas ...................................................................................................................... 203	  





A.6. Lista de Tablas  
 
Tabla I.2-1 – Comparación de varios modelos paramétricos existentes ........................ 21	  
Tabla II.3-1 – Características de Codecs MPEG-1, MPEG-2, MPEG-4 y H.264 .......... 47	  
Tabla III.2-1 – Categorías de valores de DMOS (DCR) ................................................ 69	  
Tabla III.2-2 – Categorías de valores de MOS (ACR) ................................................... 71	  
Tabla III.4-1 – Relación PSNR - MOS ......................................................................... 114	  
Tabla IV.3-1 – Características del monitor utilizado para las pruebas subjetivas ........ 124	  
Tabla IV.3-2 – Valores de luminancia obtenidos en la sala donde se realizaron las 
pruebas subjetivas ......................................................................................................... 124	  
Tabla IV.3-3 – Desempeño de los modelos FR respecto a las pruebas subjetivas, con 
videos con pérdida de paquetes .................................................................................... 126	  
Tabla IV.3-4 - Desempeño del modelo NTIA General y NTIA LowBW respecto a las 
pruebas subjetivas, con videos con pérdida de paquetes .............................................. 127	  
Tabla V.2-1 – Fórmulas paramétricas para el factor Ic en función del bit rate ............. 137	  
Tabla V.2-2 – Resumen de fórmulas paramétricas para el factor Ic en función del bit rate
 ...................................................................................................................................... 138	  
Tabla V.2-3 – Desempeño de modelos paramétricos respecto del bit rate ................... 138	  
Tabla V.2-4 - Desempeño del modelo propuesto respecto del bit rate ......................... 139	  
Tabla V.3-1 – Resoluciones típicas de pantallas .......................................................... 143	  
Tabla V.3-2 – Valores de a para diferentes tamaños de pantalla ................................. 146	  
Tabla V.3-3 – Valores de los coeficientes a1, a2 .......................................................... 146	  
Tabla V.3-4 - Desempeño del modelo propuesto respecto del bit rate y el tamaño de 
pantalla .......................................................................................................................... 147	  
Tabla V.3-5 - Valores de los coeficientes v4, v5 para cada video clip, en MPEG-2 y 
H.264 ............................................................................................................................ 147	  
Tabla V.4-1 – Valores de Vectores de Movimiento y SAD para cada video clip ........ 152	  
Tabla V.4-2 – Correlación entre diferentes parámetros relacionados al contenido y la 
calidad a bajos bit rates ................................................................................................. 153	  
Tabla V.4-3 - Valores de los coeficientes c1 - c6 para MPEG-2 y H.264 ..................... 155	  
Tabla V.4-4 - Desempeño del modelo propuesto y el modelo ITU-T G.1070 respecto del 
bit rate, el tamaño de pantalla y el contenido ............................................................... 156	  
Tabla V.4-5 – Clasificación de contenidos en base al ASAD ...................................... 157	  
Tabla V.5-1 - Valores de los coeficientes f1 – f3 para H.264 ........................................ 164	  
Tabla V.6-1 - Valores de los coeficientes k1 – k3 para H.264 ....................................... 170	  
Tabla V.6-2 - Desempeño del modelo propuesto respecto del bit rate, el tamaño de 
pantalla, el contenido y el codec ................................................................................... 172	  
Tabla VI.2-1 – Cantidad promedio de paquete IP en función del bit rate y frame rate 178	  
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
228 
Tabla VI.2-2 – Correlación entre los coeficientes p0 - p3 y b0 y el ASAD y los Vectores 
de Movimiento .............................................................................................................. 181	  
Tabla VI.2-3 - Valores de los coeficientes c7 – c12 y b0 para H.264 ............................. 182	  
Tabla VI.2-4 - Desempeño del modelo propuesto respecto del bit rate, el tamaño de 
pantalla, el contenido, el codec y la pérdida de paquetes ............................................. 183	  
Tabla VII.2-1- Rangos de bit rate ................................................................................. 189	  
Tabla VII.2-2 - Rangos de frame rate ........................................................................... 190	  
Tabla VII.2-3 - Rangos de resolución .......................................................................... 190	  
Tabla VII.2-4 - Codecs ................................................................................................. 190	  
Tabla VII.2-5 - Rangos de porcentaje de pérdida de paquetes ..................................... 191	  
Tabla VII.2-6 - Rangos de ASAD ................................................................................ 191	  
Tabla VII.2-7 - Rangos de amplitud promedio de vectores de movimiento ................ 191	  
Tabla VII.2-8 - Valores de los coeficientes a1, a2 ........................................................ 193	  
Tabla VII.2-9 - Valores de los coeficientes c1 - c6 ........................................................ 193	  
Tabla VII.2-10 - Valores de los coeficientes c7 – c12, b0 ............................................... 193	  
Tabla VII.2-11 - Valores de los coeficientes k1 – k3 ..................................................... 194	  
Tabla VII.3-1 – Resumen de las características de diversos modelos paramétricos .... 195	  
Tabla VII.3-2 – Comparación del desempeño de diversos modelos paramétricos 
respecto a los parámetros de codificación .................................................................... 196	  
Tabla VII.3-3 – Disposición de las pruebas subjetivas ................................................ 199	  
Tabla VII.3-4 - Comparación del desempeño de diversos modelos paramétricos respecto 
a pruebas subjetivas (Degradaciones de codificación) ................................................. 199	  
Tabla VII.3-5 - Comparación del desempeño de diversos modelos paramétricos respecto 
a los parámetros de transmisión .................................................................................... 200	  
Tabla VII.3-6 - Comparación del desempeño de diversos modelos paramétricos respecto 
a pruebas subjetivas (Degradaciones de transmisión) .................................................. 202	  
Tabla VII.3-7 – Desempeño general del modelo .......................................................... 202	  
Tabla A.1-1 – Secuencias de video utilizadas .............................................................. 215	  







                                                
[1]  Perceptual Quality Measurement and Control: Definition, Application and 
Performance 
AR Prasad, R Esmailzadeh, S Winkler, T Ihara, B 
4th International Symposium on Wireless Personal Multimedia 
Communications, Aalborg, Denmark, 2001 
  
[2]  Recommendation ITU-R BT.500-11 
Methodology for the subjective assessment of the quality of television pictures 
06/2002 
  
[3]  Recommendation ITU-T P.910 
Subjective video quality assessment methods for multimedia applications 
09/1999 
  
[4]  The Evolution of Video Quality Measurement: From PSNR to Hybrid Metrics 
 Winkler, S., Mohandas, P. 
IEEE Transaction on Broadcasting, Volume:54 Issue:3, 2008 
  
[5]  A new standardized method for objectively measuring video quality 
 M. H. Pinson, S. Wolf 
IEEE Transactions on Broadcasting, September 2004, ,Vol 50, issue 3, pp 312-
322 
   
[6]  Objective video quality assessment 
Chulhee Lee, Sungdeuk Cho, Jihwan Choe, Taeuk Jeong, Wonseok Ahn, and 
Eunjae Lee 
Optical Engineering Vol. 45 (1), January 2006 
  
[7]  Why is image quality assessment so difficult? 
Zhou Wang   Bovik, A.C.   Ligang Lu   
Proceedings of IEEE International Conference on Acoustics, Speech and Signal, 
2002.  
 
[8]  Low Bandwidth Reduced Reference Video Quality Monitoring System   
Stephen Wolf and Margaret H. Pinson 
First Int'l Workshop on Video Proc. and Quality Metrics, Jan 2005 
 
[9]  No-reference quality metric for degraded and enhanced video  
 J E Caviedes, F Oberti 
 Proceedings of SPIE , vol 5150, pp 621-632, 2003 
 
[10]  Video Quality Evaluation for Internet Streaming Applications 
Stefan Winkler and Ruth Campos 
 Proceedings of SPIE,  vol 5007, pp 104-115, 2003  
 
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
230 
                                                                                                                                          
[11]  VQEG – Video Quality Experts Group 
http://www.its.bldrdoc.gov/vqeg/  
 
[12]  Recommendation ITU-T J.144 
Objective perceptual video quality measurement techniques for digital cable 
television in the presence of a full reference 
February 2004 
 
[13]  Recommendation  ITU-T J.247 
Objective perceptual multimedia video quality measurement in the presence of a 
full reference 
 August, 2008 
 
[14]  Recommendation  ITU-T J.246 
Perceptual visual quality measurement techniques for multimedia services over 
digital cable television networks in the presence of a reduced bandwidth 
reference 
 August, 2008 
 
[15]  ITU-T Recommendation J.249  
Perceptual video quality measurement techniques for digital cable television in 




[16]  Recommendation ITU-T J.341 
Objective perceptual multimedia video quality measurement of HDTV for 
digital cable television in the presence of a full reference 
 Enero 2011 
 
[17]  Opinion Model for Estimating Video Quality of Videophone Services 
Kazuhisa Yamagishi and Takanori Hayashi 
IEEE Global Telecommunications Conference, Nov. 27 2006 
 
[18]  United State Patent US2010/0284295 A1 
Kazuhisa Yamagishi, Takanori Hayashi, Nov. 11, 2010 
 
[19]  Recomendación ITU-T G.1070 
Opinion model for video-telephony applications 
Abril 2007 
 
[20]  Quantified PQoS assessment based on fast estimation of the spatial and temporal 
activity level 
H. Koumaras, A. Kourtis, D. Martakos and J. Lauterjung 
Multimedia Tools and Applications, Springer Netherlands, Volume 34, Number 
3, Sep 2007 
Referencias 
231 
                                                                                                                                          
 
[21]  Content Based Video Quality Estimation for H.264/AVC Video Streaming  
Ries, M.;   Crespi, C.;   Nemethova, O.;   Rupp, M 
Wireless Communications and Networking Conference, 2007.WCNC 2007. 
IEEE, 11-15 March 207, pp. 2668-2673  
 
[22]  T-V-Model: Parameter-Based Prediction of IPTV Quality 
Raake, A.   Garcia, M.N.   Moller, S.   Berger, J.   Kling, F.   List, P.   Johann, J.   
Heidemann 
IEEE ICASSP 2008 
 
[23]  Raake, A., Garcia, M.N.   Moller, S.. “United State Patent US2009/0244289 
A1”, Oct. 1, 2009 
 
[24]  Recommendation ITU-T G.107  
The E-model, a computational model for use in transmission planning 
March 2005 
 
[25]  Towards a content-based parametric video quality model for IPTV 
M.-N. Garcia, R. Schleicher, and A. Raake 
Proceedings of the 3rd International Workshop on Perceptual Quality of Systems 
(PQS ’10), 2010. 
 
[26]  Temporal Aspect of Perceived Quality in Mobile Video Broadcasting  
Quan Huynh-Thu and Mohammed Ghanbari 
IEEE Transacionts on Broadcasting, Vol. 54, No. 3, September 2008 
 
[27]  Packet Loss Pattern and Parametric Video Quality Model for IPTV 
 Fenghua You, Wei Zhang, Jun Xiao 
IEEE/ACIS 2009 Eigth International Conference on Computer and Information 
Science 
 
[28]  Content-Based Video Quality Prediction for MPEG4 Video Streaming over 
Wireless Networks  
Asiya Khan, Lingfen Sun and Emmanuel Ifeachor  
Journal of Multimedia, Vol 4, No 4 (2009), 228-239, Aug 2009 
 
[29]  QoE Prediction Model and its Application in Video Quality Adaptation Over 
UMTS Networks  
Asiya Khan, Lingfen Sun, and Emmanuel Ifeachor 
IEEE Transactions on Multimedia, Vol. 14, No. 2, April 2012 
 
[30]  Measuring Multimedia Quality in Mobile Networks With an Objective 
Parametric Model 
 Jörgen Gustafsson, Gunnar Heikkilä, Martin Pettersson 
 IEEE ICIP 2008,  pp. 405-408 
 
[31]  US Patent 2010/0008241 A1: Method of Determining Video Quality 
Jörgen Gustafsson et al., Jan 14, 2010 
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
232 
                                                                                                                                          
 
[32]  Modeling the impact of frame rate on perceptual quality of video  
Yen-Fu Ou, Tao Liu, Zhi Zhao, Zhan Ma, Yao Wang 
15th IEEE International Conference on Image Processing, 2008, ICIP 2008, pp. 
689-692 
 
[33]  Yen-Fu Ou, Zhan Ma, Tao Liu, and Yao Wang, “Perceptual Quality Assessment 
of Video Considering Both Frame Rate and Quantization Artifacts”, IEEE 
Transactions on Circuits and Systems for Video Technology, Vol. 21, No. 3, 
March 2011 
 
[34]  Comparison of Parametric Models for Video Quality Estimation: Towards a 
General Model 
Jose Joskowicz, Rafael Sotelo, J. Carlos López Ardao 
BMSB 2012 - IEEE International Symposium on Broadband Multimedia 
Systems and Broadcasting, Seul, Corea 
 
[35]  Teoría de Los Sistemas: El Ojo Humano 
Bruno Nicolás Gutiérrez Perea 
Monografía Examen Final, Profesorado De Tecnología, 2006  
 
[36]  Digital Video Quality, Vision Models and Metrics 
Stefan Winkler 
John Wiley & Sons Ltd, 2005 
 
[37]  Discrete Cosine Transform 
 N Ahmed, T Natrajan, K.R. Rao 
 IEEE Trans. Comput. Vol C-23, No 1, pp90-93, Dec 1984 
  
[38]  Trends and Perspectives in Image and Video Coding 
 T Sikora 
 IEEE Proceedings, Vol 93, No 1, January 2005 
  
[39]  Video Compression—From Concepts to the H.264/AVC Standard 
 Gary J. Sullivan, Thomas Wiegand 
Proceedings of the IEEE, Vol. 93, No. 1, January 2005 
 
[40]  ISO/IEC IS 10918-1, ITU-T Recommendation T.81 Digital compression and 
coding of continuous-tone still images: Requirements and guidelines, 1994 
[41]  ISO/IEC 15444-1:2004. JPEG2000 Image Coding System: Core coding system 
[42]  ISO/IEC 11172-2:1993. Information technology – Coding of moving pictures 
and associated audio for digital storage media at up to about 1.5 Mbit/s 
[43]  ISO/IEC 13818-2:2000. Information technology – generic coding of moving 
pictures and associated audio information: Video. 
Referencias 
233 
                                                                                                                                          
[44]  Digital television fundamentals: design and installation of video and audio 
systems  
Michel Robin, Michel Poulin 
ISBN 0-07-053168-4, 1998, McGraw-Hill 
 
[45]  ISO/IEC 14496-2:2001. Information technology – Coding of audio-visual 
objects – Part 2: Visual 
[46]  The H.264/AVC Advanced Video Coding Standard: Overview and Introduction 
to the Fidelity Range Extension 
Gary J. Sullivan, Pankaj Topiwala, and Ajay Luthra 
SPIE Conference on Applications of Digital Image Processing XXVII 
Special Session on Advances in the New Emerging Standard: H.264/AVC, 
August, 2004 
[47]  Overview of the H.264 / AVC Video Coding Standard 
Thomas Wiegand, Gary J. Sullivan, Gisle Bjontegaard, and Ajay Luthra 
IEEE Transactions on Circuits and Systems For Video Technology, Vol 13, July 
2003 
 
[48]  Report of The Formal Verification Tests on AVC (ISO/IEC 14496-10 | ITU-T 
Rec. H.264) 
ISO/IEC JTC1/SC29/WG11,  MPEG2003/N6231 
December 2003 
 
[49]  Recommendation ITU-T H.264 
Advanced video coding for generic audiovisual services 
March 2010 
 
[50]  RFC 3550 
RTP: A Transport Protocol for Real-Time Applications 
H. Schulzrinne et al 
July 2003 
 
[51]  RFC 2250  
Payload Format for MPEG1/MPEG2 Video 
D. Hoffman et al 
January 1998 
 
[52]  WHITEPAPER – IP Streaming of MPEG-4: Native RTP vs MPEG-2 Transport 
Stream 
Alex MacAulay, Boris Felts, Yuval Fisher, October 2005 
 
[53]  DVB IP Phase 1 handbook , ETSI TS 102 034, “Digital Video Broadcasting 
(DVB); Transport of MPEG-2 Based DVB Services over IP Based Networks”, 
March 2005. 
 
[54]  RFC 3016  
RTP Payload Format for MPEG-4 Audio/Visual Streams 
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
234 
                                                                                                                                          
Y. Kikuchi et al 
November 2000 
 
[55]  RFC 3640  
RTP Payload Format for Transport of MPEG-4 Elementary Streams 
J. van der Meer et al 
November 2003 
 
[56]  RFC 3984 
RTP Payload Format for H.264 Video 
S. Wenger et al 
febrero 2005 
 
[57]  Video coding with H.264/AVC: Tools, Performance, and Complexity 
Jörn Ostermann, Jan Bormans, Peter List, Detlev Marpe, Matthias Narroschke, 
Fernando Pereira, Thomas Stockhammer, and Thomas Wedi 
 IEEE Circuits and Systems Magazine, First Quarter 2004 
 
[58]  DCT Quantization Noise in Compressed Images 
Mark A. Robertson and Robert L. Stevenson 
IEEE Transactions on Circuits and Systems For Video Technology, Vol. 15, No. 
1, January  2005 
 
[59]  Digital Video Image Quality and Perceptual Coding 
 H.R. Wu and K.R Rao 
 2006, CRC Press 
 
[60]  Blocking artifact detection and reduction in compressed data 
Triantafyllidis, G.A.   Tzovaras, D.   Strintzis, M.G.    
IEEE Transaction on Circuits and Systems for Video Technology, Vol. 12, No. 
10, October 2002 
  
[61]  Adaptive reduction of blocking artifacts in DCT domain for highly compressed 
images 
Ci Wang, Wen-Jun Zhang, Xiang-Zhong Fang    
IEEE Transaction on Consumer Electronics, May 2004, Vol 50. Issue 2, pp 647-
654 
  
[62]  De-Blocking Artifacts in DCT Domain Using Projection onto Convex Sets 
Algorithm 
Hai-Feng XU1, Song-Yu YU1 and Ci WANG2 
IEICE Transactions on Information and Systems 2006, Vol E89-D, pp 2460-
2463 
 
[63]  Blocking artifacts suppression in block-coded images using overcomplete 
wavelet representation 
Alan W.-C. Liew, Hong Yan, 




                                                                                                                                          
 
[64]  Multiframe blocking-artifact reduction for transform-coded video 
Gunturk, B.K.   Altunbasak, Y.   Mersereau, R.M.   
IEEE Transactions on Circuits and Systems for Video Technology, April 2002, 
Vol 12, Issue 4, pp 276-282 
 
[65]  Blur determination in the compressed domain using DCT information 
Marichal, X.   Wei-Ying Ma   HongJiang Zhang    




[66]  Blur detection for digital images using wavelet transform 
Hanghang Tong   Mingjing Li   Hongjiang Zhang   Changshui Zhang    
ICME IEEE International Conference on Multimedia,  June 2004 
 
[67]  An adaptive postprocessing technique for the reduction of color bleeding in 
DCT-coded images 
François-Xavier Coudoux, Marc Gazalet, Patrick Corlay 
IEEE Transactions on circuits and Systems for Video Technology, Vol. 14, No. 
1, January 2004 
 
[68]  Reduction of color bleeding for 4:1:1 compressed video 
François-Xavier Coudoux, Marc Gazalet, Member, IEEE, and Patrick Corlay 
IEEE Transaction on Broadcasting, Vol. 51, No 4. December 2005 
 
[69]  Two-stage false contour detection using directional contrast and its application 
to adaptive false contour reduction 
Ji Won Lee, Bo Ra Lim, Rae-Hong Park, Jae-Seung Kim and Wonseok Ahn    
IEEE Transactions on Consumer Electronics, Vol. 52, No. 1, pp 179-188, 
February 2006 
 
[70]  User-Oriented QoS Analysis in MPEG-2 Video Delivery 
O Verscheure, P Frossard, M Hamdi 
Real Time Imaging 5, 1999, pp 305-314 
 
[71]  FINAL REPORT FROM THE VIDEO QUALITY EXPERTS GROUP ON THE 




[72]  FINAL REPORT FROM THE VIDEO QUALITY EXPERTS GROUP ON THE 
VALIDATION OF OBJECTIVE MODELS OF VIDEO QUALITY 
ASSESSMENT, PHASE II ©2003 VQEG 
August 25, 2003 
 
[73]  Recommendation ITU-R  BT.1683 
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
236 
                                                                                                                                          
Técnicas de medición objetiva de la calidad de vídeo perceptual para la 
radiodifusión de televisión digital de definición convencional en 
presencia de una referencia completa 
Junio 2004 
 
[74]  VALIDATION OF REDUCED-REFERENCE AND NO-REFERENCE 
OBJECTIVE MODELS FOR STANDARD DEFINITION TELEVISION, 
PHASE I 
 VQEG, 2009 
 
[75]  Final Report of VQEG’s Multimedia Phase I Validation Test 
19 September 2008 
 
[76]  Report on the Validation of Video Quality Models for High Definition Video 
Content  
 VQEG Version 2.0 (June 30, 2010) 
 
[77]  Modelo VQuadHD [OnLine]. Available at: http://www.vquad-hd.info/  
 
[78]  The handbook of Video Databases: Dessign and Applications, Chapter 41 
B. Furth and O, Marqure 
September 2003 
 
[79]  Method and System for Video Quality Assessment 
Alexandre J Bourret, David S Hands, Damien Bayart, Andrew G Davies: 
US  Patent No. 2006/0152585 A1, July 13, 2006 
  
[80]  A computational approach to edge detection 
Canny, J. 
IEEE Trans. Pattern Analysis and Machine Intelligence, 1986, Vol. 8(6), 
p. 679-698. 
 
[81]  Morphological image segmentation applied to video quality assessment 
 De Alengar Lotufo, R Da Silva, W D F Falcao, A X Pessoa 
IEEE Proceedings in Computer Graphics, Image Processing and Vision, 
SIGGRAPI Proceedings, pp 468-475 
 October 1998 
  
[82]  PEVQ – Perceptual Evaluation of Video Quality 
 http://www.pevq.org/  
  
[83]  Image Quality Assessment: From error measurement to structural similarity 
Zhou Wang   Bovik, A.C.   H.R. Sheick 
IEEE Transaction on Image Processing, April 2004 
 
[84]  A generalized block-edge impairment metric for video coding 
H. R. Wu, M. Yuen 
Referencias 
237 
                                                                                                                                          
IEEE Signal Processing Letters 4(11):317–320, 1997. 
 
[85]  Detection of blocking artifacts in compressed video 
T. Vlachos 
Electronics Letters 36(13):1106–1108, 2000. 
 
[86]  Blind measurement of blocking artifacts in images 
Z. Wang, A. C. Bovik, B. L. Evans: 
Proc. ICIP, vol. 3, pp. 981–984, Vancouver, Canada, 2000. 
 
[87]  Perceptual Video Quality and Blockiness Metrics for Multimedia Streaming 
Applications 
Stefan Winkler, Animesh Sharma, David McNally 
Proc International Symposium on Wireless Personal Multimedia 
Communication, 2001, pp 553-556  
 
[88]  Multimedia Quality Integration Function for Videophone Services 
Takanori Hayashi, Kazuhisa Yamagishi, Toshiko Tominaga, and Akira 
Takahashi 
IEEE Global Telecommunications Conference, 26-30 Nov. 2007 
 
[89]  Kazuhisa Yamagishi, Takanori Hayashi, “United State Patent US2010/0284295 
A1”, Nov. 11, 2010 
 
[90]  Belmudez, B.,  Möller, S,  “Extension of the G.1070 video quality function for 
the MPEG2 video codec”, 2010 Second International Workshop on Quality of 
Multimedia Experience (QoMEX) 
 
[91]  Parametric Packet-Layer Model for Monitoring Video Quality of IPTV Services 
K Yamagishi and T Hayashi 
IEEE International Conference on Communications 2008 (ICC 08), 19 May 
2008 
 
[92]  Towards Content-Related Features for Parametric Video Quality Prediction of 
IPTV Services 
Garcia, M.N., Raake, A., List, P 
Acoustics, Speech and Signal Processing, 2008. ICASSP 2008, pp. 757-760 
 
[93]  S. Argyropoulos, A. Raake, M.-N Garcia, P. List, “No-Reference Bit Stream 
Model for Video Quality Assessment of H.264/AVC Video Based on Packet 
Loss Visibility”, 2011 IEEE International Conference on Acoustics, Speech and 
Signal Processing (ICASSP), 22-27 May 2011, pp. 1169 – 1172 
 
[94]  Picture Quality Measurement 
J. Lauterjung 
Proceedings of the International Broadcasting Convention (IBC), Amsterdam, 
1998, pp. 413-417 
 
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
238 
                                                                                                                                          
[95]  ADAMANTIUM: ADAptative Management of mediA distributioN based on 
saTisfaction orIented User Modelling. D4.1 - Voice and Video Quality 
Perceptual Models 
Harilaos Koumaras et al. 
Information and Communication Technologies . Contract No. 214751 
 
[96]  US Patent 2010/0008241 A1: Method of Determining Video Quality 
 Jörgen Gustafsson et al. 
 Jan 14, 2010 
 
[97]  A novel quality metric for compressed video considering both frame rate and 
quantization artifacts  
Yen-Fu Ou, Zhan Ma, Yao Wang 
Proc. of VPQM’09, Scottsdale, AZ, USA, January 2009. 
 
[98]  A New Standardized Method for Objectively Measuring Video Quality 
Margaret H Pinson and Stephen Wolf 
IEEE Transactions on Broadcasting, Volume 50, Issue 3, September 2004, pp. 
312-322 
 
[99]  Objective video quality assessment 
Sungdeuk Cho, Jihwan Choe, Taeuk Jeong, Wonseok Ahn, and Eunjae Lee 
Optical Engineering Vol. 45 (1), January 2006 
 
[100]  Tesis de Grado: CVPRIP - Calidad de Video Percibida en Redes IP   
Germán Bardier, Carlos Fournier y Gastón Guridi. Tutor: José Joskowicz 
Facultad de Ingeniería, Universidad de la República, Montevideo, Uruguay, 30 
de abril de 2009 
 
[101]  Recommendation ITU-R BT.814-2 




[102]  Recommendation ITU-R BT.815-1 
Specification of a signal for measurement of the contrast ratio of displays 
01/1994 
 






[104]  A Mathematical Model for Evaluating the Perceptual Quality of Video 
Jose Joskowicz, José-Carlos López-Ardao, Miguel A. González Ortega, and 
Cándido López García 




                                                                                                                                          
[105]  Performance Enhancement of Sum of Absolute Difference (SAD) Computation 
in H.264/AVC Using Saturation Arithmetic 
 Trung Hieu Tran, Hyo-Moon Cho and Sang-Bock Cho 
 Lecture Notes in Computer Science, 2009, Volume 5754/2009, 396-404, DOI: 
10.1007/978-3-642-04070-2_45 
 
[106]  An optimal fast full search motion estimation algorithm in video coding 
 Paramkusam, A.V. 
IEEE International Conference on Signal Processing, Communication, 
Computing and Networking Technologies (ICSCCN), 2011  
 
[107]  A High-Performance Sum of Absolute Difference Implementation for Motion 
Estimation  
VANNE, J.;AHO, E.;HAMALAINEN, T.D.;KUUSILINNA, K. 
IEEE Transactions on Circuits and Systems for Video Technology, Volume 16, 
Issue 7, July 2006 Page(s):876 – 883  
 
[108]  Minimum Sum of Absolute Differences Implementation in a Single FPGA 
Device  
OLIVARES, Joaquín; HORMIGO, Javier; VILLALBA, Julio; BENAVIDES, 
Ignacio 
Lecture Notes in Computer Science (LNCS), Volume 3203/2004, pp 986-990  
 
[109]  A General Parametric Model for Perceptual Video Quality Estimation 
Jose Joskowicz, J. Carlos López Ardao 
2010 IEEE International Workshop Technical Committee on Communications 
Quality and Reliability (CQR), June 8-10 2010, Vancouver, Canada 
 
[110]  Including the Effects of Video Content in the ITU-T G.1070 Video Quality 
Function 
Jose Joskowicz, J. Carlos López Ardao, Rafael Sotel 
CITA 2011, VI Congreso Ibero-americano de Telemática, Gramado, Brasil, 16-
18 Mayo 2011 
Cadernos de Informática - Volume 6 - Número 1 - 2011 
 
[111]  Enhancements to the Opinion Model for Video-Telephony Applications 
Jose Joskowicz, J. Carlos López Ardao 
LANC’09, September 24–25, 2009, Pelotas, Brazil , pp. 87-94. 
 
[112]  A Parametric Model for Perceptual Video Quality Estimation 
Jose Joskowicz, J. Carlos López Ardao 
Telecommunication Systems, Springer, Special Issue on the Quality of 
Experience issues in Multimedia Provision, Volume 49: 1 -2 - January/February 
2012 
 
[113]  Combining the Effects of FrameRate BitRate DisplaySize and Video Content in 
a Parametric Video Quality Model 
Jose Joskowicz, J. Carlos López Ardao 
LANC’11, October 12–13, 2011, Quito, Ecuador. 
Desarrollo de un Modelo Paramétrico General de Estimación de la Calidad Percibida de Video 
240 
                                                                                                                                          
 
[114]  HDTV Subjective Quality of H.264 vs. MPEG-2, With and Without Packet Loss 
Pinson, M.H.  
IEEE Transactions on Broadcasting, March 2010 
 
[115]  Performance comparison of the emerging H.264 video coding standard with the 
existing standards 
2003 International Conference on Multimedia and Expo, 2003. ICME '03. 
Proceedings.  
Kamaci, N, Altunbasak, Y. 
 
[116]  Performance Comparison of Video Coding Standards Using Lagrangian Coder 
Control 
Anthony Joch, Faouzi Kossentini, Heiko Schwarz, Thomas Wiegand, Gary J. 
Sullivan:, IEEE IFIP 2002 
 
[117]  Rate-constrained coder control and comparison of video coding standards  
Wiegand, T.   Schwarz, H.   Joch, A.   Kossentini, F.   Sullivan, G.J 
IEEE Transactions on Circuits and Systems for Video Technology, July 2003 
 
[118]  Overview of the H.264 / AVC Video Coding Standard  
Thomas Wiegand, Gary J. Sullivan, Gisle Bjontegaard, and Ajay Luthra 
IEEE Transactions on Circuits and Systems For Video Technology, Vol 13, July 
2003 
 
[119]  Tesis de Grado: Estimación de calidad de servicios de video en redes IP   
Agustina Mendez y Rodrigo Gelos. Tutores: José Joskowicz, Rafel Sotelo 
Facultad de Ingeniería, Universidad de Montevideo, Montevideo, Uruguay, 
Marzo de 2012 
 
[120]  VQEG Phase I Test Sequences. [Online]. Available at: 
ftp://vqeg.its.bldrdoc.gov/SDTV/VQEG_PhaseI/TestSequences/Reference/ 
 
