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Abstract—Low-Power Wide-Area Network (LPWAN) is an
emerging communication standard for Internet of Things (IoT)
that has strong potential to support connectivity of a large num-
ber of roadside sensors with an extremely long communication
range. However, the high operation cost to manage such a large-
scale roadside sensor network remains as a significant challenge.
In this paper, we propose LOC-LPWAN, a novel optimization
framework that is designed to reduce the operation cost using
the cross technology communication (CTC). LOC-LPWAN allows
roadside sensors to offload sensor data to passing vehicles that
in turn forward the data to a LPWAN server using CTC aiming
to reduce the data subscription cost. LOC-LPWAN finds the
optimal communication schedule between sensors and vehicles
to maximize the throughput given an available budget of the
user. Furthermore, LOC-LPWAN optimizes the fairness among
sensors by allowing sensors to transmit similar amounts of data
and preventing certain sensors from dominating the opportunity
for data transmissions. LOC-LPWAN also provides an option that
allows all sensor to transmit data within a specific delay bound.
Extensive numerical analysis performed with real-world taxi data
consisting of 40 vehicles with 24-hour trajectories demonstrate
that LOC-LPWAN improves the throughput by 72.6%, enhances
the fairness by 65.7%, and reduces the delay by 28.8% compared
with a greedy algorithm given the same budget.
Index Terms—LPWAN, Vehicular Network, V2X
I. INTRODUCTION
Low-Power Wide-Area Network (LPWAN) is an emerging
network paradigm for Internet of Things (IoT) that is designed
to support connectivity of a huge number of low-power
devices with extremely long-range communication at a low
cost [1], [2]. With growing demand for LPWAN technology,
numerous LPWAN standards have been developed such as
NB-IoT [3], LTEM [4], 5G [5], SNOW [6][7], LoRa [8],
SigFox [9], etc. While LPWAN is increasingly used in nu-
merous IoT applications such as smart irrigation [10], smart
agriculture [11], smart health [12], and smart buildings [13],
the vehicular section is receiving noteworthy attention due to
the significant potential of LPWAN technology for connecting
a large number of roadside sensors [14], [15]. As such, vari-
ous intelligent transportation systems (ITS) applications have
been investigated based on LPWAN [16], [17], e.g., parking
surveillance system [18], [19], vehicle diagnostic system [20],
and vehicular monitoring system [21].
A significant challenge of establishing connectivity of road-
side sensors using LPWAN is the high operation cost espe-
cially when licensed/cellular bands are used (i.e., NB-IoT [3],
LTEM [4], 5G [5]) that require data usage-based subscription
fees. Currently, there are different kinds of data plans avail-
able for both LTE-M and NB-IoT from the cellular network
providers in the US (e.g., AT&T, Verizon and T-Mobile). For
LTE-M, AT&T charges $1 per month for one device with a 500
KB data limit with no specific device limit [22]. Verizon on
the other hand offers the same 500 KB data per month with a
costlier $3 package [23]. T-Mobile offers 1 MB data per month
with $0.5 for both LTE-M and NB-IoT [24]. On the other
hand, while LPWAN technology based on non-licensed/non-
cellular network (e.g., SNOW [6][7], LoRa [8], SigFox [9])
can be used to save the cost, recent research demonstrates that
when covering a huge area of interest with a large number of
sensors, the maintenance cost could possibly be higher than
the subscription-based LPWAN [25].
To address this cost issue, different approaches have been
developed [26]. We categorize these solutions largely into
three groups: (1) hardware-based, (2) data reduction-based,
and (3) free channel-based solutions. The hardware-based
methods basically reduce the device cost by developing a
LPWAN node with low-cost hardware design, e.g., by de-
veloping a low-cost radio interface [27] or adopting a low-
cost processor [28]. However, these hardware-based cost re-
duction methods are only effective for the initial deployment
stage, failing to lower the major cost due to the monthly or
yearly subscription fees. The data reduction-based methods
are focused on designing algorithms to reduce the size of data
being transmitted by LPWAN nodes through dynamic resam-
pling [29], and sensor data integration [30]. Although these
methods successfully reduce the data size thereby reducing the
cost, LPWAN nodes still need to transmit sensor data incurring
cost. The free channel-based methods allow LPWAN nodes
to communicate via unlicensed channels such as TV white
spaces [6][7]. However, depending on the number of connected
devices on a shared spectrum, relying on a licensed band
becomes inevitable to prevent performance degradation [31].
In this paper, we propose LOC-LPWAN (Low Opera-
tion Cost LPWAN), an incentive-based optimization frame-
work that reduces the operation cost of roadside sensors
using the cross technology communication (CTC) [32]. In
the proposed approach, sensors are allowed to communicate
with vehicles within its communication range based on CTC
that enables communication between devices using hetero-
geneous communication standards, i.e., LPWAN for sensors
and 5G/LTE/DSRC-based V2X for vehicles. LPWAN nodes
transmit sensor data to vehicles which in turn forward the
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data to a LPWAN server, thereby saving the data cost that
would be incurred if the licensed band was used for data
transmission. LOC-LPWAN is designed to find the optimal
data communication schedule between LPWAN nodes and
vehicles that maximizes the total amount of data that are
transmitted by sensors given the maximum budget and the
minimum compensation being paid to participating vehicles.
LOC-LPWAN utilizes the regular trajectories of vehicles such
as bus routes and commuting routes to derive the optimal
schedule and is capable of dynamically adapting the schedule
in response to current traffic conditions by exploiting the
fast computation speed. LOC-LPWAN allows operators to set
their desired maximum budget depending on their funding
availability and maximizes the benefits within the budget
constraint. Furthermore, LOC-LPWAN allows to configure
the degree of fairness among sensors in terms of how much
data sensors transmit by preventing some sensors from pre-
dominating the opportunity to transmit data. Additionally, the
operator is provided with an option of enforcing delay-bound
data transmission, i.e., all sensor data are guaranteed to be
transmitted within a specified delay bound.
Extensive numerical study is conducted to evaluate the
performance of LOC-LPWAN using the T-Drive trajectory
dataset [33], [34] which comprises of one-week GPS trajec-
tories of taxis in Beijing, China, in comparison with a greedy
approach where sensors transmit data whenever there is a
vehicle in its communication range as long as the available
budget is not exhausted. The results demonstrate that LOC-
LPWAN identifies the optimal communication schedule and
participating vehicles to significantly increase the total amount
of data being transmitted. It is also shown that LOC-LPWAN
successfully achieves fair and delay-bound data transmissions.
Specifically, LOC-LPWAN improves the throughput by 72.6%,
enhances the fairness of data transmission by 65.7%, and
reduces the delay between sensor data generation time and
data transmission time by 28.8%, in comparison with a greedy
algorithm. Overall, our contributions are summarized as fol-
lows.
• A novel cross technology communication (CTC)-based
approach is proposed to reduce the operation cost of
LPWAN-based roadside sensors.
• A novel optimization framework is designed to find
the optimal communication schedule between LPWAN
sensors and vehicles given the budget constraints.
• The proposed optimization framework achieves fair data
transmission for LPWAN sensors as well as delay-bound
data transmission that guarantees sensor data to be trans-
mitted within a specific time bound after the data is
generated.
• Extensive numerical study using the real-world GPS
trajectories of taxis is conducted to demonstrate the
effectiveness of the proposed optimization framework.
This paper is organized as follows. In Section II, we review
the related work focusing on the cost reduction mechanisms
for LPWAN as well as the cross technology communication.
The system model and notations used throughout this paper
are defined in Section III. Based on this system model, we
present the details of LOC-LPWAN in Section IV in which
we discuss the optimal scheduling for communication, fair and
delay-bound data transmissions for sensors. Simulation results
are demonstrated in Section V, and we conclude in Section VI.
II. RELATED WORK
This section presents a literature review on cost reduction
mechanisms for deploying, operating, and managing LPWAN
sensors. We also review recent research on the cross technol-
ogy communication.
A. Cost Reduction Mechanisms for LPWAN
Despite the significant advantages of LPWAN, the high
operation cost for massive deployment and management of LP-
WAN nodes is a significant barrier for industry and academia
in adopting the technology [28]. Various cost reduction mecha-
nisms have been developed to address this issue. We categorize
these works into three groups: hardware-based, data reduction-
based, and free channel-based methods.
Hardware-Based Methods: These approaches are focused
on reducing the cost through cost-effective hardware design
of LPWAN nodes. For example, the device cost is reduced
by developing a power-efficient radio interface [27]; A novel
LPWAN platform, uLoRa, is designed using a ultra low-
power ARM process to reduce the device cost [28]; A novel
multiplier-less filter is developed based on chirp segmentation
and quantization to reduce the cost [35]; A low-cost testbed,
Chirpbox is developed to support large-scale deployment of
LPWAN nodes [36]; Another cost-effective testbed based on
power-supply and power-management board is developed [37].
Although these hardware-based mechanisms reduce the initial
deployment cost by lowering the device cost, they fail to cut
down the periodic data subscription fees.
Data Reduction-Based Methods: These methods are de-
signed to reduce the cost by decreasing the data packet
size. Botero et al. reduce the packet size through dynamic
subsampling, data fusion, and data scaling [29]. A novel
data integration method is developed to reduce the size of
packets [30]. A cost analysis on varying sensing intervals is
performed [38]. While the reduced packet size contributes to
lowering the cost, these methods still require LPWAN nodes
to transmit packets to the server. In particular, we note that a
synergistic effect can be created by combining our approach
with these data-reduction-based methods, i.e., by offloading
more packets to vehicles due to the reduced packet size.
Free Channel-Based Methods: These approaches are de-
signed to save the cost by exploiting unlicensed bands for
transmitting data. A novel LPWAN technology that operates
over the TV white spaces called SNOW is developed [6][7].
To address the high device cost of SNOW (i.e., Universal Soft-
ware Radio Peripheral (USRP) devices being used as LPWAN
nodes) and the large form factor of such LPWAN nodes, a low-
cost, low-power, and low form-factor LPWAN nodes based on
the TV white space are developed [17][39]. However, such free
channels are not always available especially depending on the
demand of connected devices [31].
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B. Cross Technology Communication (CTC)
Cross-Technology Communication (CTC) enables direct
communication among devices running different communi-
cation technologies [40]. A signal emulation technique is
developed to use Wi-Fi signals to emulate ZigBee signals [32].
A symbol-level encoding mechanism is developed to enable
more efficient ZigBee to Wi-Fi CTC [41]. BLE2LoRa enables
CTC between Bluetooth Low Energy (BLE) and LoRaWAN
(LPWAN) using the frequency shifting of BLE devices [42].
LoRaBee is another solution that enables CTC between Zig-
Bee and LoRa (LPWAN) [43].
Numerous research works have been conducted to enhance
the effectiveness of CTC. Transmitter-transparent CTC is
developed to significantly improve the throughput of CTC by
leaving the processing complexity completely at the receiver
side [44]. B2W2 is developed to enable N-way concurrent
communication among devices with different communication
technologies (i.e., Wi-Fi, and BLE) [45]. To overcome the
high quantization errors due to the frequency domain-based
approaches and improve reliability, the first time-domain emu-
lation (TDE) method is developed [40]. TwinBee is developed
to recover the intrinsic emulation errors [32]. Another method
to improve the reliability through bidirectional CTC design
is developed [46]. A routing protocol for CTC is developed
to allow packets routed among devices with heterogeneous
communication technologies [47]. In this work, we assume
that CTC is used to enable direct communication between
LPWAN nodes and vehicles that use different communication
technologies, i.e., LPWAN, and 5G/LTE/DSRC-based V2X,
respectively.
III. SYSTEM MODEL
We consider a two dimensional target area. The time is
discretized into time slots denoted by T = {t1, t2, ..., tn}. The
duration of each time slot is 1 second. There are Nv vehicles
denoted by V = {v1, v2, ..., vNv} that wish to participate
in the incentive program. Each vehicle v ∈ V has a set of
estimated trajectories denoted by Rv = {R
1
v, R
2
v, ..., R
n
v }. An
i-th trajectory of vehicle v ∈ V denoted by Riv ∈ Rv is a
sequence of GPS points, i.e., Riv = {r
1
v,i, r
2
v,i, ..., r
|Riv |
v,i } where
rjv,i ∈ R
2. Corresponding to Rv is a set of time traces Trv =
{Tr1v, T r
2
v, ..., T r
n
v } for vehicle v ∈ V . An i-th time trace
of vehicle v ∈ V is denoted by Triv = {t
1
v,i, t
2
v,i, ..., t
|T iv |
v,i }
where each element tkv,i ∈ T of Tr
i
v is the time stamp of the
corresponding GPS point rkv,i of R
i
v (i.e., |Tr
i
v| = |R
i
v|).
There are Ns sensors denoted by S = {s1, s2, ..., sNs}.
The GPS location of a sensor s ∈ S is denoted by ps ∈ R
2.
The data transmission cost of a sensor being paid to a vehicle
for transmitting a data unit is denoted by αcost dollars. It is
determined considering the data subscription plan, i.e. it should
be smaller than the actual cost for transmitting a data unit
to save money each time a data unit is transmitted. Another
parameter is the communication range of a sensor denoted
by αrange in meters. A sensor can only communicate with a
vehicle if the geodetic distance between the vehicle and sensor
is smaller than αrange. Lastly, the data generation rate of a
TABLE I
LIST OF NOTATIONS
Notations
T = {t1, t2, ..., tn}
The discretized time into time slots.
The duration of each time slot is 1
second
V = {v1, v2, ..., vNv }
A set of vehicles wishing to participate
in the incentive program
Rv = {R1v, R
2
v, ...,R
|Rv |
v } A set of trajectories of vehicle v ∈ V
Riv = {r
1
v,i, r
2
v,i, ..., r
|Riv|
v,i }
An i-th trajectory of vehicle v consist-
ing of a sequence of |Riv| GPS points
r
j
v,i ∈ R
2
Trv = {Tr1v, ..., T r
|Trv |
v } A set of time traces of vehicle v ∈ V
Triv = {t
1
v,i, t
2
v,i, ..., t
|Triv |
v,i }
An i-th time trace of vehicle v consist-
ing of a sequence of |T iv| time stamps
corresponding to Riv (i.e.,|T
i
v| = |R
i
v|)
S = {s1, s2, ..., sNs} A set of deployed LPWAN sensors.
ps ∈ R2 The GPS location of sensor s ∈ S
αcost
A cost for transmitting a data unit to a
participating vehicle
αrange The communication range of a sensor
αrate The data generation rate of a sensor
cmin
A minimum compensation being paid
to participating vehicles
cmax The maximum budget
M
rx
A Nv × Ns × T matrix represent-
ing transmissions between vehicles and
sensors during a time period T
D
A Nv × Ns × T matrix represent-
ing time-varying geodetic distances be-
tween vehicles and sensors during a
time period T
sensor is αrate which means that a sensor generates αrate data
units per second.
A Nv×Ns×T matrix denoted by M
rx represents the data
transmission status between sensors and vehicles during a time
period T , i.e., indicating whether a sensor has transmitted a
data unit to a vehicle or not at any time. More precisely, an
element Mrxi,j,t of matrix M is 1 if vehicle i ∈ V is within the
range of sensor j ∈ S at time t and receives a data unit from
sensor j at time t. A single data unit represents the amount of
data that can be transmitted by a sensor in one time slot which
can be easily set up based on the specifications of LPWAN
nodes. We also define a Nv ×Ns × T matrix denoted by D.
Each element Di,j,t of this matrix D represents the geodetic
distance between a vehicle i ∈ V and a sensor j ∈ S at
time t. This matrix D can be pre-computed before performing
optimization using the communication range αrange, set of
trajectories Rv, and corresponding time traces Trv , ∀v.
We assume that the operator sets the maximum amount
of budget denoted by cmax dollars that can be spent to pay
for participating vehicles, i.e., those who will forward data
units based on the optimal schedule. We also assume that
each participating vehicle receives at least cmin dollars during
a time period T to encourage participation. The maximum
budget cmax for a time period T , therefore, should be smaller
than the actual data subscription cost to save money. All
notations and parameters are summarized in Table I.
IV. PROPOSED APPROACH
A. Scheduling Communication
We formulate an optimization problem of finding a commu-
nication schedule between sensors and vehicles that maximizes
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the total amount of data being transmitted by sensors given a
set of parameters {αcost, αrange, αrate, cmin, cmax}. Solving
this optimization problem allows the user to obtain a set of
participating vehicles and an amount of incentives given to
each participating vehicle. We represent the set of participating
vehicles as a vector V¯ where V¯i = 1 if
∑
j∈S
∑
t∈T
M
rx
i,j,t ·αcost >
cmin, i ∈ V , and otherwise V¯i = 0. This means that a vehicle
is considered as a participating vehicle if it receives data from
sensors for which the amount of compensation is greater than
cmin. Now the communication scheduling problem can be
formally defined as the following.
Definition IV.1. Communication Scheduling for Partici-
pating Vehicles (CSPV) Problem: Find the optimal com-
munication schedule between sensors in S and vehicles
in V such that the total amount of data transmitted,∑
i∈V
∑
j∈S
∑
t∈T
M
rx
i,j,t, is maximized given the trajectories Rv
and time traces Trv of vehicles in V and the parameter
set {αcost, αrange, αrate, cmin, cmax}. This problem outputs
a set of participating vehicles V¯ along with an amount of
compensation for each vehicle,
∑
j∈S
∑
t∈T
M
rx
i,j,t · αcost, ∀i ∈ V¯ .
The CSPV problem can be formulated as an 0-1 integer
linear program as follows.
argmax
V¯
∑
i∈V
∑
j∈S
∑
t∈T
M
rx
i,j,t
s.t.
∑
i∈V
∑
j∈S
∑
t∈T
M
rx
i,j,t · αcost ≤ cmax (1)
∑
j∈S
∑
t∈T
M
rx
i,j,t · αcost > cmin, ∀i ∈ V¯ (2)
0 ≤
∑
i∈V
M
rx
i,j,t ≤ 1, ∀j, t (3)
∑
i∈V
∑
t′<t
M
rx
i,j,t′ ≤ t · αrate, ∀j, t (4)
Di,j,t ·M
rx
i,j,t ≤ αrange, ∀i, j, t (5)
0 ≤ V¯i ≤ 1, ∀i (6)
V¯i = min(
∑
j∈S
∑
t∈T
M
rx
i,j,t, 1), ∀i (7)
0 ≤ Mrxi,j,t ≤ 1, ∀i, j, t (8)
, where Constraints (1) and (2) are related to the budget.
Specifically, Constraint (1) ensures that the total amount of
compensation given to all participating vehicles in V¯ should be
smaller than or equal to the maximum budget cmax; Constraint
(2) indicates that at least cmin should be given to each
participating vehicle; In particular, this constraint is introduced
to encourage participation of vehicles. Constraint (3) ensures
that a sensor can communicate with only one vehicle at a time
(i.e., unicast) to prevent unnecessary involvement of vehicles
for transmitting the same packet to save the cost. Constraint
(4) enforces that a sensor can only transmit if it has data to
send which is determined based on the data generation rate
αrate. Constraint (5) dictates that a sensor can only commu-
nicate with a vehicle within its communication range αrange.
Specifically, an element of matrixMrxi,j,t is 1 if communication
occurs between vehicle i ∈ V and sensor j ∈ S at time t; thus
Di,j,t ·M
rx
i,j,t gives the geodetic distance between the vehicle
and the sensor at time t. It is worthy to note that in order to
take into account more realistic communication range into our
problem, αrange can be replaced by a function that represents a
particular communication range model. Constraints (6) and (7)
are used to define the set of participating vehicles. Constraint
(8) is the boundary conditions of variables. Once V¯ is found
by solving the CSPV problem, the amount of compensation
given to each vehicle is determined based on the amount of
data being forwarded by the vehicle.
A salient feature of LOC-LPWAN is that it accounts for
dynamically changing estimated trajectories (i.e.,Rv andTrv)
in response to current traffic conditions. Specifically, starting
with initial estimated trajectories, LOC-LPWAN can update
participating vehicles based on updated trajectories accord-
ing to dynamically changing traffic conditions. Furthermore,
to begin with high-quality estimated trajectories, it is also
possible to use a “mean” trajectory that is constructed with
average arrival times at a set of predefined points on a specific
trajectory based on the history of the trajectories over multiple
days. Any vehicle can participate in the incentive program
by submitting the history of their regular routes such as
commuting routes.
B. Fair Scheduling
An important issue of the CSPV problem is to guarantee
fairness among sensors in terms of the number of data units
transmitted. For example, we may end up with a solution
where some sensors transmit a significantly larger amount of
data compared to other sensors. To address this issue, in this
section, we define a new problem based on the extension of
the CSPV problem.
Definition IV.2. Fair Communication Scheulding for Par-
ticipating Vehicles (F-CSPV) Problem To achieve fairness of
data transmission, solve the CSPV problem such that the dif-
ference between the largest amount of data being transmitted
by a sensor, maxj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t, and the smallest amount
of data being transmitted by a sensor, minj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t,
becomes minimal.
We formulate the F-CSPV problem by modifying the ob-
jective function of the CSPV problem and introducing a new
parameter ̥(0 ≤ ̥ ≤ 1) that is used to control the degree of
fairness as follows.
argmax
V¯
[
̥ ·
∑
i∈V
∑
j∈S
∑
t∈T
M
rx
i,j,t
|S||V ||T |
−(1−̥) ·
maxj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t −minj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t
|V ||T |
]
s.t. All constraints (1)− (8)
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It can be noted that the objective function is designed to
strike a balance between the throughput and fairness by
introducing a new parameter ̥. In particular, the first term
representing the throughput (i.e., ̥ ·
∑
i∈V
∑
j∈S
∑
t∈T
M
rx
i,j,t
|S||V ||T | ) and
the second term representing the fairness (i.e., (1 − ̥) ·
maxj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t−minj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t
|V ||T | ) are normalized to
fit in the range between 0 and 1.
The objective function can be linearized as follows by
introducing two new variables zmax and zmin and adding
new constraints to remove the max and min functions in the
objective function as follows.
argmax
V¯
[
̥ ·
∑
i∈V
∑
j∈S
∑
t∈T
M
rx
i,j,t
|S||V ||T |
− (1−̥) ·
zmax − zmin
|V ||T |
]
s.t. All constraints (1)− (8)
zmax ≥
∑
i∈V
∑
t∈T
M
rx
i,j,t, ∀j ∈ S (9)
zmin ≤
∑
i∈V
∑
t∈T
M
rx
i,j,t, ∀j ∈ S (10)
C. Delay-Bound Scheduling
Some applications are not delay tolerant and require sensor
data to be transmitted within a certain time. To impose such
a delay bound on data transmission, in this section, we define
a new problem Delay-bound F-CSPV (DF-CSPV) problem as
follows.
Definition IV.3. Delay-Bound and Fair Communication
Scheduling for Participating Vehicles (DF-CSPV) Problem
Solve the F-CSPV problem such that any data unit must be
transmitted within a certain delay bound δ.
The idea to formulate this problem is to introduce an
additional constraint with a new parameter δ. With the new
constraint, the DF-CSPV problem is formulated as follows.
argmax
V¯
[
̥ ·
∑
i∈V
∑
j∈S
∑
t∈T
M
rx
i,j,t
|S||V ||T |
− (1−̥) ·
zmax − zmin
|V ||T |
]
s.t. All constraints (1)− (10)
M
rx
i,j,t · t−
∑
i′∈V
∑
t′≤t
M
rx
i′,j,t′
αrate
< δ, ∀i, j, t (11)
Here, since Mrxi,j,t is 1 if sensor j ∈ S transmitted a data unit
to vehicle i ∈ V at time t, Mrxi,j,t · t is the time when the data
unit was transmitted, acquiring the ‘transmission time’. We
then subtract the ‘data generation time’ (i.e., the time when the
data unit was generated) from the transmission time to obtain
the delay. Specifically,
∑
i′∈V
∑
t′<t
M
rx
i′,j,t′ is the total number of
data units that have been transmitted by sensor j until time
t. If we divide this by the data generation rate αrate, we get
the time when the latest data unit was generated, acquiring
the ‘data generation time’. Consequently, we can calculate
the delay as the transmission time minus the data generation
time. This delay should be smaller than δ to satisfy the delay-
bound constraint. For example, assume that a sensor transmits
a data unit to a car at 5 second. So, the transmission time is
5 (i.e., Mrxi,j,t · t = 5). Also assume that the data generation
rate αrate is 2, which means that 2 data units are generated
per second and that so far, the sensor has transmitted 3 data
units (i.e.,
∑
i′∈V
∑
t′<t
M
rx
i′,j,t′ = 3). The generation time for the
latest data unit that is just transmitted is 3/2 = 1.5. Thus, the
time difference between the transmission time and the data
generation time is = 5 - 1.5 = 3.5 second, which is the delay.
V. RESULTS
We conduct a numerical study to evaluate the performance
of LOC-LPWAN. The dataset and baseline algorithm used for
this study are described. And then, we measure the throughput
and number of participating vehicles. After determining the
optimal parameter ̥, zmax − zmin is measured using the
optimal parameter to evaluate the fairness. We then measure
the delay between data generation time and data transmission
time and conclude the study with measurement of the com-
putation time to demonstrate feasibility of updating solutions
dynamically in response to current traffic conditions.
A. Analysis Setup
Algorithm 1: The greedy algorithm.
1 Input: T,Rv,Trv, V, S, αcost, αrange, αrate, cmin, cmax
2 Output: Mrx
3 for each time t ∈ T do
4 for each sensor s ∈ S do
5 // Generate sensor data according to the data
generation rate αrate.
6 Datas ← Datas + αrate
7 if Datas ≥ 1 then
8 for each vehicle v ∈ V do
9 if v is within the range αrange of s then
10 // If vehicle v has not received data
units from any sensor yet at time t,
then allow sensor s to transmit a
data unit to vehicle v.
11 if Mrxv,j,t 6= 1, ∀j then
12 M
rx
v,s,t ← 1
13 Datas ← Datas − 1
14 break
15 // Terminate if the budget is used up.
16 if αcost ·
∑
i∈V
∑
j∈S
∑
t∈T
M
rx
i,j,t > cmax then
17 return
We use a PC equipped with Intel Core i7-9750H CPU @
2.60GHz with 16GB of RAM running Windows 10 64-bit
operating system. To implement, run, and obtain solutions
for the CSPV, F-CSPV, and DF-CSPV problems, we use the
MATLAB optimization toolbox. We adopt real-world vehicle
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trajectories, T-Drive trajectory dataset [33], [34] that contains
one-week trajectories of taxis with the total length being 9
million kilometers. From this dataset, we extract day-long
GPS trajectories of 40 taxis within 6 districts in Beijing,
China, considering that LOC-LPWAN can be utilized most
effectively for cost savings in a region-by-region basis for
the purpose of quick solution updates, rather than covering
the whole city. We then deploy 10 sensors randomly in the
target region. We repeat deployment of these sensors 10 times,
thereby creating 10 random scenarios for this analysis. The
parameters αcost, αrange, αrate, cmin, and cmax are set to
$1/MB, 2,000m, 1KB/sec, $2, and $1,000, respectively.
Since LOC-LPWAN is the first approach that computes
the optimal communication schedule based on CTC between
sensors and vehicles, we develop our own baseline algorithm
to compare the performance with LOC-LPWAN in terms of
the throughput, fairness, and delay. Specifically, we create a
greedy algorithm that allows sensors to transmit data units
whenever there is a vehicle within its communication range.
The pseudocode of the greedy algorithm is shown in Algo-
rithm 1. In this algorithm, each sensor keeps generating sensor
data according to its data generation rate αrate (Line 6), where
Datas is the number of data units that have been generated
by sensor s. If sensor s has data units to transmit and there
is a vehicle v within the communication range αrange (Lines
7-9), sensor s transmits a data unit to vehicle v. The algorithm
terminates when the available budget cmax is exhausted (Line
16-17). Note that Rv and Trv are used to determine whether
a vehicle is within the range of a sensor at a certain time or
not. Lastly, the greedy algorithm excludes vehicles from the
obtained list of participating vehicles that have not received
enough compensation cmin.
B. Throughput
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Fig. 1. The total number of data units transferred for LOC-LPWAN and the
greedy algorithm. The throughput is increased by up to 146.7% compared
with the greedy algorithm.
LOC-LPWAN is designed to maximize the throughput (i.e.,
the total number of data units transmitted during a specific
time period) given the limited budget set by the operator.
In this section, we measure the throughput of LOC-LPWAN
and compare that with the greedy algorithm for 10 random
scenarios. The results are shown in Fig. 1. As shown, LOC-
LPWAN has remarkably higher throughput in all scenarios,
specifically by up to 146.7%, and by 72.6% on average. It is
worth to mention that the throughput of the greedy algorithm
can be increased by repeatedly finding more participating
vehicles with the amount of compensation being greater than
cmin. However, such a brute force approach that repeatedly re-
runs the greedy algorithm is computationally too expensive.
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Fig. 2. The number of participating vehicles for both LOC-LPWAN and
the greedy algorithm in 10 random scenarios. To maximize the throughput,
LOC-LPWAN employs more vehicles than the greedy algorithm. However,
the number of participating vehicles vary because LOC-LPWAN focuses on
maximizing the throughput without considering the number of participating
vehicles.
We also measure the number of participating vehicles for
LOC-LPWAN and compare with the greedy algorithm. The
results are depicted in Fig. 2. Although more vehicles are
selected by LOC-LPWAN in all scenarios than that of the
greedy algorithm, the number of selected participating vehicles
vary in different scenarios. The reason is because the proposed
optimization solution is focused on maximizing the total
amount of data transmitted without considering the number
of participating vehicles. In other words,it cannot differentiate
selecting a relatively small number of participating vehicles
with a large amount of data transmissions from selecting a
large number of participating vehicles with a small amount of
data transmissions. However, It is worthy to note that if the op-
erator needs to impose a constraint on the maximum number of
data units being transmitted to each participating vehicle, it is
easy to add such a constraint, i.e.,
∑
j∈S
∑
t∈T
M
rx
i,j,t < N, ∀i ∈ V .
C. Fairness
We evaluate the performance of LOC-LPWAN in terms of
fairness of data transmission among sensors. We first deter-
mine the optimal value for the parameter ̥ for each scenario
which is used for the evaluation of fairness. Specifically, we
aim to choose ̥ that maximizes the normalized throughput
(i.e.,
∑
i∈V
∑
j∈S
∑
t∈T
M
rx
i,j,t
|S||V ||T | ) and minimizes the normalized gap be-
tween the maximum and minimum amount of data units being
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Fig. 3. Effect of ̥ on the throughput and delay. The results demonstrate the
tradeoff between the throughput and the gap and indicates that one can choose
the parameter ̥ such that the objective function of the F-CSPV problem is
maximized.
transmitted (i.e.,
maxj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t−minj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t
|V ||T | ).
Note that a smaller gap means better fairness. Fig. 3 depicts
the results. As ̥ increases, the throughput is enhanced since
higher ̥ provides stronger weight on the throughput; however,
at the cost of increased throughput, the gap increases, repre-
senting deteriorated fairness. The results suggest that there is a
tradeoff between the throughput and the gap and demonstrate
that one can easily choose ̥ that maximizes the objective
function of the F-CSPV problem.
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Fig. 4. Selected ̥ for each scenario. In most scenarios, the parameter is
selected between 0.5 and 0.6 indicating a good balance between the throughput
and fairness in the objective function of F-CSPV problem.
Fig. 4 displays selected ̥ for each scenario. It is observed
that in most scenarios, ̥ is selected between 0.5 and 0.6
indicating that the normalization of the throughput and delay
in the objective function of the F-CSPV problem is adequately
defined to balance between the throughput and fairness.
Using selected ̥, we measure the fairness of LOC-
LPWAN and compare that with the greedy algorithm. Specifi-
cally, we measure the gap between the largest and smallest
amount of data transmitted (i.e., maxj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t −
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Fig. 5. The gap between the largest and smallest data units being transmitted
by sensors for all scenarios. LOC-LPWAN has significantly higher fairness
(i.e., much smaller gap) than the greedy algorithm.
minj∈S
∑
i∈V
∑
t∈T
M
rx
i,j,t). The results are depicted in Fig. 5,
clearly demonstrating that LOC-LPWAN offers significantly
better fairness (i.e., much smaller gap) compared with the
greedy algorithm. Specifically, LOC-LPWAN decreases the
gap by 65.7% on average, and in some case, by almost 100%.
D. Delay
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Fig. 6. Cumulative distribution function (CDF) graph of the delay measured
for LOC-LPWAN and the greedy algorithm. LOC-LPWAN keeps precisely
the delay constraint at the cost of reduced throughput by 15%.
We evaluate the performance of LOC-LPWAN and the
greedy algorithm regarding delay-bound scheduling. Specif-
ically, we measure the delay between the data generation time
and data transmission time for each data unit transmitted in
all scenarios. For this study, we set the delay constraint to
60 seconds, i.e., communication schedule is determined such
that all data units should be sent out from sensors within
60 seconds from the data generation time. Fig 6 shows the
cumulative distribution function (CDF) graph of the delays
of all data units being transmitted for both LOC-LPWAN
and the greedy algorithm. The results demonstrate that LOC-
LPWAN keeps the deadline precisely by transmitting all data
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units within 60 seconds. More specifically, compared with the
greedy algorithm, LOC-LPWAN reduces the delay by 28.8%
on average. However, it should also be noted that a tight delay
constraint reduces the throughput; with the 60 second delay
constraint, LOC-LPWAN ended up transmitting 15% smaller
number of data units.
E. Execution Time
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Fig. 7. Cumulative distribution function (CDF) graph of the execution time of
LOC-LPWAN for varying number of trajectories. The average execution time
is 70sec, 71.8sec, and 76.2sec, for 10, 50, and 100 trajectories, respectively.
A key feature of LOC-LPWAN is the capability of updating
the communication schedule adaptively in response to dynami-
cally changing traffic conditions. Therefore, the execution time
of LOC-LPWAN should be fast. In this section, we measure
the execution time of LOC-LPWAN with different number of
trajectories, i.e., 10, 50, and 100. The results are depicted in
Fig. 7. Overall, LOC-LPWAN computes the optimal commu-
nication schedule quickly. Specifically, the average execution
time is 70sec, 71.8sec, and 76.2sec, for 10, 50, and 100
trajectories, respectively. We also observe that the execution
time increases slightly for larger number of trajectories. While
Fig. 7 does not represent the execution time of the greedy
algorithm, we acknowledge that the greedy algorithm is very
fast at the cost of suboptimal communication scheduling,
fairness, and delay; specifically, the average execution time
for the greedy algorithm is 0.26sec, 0.32sec, 0.37sec, for 10,
50, and 100 trajectories, respectively. It should also be noted
that the execution time of the greedy algorithm increases
significantly by running it repeatedly to find better solutions
using a brute force approach.
VI. CONCLUSION
We have presented LOC-LPWAN, a novel optimization
framework that is designed to reduce the operation cost
of roadside LPWAN sensors by using the cross platform
technology. LOC-LPWAN allows sensors to offload sensor
data to passing vehicles that forward the data to the LPWAN
server, thereby reducing the cost for data transmissions. An
optimization framework is developed to find the optimal
communication schedule between sensors and vehicles to
maximize the total amount of data transmitted given the
maximum budget and minimum amount of compensation for
each participating vehicle. The optimization framework also
minimizes the gap between the largest and smallest number
of data units transmitted by sensors to maximize the fairness
by preventing sensors in certain areas from dominating data
transmissions. It also ensures that all data units are transmitted
with a specific delay bound. Numerical analysis performed
with real-world trajectories of taxis demonstrates that LOC-
LPWAN has significantly higher throughput compared with a
greedy algorithm. Additionally, the fairness of data transmis-
sions is substantially increased in LOC-LPWAN, and all data
units are transmitted exactly within the specified time bound.
We expect that LOC-LPWAN will be a very useful tool
for academia, industry, and government agencies who plan
to develop ITS applications that deploy a large number of
roadside LPWAN sensors and operate the network for a long
period of time to save the cost significantly. While LOC-
LPWAN is specifically designed for roadside sensors, it can
be easily applied to other applications. For example, sensors
deployed in a farm will be able to communicate with the
smartphones of farmers, trackters, and UAVs to save the cost.
Also, the cost for sensors deployed in a building for a smart
building application can be saved by applying our work to
allow the sensors to communicate with the smartphones of
people in the building.
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