Abstract. We prove that conservation of probability for the free heat semigroup on a Riemannian manifold M (namely stochastic completeness), hence a linear property, is equivalent to uniqueness of positive, bounded solutions to nonlinear evolution equations of fast diffusion type on M of the form ut = ∆φ(u), φ being an arbitrary concave, increasing positive function, regular outside the origin and with φ(0) = 0. Either property is also shown to be equivalent to nonexistence of nontrivial, nonnegative bounded solutions to the elliptic equation ∆W = φ −1 (W ) with φ as above. As a consequence, explicit criteria for uniqueness or nonuniqueness of bounded solutions to fast diffusion-type equations on manifolds, and on existence or nonexistence of bounded solutions to the mentioned elliptic equations on M are given, these being the first results on such issues.
Introduction
Let M be a complete, connected, noncompact Riemannian manifold of dimension N ≥ 2. We recall that M is said to be stochastically complete if the lifetime of Brownian paths on M is a.s. infinite or, in analytical terms, if the free heat semigroup preserves the identity in the sense that M p(t, x, y) dy = 1 for some, hence all, (t, x) ∈ M × (0, +∞), where p is the (minimal) heat kernel on M and dy denotes the Riemannian measure on M .
A number of analytic and/or geometric conditions ensuring stochastic completeness, or incompletess, of M , are by now available, and it would be hopeless to give a complete list of references, for which we refer to the comprehensive discussions given by Grigor'yan e.g. in [9, 10, 11 ], but we mention at least that either curvature conditions, volume growth properties and function theoretic conditions, possibly originating from different contexts but applicable to the present problem as well, can be successfully used to verify stochastic completeness, see e.g. [1, 4, 6, 8, 16, 17, 18, 19, 20, 22, 23, 25, 26, 27, 28, 30] . To give a flavour of the curvature conditions that guarantee stochastic completeness, one can restrict the attention to CartanHadamard manifolds and notice that qualitatively, in such situation, stochastic completeness holds when curvature does not diverge to minus infinity faster than quadratically, and does not hold otherwise (see e.g. [22] for a precise statement).
Of particular interest for the present discussion is the well-known fact that stochastic completeness is related, in fact equivalent, to two other analytic properties. In fact, having fixed two positive constants λ, T and a bounded function u 0 , the following three properties turn out to be equivalent (see [9, Theorem 8.18] ):
• M is stochastically complete;
• The equation ∆v = λv does not admit any nonnegative, nontrivial bounded solutions;
• The Cauchy problem
has a unique nonnegative solution in L ∞ (M × (0, T )) for u 0 ∈ L ∞ (M ) with u 0 ≥ 0. Uniqueness, for bounded data, of solutions to the heat equation on Riemannian manifolds is therefore another form of stochastic completeness, and is in particular known to hold under some clear geometric assumptions, see e.g. [19, 22] .
In the recent years, the issue of uniqueness for nonlinear evolution equations posed on Riemannian manifolds has been the object of some investigation. In particular, the porous medium equation (see [29] for a thorough discussion of this equation in the Euclidean case)
where one has to assume that m > 1 so that the diffusion coefficient mu m−1 vanishes when u does, has been investigated e.g. in [12, 13, 14] . Among other issues, uniqueness results for suitable classes of data, possibly requiring appropriate curvature bounds, have been proved in such papers. Much less is known so far on (1.2) in the singular case m < 1, which goes under the name of fast diffusion equation since the diffusion coefficient mu m−1 diverges when u vanishes, thus forcing infinite speed of propagation and, in fact, even the possibility that solutions vanish in finite time. This has been indeed proved to happen, for suitable data, when M admits a spectral gap (i.e. min σ(−∆) > 0, where σ(−∆) is the L 2 spectrum of −∆), which is the case e.g. on Cartan-Hadamard manifolds when Sec ≤ −k for a suitable k > 0 (see [21] ), and in particular on the hyperbolic space (see [3] ). It has to be noted that, in the Euclidean case M = R N , for the special choice φ(u) = u m with m ∈ (0, 1) (the fast diffusion equation), existence and uniqueness of solutions to (1.2) hold instead even when u 0 is only required to be locally integrable, see [15] . Little seems to be known in this connection on noncompact manifolds other than R N . Uniqueness for strong solutions is presently known only when curvature is allowed to be negative, but decaying to zero at least quadratically, see [2] .
We shall prove here, rather surprisingly, that equivalence between stochastic completeness (a concept related to a linear evolution on M ) and uniqueness of bounded, positive solutions to (1.2) in the fast diffusion case m < 1 still holds, thus providing, given the above mentioned result of [9, Theorem 8.18 ]), what is in our view a rather unexpected connection between properties of linear and nonlinear evolutions on manifolds. In fact we shall prove more, namely that the above mentioned equivalence still holds if (1.2) is replaced by
where φ is an arbitrary concave, increasing positive function, regular outside the origin and with φ(0) = 0. The equivalence result can be pushed even further, and provide a full analogue (for positive solutions) to the linear result mentioned above, by proving, as we shall do, that either stochastic completeness, or uniqueness of nonnegative, bounded solutions to (1.3) is equivalent to nonexistence of nonnegative, nontrivial bounded solutions to the stationary, nonlinear elliptic problem
in M . Thus existence of positive, bounded solutions to (1.4) holds on any stochastically incomplete manifold, and in particular when curvature diverges to minus infinity faster than quadratically in the precise sense given in [22] . Under such conditions, nonuniqueness of nonnegative, bounded solutions of (1.3) also holds, in sharp contrast with the Euclidean situation. We stress that the above mentioned results on (1.3), (1.4) are of independent interest and, to our knowledge, are the first ones on these equations for general manifolds. As a byproduct of the above results, one gets immediately that uniqueness of bounded positive solutions to the nonlinear evolution given in (1.3) for a given concave, positive, regular outside the origin, structure function φ (including the linear case φ(x) = x) is equivalent to the same property for the same problem associated with any such structure function φ, a fact that we find remarkable. A similar property holds as concerns existence of bounded, positive, nontrivial solutions to the stationary problem (1.4) associated with different structure functions φ.
1.1. Statement of the main results. We denote by C the class of all functions φ : R + → R + satisfying the following assumptions:
Let M be a complete, connected, noncompact Riemannian manifold. For any T ∈ (0, +∞], any nonnegative u 0 ∈ L ∞ (M ) and any φ ∈ C, we can consider the nonlinear parabolic problem
which always has an L ∞ (M × (0, T )) nonnegative solution, by standard results. We shall also be concerned with the problem of existence of nonnegative, nontrivial, bounded solutions to the semilinear elliptic equation
(1.6) For the precise meaning of solution to the equations above we refer to Section 2.
We are now ready to state the main result of this paper. As an immediate Corollary of Theorem 1.1, we have the following result, which follows by simply noting that φ, T and u 0 are arbitrary in the above statement. Corollary 1.3. Let M be a complete, connected, noncompact Riemannian manifold. The following statements are equivalent, and each of them is equivalent to stochastic incompleteness (resp. completeness).
• For some bounded datum u 0 ≥ 0, some function φ ∈ C and some T ∈ (0, +∞] the Cauchy problem (1.5) admits at least two nonnegative solutions (resp. a unique nonnegative solution) in L ∞ (M × (0, T )).
• For all bounded data u 0 ≥ 0, all function φ ∈ C and all T ∈ (0, +∞] the Cauchy problem (1.5) admits at least two nonnegative solutions (resp. a unique nonnegative solution) in
• For some function φ ∈ C the semilinear elliptic equation (1.6) admits (resp. does not admit) a nonnegative, nontrivial, bounded solution.
• For all functions φ ∈ C the semilinear elliptic equation (1.6) admits (resp. does not admit) a nonnegative, nontrivial, bounded solution. A number of known conditions for stochastic completeness, or incompleteness, to hold, are known, see e.g. [11] . We state hereafter the consequences on the uniqueness, or nonuniquess, of solutions to the nonlinear evolution (1.5), and on existence, or nonexistence, of bounded solutions of (1.6), that follow by combining those results and Theorem 1.1. These seem to be the first results on such problems on general manifolds. 
(c) M has a pole o and the sectional curvature Sec ω w.r.t. planes containing the radial direction w.r.t. o satisfies 
and, again for r large enough,
Then for all nonnegative bounded data u 0 , all function φ ∈ C and all T ∈ (0, +∞] the Cauchy problem (1.5) admits at least two nonnegative solutions in L ∞ (M × (0, T )). Besides, for all functions φ ∈ C the semilinear elliptic equation ( 
for all r ≥ r 0 , with
(h) M has a pole o and the Ricci curvature Ric o in the radial direction w.r.t. o satisfies 
Then for all nonnegative bounded data u 0 , all function φ ∈ C and all T > 0 the Cauchy problem (1.5) admits a unique nonnegative solution in L ∞ (M × (0, T )). Besides, for all functions φ ∈ C the semilinear elliptic equation (1.6) does not admit a nonnegative, nontrivial, bounded solution.
Notice that the conditions in items b)-d), g)-i) amount qualitatively to requiring that (suitable) curvatures tend to minus infinity faster than quadratically at infinity, or not more than quadratically, respectively.
Proofs of Corollaries 1.5 and 1.6. The proofs consist in noting that the stated conditions are known to imply stochastic incompleteness, or completeness, respectively. We shall provide references to the statements given in [11] . In that paper one can also find detailed references to the papers in which some of the results have been proved originally. In fact we see that stochastic incompleteness holds under any of the conditions The paper is organized as follows. In Section 2 we briefly recall the concept of distributional solution for the differential equations considered. In Section 3 we prove our main result, Theorem 1.1. Appendix A contains concise proofs of the comparison principles used in our discussion.
On the concepts of solution
We collect here the basic definitions of (distributional or very weak) solutions to (1.5) and (1.6), as well as sub/supersolutions. We shall also briefly discuss existence of solutions to (1.5) for bounded initial data, which is rather standard. At the end of the paper, for the reader's convenience, we provide a short Appendix where related comparison principles (on balls) are established, since the latter constitute a key tool of our analysis.
Proposition 2.2. Let φ ∈ C, T = +∞ and u 0 ∈ L ∞ (M ), with u 0 ≥ 0. There exists a (minimal) solution to (1.5), in the sense of Definition 2.1, which in particular satisfies u(t) ∞ ≤ u 0 ∞ for a.e. t > 0.
Sketch of proof.
One considers the approximate problems
which admit a unique (nonnegative) strong energy solution for each R > 0, namely a bounded
See [29] and references therein for analogous results in the Euclidean setting, that can easily be extended to the present one. Such a solution is in fact the standard one (see Appendix A). In this class of solutions and sub/supersolutions the comparison principle holds, so that the sequence {u R } is pointwise increasing with respect to R and bounded above by u 0 ∞ . Hence u := lim R→∞ u R is indeed a solution to (1.5), which is minimal again by comparison on balls. For all of the comparison results we have exploited we refer to Proposition A.1 in the Appendix (when comparing u R and u R+1 note that the fact that u R+1 is defined in B R+1 rather than the whole M is irrelevant).
In the Euclidean framework, for the model case φ(u) = u m with m ∈ (0, 1), existence holds for much more general initial data (see [15] ), namely for u 0 ∈ L 1 loc (R N ). This is of course not extendible to the present context since, for instance, the function φ(u) = u belongs to C.
As concerns the elliptic equation (1.6), we give the following standard definition.
. Similarly, we say that a nonnegative function W ∈ L ∞ (M ) is a distributional supersolution [subsolution] to (1.6) if (2.3) is satisfied with "=" replaced by "≤" ["≥"], for all nonnegative η ∈ C 2 c (M ).
Proof of the main result
Proof of (a) ⇒ (b). First of all, it is convenient to rewrite the differential equation in (1.5) as follows:
By virtue of the assumptions on φ, we know that ψ(w) = φ −1 (w) is a convex function having the same properties as φ, except that it is defined in the interval [0, a), with a := lim u→+∞ φ(u) ∈ (0, +∞]. Thanks to [9, Theorem 8.18] , stochastic incompleteness ensures the existence of a nonnegative, nontrivial, bounded solution v to
for every α > 0; we shall choose later a precise value of α. For simplicity, we can and shall assume that v ∞ = 1. The starting point is to look for a subsolution to (3.1) of the form
where f is a suitable positive, increasing function that we shall specify below. An immediate computation shows that w is actually a subsolution to (3.1) if and only if
which is trivially implied by
given the monotonicity of ψ ′ (recall that ψ is convex), the fact that f is increasing and the bound v ∞ = 1. So, let us pick f as the solution to the Cauchy problem
where ε for the moment is a free parameter. Clearly, such a function is increasing and, the r.h.s. of the differential equation being sublinear, it exists for all times t ∈ R + (at this stage one could also use the variable g = ψ(f ) and study the differential equation g t = φ(g)). Let us set
By integrating (3.3), we deduce that
Because F is locally regular in (0, a) and lim x→a − F (x) = +∞, we infer that necessarily
Our next aim is to exhibit a subsolution to (1.5) which, at a certain time (smaller than T ), exceeds the L ∞ norm of the initial datum. To this end, given w as in (3.2) with the above choices, let us consider the function
Clearly, w(0) = (εv − ε) ∨ 0 = 0 and w is still a subsolution to the differential equation (3.1), since
where we have used the fact that w t ≥ 0 and that ψ ′ is a nondecreasing function. Hence, going back to the original problem, we have constructed the following subsolution to (1.5):
(3.5) Since lim w→a − ψ(w) = +∞, we can take ε so small that
where b ∈ (0, a) is any number such that ψ(b) > u 0 ∞ . By (3.4) and (3.5), we deduce that
provided S > 0 is so large that f (S) ≥ b − ε. In order to make sure that S < T , we can exploit a simple scaling argument: just note that f (t) = f 0 (αt), the function f 0 being the solution to (3.3) corresponding to α = 1. Hence, if S 0 is the time at which f 0 (S 0 ) = b − ε, it is enough to take α so large that S 0 /α < T . Finally, we are able to construct a solution to (1.5) which stays above u in M × (0, S), by means of the following approximate Cauchy-Dirichlet problems (let R > 0):
It is apparent that u is a subsolution to (3.7) for all R > 0. As a consequence of the comparison principle on balls (we refer to Proposition A.1), along with the fact that the boundary condition is given by an increasing function of t, we can easily infer that
for all R > 0. In particular, {u R } (e.g. set to zero outside B R ) is a monotone-decreasing sequence of solutions to (3.7) which stays bounded in L ∞ (M × (0, τ )) for all τ > 0. Hence, by passing to the limit as R → ∞, we find that u 1 := lim R→∞ u R is a solution to (1.5) satisfying the additional estimate
8) where we have exploited (3.6). On the other hand, one can always construct the minimal solution to (1.5), namely the one obtained by the same approximation scheme as above, upon replacing the boundary condition in (3.7) with 0 on ∂B R × R + (see Proposition 2.2). By proceeding in this way, we end up with another solution u 2 to (1.5) (also existing in M × R + ), which in particular satisfies
(3.9) Because (3.8) and (3.9) are clearly incompatible and S < T , we necessarily deduce that u 1 ≡ u 2 in M × (0, T ). Actually we have to point out that, by construction, u 1 is in L ∞ (M × (0, τ )) for all τ > 0 but does not belong to L ∞ (M × R + ). In order to make u 1 globally bounded (which is required in the case T = +∞ only), but still different from u 2 , it is enough to stop it at time S and then restart it e.g. with a minimal construction.
Proof of (b) ⇒ (c). Since the minimal solution to (1.5) always exists, which we shall simply denote by u, from assumption (b) we deduce the existence of another solution u * ∈ L ∞ (M × (0, T )), which is necessarily larger than u (by minimality) but different from u. By multiplying both u * and u by e −t and subtracting, we obtain the following identity:
Now let us integrate (3.10) between t = 0 and t = T : by exploiting the fact that u * ≥ u and u * (·, 0) = u(·, 0), we end up with the inequality
valid in the whole M , where we setê(t) := e −t / 1 − e −T if T < +∞ andê(t) = e −t if T = +∞.
Thanks to the concavity of φ, Jensen's inequality ensures that
so that by (3.11) and the monotonicity of φ we infer that
(3.12) Still the concavity of φ (in the form of decrease of difference quotients), along with the fact that
Hence, from (3.12), (3.13) and again the monotonicity of φ, we have:
Summing up, we have proved that the function
which is nonnegative, nontrivial and bounded by construction, satisfies
namely it is a subsolution to (1.6). On the other hand, it is plain that the constant function W ≡ W ∞ is a supersolution to the same equation. We can therefore construct the claimed solution W by the following standard approximation scheme. For all R > 0, we solve the Dirichlet problems
Clearly, for each R > 0, W and W are two ordered sub-and supersolutions, respectively, to (3.14) . By comparison in B R (see Proposition A.2), we deduce that
Hence, upon letting R to ∞, we find that W := lim R→∞ W R is indeed a nonnegative solution to (1.6), which is nontrivial and bounded since W ≥ W and W ≤ W in M .
Proof of (c) ⇒ (a). As a preliminary step, we observe that (1.6) yields 
which for simplicity we shall keep denoting by W . We look for a (local-in-time) subsolution to (3.1) of the form
for a suitable positive, increasing function f . An elementary computation shows that, to this aim, we need to require that
which is trivially implied by f t ≤ f 2 as long as f ≤ 1, recalling the fact that ψ ′ is nondecreasing. As a consequence, we deduce that (for instance) the function
is indeed a subsolution to (3.1) at least up to t = log 4, namely
is a subsolution to u t = ∆φ(u), going back to the original variables. Note that
We are therefore in position to construct a bounded solution to the Cauchy problem (3.17) which is larger than the positive constant c. Indeed, it is enough to solve the approximate problems (for all R > 0) 18) and let R → ∞. Since u is a subsolution to (3.18), for each R > 0, up to t = log 4, by arguing similarly to the proof of implication (a) ⇒ (b) we deduce that u * := lim R→∞ u R (monotone decreasing limit w.r.t. R) is a solution to (3.17) satisfying
in particular, recalling (3.16), there holds
so that u * is a bounded solution to (3.17), everywhere not smaller than c since such a constant is trivially a subsolution to (3.18) for all R > 0 (recall again Proposition A.1), but not identically c. By performing the same computations as in the first part of the proof of implication (b) ⇒ (c), using u ≡ c and T = +∞ there, we obtain the following identity:
Now note that, as φ is concave, 20) where φ ′ (c) > 0 because φ is strictly monotone. Hence, by combining (3.19) and (3.20) , we end up with the inequality
namely the function
is nonnegative, nontrivial, bounded and satisfies
Starting from V , we can then construct a nonnegative, nontrivial, bounded solution to
just by performing again the same approximation scheme as in the end of the proof of implication (b) ⇒ (c). This ensures that the manifold M is stochastically incomplete, due again to [9, Theorem 8.18 ]. for a suitable c m > 0. This is clearly a solution starting from the initial datum u 0 ≡ 0, so that nonuniqueness is shown for that initial datum. Besides, U is a subsolution to the problem u t = ∆u m , u(·, 0) = u 0 ≥ 0, and from this it is standard to construct a solution to such problem that differs from the minimal one, since its L ∞ norm is by construction larger.
Appendix A. Comparison principles on balls
The aim of this appendix is to give a rigorous justification to the comparison principles of which we take advantage in the proof of Theorem 1.1, both for parabolic and elliptic problems. We need to compare (regular) solutions with distributional sub/supersolutions. We do not intend to provide comparisons under the most general assumptions, but only to our specific purposes.
if it is obtained as a monotone limit of the solutions u ε R (let ε > 0) to the approximate (quasilinear) problems
as ε ↓ 0. Upon a further (technically irrelevant) approximation of u 0 and g, we point out that each u ε R can be thought as a continuous function on B R × [0, T ], a fact that we shall take for granted from here on.
Proposition A.1 (Comparison for parabolic problems). Let u R be the standard solution of (A.1) and u [u] be a distributional supersolution [subsolution] of (1.5), in the sense of Definition 2.1.
Proof. The argument is a dual one, to some extent classical, so we shall be concise and only stress the most critical points. We mainly borrow ideas from [24] , [12] and [14] , and we shall only prove the result for supersolutions, since the proof for subsolutions is completely analogous. First of all, it is immediate to check that the inequality
holds for a.e. S ∈ (0, T ) and any nonnegative ξ ∈ C ∞ c (B R ×[0, S]). Let us introduce the following function, defined in B R × (0, T ):
if u(x, t) = u ε R (x, t) . Note that, because φ is increasing and C 1 (R + \{0}), the functions u, u ε R are bounded and u ε R ≥ ε, in fact a ε is nonnegative and bounded in B R × (0, T ). Hence given an arbitrary nonnegative function ω ∈ C ∞ c (B R ), we can take ξ ≡ ξ ε as the (classical) solution to the following backward parabolic problem:
Actually, there are two issues: a ε is not a regular coefficient and ξ ε is not compactly supported inside B R . The first one can be handled by a routine approximation with regular and bounded away from zero coefficients, which we skip since it is not a major problem: for details see e.g. [12, Proof of Theorem 3.1]. As for the second one, by arguing exactly as in the proof of [14, Theorem 2.5], exploiting the fact that u ≥ g(t) ∼ u ε R − ε close to ∂B R , it can be shown that (A.2) still holds up to adding to a term involving the normal derivative of ξ ε on ∂B R . More precisely, We have similar comparison results for nonnegative, bounded solutions to the Dirichlet problem
where h is a nonnegative constant. In this case, since φ −1 is a C 1 (R + ) function, we can limit ourselves to dealing with classical solutions. Proof. We shall only give a sketchy proof of the result for subsolutions, since they are more relevant to our purposes (the argument for supersolutions is in any case analogous). Similarly to the proof of Proposition A.1, first one checks that the inequality 
