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Abstract-The optimal model parameters of a kernel machine are typically given by the solution of a convex optimisation problem with a single global optimum. Obtaining the best possible performance is therefore largely a matter of the design of a good kernel for the problem at hand, exploiting any underlying structure and optimisation of the regularisation and kernel parameters, i.e. model selection. Fortunately, analytic bounds on, or approximations to, the leave-one-out crossvalidation error are often available, providing an efficient and generally reliable means to guide model selection. However, the degree to which the incorporation of prior knowledge improves performance over that which can be obtained using "standard" kernels with automated model selection (i.e. agnostic learning), is an open question. In this paper, we compare approaches using example solutions for all of the benchmark tasks on both tracks of the IJCNN-2007 Agnostic Learning versus Prior Knowledge Challenge.
I. KERNEL LEARNING METHODS
Assume we are given labeled training data, D {(Xi,yi)}2,1' where xi C X c Rd is a vector of input features describing the ith example and yi C { 1, +1} is an indicator variable such that yi =-1 if the ith example is drawn from class C-and yi = +1 is drawn from class C+. Kernel Ridge Regression [19] (or alternatively the LeastSquares Support Vector Machine [21] ) aims to construct a linear model f(x) = w * (x) + b in a fixed feature space, ¢ : X --> X, that is able to distinguish between examples drawn from C-and C+, such that C+ if f(x) > O lC-otherwise However, rather than specifying the feature space, F directly, it is implied by a kernel function IC: X x X -* R, giving the inner product between the images of vectors in the feature space, T, i.e. /C(x, x') = >(x) ¢b(x'). A common kernel function is the Radial Basis Function (RBF) kernel C(x, x') = exp {-x -x' 2} (1) where r1 is a kernel parameter controlling the sensitivity of the kernel function. Other useful kernels include the Automatic Relevance Determination (ARD) kernel [23] least-squares loss function,
where p is a regularisation parameter controlling the biasvariance trade-off [10] . The accuracy of the kernel machine on test data is critically dependent on the choice of good values for the hyper-parameters, in this case ,u and r1. The search for the optimal values for such hyper-parameters is a process known as model selection. The representer theorem [13] states that the solution to this optimisation problem can be written as an expansion of the form
The dual parameters of the kernel machine are then given by the solution of a system of linear equations,
which can be solved efficiently via Cholesky factorisation of K + ,u1I, with a computational complexity of OQy3)
operations [21] .
A. Model Selection An attractive feature of the kernel ridge regression machine is that it is possible to perform leave-one-out cross-validation [14, 16] in closed form, with minimal cost as a by-product of the training algorithm. Let C represent the matrix on the left hand side of (6) , then the residual error for the ith training pattern in the 'th fold of the leave-one-out process is given by, which provides individual control over the sensitivity of the kernel to each of the input features, and the linear, /C(x,x') = x .x' (3) Gavin Cawley and Nicola Talbot are with the School of Computing Sciences, University of East Anglia, Norwich NR4 7TJ, U.K.; E-mail: {gcc, nlct}@cmp .uea .ac .uk r( ) Yi ( i) y iy (7) C-l1
ii Similar methods have been used in least-squares linear regression for many years, e.g [24] . While the optimal model parameters of the kernel machine are given by the solution of a simple system of linear equations, (6) , some form of model selection is required to determine good values for the 1-4244-1 380-X/07/$25.00 ©2007 IEEE (,u, r)) in order to maximise generalisation performance. The analytic leave-one-out crossvalidation procedure described here can easily be adopted to form the basis of an efficient model selection strategy [6] based on a Allen's predicted residual sum-of-squares (PRESS) statistic [1] ,
The PRESS criterion can be optimised efficiently using scaled conjugate gradient descent (e.g. [25] ). For full details of the training and model selection procedures for the kernel ridge regression model, see [4] . The kernel machines used in this study were implemented using a MATLAB toolbox implementing a generalised form of kernel learning method, described in companion paper [5] .
B. Performance Estimation
It not seem wise to be over-reliant on the validation set BER, available from the challenge website', to guide the development of models as it is far to small to provide a reliable indicator of the true level of generalisation performance, especially for highly imbalanced datasets, such as HIVA. A more reliable guide can be obtained via cross-validation [20] or bootstrap re-sampling [9] procedures using the labeled training set. For the previous Performance Prediction Challenge [12] II. RESULTS OBTAINED ON THE ADA DATASET The goal of the ADA benchmark is to identify high income individuals, earning $50K per annum or more, on the basis of census data. The benchmark is derived from the Adult dataset from the UCI machine learning repository [17] . The data include a mixture of continuous, ordinal and Boolean features (e.g. age, education and sex respectively). This dataset seemed to present the least opportunity for incorporating prior knowledge into the design as of a kernel model as the pre-processing of the data for the agnostic track of the challenge is eminently sensible. We therefore followed the same pre-processing steps for both the agnostic and prior-knowledge submissions, with the exception of power transformations of the age, capital-gain and capital -loss continuous features, such that, e.g. This type of transformation [3] is commonly used to reduce the skew of the distribution of a feature having a heavy upper tail, making it better suited to distance-based kernel functions, such as the RBF kernel. Models were generated using both kernel ridge regression and kernel logistic regression, with a variety of kernel functions. 255 . For the agnostic track, the input vector consists of the pixel intensity values for two adjacent digits, the task being to determine whether the second digit is odd or even, so half of the input features represent uninformative distractors. The reference solutions for the agnostic track were implemented by training kernel ridge regression models with linear, quadratic, cubic and RBF kernels directly on the scaled input data. The results of performance estimation using 100 random training-test partitions of the data are shown in Table II . An improved agnostic solution, using an ARD kernel acting on the first hundred principal components of the data was later implemented, although external cross-validation proved prohibitively expensive, and so the performance estimate given here is the optimistically biased leave-one-out estimate used as the model selection criterion.
A. Engineered Solutions for the Prior Knowledge Track
The prior knowledge that the GINA dataset describes an optical character recognition problem, where each feature represents a pixel intensity on a regular grid, can be exploited in the design of the kernel. It more discriminative information than others, but that the variation in discriminative information is reasonably smooth across the image. The direct application of an ARD kernel would be computationally infeasible in this case as there are 28 x 28 = 784 hyper-parameters to be tuned (this would also be highly likely to result in over-fitting of the model selection criterion [7] ). We therefore introduce the multiple receptive field (MRF) kernel, which is essentially an ARD kernel where the weights are given by the sum of seven Gaussian receptive fields distributed across the image. The twenty eight hyper-parameters of the MRF kernel describe the location, width and sensitivity of each of the receptive fields. Figure 1 (a) shows a contour plot of the initial weight matrix for the multiple receptive field RBF kernel. Through model selection, the hyper-parameters evolve so that the receptive fields focus on areas of the image containing the most discriminative information, as shown in Figure 1 (b) . The dataset for the prior knowledge tract also provides the identity of each digit comprising the training set. This is useful as the target concept is actually a composite of ten latent sub-classes, representing each individual digit. We therefore adopt a hierarchical approach, in which the first layer consists of 25 kernel ridge regression models, trained to distinguish between all possible pairs consisting of one odd digit and one even digit. The outputs of these kernel machines form the input to a kernel logistic regression model, used to estimate the a-posteriori probability that the input digit is odd. The design of the first layer networks was relatively straight-forward, with all networks being based on a simple radial basis function kernel, operating directly on the pixel intensity values. The regularisation and kernel parameters were optimised separately for each network, via minimisation of the PRESS statistic. While this may appear to be computationally rather expensive, the datasets used to train each network consisted of only those training patterns representing two of the ten digits. As the computational complexity of the training and model selection procedures are 0 (f3), training the full set of low level networks is still approximately five time faster than training a model on the full dataset. The output classifier is trained on the leave-oneout output of the first layer networks, in order to provide a reasonably unbiased dataset that is more representative of operational conditions (c.f. [8] ). Table III shows example results for the Prior Knowledge track. In this case, we are able to significantly improve on the Agnostic Learning track entries, the best model is currently tied for first place on the Prior Knowledge track in terms of validation set BER. It seems likely that this is largely due to the deletion of the distractors (note that the best performance is still obtained using a relatively simple classifier). It is possible that the distractors we particularly malicious here, as they are highly correlated with each other, but describe a coherent, but uninformative structure within the data.
IV. RESULTS OBTAINED ON THE HIVA DATASET
The aim of the HIVA benchmark is to identify small molecules that are active against HIV based on their chemical structure. The Agnostic Track dataset provides a large set of binary molecular descriptors, computed using the ChemTK3 package. The reference solutions for this dataset comprise of kernel ridge regression models with standard kernels acting directly on the binary features. In a sparse molecular fingerprint describing the structure of the molecule. It seems reasonable to suggest that similar molecules will share many common paths, and so a simple kernel function for small molecules simply computes the inner products between histograms [22] . This kernel can be computed efficiently using a trie or suffix tree structure [11] . Work is currently underway to investigate the use of such kernels for the HIVA dataset and on data integration, to assimilate kernels based on different sources of information.
V. RESULTS OBTAINED ON THE NOVA DATASET
The NOVA dataset consists of messages posted to various Usenet newsgroups, with messages posted to groups pertaining to religion or politics forming the positive class. For the Agnostic Learning track all words containing digits were removed and all letters converted to lower case. Short words with less than three letters were discarded, along with -2000 very common words. All words were then truncated to a maximum of seven letters. The input vector for each message then records the number of occurrences of each of 16,969 remaining distinct words comprising the corpus. Table VI shows representative results obtained by applying KRR models, with standard kernels and automated model selection to the standardized data. This simple approach appears to give highly competitive results, and the linear and cubic KRR classifiers have yet to be surpassed in terms of validation set BER. The NOVA benchmark provides greater scope for engineering the data than many of the other benchmarks included in the challenge. Messages posted to newsgroups are often typed in haste and submitted without proof-reading. We therefore perform automated correction of mis-spellings as an optional stage in the pre-processing of the data, in order to improve the accuracy of term-matching. Many words vary only due to the presence of a suffix, which does not affect the information conveyed by the word. Stemming aims to strip redundant suffixes to obtain the stem or root of the word, e.g. reducing "fisher", "fishing" or "fished" to the stem "fish".
Here we use the UEA-Lite stemmer5. Lastly, we adopt the term frequency-inverse document frequency (TF-IDF) coding scheme commonly used in text retrieval problems [18] Table VIII shows representative results for automated learning methods, using standard kernels (see [4] for further details). 
