Non-linear additive twist of Fourier coefficients of $GL(3)$ Maass forms by Kumar, Sumit et al.
ar
X
iv
:1
90
5.
13
10
9v
1 
 [m
ath
.N
T]
  3
0 M
ay
 20
19
NON-LINEAR ADDITIVE TWIST OF FOURIER COEFFICIENTS
OF GL(3) MAASS FORMS
SUMIT KUMAR, KUMMARI MALLESHAM AND SAURABH KUMAR SINGH
Abstract. Let λπ(1, n) be the Fourier coefficients of the Hecke-Maass cusp
form π for SL(3,Z). The aim of this article is to get a non trivial bound on
the sum which is non-linear additive twist of the coefficients λπ(1, n). More
precisely, for any 0 < β < 1 we have
∞∑
n=1
λπ(1, n) e
(
αnβ
)
V
( n
X
)
≪π,α,ǫ X 34+
3β
10
+ǫ
for any ǫ > 0. Here V (x) is a smooth function supported in [1, 2] and satisfies
V (j)(x)≪j 1.
1. Introduction
It is a classical problem to study the correlation between “arithmetically” in-
teresting sequence a(n) and a sequence of the form e(αnβ). More precisely, the
problem is to estimate the following type of sum
S(N) =
∑
n∼N
a(n) e(αnβ)
where e(x) := e2πix. For example, we may take a(n) to be the Fourier coefficients
of certain L-function. When a(n) are Fourier coefficients of GL(2) automorphic
form, the above sum S(N) is studied by many people: H. Iwaniec [14], H. Iwaniec,
W. Luo and P. Sarnak [15]. For more information, we refer to D. Godber [16].
In the GL(3) case, the sum S(N) is given by
(1)
∑
n∼N
λπ(1, n)e
(
αnβ
)
.
where λπ(1, n) are normalized Fourier coefficients of the Hecke-Maass form π.
Through the “good” bounds on the above sum (1), we get analytic information
about the L-function L(s, π). As an example, the bounds on the sum (1) when β =
1 are related to the bounds on the second integral moment
∫ T
−T |L(1/2 + t, π)|2dt
of the L- function L(s, π) on the critical line, such relation is obtained by S. D.
Miller in [4]. For another example, having “good” bound (say, ≪ N5/6−δ for some
δ > 0) on the sum (1), when β = 2/3, asserts that the L-function L(s, π) has
infinitely many non-trivial zeros on the critical line ℜ(s) = 1/2 (see [6]), which is
Hardy’s type theorem for GL(3) L-function. This theorem is not even known for
symmetric lift of GL(2) L-function.
The linear twists (i.e., when β = 1) were studied by X. Li in [8]. The case
of non-linear twist was studied by X. Ren and Y. Ye in [5]. They obtained the
1
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following type of bounds, see [5, Theorem. 2]
(2)
∞∑
n=1
λπ(1, n) e
(
αnβ
)
V
( n
X
)
≪π,α,ǫ X
3β
2 logX.
where V (x) is a smooth function supported in [1, 2] with bounded derivatives.
Note that when β ≥ 2/3, the bound in (2) is trivial.
In this paper, our main aim is to increase the range of β while having the power
saving bound on the sum in (2). More precisely, our aim is to prove the following
theorem.
Theorem 1. For any 0 < β < 1, we have
(3) S(X) :=
∞∑
n=1
λπ(1, n) e
(
αnβ
)
V
( n
X
)
≪π,α,ǫ X 34+
3β
10
+ǫ
where V (x) is a smooth function supported in [1, 2] and satisfies V (j)(x)≪j 1.
Remark 1. (1) We compare the bound in (3) with that in (2). Our bound is
better in the range β > 5/8 and our bound gives power saving bound when
β < 5/6.
(2) When β = 2/3, we have S(X) ≪ X19/20, which is a step towards proving
Hardy’s type theorem. But this bound is still “too far” to give Hardy’s type
theorem for GL(3) L-functions.
(3) Our method of proving theorem 1 is quite different from that of [5]. Es-
pecially, the method we used is developed by Munshi [9], [10], [11]. This
method involves an application of circle method to separate the oscillatory
terms in the sum followed by various summation formulas.
The proof of Theorem 1 starts in Section 4. Now we give a sketch of the proof
briefly. We are trying to get cancellation in the sum
S(X) =
∑
n∼X
λπ(1, n)e
(
αnβ
)
.
In the first step, following the methods of Munshi [10], we separate the oscillations
of λπ(1, n) and e(αn
β) by using the circle method as follows
S(X) =
1
K
∫
V
( v
K
)∑∑
n,m∼X
λπ(1, n)n
ive
(
αmβ
)
m−ivδ(n−m)dv
where Xǫ < K < Xβ and
∫
V = 1. Writing the Fourier expansion for δ(n −m)
we see that S(X) is, roughly, given by
1
Q2K
∫ 2K
K
∑
q∼Q
∑⋆
amodq
∑
n∼X
λπ(1, n)n
ive
(
an
q
)
×
∑
m∼X
m−ive
(
αmβ
)
e
(−am
q
)
dv
where Q =
√
X/K. Trivially estimating the above sum, we get
S(X)≪ X2+ǫ.
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So, to get cancellation in the sum S(X) we need to save X (and little more) in a
sum of the form∫ 2K
K
∑
q∼Q
∑⋆
amodq
∑
n∼X
λπ(1, n)n
ive
(
an
q
) ∑
m∼X
m−ive
(
αmβ
)
e
(−am
q
)
.
The second step is to apply summation formulas on the m,n sums. An applica-
tion of the Poisson summation formula on them-sum gives a saving X/
√
QXβ and
an application of theGL(3) Voronoi summation formula gives a savingX/
√
(QK)3.
Moreover, we get
√
Q saving in the a-sum and
√
K saving in the v-integral. Thus,
at end of the summation formulas our total saving is
X√
QXβ
X√
(QK)3
√
Q
√
K = X
X
1
4
−β
2
K
1
4
.
Therefore, we need to save K1/4X
β
2
− 1
4 and little more in the following transformed
sum (after summation formulas)∑
n∼Q3K3
X
λπ(1, n)
∑
q∼Q
∑
(m,q)=1
m∼QXβ
X
S(m¯, n; q)I(n,m, q)
where I(n,m, q) is an integral transform.
The next step involves applying Cauchy-Schwarz inequality in the n-sum to
get rid of the Fourier coefficients λπ(1, n), here we use Ramnujan bound on the
average for λπ(1, n). So we have to save K
1/2Xβ−1/2 in the following sum∑
n∼Q3K3
X
|
∑
q∼Q
∑
(m,q)=1
m∼QXβ
X
S(m¯, n; q)I(n,m, q)|2.
Now we open the absolute square and apply the Poisson summation formula over
the n sum. The resulting zero frequency contribution is satisfactory if
Q2Xβ
X
> K1/2Xβ−1/2
or equivalently K < X1/3. So, we get following saving in the non-zero frequencies
Q3K3
XQ
√
K
= K3/2.
This is sufficient if K3/2 > K1/2Xβ−1/2. Thus we get a condition
Xβ−
1
2 < K < X
1
3 .
Therefore, we get a power saving bound on the sum S(X) when β < 5/6. Now
we choose K by equating the diagonal and off-diagonal savings
Q2Xβ
X
=
Q3K3
XQ
√
K
=⇒ K = X 2β5
and the total saving is
X
X
1
4
−β
2
K
1
4
K3/4 = X
5
4
− 3β
10 .
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Therefore, we have
S(X)≪ X
2+ǫ
X
5
4
− 3β
10
= X
3
4
+ 3β
10
+ǫ.
2. Preliminaries
2.1. DFI δ-method. Let δ : Z→ {0, 1} be defined as
δ(n) =
{
1 ifn = 0;
0 ifn 6= 0.
The δ-method, i.e., the symbol δ(n −m), can be used to separate the oscillatory
terms involving m and n in a sum. For this we need “nice Fourier expression”
involving “harmonics” (usually we use GL(1) harmonics). Here we give one ex-
pression for δ(n) which is due to Duke, Friedlander and Iwaniec. More precisely,
for n ∈ [−L, L], we have
(4) δ(n) =
1
Q
∑
1≤q≤Q
1
q
∑⋆
amodq
e
(
na
q
)∫
R
g(q, x) e
(
nx
qQ
)
dx
where Q = 2L1/2 ( square root of the size of the equation detected by δ symbol).
The ⋆ on the sum indicates that the sum is running over invertible residue classes
a modulo q. We know every term, involved in the formula for δ(n), explicitly,
except the function g(q, x). Nevertheless, we only need following properties of the
function g(q, x) in our analysis.
• g(q, x) = 1 + h(q, x) with h(q, x) = O
(
1
qQ
(
q
Q
+ |x|
)B)
,
• g(q, x)≪ |x|−B
for any B > 1. Using the second property of g(q, x) we observe that the effective
range of integration is [−Lǫ, Lǫ] in (4). Thus, we can take a smooth cut off of the x-
integral in the expression of δ(n) using a Bump function W (x) which is supported
in the interval [−Lǫ, Lǫ] with a ”negligible” error term. For more details on this
method we refer the chapter 20 of the book [2].
2.2. Back ground on the Maass forms for GL(3). Let π be a Maas form of
type (ν1, ν2) for SL(3,Z). By the work of jacquet, Oiatetskii-Shapiro and Shalika,
we have the Fourier Whittaker expansion for the Maass form π(z) as follows
(5) π(z) =
∑
γ∈U2(Z)\SL(2,Z)
∞∑
m1=1
∑
m2 6=0
λπ(m1, m2)
m1|m2| WJ
(
M
(
γ
1
)
z, ν, ψ1,1
)
,
where U2(Z) is the group of upper triangular matrices with integer entries and
ones on the diagonal, WJ (z, ν, ψ1,1) is the Jacquet-Whittaker function, and M =
diag (m1|m2|, m1, 1) (cf. Goldfeld [1]).
For ψ(x) ∈ C∞c (0,∞), we denote ψ˜(s) =
∫∞
0
ψ(x)xs−1dx to be its Mellin trans-
form. Let us now set
α1 = −ν1 − 2ν2 + 1, α2 = −ν1 + ν2, α3 = 2ν1 + ν2 − 1.
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For k = 0, 1, we set
(6) Ψk(x) :=
∫
(σ)
(
π3x
)−s 3∏
i=1
Γ
(
1+s+2k+αi
2
)
Γ
(−s−αi
2
) ψ˜(−s− k) ds
with σ > −1 + max{−ℜ(α1),−ℜ(α2),ℜ(α3)}, and
(7) Ψ±0,1(x) = Ψ0(x)±
π−3q3m
n21n2i
Ψ1(x).
With the aid of the above terminology we state the GL(3)-Voronoi summation
formula, due to Miller and Schmid [3], in the following proposition.
Proposition 1. Let ψ(x) be a compactly supported smooth function on (0,∞). Let
λπ(m,n) be the (m,n)-th Fourier coefficient of a Maass form π(z) for SL(3,Z).
Then we have
∞∑
n=1
λπ(m,n)e
(
an
q
)
ψ(n)(8)
= q
π−5/2
4i
∑
±
∑
n1|qm
∞∑
n2=1
λπ(n2, n1)
n1n2
S (ma¯,±n2;mq/n1) Ψ±0,1
(
n21n2
q3m
)
where (a, q) = 1, a¯ is the multiplicative inverse modulo q and
S(a, b; q) =
∑⋆
xmodq
e
(
ax+ bx¯
q
)
is the Kloostermann sum.
We need asymptotic behaviour of the function Ψ±0,1(x) in our analysis, but
Ψ±0,1(x) is itself the combination of the functions Ψ0(x) and Ψ1(x) as given in
(7). So we need the asymptotic behaviour of these individual functions, but we
know that, [7, see page.no: 307], the asymptotic behaviour of x−1Ψ1(x) is similar
to that of Ψ0(x). Hence we need to know only the behaviour of Ψ0(x) which is
given in the following lemma due to X. Li [7].
Lemma 2.1. Let ψ(x) ∈ C∞c (0,∞) with support in the interval [Y, 2Y ]. Then for
any fixed integer K ≥ 1 and xY ≫ 1, we have
(9)
Ψ0(x) = 2π
4ix
∫ ∞
0
ψ(y)
J∑
j=1
cj cos
(
6πx
1
3 y
1
3
)
+ dj sin
(
6πx
1
3y
1
3
)
(π3xy)j/3
dy+O
(
(xY )
−J+2
3
)
,
where cj and dj are constants depending only on αi for i = 1, 2, 3.
Remark 2. (1) In the case xY ≪ 1, we have
Ψ0(x)≪
∫ ∞
0
|ψ′(x)|dx+ 1
as mentioned in the remark of X. Li [7, see page no:307].
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(2) While doing our analysis, we extract the oscillation from the integral trans-
form Ψ±0,1(x). By this, we mean that: after writing cos(...) and sin(...) as a
combination of e(...) and then taking the leading term from Ψ0(x), we omit
the remaining lower order terms as their contribution is negligibly small
compared to that of the leading term.
We end this section by mentioning the Ramanujam bound on average of the
Fourier coefficients λπ(n1, n2) in the following lemma (see, [1]).
Lemma 2.2. We have
(10)
∑∑
n21n2≤x
|λπ(n1, n2)|2 ≪ x1+ǫ.
3. Exponential integrals and stationary phase method
We need bounds on the exponential integrals. In this section we collect some
results which give bounds and asymptotic formulas of the exponential integrals.
3.1. One dimensional exponential integrals. The results of this subsection
are taken from [12, Section 8].
We are interested in the integrals of the form
I =
∫
w(t) eih(t)dt
where w is a smooth function with support in [a, b] and h is a smooth real valued
function on [a, b].
The following lemma will be used to show that exponentials integrals I are
negligibly small in the absence of the stationary phase.
Lemma 3.1. Let Y ≥ 1, X,Q, U,R > 0. And let us further assume that
• w(j)(t)≪j XUj for j = 0, 1, 2, . . .
• |h′(t)| ≥ R and h(j)(t)≪j YQj for j = 2, 3, . . .
Then we have
I ≪A (b− a)X
((
QR√
Y
)−A
+ (RU)−A
)
.
The following lemma gives an asymptotic expression for I when the stationary
phase exist.
Lemma 3.2. Let 0 < δ < 1/10, X, Y, U,Q > 0, Z := Q+X + Y + b− a + 1, and
assume that
Y ≥ Z3δ, b− a ≥ U ≥ QZ
δ
2√
Y
.
Assume that w satisfies
w(j)(t)≪j X
U j
for j = 0, 1, 2, . . . .
Suppose that there exists unique t0 ∈ [a, b] such that h′(t0) = 0, and the function
h satisfies
h′′(t)≫ Y
Q2
, h(j)(t)≪j Y
Qj
for j = 1, 2, 3, . . . .
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Then we have
I =
eih(t0)√
h′′(t0)
3δ−1A∑
n=0
pn(t0) +OA,δ
(
Z−A
)
, pn(t0) =
√
2πeπi/4
n!
(
i
2h′′(t0)
)n
G(2n)(t0)
where
G(t) = w(t)eiH(t), andH(t) = h(t)− h(t0)− 1
2
h′′(t0)(t− t0)2.
Furthermore, each pn is a rational function in h
′, h′′, . . . , satisfying the derivative
bound
dj
dtj0
pn(t0)≪j,n X
(
1
U j
+
1
Qj
)((
U2Y
Q2
)−n
+ Y −
n
3
)
.
3.2. Two dimensional exponential integrals. We record in this subsection
the second derivative bound for exponential integrals in two variables. Let f, g :
[a, b] × [c, d] → R be smooth functions. Then we are interested in the integral of
the form ∫ b
a
∫ d
c
g(x, y) e (f(x, y)) dx dy.
The following result is due to Srinivasan [13].
Lemma 3.3. Let Λ1,Λ2 be positive real numbers. Let us assume that
∂2
∂x2
f(x, y)≫ Λ21,
∂2
∂y2
f(x, y)≫ Λ22,
∂2
∂x2
f(x, y)
∂2
∂y2
f(x, y)−
(
∂2
∂x∂y
f(x, y)
)2
≫ Λ21 Λ22.
Then we have
(1) ∫ b
a
∫ d
c
e (f(x, y)) dx dy ≪ 1
Λ1Λ2
and
(2) ∫ b
a
∫ d
c
g(x, y) e (f(x, y)) dx dy ≪ var(g)
Λ1Λ2
where var(g) is the total variation of g and it is defined as
var(g) :=
∫ b
a
∫ d
c
| ∂
2
∂x∂y
g(x, y)|dxdy.
4. Applications of circle method and summation formulas
Let K = Xβ−η for some η > 0 (to be chosen optimally later). Let
(11) S(X) =
∞∑
n=1
λπ(1, n) e
(
αnβ
)
V
( n
X
)
.
We now separate the oscillatory terms in S(X) using the δ-symbol as follows
(12)
S(X) =
1
K
∫
R
V
( v
K
) ∞∑
m=1
∞∑
n=1
λπ(1, n) e
(
αmβ
)
δ(n−m)
( n
m
)iv
V
( n
X
)
U
(m
X
)
dv
where U(x) is a smooth function supported in [1/2, 5/2], with U(x) = 1 for x ∈
[1, 2], satisfying U (j)(x) ≪j 1 and
∫
V (x)dx = 1. The v-integral in (12) serves as
8 SUMIT KUMAR, KUMMARI MALLESHAM AND SAURABH KUMAR SINGH
a “conductor lowering mechanism” which is introduced by Munshi in his ground
breaking work on sub-convexity bounds for GL(3) in t-aspect [9].
By repeated integration by parts we see that the v-integral in (12) is negligibly
small (i.e., ≪ X−2019) unless
|n−m| ≪ X
K
Xǫ.
So the main contribution to the sum S(X) comes from those m and n for which
|n −m| ≪ X
K
Xǫ. Therefore we apply the formula for δ(n −m) given in (4) with
Q =
√
X/KXǫ. Hence we get
S(X) =
1
QK
∫
R
W (x)
∫
R
V
( v
K
) ∑
1≤q≤Q
g(q, x)
q
∑⋆
a mod q
(13)
×
∞∑
m=1
m−ive
(
αmβ
)
e
(
−am
q
)
e
(
−mx
qQ
)
U
(m
X
)
×
∞∑
n=1
λπ(1, n)e
(
an
q
)
e
(
nx
qQ
)
nivV
( n
X
)
dvdx+ O(X−2019).
4.1. An application of the Poisson summation formula. We now consider
the m sum in (13)
∞∑
m=1
m−ive
(
αmβ
)
e
(
−am
q
)
e
(
−mx
qQ
)
U
(m
X
)
(14)
=
∑
rmod q
e
(
−ar
q
)∑
l∈Z
(r + lq)−ive
(
α(r + lq)β
)
e
(
−(r + lq)x
qQ
)
U
(
r + lq
X
)
.
By an application of the Poisson summation formula on the l sum, the m sum
transforms as follows
X1−iv
∑
m∈Z
m≡amod q
∫ ∞
0
U(y) y−iv e
(
α (Xy)β − Xyx
qQ
− Xmy
q
)
dy.(15)
By repeated integration by parts, we see that the above y-integral is negligibly
small if
|m| ≫ max
{
qXβ−1,
1
Q
}
Xǫ.
Thus the effective range of m is
(16) |m| ≪M0 := qXβ−1Xǫ
as Q > 1.
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After substituting the transformed m sum (15) into (13) we get
S(X) =
1
QK
∫
R
W (x)
∫
R
V
( v
K
) ∑
1≤q≤Q
g(q, x)
q
(17)
×X1−iv
∑
|m|≪M0
(m,q)=1
∫ ∞
0
U(y) y−iv e
(
α (Xy)β − Xxy
qQ
− Xmy
q
)
dy
×
∞∑
n=1
λπ(1, n)e
(
mn
q
)
e
(
nx
qQ
)
nivV
( n
X
)
dvdx+O(X−2019).
4.2. An application of GL(3)-Voronoi summation formula. We now con-
sider the n sum in (17) and apply the GL(3)-Voronoi summation formula (8) to
it with the smooth function ψ(n) = niv e
(
nx
qQ
)
V
(
n
X
)
. Indeed
∞∑
n=1
λπ(1, n)e
(
mn
q
)
e
(
nx
qQ
)
nivV
( n
X
)
(18)
= q
π−5/2
4i
∑
±
∑
n1|q
∞∑
n2=1
λπ(n2, n1)
n1n2
S (m¯,±n2; q/n1) Ψ±0,1
(
n21n2
q3
)
.
where the integral transform Ψ±0,1(x) is as given in (7).
For further analysis, we only take up the case when the integral transform is
Ψ0(x) and we take + sign in the summation on right of (18) as other cases are
similar to this one. Furthermore, we can also assume that n21n2X/q
3 ≫ Xǫ, since
in the complimentary case we get the desirable bound, namely,
(19) Scompli(X)≪ X 34−
3β
4
+ 7η
4
which can be seen as follows: by taking the v-integral into the explicit expression of
Ψ0(x) we get a restriction on the z-variable (|z−y| ≪ 1KXǫ). For the integral over
the vertical line we use Stirling approximation formula for the Gamma function.
In the case n21n2X/q
3 ≫ Xǫ, we use the asymptotic behaviour of the function
Ψ0(n
2
1n2/q
3) given in (9). Taking J large enough we can omit the error term in
(9). And we only consider the leading term as other terms can be dealt similarly
and get good bounds.
Keeping the above discussion in mind, we observe that an application of the
GL(3)-Voronoi summation formula to the n sum in (17) essentially gives
X2/3+iv
q
∑
n1|q
n
1/3
1
∞∑
n2=1
λπ(n1, n2)
n
1/3
2
S(m¯, n2; q/n1)(20)
×
∫ ∞
0
V (z)zive
(
Xxz
qQ
± 3(Xn
2
1n2z)
1/3
q
)
dz.
By repeated integration by parts we see that the z-integral is negligibly small if
(21) n21n2 ≫ N0 := max
{
(qK)3
X
,K3/2X1/2x3
}
Xǫ.
10 SUMIT KUMAR, KUMMARI MALLESHAM AND SAURABH KUMAR SINGH
Hence S(X) is essentially given by
X5/3
QK
∫
R
W (x)
∫
R
V
( v
K
) ∑
1≤q≤Q
g(q, x)
q2
(22)
×
∑
|m|≪M0
(m,q)=1
∫ ∞
0
U(y) y−iv e
(
α (Xy)β − Xxy
qQ
− Xmy
q
)
dy
∑
n1|q
n
1/3
1
×
∑
n2≪N0
n21
λπ(n1, n2)
n
1/3
2
S(m¯, n2; q/n1)
∫ ∞
0
V (z)zive
(
Xxz
qQ
± 3(Xn
2
1n2z)
1/3
q
)
dzdxdv.
5. Simplifying the integrals
After implementation of the summation formulas, we end up with four integrals
in our sum (22), which is to be estimated. So in this section we try to simplify
these integrals and get bounds on these simplified integral as done by Munshi in
[10, Section.4].
Let us first consider the x-integral in (22) and which is given by∫
R
W (x) g(q, x) e
(
Xx(z − y)
qQ
)
dx.
Using the properties of g(q, x) as given in Subsection 2.1, we see that the above
integral splits as∫
R
W (x) e
(
Xx(z − y)
qQ
)
dx+
∫
R
W (x) h(q, x) e
(
Xx(z − y)
qQ
)
dx.
In the first integral, by repeated integration by parts we see that the integral is
negligibly small unless |z − y| ≪ Xǫq/QK. We will continue to work with the
first integral as the treatment of the second integral is same. However, in this case
we get weaker restriction |z − y| ≪ Xǫ/K by considering v-integral, but we have
a strong bound h(q, x) ≪ 1/qQ. As a result, in the second integral case we get
better bounds.
Letting z = y+u with |u| ≪ Xǫq/QK in the z-integral in (22), we see that the
y-integral changes to
(23) I (m,n21n2, q) := ∫ ∞
0
U(y)e
(
α (Xy)β − Xmy
q
± 3(Xn
2
1n2 (y + u))
1/3
q
)
dy.
5.1. Bound for the integral I. We prove that the integral I is bounded by
1/Xβ in the L2-sense. More precisely, we have the following lemma.
Lemma 5.1. Let W be a bump function. Then we have
W :=
∫
R
W (w)|I(m,N0w3, q)|2dw ≪ X
ǫ
Xβ
.
Proof. The integrand is
I (m,N0w3, q) = ∫ ∞
0
U(y)e
(
α (Xy)β − Xmy
q
± 3(XN0 (y + u))
1/3w
q
)
dy
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and the phase function of this integral is
f(y) = α (Xy)β − Xmy
q
± 3(XN0 (y + u))
1/3w
q
.
Then
f ′′(y) = αβ(β − 1)Xβyβ−2 ∓ 2
3
(XN0)
1/3w
qy5/3
+ lower order terms.

Note that |f ′′(y)| ≫ Xβ unless we have a negative sign in the second term and
(XN0)
1/3w/q ≍ Xβ. So we have the second derivative bound I ≪ 1/
√
Xβ when
f ′′(y)≫ Xβ. Hence we get a required bound in this case. For the complementary
case, opening the absolute square and interchanging the integration symbols we
see that
W ≪
∫ ∫
U(y1)U(y2)|
∫
W (w)e
(
3w(XN0)
1/3
q
(
(y1 + u)
1/3 − (y2 + u)1/3
))
dw|
(24)
≪
∫ ∫
|y1−y2|≪ X
ǫ
Xβ
U(y1)U(y2) dy1 dy2 +O(X
−2019)
from which the lemma follows.
6. An application of Cauchy-Schwarz followed by Poisson
After reducing the integrals, the expression given in (22) is essentially reduced
to
X2/3
∑
1≤q≤Q
1
q
∑
n1|q
n
1/3
1
∑
n2≪N0/n21
λπ(n1, n2)
n
1/3
2
(25)
×
∑
|m|≪M0
(m,q)=1
S (m¯, n2; q/n1)I
(
m,n21n2, q
)
where I (m,n21n2, q) is as given in (23).
We first split q sum into dyadic sub sums over q ∼ C and apply Cauchy-Schwarz
inequality over n2 sum, then we see that (25) is at most
(26) Xǫ sup
C≤Q
X2/3N
1/6
0
C
∑
n1≤C
Ω1/2.
Here we have used the Ramanujan bound (10), on average for λπ(n1, n2). And Ω
is given by
(27) Ω =
∑
n2
W
(
n21n2
N0
) ∣∣∣∣∣∣∣∣
∑
q∼C
∑
|m|≪M0
(m,q)=1
S (m¯, n2; q/n1) I
(
m,n21n2, q
)∣∣∣∣∣∣∣∣
2
.
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After opening the absolute value square we see that
(28) Ω =
∑∑
q,q′∼C
∑∑
|m|,|m′|≪M0
(m,q)=1
(m′,q′)=1
L (m,m′, q, q′, n1)
where L (m,m′, q, q′, n1) is given by
(29)∑
n2
W
(
n21n2
N0
)
S (m¯, n2; q/n1)S (m¯′, n2; q′/n1)I
(
m,n21n2, q
) I (m′, n21n2, q′).
Arranging n2 sum in (29) according to their residue classes modulo qq
′/n21, we see
that this sum can be written as
∑
γmod qq
′
n2
1
S (m¯, γ; q/n1)S (m¯′, γ; q′/n1)
(30)
×
∑
l
I (m,n21(γ + lqq′/n21), q)I (m′, n21(γ + lqq′/n21), q′)W (n21(γ + lqq′/n21)N0
)
.
On applying the Poisson summation formula to the l sum we get that
(31) L (m,m′, q, q′, n1) = N0
qq′
∑
n2∈Z
C(m,m′, q, q′, n1, n2)J (m,m′, q, q′, n1, n2)
where the character sum C is given by
C(m,m′, q, q′, n1, n2) =
∑
γ mod qq
′
n21
S (m¯, γ; q/n1)S (m¯′, γ; q′/n1) e
(
n2γ
qq′/n21
)
and the integral J is given by
J (m,m′, q, q′, n1, n2) =
∫
W (y)I (m,N0y, q) I (m′, N0y, q′) e
(−n2N0y
qq′
)
dy.
By repeated integration by parts we see that the integral J is negligibly small
unless
n2 ≪ N˜ :=
√
XKC
N0
Xǫ.
7. Evaluation of the character sum
In this section, we consider the character sum C. The same character is treated
by Munshi [11, Section.7]. However, for the sake of completeness of our arguments
we give the details.
Lemma 7.1. We have
C(m,m′, q, q′, n1, n2)≪ qq
′
n21
(
q
n1
,
q′
n1
, n2
)
.
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If n2 = 0, then the character sum C vanishes unless q = q′, and in this case the
character sum is given by
C(m,m′, q) = q
2
n21
∑⋆
c mod q
n1
e
(
c (m−m′)
q/n1
)
.
Proof. Writing q
n1
= pjs and q
′
n1
= pks′ with p ∤ ss′, we see that the p part of C is
given by
Cp =
∑
γ mod pj+k
S
(
m¯s¯, γs¯; pj
)
S
(
m¯′s¯′, γs¯′; pk
)
e
(
s¯s¯′n2γ
pj+k
)
.
Opening the Kloostermann sums we get
Cp =
∑⋆ ∑⋆
rmodpj
r′modpk
e
(
m¯s¯r¯
pj
+
m¯′s¯′r¯′
pk
) ∑
γmodpj+k
e
(
γs¯rpk + γs¯′r′pj + s¯s¯′n2γ
pj+k
)
= pj+k
∑⋆ ∑⋆
rmodpj
r′modpk
s¯rpk+s¯′r′pj+s¯s¯′n2≡ 0 (pj+k)
e
(
m¯s¯r¯
pj
+
m¯′s¯′r¯′
pk
)
.
The last sum vanishes unless (pj , pk)|n2. And in this case we get that
Cp ≪ pj+k(pj , pk) = pj+k(pj , pk, n2).
Hence the lemma follows. 
8. The contribution of the zero frequency
We will treat the zero frequency n2 = 0 differently. We let the contribution of
the zero frequency to Ω to be Ω0 and its contribution to the quantity (26) to be
S0.
Lemma 8.1. We have
(32) S0 ≪ X
3β
4
+ 3
4
− 3η
4 +X
9β
8
+ 3
8
− 5η
8 .
Proof. For n2 = 0 we have q = q
′. By Lemma 7.1 we get
L(m,m′, q, n1)≪ N0
n21X
β
|
∑⋆
c mod q
n1
e
(
c (m−m′)
q/n1
)
|.
Here we have used the bound (5.1) on the integral. By substituting this bound
in place of L in (28), we get that
Ω0 ≪ N0
Xβn21
∑
q∼C
∑
|m|≪M0
(m,q)=1
φ
(
q
n1
)
(33)
+
N0
Xβn21
∑
q∼C
∑∑
|m|,|m′|≪M0
m6=m′
(m,q)=1
(m′,q)=1
(
m−m′, q
n1
)1/2(
q
n1
)1/2
τ
(
q
n1
)
.
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Estimating the above sums we get
Ω0 ≪ N0M0C
2
Xβn31
+
N0M
2
0
Xβn21
∑
q∼C
(
q
n1
)1/2
τ
(
q
n1
)2
(34)
≪ N0M0
Xβn
5/2
1
{
C2 +M0C
3
2
+ǫ
}
.
Therefore, substituting above bound for Ω0 into (26) we get
S0 ≪ X 23−
β
2N
2/3
0 M
1/2
0
{
1 +M
1/2
0 C
−1/4
}
.
Writing the value of M0 = CX
β−1 in the above expression, we get that
S0 ≪ X 23−
β
2N
2/3
0
(
C1/2X
β
2
− 1
2
){
1 + C1/4X
β
2
− 1
2
}
(35)
≪ X 3β4 + 34− 3η4 +X 9β8 + 38− 5η8
which proves the lemma. 
9. The contribution of non-zero frequencies
9.1. Dealing with small modulii C ≤ X 12−β2+ǫ. Now we have to deal with non-
zero frequencies. We deal with this in two stages. Firstly, we treat the case when
modulus C ≤ X 12−β2+ǫ. In this case we denote the quantity in (26) by Ssmall, 6=0.
The following lemma gives a sufficient bound for this case.
Lemma 9.1. We have
(36) Ssmall,n2 6=0 ≪ X
3
4
+β
4
− η
2 .
Proof. Using the bound, given in Lemma 5.1, on the integral J and the bound,
given in Lemma 7.1, on the character sum we infer that
Lsmall, 6=0 ≪ N0
Xβqq′
∑
|n2|≪N˜
n2 6=0
qq′
n21
(
q
n1
,
q′
n1
, n2
)
.
Substituting this into (28), we get
Ωsmall,n2 6=0 ≪
N0
Xβ
∑∑
q,q′∼C
1
qq′
∑∑
|m|,|m′|≪M0
(m,q)=1
(m′,q′)=1
∑
|n2|≪N˜
n2 6=0
qq′
n21
(
q
n1
,
q′
n1
, n2
)
(37)
≪ N0
Xβn21
∑∑
q,q′∼C
∑∑
|m|,|m′|≪M0
(m,q)=1
(m′,q′)=1
N˜
=
N0C
2M20 N˜
Xβn21
.
On recalling the value of N˜, N0 and writing the value of Ωsmall, 6=0 into (26) we
obtain the lemma. 
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9.2. Dealing with large modulii C ≫ X 12−β2+ǫ. In this situation, we treat the
integral
J (m,m′, q, q′, n1, n2) =
∫
W (y)I (m,N0y, q) I (m′, N0y, q′) e
(−n2N0y
qq′
)
dy
in two different ways according to whether n2 ≪ (N˜/Xβ)Xǫ or n2 ≫ (N˜/Xβ)Xǫ.
9.2.1. Treating the case n2 ≪ (N˜/Xβ)Xǫ. In this case we use the stationary phase
method to evaluate the inner integrals I(...) and use third derivative bound for
the outer integral to get a bound on the integral J (...). We have the following
lemma.
Lemma 9.2. We have
J (m,m′, q, q′, n1, n2)≪ 1
Xβ
C2/3
N
1/3
0
.
Proof. We want to get a bound on the integral
J (m,m′, q, q′, n1, n2) =
∫
W (y)I (m,N0y, q) I (m′, N0y, q′) e
(−n2N0y
qq′
)
dy
where
I (m,N0y, q) =
∫ ∞
0
U(z)e
(
α (Xz)β − Xmz
q
± 3 (XN0y (z + u))
1/3
q
)
dz.
Let us assume that m > 0. Let
A =
Xm
q
and B =
3 (XN0y)
1/3
q
.
For q ∼ C ≫ X 12−β2+ǫ, we see that B ≪ Xβ− η2 . And note that A ≫ X β+12 − η2 ≫
Xβ−η/2 for β < 1 . The phase function in the exponential integral I(...) is given
by
f(z) = αXβzβ − Az ± B (z + u)1/3 .
We now try to find power series expansion for the stationary point of f(z). In fact
we have
zstat = z0 + z1 + . . .
with zk = hk(X,A)
(
B/Xβ
)k
with hk(X,A)≪ 1 for all k ≥ 0 and first two terms
are explicitly given by
z0 =
(
αβXβ
A
) 1
1−β
, z1 =
∓B
3αβ (β − 1)Xβ
(
αβXβ
A
) 4−3β
3(1−β)
.
Therefore the integral I(...) is essentially given by
1
X
β
2
e
(
g0 (X,A) +Bg1 (X,A) +B
2g2 (X,A) +O
(
B3
X2β
))
.
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Thus, the the integral J (...) is given by
1
Xβ
∫
W (y) e (g0 (X,A)− g0 (X,A′) + (Bg1 (X,A)−B′g1 (X,A′)))
× e
((
B2g2 (X,A)− B′2g2 (X,A′)
)− (n2N0y
qq′
)
+O
(
XN0
C3X2β
))
dy.
Since n2 6= 0, we get
n2N0y
qq′
≫ N0
C2
≫ XN0
C3X2β
After changing the variable y → z3 in the above integration, and applying the
third derivative bound we see that
J (...)≪ 1
Xβ
(
C2
N0
)1/3
=
1
Xβ
C2/3
N
1/3
0
.
Hence the lemma holds. 
Now using the bound on J (...) given in the above lemma, we estimate the con-
tribution of large modulus (i.e., when C ≫ X 12−β2+ǫ) in the case n2 ≪ (N˜/Xβ)Xǫ.
Thus
Slarge, n2 small(6=0) ≪
X2/3N
1/6
0
C
∑
n1≤C
Ω
1/2
large,n2 small(6=0)
where
Ωlarge,n2 small(6=0) ≪
N0
Xβ
C2/3
N
1/3
0
∑∑
q,q′∼C
1
qq′
∑∑
|m|,|m′|≪M0
(m,q)=1
(m′,q′)=1
∑
|n2|≪N˜Xǫ/Xβ
n2 6=0
qq′
n21
(
q
n1
,
q′
n1
, n2
)(38)
≪ N
2/3
0 C
2/3
Xβn21
∑∑
q,q′∼C
∑∑
|m|,|m′|≪M0
(m,q)=1
(m′,q′)=1
N˜
Xβ
Xǫ
=
N
2/3
0 C
8/3M20 N˜
Xβn21
=
N
−1/3
0 C
17/3X−3/2K1/2
n21
Therefore we have
Slarge, n2 small(6=0) ≪
X2/3N
1/6
0
C
N
−1/6
0 C
17/6X−3/4K1/4(39)
= X5/6K−2/3
= X
−2β
3
+ 5
6
+ 2η
3 .
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9.2.2. Treating the case n2 ≫ (N˜/Xβ)Xǫ. In this case we have better bounds on
the integral J (...). This bound is given in the following lemma.
Lemma 9.3. We have
(40) J (m,m′, q, q′, n1, n2)≪ 1
Xβ
√
qq′
n2N0
.
Proof. Using the expression of the integral I(m,N0y, q) we see that J (...) can be
written as
J (...) =
∫ ∫
U(z1)U(z2) e
(
α(Xz1)
β − α(Xz2)β − Xmz1
q
+
Xmz2
q
)
(41)
× I(m,m′, q, q′, z1, z2, n2)dz1 dz2
where
I(...) =
∫
W (y) e
(
±3 (XN0y(z1 + u))
1/3
q
∓ 3 (XN0y(z2 + u))
1/3
q′
− n2N0y
qq′
)
dy.
After changing the variables y → y3 in the integral I(...), the phase function of
the integral I(...) is given by
f(y) = g(z1, z2, q, q
′) y − n2N0y
3
qq′
where
g(z1, z2, q, q
′) = ±3 (XN0(z1 + u))
1/3
q
∓ 3 (XN0(z2 + u))
1/3
q′
.
The stationary point y0 (i.e., f
′(y0) = 0) is given by
y0(z1, z2, q, q
′) =
√
qq′ g(z1, z2, q, q′)
3n2N0
.
Note that 1 ≤ y0 ≤ 2 as the support of W (y) lies in [1, 2]. Thus we have
g(z1, z2, q, q
′) ≍ n2N0/qq′. Also we have
f(y0) =
2
3
√
3
g(z1, z2, q, q
′)3/2√
n2N0
qq′
and |f ′′(y0)| = 6n2N0
qq′
y0.
Thus by Lemma 3.2, I(...) is essentially given by
I(...) 
√
qq′
n2N0
y
−1/2
0 W (y0) e
(
2
3
√
3
√
qq′
n2N0
g(z1, z2, q, q
′)3/2
)
.
Taking first few terms (say five) in the expression of I(...) given by Lemma 3.2
serve as main terms and remaining term as an error term. Here we ignored error
terms and took only first main term as the contribution of the error to the integral
J can be shown to be ≪ 1
Xβ
√
K
(provided K3 ≥ Xβ, this condition will be shown
to be true ) which is fine for us, and we can similarly treat the other main terms
which give us better bounds than the first main term.
Now writing the value of I(...) into (41), we see that J (...) is given by√
qq′
n2N0
∫ ∫
U(z1)U(z2)y
−1/2
0 W (y0) e (h(z1, z2)) dz1dz2
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where
h(z1, z2) = α(Xz1)
β − α(Xz2)β − Xmz1
q
+
Xm′z2
q′
+ c
√
qq′
n2N0
g(z1, z2, q, q
′)3/2.
We can replace the bump function y−1/2W (y) by a function W (y2) in the above
integral. Using Fourier inversion formula we write
W (y2) =
∫
R
Ŵ (r)e
(
y2r
)
dr
where the Fourier transform Ŵ of W satisfies
Ŵ (r)≪A 1
(1 + |r|)A
for any A > 0. Thus, we can write the integral J (...) as√
qq′
n2N0
∫
Ŵ (r)
∫ ∫
U(z1)U(z2) e (H(z1, z2, r)) dz1 dz2 dr
where
H(z1, z2, r) =α(Xz1)
β − α(Xz2)β − Xmz1
q
+
Xm′z2
q′
+ c
√
qq′
n2N0
g(z1, z2, q, q
′)3/2
+
qq′r
3n2N0
g(z1, z2, q, q
′).
We note that
∂2
∂z21
H(z1, z2, r) = αβ(β − 1)Xβzβ−21 ∓ c
√
qq′
n2N0
g(z1, z2, q, q
′)1/2
(XN0)
1/3
q
1
(z1 + u)5/3
+
3c
4
√
qq′
n2N0
1
g(z1, z2, q, q′)1/2
(XN0)
2/3
q2
1
(z1 + u)2/3
∓ 2qq
′r
9n2N0
(XN0)
1/3
qz
5/3
1
∂2
∂z22
H(z1, z2, r) = αβ(β − 1)Xβzβ−22 ± c
√
qq′
n2N0
g(z1, z2, q, q
′)1/2
(XN0)
1/3
q′
1
(z2 + u)5/3
+
3c
4
√
qq′
n2N0
1
g(z1, z2, q, q′)1/2
(XN0)
2/3
q′2
1
(z2 + u)2/3
± 2qq
′r
9n2N0
(XN0)
1/3
q′z5/32
and
∂2
∂z1∂z2
H(z1, z2, r) =
−c
12
√
qq′
n2N0
1
g(z1, z2, q, q′)1/2
(XN0)
2/3
qq′
1
(z1 + u)1/3(z2 + u)1/3
.
We observe that
∂2
∂z22
H(z1, z2, r)≫ Xβ, ∂
2
∂z22
H(z1, z2, r)≫ Xβ
and
∂2
∂z22
H(z1, z2, r)
∂2
∂z22
H(z1, z2, r) −
(
∂2
∂z1∂z2
H(z1, z2, r)
)2
≫ X2β.
Here we are using g(z1, z2, q, q
′) ≍ n2N0/qq′, n2 ≫ N˜XǫXβ and (XN0)
1/3
q
, (XN0)
1/3
q′
≪
Xβ−η/2+ǫ (because q, q′ ∼ C ≥ X1/2−β/2+ǫ). Thus (40) holds by applying Lemma
3.3. 
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Using the bound on the integral J (...) given in (40), we estimate the quantity
in (26) when the modulus is large (i.e., when C ≫ X 12−β2+ǫ) and n2 ≫ N˜XǫXβ as
follows
Slarge,n2 large(6=0) ≪
X2/3N
1/6
0
C
∑
n1≤C
Ω
1/2
large,n2 large(6=0)
where
Ωlarge,n2 large(6=0) ≪
√
N0
Xβ
∑∑
q,q′∼C
√
qq′
qq′
∑∑
|m|,|m′|≪M0
(m,q)=1
(m′,q′)=1
∑
N˜/Xβ≪|n2|≪N˜
n2 6=0
qq′√
n2n21
(
q
n1
,
q′
n1
, n2
)(42)
≪ N0
Xβn21
∑∑
q,q′∼C
√
qq′
∑∑
|m|,|m′|≪M0
(m,q)=1
(m′,q′)=1
√
N˜
=
(XK)1/4C7/2M20
Xβn21
.
This implies that
Ω
1/2
large,n2 large(6=0) ≪
(XK)1/8C7/4M0
Xβ/2n1
.
Therefore
Slarge,n2 large(6=0) ≪
X2/3N
1/6
0
C
(XK)1/8C7/4M0
Xβ/2
(43)
≪ X
3
4
+β
2
K1/2
= X
3
4
+ η
2 ,
since K = Xβ−η.
10. Taking together all bounds and choosing η
In this final section, we bring all the estimate together and then choose η opti-
mally. We recall the contribution of the zero frequency from (32)
S0 ≪ X
3β
4
+ 3
4
− 3η
4 +X
9β
8
+ 3
8
− 5η
8 .
We want to choose η > 0 such that
(44)
9β
8
+
3
8
− 5η
8
≤ 3β
4
+
3
4
− 3η
4
.
We equate the right side of above expression with the bound on Slarge,n2 large(6=0)
given in (43),
X
3β
4
+ 3
4
− 3η
4 = X
3
4
+ η
2
which implies that η = 3β/5 which satisfies the condition (44) and with this choice
of η we have the bound
S(X)≪ X 34+ 3β10 .
Note that we have a power saving bound in the case β < 5/6.
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