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 Review ranking is useful to give users a better experience. Review ranking 
studies commonly use upvote value, which does not represent urgency, and 
it causes problems in prediction. In contrast, manual labeling as wide as the 
upvote value range provides a high bias and inconsistency. The proposed 
solution is to use a classification approach to rank the review where the labels 
are ordinal urgency class. The experiment involved shallow learning models 
(Logistic Regression, Naïve Bayesian, Support Vector Machine, and 
Random Forest), and deep learning models (LSTM and CNN). In 
constructing a classification model, the problem is broken down into several 
binary classifications that predict tendencies of urgency depending on the 
separation of classes. The result shows that deep learning models outperform 
other models in classification dan ranking evaluation. In addition, the review 
data used tend to contain vocabulary of certain product domains, so further 
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Product review is an important consideration for potential buyers. Consumers tend to read product 
reviews before paying, and product reviews significantly influence consumer decisions [1]. A good product 
review is expected to have several features in the form of expressions of like or dislike of the characteristics of 
the product (objective elements), expressions of feelings towards the product (subjective elements), or a 
combination of both [2]. However, along with the popularity of e-commerce, more and more reviews are 
circulating, and this makes it difficult for users to find informative reviews for consideration of product 
purchases. Therefore, product review ranking is present as a solution that makes it easier for users. 
There are already several kinds of research [3][4][5] related to ranking reviews using a supervised 
learning approach. However, the problem is that because the supervised learning approach requires labels, 
experiments are conducted using the accumulation of votes as labels. The accumulated vote is the total of the 
upvote (user rated a review as useful one) given. However, the accumulation of votes is a cumulative process 
that cannot reflect the review's benefits or urgency. For example, an earlier review is considered to have more 
attention than a newly published review. That way, there will be a number of reviews that might be useful but 
have little vote because of limited exposure. Recent reviews will be labeled as "not important" and influence 
the results of the evaluation [6]. Problems caused by the use of accumulated votes as labels can be solved by 
direct human evaluation (manual labeling) of the review data. But the other problem is if the accumulation of 
votes is used, the label to make might be in a wide range of urgency ranks, for example, 0 to 1000 votes. 
However, the greater the range of urgency ratings from a review, the more difficult is the direct assessment 
done by humans while maintaining the consistency of assessment of each review. 
The proposed solution is to try to handle those two issues (misleading vote accumulation and 
inconsistent manual labeling). Proposed approach is to use a classification with small range urgency ratings, 
for example 4 ordinal classes consisting of "not important", "less important", "important", and "very important" 
labels. Then determining the score will involve the probability of class selection (level of urgency) of the model 
so that the score remains varied even for the same class result. That way, a rating model will be obtained which, 
basically, is a classification model for rating review. 





The classification module contains two major components, namely, feature extraction and 
classification models. Before entering the classification module, the review data will go through a 
preprocessing sequence, which are expand contractions, case folding, remove numbers, remove punctuation, 
lemmatization, and remove stopwords. 
Feature extraction used is Term Frequency times Inverse Document Frequency (TF-IDF) and word 
embedding, each of which has advantages and risks in extracting numeric features from text data. TF-IDF is a 
formal measure of how relatively small words appear in a document. The word with the highest TF-IDF value 
is usually a characteristic of a document [7]. Simultaneously, word embedding can be described with a case 
example where a word produces an embedding vector with certain properties. If a word has a meaning similar 
to another word, then the embedding vector for these two words will be similar [8]. TF-IDF produces simpler 
features so that it is more suitable for shallow learning models. One supporting reason is the fact that the TF-
IDF output has a clear value. That is, the values in each column represent the same features in the review data. 
Therefore, this output is easily used by the shallow learning model, which, in essence, sees different data by 
comparing components in the same column. On the other hand, although TF-IDF eliminates sequence 
information in the text, this does not affect the shallow learning model's learning process. In addition, the use 
of TF-IDF allows N features to be selected as many features as are considered the most important so that the 
number of features is not too much. Also, in TF-IDF, a feature doesn't have to be a word. In TF-IDF, a feature 
can be two words or three words depending on the n-gram value. Whereas word embedding produces features 
that can be still complex, it still preserves sequence information from the text. This makes word embedding 
suitable for deep learning models that handle sequential input data such as LSTM and CNN. The complexity 
of word embedding result remains as complex as the structure of input text, but this is not a problem for the 
deep learning model. Unlike the shallow learning model, which is quite naive in looking at each column, the 
deep learning model will face a collection of input values with a collection of nodes that are interconnected so 
that the pattern of the input will be caught at least in certain paths even though the linkage comes from several 
column positions that are different. In addition, we need to limit the length of the input vector in word 
embedding, which results in the need for padding (usually with a value of 0) if the input is shorter or the input 
is truncated if the input is longer (risk of removing some information from the input). 
The classification models used include shallow learning, such as Logistic Regression, Naive Bayesian, 
Support Vector Machine, and Random Forest, as well as deep learning, such as CNN and LSTM. Each of these 
algorithms has its own characteristics or assumptions. Logistic Regression is a popular and simple classification 
algorithm, as simple as utilizing the sigmoid function [9]. Then, Naive Bayesian is a model that was mentioned 
in a related paper [6]. In addition, the Naive Bayesian model uses the assumption that each feature is 
independent [10], which could be compatible with the case of information or urgency components that are not 
related in a review text. Whereas, Support Vector Machine (which aims to find the optimal hyperplane that 
separates classes [11]) is a model that has high popularity besides neural networks. Finally, Random Forest is 
a combined form of several decision trees induced from training bootstrap data samples [12], which with certain 
methods can provide promising results for text classification [13]. Then, Convolutional Neural Network (CNN) 
is a neural network that uses a special type of linear operation, namely convolution, replaces general matrix 
multiplication in at least one of its layers [14] and Long Short-Term Memory (LSTM) is a recurrent neural 
network (RNN) architecture which is specifically designed to make temporal sequence models and long-term 
dependencies more accurate than conventional RNN [15]. CNN and LSTM are deep learning models that 
handle sequential input such as text. CNN utilizes the convolution layer to simplify input while the LSTM 
model makes use of the LSTM layer itself to keep the data information sequentially passed. 
The input of each model is the preprocessed text with its corresponding label. The class or label to do 
classification is in form of ordinal label (0, 1, 2, 3) which describes the level of urgency. Label 0 for "not 
important", label 1 for "less important", label 2 for "important", and label 3 for "very important". Label 
composition and data division are shown in Figure 1. How "important" a review is depends on the criteria of 
good review which has been explained before. 
 
 
Figure 1. Data Splitting 
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The classification method utilizes the division of cases against these four classes into several "stages". 
The division of cases (into several stages) is an approach to handle multiclass labels with a binary classification 
approach without ignoring the order between labels. This approach (division by stage) is inspired by the one 
versus the rest approach in Support Vector Machine to handle multiclass problems. The one versus rest 
approach cannot be used because it breaks the purpose of labeling the level of urgency itself, which is for 
ranking. Therefore, the division of classification cases by stages is needed because it makes "separators" that 
still give meaning to order. 
As shown in Figure 2, this separator will produce three stages, namely stage 0, which is a binary 
classification based on qualifications whether the review "tends to be important" (0 vs. 1, 2, 3), stage 1, which 
is a binary classification based on qualifications whether the review "tends to be more important" (0, 1 vs. 2, 
3), and stage 2 which is a binary classification based on qualifications whether the review "tends to be very 
important" (0, 1, 2 vs 3). Each binary classification model that is formed will produce a probability prediction 
whether the review enters the positive class (has tendency) or negative (has no tendency), and all three 
probability values will sum to obtain an urgency score. In the end, this urgency score will be the basis of the 




Figure 2. Ranking Architecture Based on Urgency Level 
 
Because the reviews with label 3 are very few, the composition of positive data in "tends to be very 
important" case will be too small compared to the negative data. Therefore, oversampling is done by using the 
synthetic minority oversampling technique (SMOTE) before the learning process in the case of this stage 2 
classification. SMOTE is an oversampling approach by making an example of synthesis rather than 
oversampling with replacement. Minority classes experience oversampling by taking each minority class 
sample and introducing synthetic examples along line segments connecting one or all of the nearest neighboring 
minority classes [16]. 
Every model will be used based on the defined architecture. The complete scenario of this 




Figure 3. Experiment Scenario 
 
 
3. RESULT AND DISCUSSION 
There are two important kinds of evaluations to evaluate this approach. First, classification is the 
approach to estimate ranking problem and second, ranking as it is the end goal of this proposed solution. In the 
evaluation of classification performance, f-scores [17] are used. With known precision and recall values, f-
scores can be calculated with the following formula. 
 









The f-score value was calculated for each model's prediction process in each stage, and the results 
were obtained, as shown in Table 1. 
 
Table 1. Comparison of F-scores Per Stage 
Model Stage 0 Stage 1 Stage 2 
Logistic Regression 0.91 0.36 0.16 
Naïve Bayes 0.87 0.07 0.19 
Support Vector Machine 0.9 0.64 0.45 
Random Forest 0.88 0.17 0.09 
LSTM 0.94 0.75 0.58 
CNN 0.95 0.75 0.54 
  
It is found that in this case, the performance of deep learning classification (LSTM and CNN) is higher 
than the shallow learning classification performance (Logistic Regression, Naive Bayesian, Support Vector 
Machine, and Random Forest). Then in fellow shallow learning, the performance of the Support Vector 
Machine classification tends to be higher than the others, while Naïve Bayesian and Random Forest tend to be 
the lowest. 
In the evaluation of ranking performance, nDCG (normalized Discounted Cumulative Gain) is used 
[18]. nDCG is the ratio of DCG (Discounted Cumulative Gain) to IDCG (Ideal Discounted Cumulative Gain). 
DCG is calculated by the following formula. 
 




𝑖=1  (2) 
 
It is noted that i is the ranking position of a particular review, and n is the number of reviews in the 
ranking group. While the rel is the weight of the review at position i. IDCG is calculated in the same way, but 
position i is determined based on ground truth. The nDCG scores are shown in Table 2. 
 
Table 2. Comparison of nDCG values 
Model All Top 1 Top 3 Top 5 Top 10 Top 20 Top 30 Top 45 
Logistic Regression 0.9727 0.9555 0.9552 0.9496 0.9587 0.9267 0.9157 0.9173 
Naïve Bayes 0.9134 0.7444 0.789 0.7506 0.6785 0.6965 0.7502 0.8137 
Support Vector Machine 0.9715 0.9888 0.951 0.9641 0.9175 0.9194 0.9272 0.9191 
Random Forest 0.9751 0.9555 0.9618 0.9551 0.9616 0.9181 0.9285 0.9249 
LSTM 0.984 1 0.9973 0.9595 0.9468 0.9455 0.9532 0.9413 
CNN 0.983 1 0.9926 0.968 0.9545 0.9386 0.9633 0.9435 
 
 It is found that in this case, the ranking performance utilizing deep learning (to be exact, deep learning 
models that handle sequences in data, namely LSTM and CNN) tends to be higher than the ranking performance 
utilizing shallow learning (Logistic Regression, Naive Bayesian, Support Vector Machine, and Random 
Forest). These results are in line with the results of the classification performance evaluation discussed earlier. 
Then, in fellow shallow learning, Naive Bayesian ranking performance is very much lower than other 
models. This indicates that the assumption of independent features cannot be applied in this problem. 
In addition, the performance of the Logistic Regression, Support Vector Machine, and Random Forest 
ranking is quite competitive with values that are slightly below the performance of LSTM and CNN, even in 
some cases, these models are better than LSTM or CNN. This is not so in line with the results of the 
classification evaluation obtained. 
To sum up, in solving the problem of using upvote as a label, the proposed approach can give good 
performance in ranking depending on the model used, but the result also shows that f-score and nDCG score 
of models are not correlated enough to represent or estimate score each other. 
 
4. CONCLUSION 
This experiment shows how various models behave in classification and ranking based on 4 ordinal 
labels of urgency. The review ranking model with the best performance in the classification evaluation and 
ranking evaluation, obtained from experiments, uses deep learning, namely LSTM and CNN. Based on the 
evaluation results, it appears that the results of the classification evaluation of a model are not necessarily 
aligned or positively correlated with the results of the ranking evaluation so that the determination of the best 
review ranking model cannot be based on classification evaluation but a ranking evaluation. 
For the development of this solution in the future, it is better to use more and varied review data so 
that experiments can be conducted by considering various vocabularies from various product domains, such as 
food, clothing, and digital products. The experiment aims to ascertain whether a ranking system with a variety 
of vocabulary is still feasible to apply. It is also better if the labeling, especially the ranking label, is done by a 
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number of people and is studied in depth (although it takes a long time) so that the bias or inconsistencies in 
the test data or ground truth used can be minimized. 
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