Absrruct-Crude oil blending is an important unit operation in petroleum refining industry. A good model for the blending system is beneficial for supervision operation, prediction of the export petroleum quality and realizing model-based optimal control. Since the blending cannot follow the ideal mixing rule in practice, we propose a static neural network to approximate the blending properties. By input-to-state stability and dead-zone approaches, we propose a new robust learning algorithm and give theoretical analysis. Real data is applied to illustrate the neuro modeling approache.
INTRODUCTION
Crude oil blending is an attractive solution for those refiners who have the ability to blend different crude types to provide a consistent and optimal feedstock to refinery operations. Optimal crude purchasing is an effective method to improve refinery profits. In general the blending rule is nonlinear, it can be regarded as a linear mixing rule adding a nonlinear term. Crude oil blending is an optimization operations based upon real-time analyzers and process knowledge [6] . To address uncertainties in blending operation, real-time optimization (RTO) has been proposed [ 181. The main drawback of RTO is that it cannot provide optimal set-points fiom large amounts of history data. In many cases, optimal inlet flow rates based on the history data are required in oil fields. These set-points can be used for decision and supervision control. The exact mathematical model for crude oil blending is too complex to be handled analytically. Many attempts were made to introduce simplified models to construct "modelbased" controller [XI. A common method to approximate the blending operation is to use linear (ideal ) model El81 or to regard blending operation has a sufficient small nonlinear uncertainty [I] .
Neuro modeling approach uses the nice features of neural networks, but the lack of mathematical model for the plant makes it hard to obtain theoretical results on stable learning. It is very important to assure the stability of new0 modeling in theory before we use them in some real applications. Lyapunov approach can be used directly to obtain robust training algorithms for continuous-time [21] In this paper, we propose a novel learning algorithm for discrete-time feedforward neural network. By combining ISS and dead-zone techniques, we analyze the stability of identification error and the parameters. This learning law can guarantee both modelling error and weights bounded.
The neuro modelling approach is successfully used to mode1 crude oil Hending via real data.
CRUDE OIL BLENDING
Crude oils are often blended to increase the sale price or process-ability of a lower grade crude oil by blending it with a higher grade, higher price crude. The objective is to produce blended crude oil to a target specification at the lowest cost using the minimum higher cost crude oil.
The crude oil feed-stocks used for blending often vary in quality and for this reason crude oil blenders normally use viscosity or density trim control systems. API (American Petroleum Institute) Gravity is the most used indication of density of crude oil. The lower the API Gravity, the heavier the compound. When the blender is started the required flow rate and component ratio is set by the control system based on the ratio in the recipe. A density or viscosity analyzer, installed at a homogeneous point in the blender header, generates a control signal, which is used to continually optimize the blended product by adjusting the component ratio. This ensures that the blended product remains as specified at all times during the batch. So normal identification for crude oil blending is on-line. In this paper we will discuss an off-line identification method.
We discuss a typical crude oil blending process in PE- MEX 
where a is the interaction coefficient between the two components Zahed model [25] i--1
(3)
where hl; and k are constants,
All of above models are only suitable in some special conditions and the parameters of these models should be determined by experience data.
We can also regard the it as multiple components blending process, we call it as integrated model. The model can be expressed as
If the mixing rule is given by a interaction model as (2) 4 4 111. MODELLING OF CRUDE OIL BLENDlNG VIA
DISCRETE-TIME NEURAL NETWORKS
The mathematical models discussed in Section 2 work only in some special conditions. In real application we have only input/output data, neural network can be applied to identify crude oil blending. Static neural networks can be used to identify the nonlinear parts A of the distribute model (1) or the integrated model (4) , it can also identify the whole blender (linear and nonlinear). This section will present a new stable learning algorithm for static new0 identification.
The mixing property can be written in following form
an unknown nonlinear function representing the blending operation, zli ( k ) are measurable scalar inputs, they are API Gravity and flow rates, for example u 1 (k) = E,
. w e consider multilayer neural network(or multilayer perceptrons) to model the blending properties as in (6) 
where the scalar output c ( k ) and vector input X ( k ) E R I x m , the weights in hidden layer are LVk E Rmxn, 4
is m-dimension vector fimction. The typical presentation of the element &(,) is sigmoid hnction. The identified blending system (6) can be represented as R n x l IS ' defined in (6), the weights in output layer are Vk E
where V* and W* are set of unknown weights which may minimize the modeling error p ( k ) . The nonlinear plant ( 6 ) can be also expressed as
where 6 is the derivative of nonkear activation fiqstion
order approximation error of the Taylor series.
In this paper we are only interested in openloop identification, we can assume that the plant (6) is bounded-input and bounded-output stable, i.e., y(k) and u ( k ) in ( 6 ) are bounded. Since U ( k -1) ,u(k -2) ,...IT, X ( I ; ) is bounded. By the boundedness of the sigmoid finction #, we assume that 6 (k) in (8) is bounded, also E (k) is bounded. So (9) is bounded. The following theorem gives a new robust learning algorithm and stable analysis for the neural identification.
Theorenz I : If we use the multilayer neural network (7) to model the crude oil blending (6) , the following deadzone backpropagation-like algorithm
This updating law can make the modelling error e (k) and the weights of neural networks bounded 
Remark 3:
Since we assume neural networks cannot match nonlinear systems exactly, we can not make the parameters (weights) convergence, we would like only to force the output of neural networks to follow the output of the plant, i.e. the identification error is stable. Although the weights cannot converge to their optimal values, (12) shows that the identification error will convergence to the ball radius 23. Even if the input is persistent exciting, the modeling error C (k) will not make the weights convergent to their optimal values. It is possible that the output error is convergent, but the weight errors are very high when the networks structure are not fine defined. The relations of the output error and the weight errors are shown in (9).
Simpler case is that we use line in the weights and the neural networks can match the nonlinear plant exactly go to 2 to repeat the identification process.
cation, now VT, is the final value for Vo.
neural networks: Measurement noise is enlarged due to backpropagation of identification error (1 0), therefore the weights of neurai networks are influenced by output noise. On the other hand small external disturbance can accelerate convergent rate according to the persistent exciting theory [ 161, small disturbances in the input u(t) or in output y ( t ) can enrich frequency of the signal X ( t ) , this is good for parameters convergence. In the following simulation we can see this point, With this prior knowledge V o , we may start the identification (10). t a lgi,pi,q21~,q3,P3,q4rpq] T and output data [ q j , p f ] . We use "a=xlsread(data)" command to transform the data sheet into Matlab. The training data are two years' records, 730 inputioutput pairs. The testing data, 28 input/output pairs, are one month's records which are in the other year, In this way, we can assure the testing phase is independent of the training phase,
We use three methods to compare the algorithm proposed in this paper, see Fig.2 .
In Fig.Z-(a) we regard the real data satisfy the interaction model (5), i.e., where k = 1.. ,730. We define Fig.3 .
In Fig.2-(b) we assume the crude oil blending can be expressed as linear and nonlinear parts, x (k) = [ 4 1 , P l ! g z ! P 2 1 4 3 r P 3 1 q~,~4 ]~.
w e c l x "
We use the learning algorithm (10) proposed in this paper,
E .
e., In Fig.2 -(c) we consider the crude oil blending is a black-box nonlinear process, we use neural network to model the whole system. The plant is pf = f (9.1 :p1: 92: P2: 43: P31 q4: P4) ( 
22)
We use the same neural networks and the same algorithm as in (21), the identification results are shown in Fig.5 . Three different methods in Fig.2 give different modelling errors. We define the average identification errors as 1 "
where $ i ( k ) is the output of the models. For least square method, nonlinear part identification and black-box identification, J , is 0.6: 0.025, 0.1, respectively. We have the following conclusions: 1) It is reasonable to divide the blending process into linear and nonlinear parts 2) The interaction model (1 7) for the nonlinear part is not suitable in crude oil blending.
3) Neural networks and the robust learning aIgorithm proposed in this paper are effective for modelling of crude oil blending. Now we compare our stable learning algorithm (21) with normal backpropagation algorithm [ 141 in the training phase. We use the same multilayer neural networks as [ 141, it is II~,~.J (The numbers of input layer, hidden layer and output layer are 8, 5, 1, respectively.). We use a fixed learning rate 11 = 0.05. We found after 7 > 0.1 the norma1 backpropagation algorithm become unstable. The performance comparison can be realized by mean squared
errors
The comparison results are shown in Fig.6 . We can see that the stable algorithm proposed in this paper has a fast convergence rate, J(730) = 0.005. The identification error of normal backpropagation algorithm is bigger, J (730) = 0.078.
V. CONCLUS~ON
In this paper a new learning algorithm for discrete-time neural network is proposed. The theoretical analysis of stability and convergence of the neural networks are given. A application example is provided to illustrate the neuro modeling approach. We believe that modelling of crude oil blending via neural networks is a very effective method.
