As many as 72 elliptic integrals of the third kind in previous tables are unified by evaluation in terms of ñ-functions instead of Legendre's integrals. The present table includes only integrals having integrands with real singular points. In addition to 31 integrals of the third kind, most of them unavailable elsewhere, 10 integrals of the first and second kinds from an earlier table are listed again in new notation.
Introduction.
A table [4] of elliptic integrals of the first and second kinds is extended in this paper to integrals of the third kind. We choose a standard form, an be put in the form (1.1) by letting t = sin2 tp or t = z2.
If we assume the 6's are nonzero and no two of the quantities a¿ + bit are proportional, then [pi,... ,p"] is an elliptic integral if the number of odd p's is exactly three (the "cubic case") or four (the "quartic case"). It is elliptic of third kind if at least one of the p's is even and negative or if pi +•■•■+ pn = -2,0,2,4,..., the latter condition being impossible in the cubic case. Otherwise, it is first or second kind, and the only integrals of first kind are [-1, -1, -1] and [-1, -1, -1, -1].
The conditions that the integral be of third kind are deduced by using [2,(8.1-2) ] to express [p] as an i?-function with "6-parameters" -pi/2,..., -p"/2, 2 + £)p,/2. The integral is of third kind if at least one of these parameters is a positive integer (see [2, §8.5 
, §9.2]).
We shall replace Legendre's integrals of the first and third kinds by 1 f°° (  1.2) RF(x,y,z) = -J \(t + x)(t + y)(t + z)\-ll2/dt, (1.3) Rj(x,y,z,p) = -I [(í + x)(í + y)(í + 2)]-1/2(í + p)-1fií.
Besides being symmetric in x, y, z, these i?-functions are homogeneous:
RF(Xx, Xy, Xz) = X~^2RF(x, y, z), (1.4) Rj(Xx, Xy, Xz, Xp) = X~2/2Rj(x, y, z, p), and they are normalized so that (1.5) RF(x,x,x) = x~1//2, Rj(x,x, x,x) = x-3/2.
Two special cases are denoted by (1.6) Rc(x,y)=RF(x,y,y), RD(x,y,z) = Rj(x,y,z,z).
The function Rd replaces Legendre's integral of the second kind, and Re is an elementary function** embracing the logarithmic, inverse circular, and inverse hyperbolic functions [3, (4.9) -(4.13)]. Use of Re allows unification of formulas for circular and hyperbolic cases of integrals of the third kind. Fortran codes [5] for Re and Rj are listed in the Supplements section of this issue, and codes for RF and Rd are given in a Supplement to [4] . All four can be found also in most of the major software libraries, but the codes for Re and Rj in the Supplement have recently been modified to compute the Cauchy principal value of the integral when the last variable is negative. As shown in Sections 5 and 6, Cauchy principal values are sometimes needed when using the formulas of this paper.
As explained in [4] , the present table differs from customary integral tables [1] , [7] ***, [8] in two respects: We do not require the interval of integration to begin or end at a branch point of the integrand, and we do not separate special cases according to the positions of the branch points relative to the interval of integration and to one another.
The unification of these special cases is made possible by application of the addition theorem and by the use of Ä-functions instead of Legendre's integrals. The present table includes only integrands with real branch points; conjugate complex branch points resulting from an irreducible polynomial al + bit +• ctt2 are deferred to a later paper.
The table in Section 2 consists of quartic cases, since many cubic cases are included in these by taking on -I and bi -0 for various values of i. To select integrals that are relatively simple, we arbitrarily require J2\Pi\ ^8 and J2pi < 0. Apart from permutation of subscripts in (1.1), there are just 37 quartic cases satisfying these criteria. We omit nine with p5 = ±2, p^ = ±2 since they can ** Although not in connection with elliptic integrals, the use of a function equivalent to the reciprocal of Re was proposed in 1897 by Fubini, while still a student at Pisa, in his first published paper [6] , I am obliged to Professor Luigi Gatteschi for this reference. *** Tables 3 and 4 cases of all three kinds will be discussed in a later paper. Because some of the formulas are cumbersome when written out in the style of [4] , we have introduced abbreviations to save space. For uniformity of style, the quartic cases of first and second kinds listed in [4] are listed again in Section 3 in the new notation. Derivation of formulas by recurrence relations is discussed in Section 4. The fundamental formula for [1, -1, -1, -1, -2] is proved in Section 5, and Cauchy principal values are discussed in Section 6. All integral formulas have been checked by numerical integration; some details of the checks are given in the Supplement.
2. Table of Quartic Cases. We assume x > y and a, + bit > 0, y < t < x, for i = 1,..., 4. Assumptions about a^ + b^t will be stated where necessary. We define
where i,j, k, m is any permutation of 1,2,3,4;
These definitions imply, if P is chosen positive, It will be seen from the tables that
Thus, I3 reduces to I3 if 05 = 1 and 65 = 0, and I3 reduces to I2 if 05 = a4 and 65 =64. If one limit of integration is a branch point of the integrand, then Xi or Yz is 0 for some value of i < 4, and one of the two terms on the right-hand side of (2. 
+ (65/6364)A(l, 1,1,-1).
[
The next 11 integrals have p5 = -2, and we assume a § + 65Í either is positive on the closed interval of integration or changes sign in the open interval of integration. In the latter case the integral is interpreted as a Cauchy principal value; see Section 6. All 11 integrals involve I3, and the six with J^P¿ > _2 involve J3/65 also. The final five integrals have p5 = -4. All five involve ^3, and the two with Z)p¿ > -2 involve I'3/b\ also. We assume 05 +65Í is positive on the closed interval of integration. The nine integrals with p5 = ±2, pe = ±2, J2\Pi\ ^ 8, and X)p¿ < 0 can be reduced to those listed above by using the identities
3. Quartic Cases of First or Second Kind. In [4] the nine quartic integrals of first or second kind with ^|p¿| < 8 were evaluated in terms of RF and RdSince Rd is symmetric in only its first two variables, the third was chosen variously as U22,U23, or U24 to simplify the formulas. In (2.14) and hence throughout Section 2, U24 is the choice. For uniformity of notation and for use in deriving the formulas of Section 2, we list again the nine integrals in present notation and add for convenience [-1,-1,-1,
-3], which is a special case of [-1, -1, -1, -3,2].
(3.8)
(3.10) Replacing p by p -2ek, we see that
We discuss first the reduction of the integrals in Section 3, because they will be used to reduce those in Section 2 and because the procedure differs at some points from that used in [4] . Equations (3.1) and (3.2) were proved in [4, §4] . Equation (3.3) obviously comes from (B14) and (3.4) from (D145). For (3.5) we first use (D342) to get by (C21). Equations (2.47) to (2.50) then follow in order from (B25), (C35), (B15), and (C45).
The formulas resulting from this procedure have often been simplified with the help of various identities. Besides [4, (5.22)] we note (4) (5) (6) rlk + rkj =ri:j = -r3i, (4-7) r2k + r% -r2 = 2rikrjk,
where ^ denotes summation over cyclic permutations oîi,j,k. Equation (4.6) is obvious from (2.1), and (4.7) comes from squaring (4.6). Equation (4.8) follows from (2.6) and [4, (5.7)], and the proof of (4.9) is like that of (4.1).
The Fundamental
Integral. Equations (2.13) and (2.14), with left sides identified in (2.17), were proved in [4, Section 4], initially with a restriction on the o's and 6's that was later removed by using the analyticity of the R -function when each of its variables lies in the complex plane cut along the nonpositive real axis. The proof of (2.15) is similar except for a complication: The variables W2 and Q2 are sometimes real and negative.
In this section we assume x > y and at + bit > 0, y < t < x, for 1 < i < 5. From We shall want also, for i = 2,3,4, (5.12) (x -y)dx5 = X¡Y2 -Y2X¡ = (YXY5/Yi)2(w5 -wx).
Since Q2 and W2 are positive by (2.5) if d25d35d45 = 0, we may assume that w5 is not equal to w2, w3, or w4.
The graph of ai + bit has the fixed positive ordinate Y2 at t = y, the variable positive ordinate w at t = x, and the intercept -ai/bi on the i-axis. As w runs through all positive real values, this intercept takes all values outside the fixed interval [y, x] of integration. When w -w, for some i > 1, the intercept coincides with the fixed intercept -a¿/6¿ of the graph of a¿ + bit. The temporary assumption about -ai/bi means that 0 < w < wt, 2 < i < 5.
We find from (2.4) and ( This is positive when w equals w2, wz, or w4, but it changes sign as w goes through the singularity at w5. Writing ç for the positive square root w1^2 = X\, we find (w -w5)f(w) = w5ç4 + 2(w2w3w4)1/2c3 (5.14) + [w2w3 + w2w4 + w3w4 -w*,(w2 + w3 + w4)]ç2 -2wb(w2w3w4)ll2<; -w2w3w4.
By Descartes' rule of signs the polynomial in c has exactly one positive zero, say ç0 = Wq . Thus f(w) changes sign exactly twice, at wq and W5, as w goes through all positive values. Since / is positive at 0 and 00, it must be negative in the open interval with endpoints Wq and w5, either of which may be the greater. This interval cannot contain w2, w3, or w4 since / is positive at those points. We shall now establish (2.15) for all w > 0 by analytic continuation. We cut the w-plane along the nonpositive real axis and make a second cut between w0 and W5 on the positive real axis. The corresponding region of the ç-plane is the This is analytic in the w-plane cut along the nonpositive real axis, even without the second cut from u>o to w §. Since (2.15) is known to hold if 0 < w < Wi, 2 < i < 5, it holds throughout the twice-cut tu-plane by the permanence of functional relations. Each of the two terms on the right-hand side of (2.15) is discontinuous across the second cut, but the discontinuities must cancel (as can be verified explicitly) because the left side is continuous. Hence the second cut is unnecessary and can be removed after defining Rj and Re on the cut so as to make the right-hand side continuous. A suitable definition for each is its Cauchy principal value, which is the arithmetic average of its values on the upper and lower edges of the cut. With this definition, (2.15) holds on the w-plane cut only along the nonpositive real axis. In particular it holds for all positive values of w, which was to be proved.
At each endpoint of the second cut the Cauchy principal value is to be interpreted as a limit of values off the cut or of principal values on the cut. The limit is easy to evaluate at the end where w = w5, since this implies by (5.11) that dis vanishes, a5 + 65£ is proportional to ai + bit, and [1,-1,-1,-1,-2] reduces to
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Cauchy Principal
Values. According to Section 5, the evaluation of I3 may involve Cauchy principal values of both Rj and Re, even though a5 +• 65 í is positive on the closed interval of integration. We shall prove now that formulas (2.34) to (2.44) are still valid if 05 +65Í changes sign in the open interval of integration. If the left side of each formula is taken to be a Cauchy principal value, then Iz as defined by (2.15) involves the Cauchy principal value of either Rj or Re but not both, since W2 and Q2 have opposite signs by (2.5) when X2Y2 < 0.
It suffices to consider (2.34), since the proofs of (2.35) to (2.44) by recurrence relations (Bij), (Cij), and (Dijk) do not depend on the sign of a$ + 65Í. We shall assume a5 +65x < 0 < (25+651/, but the proof with x and y interchanged is similar.
The method is much like that in Section 5.
We fix x and y and Xi > 0, 1 < i < 4 and Fj > 0, 1 < i < 5, while allowing X2 = 05 +65X to vary in the complex plane. By (5.10), u>i,..., w4 are fixed positive quantities while w5 = X2Y2/Y2 is variable. Since w is an abbreviation for wi, we see from (5.11) that the coefficient of Rj in (2.15) is analytic except for a pole at u>i. The first three arguments of Rj are fixed and positive, but it follows from (5.13) that the fourth argument has the form where A and B are real and independent of W5. A little algebra shows that A > 0 if B = 0, and hence W2 cannot be real and nonpositive unless v>$ is real. We cut the ?¿>5-plane along the nonpositive real axis and also along every interval of the positive real axis where W2 < 0. Unless B = 0, one of these intervals will have the pole at Wi as one endpoint, and so the cut plane will in all cases include an open interval of the positive real axis, where X2 > 0 and (2.15) is valid by Section 5. In the cut plane, W2 is analytic in w § and cannot be real and nonpositive. Hence, the first term on the right-hand side of (2.15) is analytic in w § on the cut plane. We rewrite the second term, using the homogeneity of Re, as hence (Pw^1' )2 cannot be real and nonpositive. Neither can Q2/w5, since it is a positive multiple of W2 by (2.5) . Thus, the second term on the right-hand side of (2.15) also is analytic in W5 on the cut plane. Finally, the left side of (2.15) is analytic in w$ on the cut plane because the first four arguments of R-i in 
