This empirical study is mainly devoted to comparing four tree-based boosting algorithms: mart, abc-mart, robust logitboost, and abc-logitboost, for multi-class classification on a variety of publicly available datasets. Some of those datasets have been thoroughly tested in prior studies using a broad range of classification algorithms including SVM, neural nets, and deep learning.
Introduction
Boosting algorithms [16, 4, 5, 2, 17, 7, 15, 6] have become very successful in machine learning. In this paper, we provide an empirical evaluation of four tree-based boosting algorithms for multi-class classification: mart [6] , abc-mart [11] , robust logitboost [13] , and abc-logitboost [12] , on a wide range of datasets.
Abc-boost [11] , where "abc" stands for adaptive base class, is a recent new idea for improving multi-class classification. Both abc-mart [11] and abc-logitboost [12] are specific implementations of abc-boost. Although the experiments in [11, 12] were reasonable, we consider a more thorough study is necessary. Most datasets used in [11, 12] are (very) small. While those datasets (e.g., pendigits, zipcode) are still popular in machine learning research papers, they may be too small to be practically very meaningful. Nowadays, applications with millions of training samples are not uncommon, for example, in search engines [14] .
It would be also interesting to compare these four tree-based boosting algorithms with other popular learning methods such as support vector machines (SVM) and deep learning. A recent study [9] 1 conducted a thorough empirical comparison of many learning algorithms including SVM, neural nets, and deep learning. The authors of [9] maintain a nice Web site from which one can download the datasets and compares the test mis-classification errors.
In this paper, we provide extensive experiment results using mart, abc-mart, robust logitboost, and abc-logitboost on the datasets used in [9] , plus other publicly available datasets. One interesting dataset is the UCI Poker. By private communications with C.J. Lin (the author of LibSVM), we learn that SVM achieved a classification accuracy of ≤ 60% on this dataset. Interestingly, all four boosting algorithms can easily achieve > 90% accuracies.
We try to make this paper self-contained by providing a detailed introduction to abc-mart, robust logitboost, and abc-logitboost in the next section.
.
While traditional logistic regression assumes F i,k (x i ) = β T x i , logitboost and mart adopt the flexible "additive model," which is a function of M terms:
where h(x; a m ), the base learner, is typically a regression tree. The parameters, ρ m and a m , are learned from the data, by maximum likelihood, which is equivalent to minimizing the negative log-likelihood loss
where r i,k = 1 if y i = k and r i,k = 0 otherwise. For identifiability,
k=0 F i,k = 0, i.e., the sum-to-zero constraint, is routinely adopted [7, 6, 19, 10, 18, 21, 20 ].
Logitboost
As described in Alg. 1, [7] builds the additive model (2) by a greedy stage-wise procedure, using a second-order (diagonal) approximation, which requires knowing the first two derivatives of the loss function (3) with respective to the function values F i,k . [7] obtained:
Those derivatives can be derived by assuming no relations among F i,k , k = 0 to K − 1. However, [7] used the "sum-to-zero" constraint
k=0 F i,k = 0 throughout the paper and they provided an alternative explanation. [7] showed (4) by conditioning on a "base class" and noticed the resultant derivatives are independent of the choice of the base. LogitBoost[7, Alg. 6] . ν is the shrinkage.
Algorithm 1
Compute
Fit the function f i,k by a weighted least-square of z i,k : to x i with weights w i,k .
7:
At each stage, logitboost fits an individual regression function separately for each class. This is analogous to the popular individualized regression approach in multinomial logistic regression, which is known [3, 1] to result in loss of statistical efficiency, compared to the full (conditional) maximum likelihood approach.
On the other hand, in order to use trees as base learner, the diagonal approximation appears to be a must, at least from the practical perspective. [11] derived the derivatives of the loss function (3) under the sum-to-zero constraint. Without loss of generality, we can assume that class 0 is the base class. For any k = 0,
Adaptive Base Class Boost (ABC-Boost)
The base class must be identified at each boosting iteration during training. [11] suggested an exhaustive procedure to adaptively find the best base class to minimize the training loss (3) at each iteration. [11] combined the idea of abc-boost with mart. The algorithm, named abc-mart, achieved good performance in multi-class classification on the datasets used in [11] .
Robust LogitBoost
The mart paper [6] and a recent (2008) discussion paper [8] commented that logitboost (Alg. 1) can be numerically unstable. In fact, the logitboost paper [7] suggested some "crucial implementation protections" on page 17 of [7] :
• In Line 5 of Alg. 1, compute the response z i,k by
• Bound the response |z i,k | by z max ∈ [2, 4] . The value of z max is not sensitive as long as in [2, 4] Note that the above operations were applied to each individual sample. The goal was to ensure that the response |z i,k | should not be too large. On the other hand, we should hope to use larger |z i,k | to better capture the data variation. Therefore, this thresholding operation occurs very frequently and it is expected that part of the useful information is lost.
The next subsection explains that, if implemented carefully, logitboost is almost identical to mart. The only difference is the tree-splitting criterion.
Tree-Splitting Criterion Using Second-Order Information
Consider N weights w i , and N response values z i , i = 1 to N , which are assumed to be ordered according to the sorted order of the corresponding feature values. The tree-splitting procedure is to find the index s, 1 ≤ s < N , such that the weighted mean square error (MSE) is reduced the most if split at s. That is, we seek the s to maximize
. After simplification, one can obtain
Because the computations involve p i,k (1 − p i,k ) as a group, this procedure is actually numerically stable.
In comparison, mart [6] only used the first order information to construct the trees, i.e.,
Alg. 2 describes robust logitboost using the tree-splitting criterion in Sec. 2.4. Note that after trees are constructed, the values of the terminal nodes are computed by
which explains Line 5 of Alg. 2.
Algorithm 2
Robust logitboost, which is very similar to mart, except for Line 4.
1:
with weights p i,k (1 − p i,k ) as in Sec. 2.4.
5:
β j,k,m = K−1 K x i ∈R j,k,m r i,k −p i,k x i ∈R j,k,m (1−p i,k )p i,k 6: F i,k = F i,k + ν J j=1 β j,k,m 1 xi∈R j,k,m 7: End 8: p i,k = exp(F i,k )/ K−1 s=0 exp(F i,s ) 9: End
Adaptive Base Class Logitboost (ABC-LogitBoost)
The abc-boost [11] algorithm consists of two key components:
1. Using the sum-to-zero constraint [7, 6, 19, 10, 18, 21, 20] on the loss function, one can formulate boosting algorithms only for K − 1 classes, by treating one class as the base class.
2. At each boosting iteration, adaptively select the base class according to the training loss. [11] suggested an exhaustive search strategy.
[11] combined abc-boost with mart to develop abc-mart. More recently, [12] developed abclogitboost, the combination of abc-boost with (robust) logitboost.
Algorithm 3
Abc-logitboost using the exhaustive search strategy for the base class, as suggested in [11] . The vector B stores the base class numbers.
:
10:
Alg. 3 presents abc-logitboost, using the derivatives in (5) and the same exhaustive search strategy as in abc-mart. Again, abc-logitboost differs from abc-mart only in the tree-splitting procedure (Line 5).
Main Parameters
Alg. 2 and Alg. 3 have three parameters (J, ν and M ), to which the performance is in general not very sensitive, as long as they fall in some reasonable range. This is a significant advantage in practice.
The number of terminal nodes, J, determines the capacity of the base learner. [6] suggested J = 6. [7, 21] commented that J > 10 is unlikely. In our experience, for large datasets (or moderate datasets in high-dimensions), J = 20 is often a reasonable choice; also see [14] for more examples.
The shrinkage, ν, should be large enough to make sufficient progress at each step and small enough to avoid over-fitting. [6] suggested ν ≤ 0.1. Normally, ν = 0.1 is used.
The number of boosting iterations, M , is largely determined by the affordable computing time. A commonly-regarded merit of boosting is that, on many datasets, over-fitting can be largely avoided for reasonable J, and ν. Table 1 lists the datasets used in our study. [11, 12] provided experiments on several other (small) datasets. 
Datasets

Covertype
The original UCI Covertype dataset is fairly large, with 581012 samples. To generate Covertype290k, we randomly split the original data into halves, one half for training and another half for testing. For
Covertype145k, we randomly select one half from the training set of Covertype290k and still keep the test set.
Poker
The UCI Poker dataset originally used only 25010 samples for training and 1000000 samples for testing.
Since the test set is very large, we randomly divide it equally into two parts (I and II). Poker25kT1 uses the original training set for training and Part I of the original test set for testing. Poker25kT2 uses the original training set for training and Part II of the original test set for testing. This way, Poker25kT1 can use the test set of Poker25kT2 for validation, and Poker25kT2 can use the test set of Poker25kT1 for validation. As the two test sets are still very large, this treatment will provide reliable results. Since the original training set (about 25k) is too small compared to the size of the test set, we enlarge the training set to form Poker525k, Poker275k, Poker150k, and Poker100k. All four enlarged training datasets use the same test set as Pokere25kT2 (i.e., Part II of the original test set). The training set of Poker525k contains the original (25010) training set plus Part I of the original test set. Similarly, the training set of Poker275k / Poker150k / Poker100k contains the original training set plus 250k/125k/75k samples from Part I of the original test set.
The original Poker dataset provides 10 features, 5 "suit" features and 5 "rank" features. While the "ranks" are naturally ordinal, it appears reasonable to treat "suits" as nominal features. By private communications, R. Cattral, the donor of the Poker data, suggested us to treat the "suits" as nominal. C.J. Lin also kindly told us that the performance of SVM was not affected whether "suits" are treated nominal or ordinal. In our experiments, we choose to use "suits" as nominal feature; and hence the total number of features becomes 25 after expanding each "suite" feature with 4 binary features.
Mnist
While the original Mnist dataset is extremely popular, this dataset is known to be too easy [9] . Originally, Mnist used 60000 samples for training and 10000 samples for testing.
Mnist10k uses the original (10000) test set for training and the original (60000) training set for testing. This creates a more challenging task. [9] (www.iro.umontreal.ca/˜lisa/twiki/bin/view.cgi/Public/DeepVsShallowComparisonICML2007) created a variety of much more difficult datasets by adding various background (correlated) noise, background images, rotations, etc, to the original Mnist dataset. We shortened the notations of the generated datasets
Mnist with Many Variations
By private communications with D. Erhan, one of the authors of [9] , we learn that the sizes of the training sets actually vary depending on the learning algorithms. For some methods such as SVM, they retrained the algorithms using all 120000 training samples after choosing the best parameters; and for other methods, they used 10000 samples for training. In our experiments, we use 12000 training samples for M-Basic, M-Rotate, M-Image, M-Rand and M-RotImg; and we use 10000 training samples for M-Noise1 to M-Noise6.
Note that the datasets M-Noise1 to M-Noise6 have merely 2000 test samples each. By private communications with D. Erhan, we understand this was because [9] did not mean to compare the statistical significance of the test errors for those six datasets.
Letter
The UCI Letter dataset has in total 20000 samples. In our experiments, Letter4k (Letter2k) use the last 4000 (2000) samples for training and the rest for testing. The purpose is to demonstrate the performance of the algorithms using only small training sets.
We also include Letter15k, which is one of the standard partitions of the Letter dataset, by using 15000 samples for training and 5000 samples for testing.
Summary of Experiment Results
We simply use logitboost (or even logit in the plots) to denote robust logitboost. Table 2 summarizes the test mis-classification errors. For all datasets except Poker25kT1 and Poker25kT2, we report the test errors with the tree size J=20 and shrinkage ν = 0.1. For Poker25kT1 and Poker25kT2, we use J = 6 and ν = 0.1. We report more detailed experiment results in Sec. 5.
For Covertype290k, Poker525k, Poker275k, Poker150k, and Poker100k, as they are fairly large, we only train M = 5000 boosting iterations. For all other datasets, we always train M = 10000 iterations or terminate when the training loss (3) is close to the machine accuracy. Since we do not notice obvious over-fitting on those datasets, we simply report the test errors at the last iterations. Table 3 summarizes the following four types of P -values:
P -Values
• P 1: for testing if abc-mart has significantly lower error rates than mart.
• P 2: for testing if (robust) logitboost has significantly lower error rates than mart.
• P 3: for testing if abc-logitboost has significantly lower error rates than abc-mart.
• P 4: for testing if abc-logitboost has significantly lower error rates than (robust) logitboost.
The P -values are computed using binomial distributions and normal approximations. Recall, if a random variable z ∼ Binomial(n, p), then the probability parameter p can be estimated byp = z n , and the variance ofp can be estimated byp(1 −p)/n. The P -values can then be computed using normal approximation of binomial distributions.
Note that the test sets for M-Noise1 to M-Noise6 are very small because [9] originally did not intend to compare the statistical significance on those six datasets. We compute their P -values anyway. The results demonstrate that abc-logitboost and abc-mart considerably outperform logitboost and mart, respectively. In addition, except for Poker25kT1 and Poker25kT2, we observe that abc-logitboost outperforms abc-mart, and logitboost outperforms mart.
Comparisons with SVM and Deep Learning
For UCI Poker, we know that SVM could only achieve an error rate of about 40% (by private communications with C.J. Lin). In comparison, all four algorithms, mart, abc-mart, (robust) logitboost, and abc-logitboost, could achieve much smaller error rates (i.e., < 10%) on Poker25kT1 and Poker25kT2. 
Performance vs. Boosting Iterations
More Detailed Experiment Results
Ideally, we would like to demonstrate that, with any reasonable choice of parameters J and ν, abc-mart and abc-logitboost will always improve mart and logitboost, respectively. This is actually indeed the case on the datasets we have experimented. In this section, we provide the detailed experiment results on Mnist10k, Poker25kT1, Poker25kT2, Letter4k, and Letter2k.
Detailed Experiment Results on Mnist10k
For this dataset, we experiment with every combination of J ∈ {4, 6, 8, 10, 12, 14, 16, 18, 20, 24, 30 , 40, 50} and ν ∈ {0.04, 0.06, 0.08, 0.1}. We train the four boosting algorithms till the training loss (3) is close to the machine accuracy, to exhaust the capacity of the learner so that we could provide a reliable comparison, up to M = 10000 iterations. Table 5 presents the test mis-classification errors and Table 6 presents the P -values. Figures 5, 6 , and 7 provide the test mis-classification errors for all boosting iterations. The experiment results illustrate that the performances of all four algorithms are stable on a widerange of base class tree sizes J, e.g., J ∈ [6, 30] . The shrinkage parameter ν does not affect much the test performance, although smaller ν values result in more boosting iterations (before the training losses reach the machine accuracy).
We further randomly divide the test set of Mnist10k (60000 test samples) equally into two parts (I and II). We then test algorithms on Part I (using the same training results). We name this "new" dataset Mnist10kT1. The purpose of this experiment is to further demonstrate the stability of the algorithms. Table 7 presents the test mis-classification errors of Mnist10kT1. Compared to Table 5 , the misclassification errors of Mnist10kT1 are roughly 50% of the mis-classification errors of Mnist10k for all J and ν. This helps establish that our experiment results on Mnist10k provide a very reliable comparison. 
Detailed Experiment Results on Poker25kT1 and Poker25kT2
Recall the original UCI Poker dataset used 25010 samples for training and 1000000 samples for testing. To provide a reliable comparison (and validation), we form two datasets Poker25kT1 and Poker25kT2 by equally dividing the original test set into two parts (I and II). Both use the same training set. Poker25kT1 uses Part I of the original test set for testing and Poker25kT2 uses Part II for testing. Table 8 and Table 9 present the test mis-classification errors, for J ∈ {4, 6, 8, 10, 12, 14, 16, 18, 20} and ν ∈ {0.04, 0.06, 0.08, 0.1}. Comparing these two tables, we can see the corresponding entries are very close to each other, which again verifies that the four boosting algorithms provide reliable results on this dataset.
For most J and ν, all four algorithms achieve error rates < 10%. For both Poker25kT1 and Poker25kT2, the lowest test errors are attained at ν = 0.1 and J = 6. Unlike Mnist10k, the test errors, especially using mart and logitboost, are slightly sensitive to the parameters.
Note that when J = 4 (and ν is small), only training M = 10000 steps would not be sufficient in this case. 
