We introduce a new optimization algorithm that combines the basin-hopping method, which can be used to efficiently map out an energy landscape associated with minima, with the multicanonical Monte Carlo method, which encourages the system to move out of energy traps during the computation. As an example of implementing the algorithm for the global minimization of a multivariable system, we consider the Lennard-Jones systems containing 150-185 particles, and find that the new algorithm is more efficient than the original basin-hopping method.
I. INTRODUCTION
Global optimization of a multivariable problem has long been an intensive subject of research in many fields and is an important issue in the characterization of complex systems.
1,2
The algorithms of optimization can be classified into four overlapping categories:
3-5 ͑i͒ deterministic methods, ͑ii͒ stochastic methods, ͑iii͒ heuristic methods, and ͑iv͒ smoothing methods. Most of the techniques exhibit varying degrees of success in applying to corresponding physical systems, for which the numerical techniques are specifically designed. The main difficulty in global minimization is associated with the fact that multiple local minima may exist, with locations separated from each other in the variable space. Most numerical procedures are efficient in finding a minimum; however, not all numerical procedures are efficient in finding the global minimum.
Methods that employ the Monte Carlo procedure, which belong to the second category, have played an essential role in global optimization. For example, the simulated annealing method 6 and its variants 7, 8 have been widely used for finding the minimum of a multivariable function. By treating the targeted function as an effective ''energy potential,'' finding the function minimum is translated into finding the groundstate energy of a physical system. In comparison with the thermodynamic concept described by the Boltzmann weight, such a ground state would be reached as the temperature is lowered to absolute zero. The numerical procedure is controlled by an effective temperature, simulating the slow cooling ͑annealing͒ of a physical system, in analogy with the transitions from the gaseous to liquid and liquid to solid states in the crystal growing process. Normally, the Metropolis algorithm is implemented in the numerical procedure, to deal with the weighting process, according to the Boltzmann weight. 9 The basin-hopping ͑BH͒ method, 1 which is in principle the same as the ''Monte Carlo minimization'' method of Li and Scheraga, 10 incorporates the advantages from both the deterministic and the stochastic methods. During the search procedure for the global minimum, BH uses an efficient numerical scheme to precisely locate a local minimum in a relatively short time. Then, by comparing the Boltzmann weight ͑at a fixed temperature͒ for this minimum with that determined in the previous step, the BH method decides whether the system would undergo a transition to the current minimum from the previous one. The most significant feature of this method is the allowance for the system to navigate between local minima, in particular, from a lower energy minimum to a higher one, enabling the system to hop among them.
BH has been shown to be very successful in dealing with complex systems such as the crystalline clusters 1,11,12 and the native structure of polyalanine. 13 There have been a number of other successful applications of BH ͑see references in the overview 2 ͒. However, for systems containing a large number of variables, BH still suffers from the problem of getting trapped in deep local minima, and requires multiple computational runs in order to select independent simulation trajectories. The deficiency is inherited from the use of the Boltzmann weight with a fixed temperature as the hopping probability: exp(Ϫ⌬E/k B T). Within a finite number of computational steps, it becomes exponentially difficult to hop from the current minimum to a higher minimum if the energy difference ⌬E is much larger than the thermal energy k B T at the simulation temperature T. The undesirable trapping at the local basins prevents the simulation from accessing other parts of the phase space.
To overcome this deficiency, in this paper we introduce a new optimization algorithm that incorporates a multicanonical weight into the basin-hopping method. Instead of using the Boltzmann weight that relies on a fixed temperature, a multicanonical weight has the promise of allowing the sys-tem to visit different energy levels randomly. As will be demonstrated below, the new algorithm is found to be more efficient in comparison with the original basin-hopping method.
The usage of a non-Boltzmann weighting scheme in Monte Carlo simulations was first suggested by Torrie and  Valleau, 14 who have proposed the so-called umbrella method. Various implementations of the multicanonical ͑MUCA͒ sampling method are generalizations based on the principal concept behind the umbrella method, and have been successfully used to determine the thermodynamic properties ͑particularly at low temperatures͒ and to search for the approximate location of the global energy minimum of many complex systems. [15] [16] [17] [18] [19] [20] [21] [22] [23] The basic idea is to use a statistical weight that is independent of T and more biased towards the low-energy region, in lieu of the Boltzmann weight. Ideally, the inverse of the density of states can be directly used as the weight, so that the entire simulation trajectory corresponds to a random walk in the energy space. However, the density of states of the system is not known a priori, and in practice, the multicanonical weight, and hence the density of states, is approximated by statistics found iteratively through the procedure in a pre-production run. [17] [18] [19] [20] [21] [22] 24 An advantage of incorporating the multicanonical algorithm in BH can be seen in our algorithm presented below. If the system stays with the current configurations for a prolonged number of computational steps, the accumulated statistics from the presence of this particular minimum would automatically reduce the probability used in the next iteration loop. The system is thus encouraged to move out of the current state.
In Sec. II, we introduce the multicanonical basinhopping ͑MUBH͒ method in detail by first giving a brief description of the BH and the MUCA methods themselves. In Sec. III, we use the clustering problem of the LennardJones ͑LJ͒ particles as an example of the application of the MUBH method. The energy minimization problem of this system has been well studied previously. 1, 11, [25] [26] [27] Hence the LJ systems provide an ideal vehicle to benchmark the speed of our new algorithm. The advantages of MUBH over the original BH method can be noticed for large clustersnotably those systems with more than 150 LJ particles.
II. METHOD

A. Basin-hopping "BH… method
Consider the potential energy of a system, E(a), which is a function of all molecular coordinates a. The dotted curve in Fig. 1 schematically shows the presence of multiple minima of the system. Initially, a random configuration a is chosen as the starting point, from which the configuration of the local minimum a min is determined numerically from a minimization procedure, such as the conjugate gradient method. Then a min is given a small trial ''move'' to a new configuration aЈ not far from a min , and a new local minimum a min Ј is again obtained from the minimization procedure. One determines the acceptance of this new minimum configuration according to the Metropolis scheme 9 by considering a Boltzmann weight exp(Ϫ⌬E min /k B T), where ⌬E min is the energy difference between the new minimum and the minimum already found at the previous step. This procedure is repeated to search for the next local minimum. Computationally the local minimization procedure is the bottleneck of the BH method. We found that the limited-memory quasi-Newton optimization method 28 shows better performance when compared to other techniques discussed in Ref. 29 . Any small improvement at this step would see repeated saving of the multi-iteration computational time.
Conceptually, the local-minimum searching step in the above algorithm is equivalent to transforming the energy landscape, represented by the dotted curve in Fig. 1 , to a new reduced energy landscape, which consists of plateaus of energy minima only:
where min͕¯͖ represents an energy minimization process by using a as the initial condition and a min is the configuration of the local minimum obtained from a. 1 The energy maxima of the original function are discarded in the reduced energy landscape and are no longer of concern, as only the structure of the ''basins,'' represented by the solid curve in Fig. 1 , is examined.
The reduced energy landscape is now a multistep function that has values of the local energy minima only. As can be seen in Fig. 1 , there still exist energy barriers in the new landscape, where the new maxima, which are actually the minima of the original function, separate deeper minimum wells. The Monte Carlo part of the BH algorithm is used to handle the hopping of the system from one plateau to another under a thermal energy k B T. The hopping probability depends highly on the reduced-energy difference between the plateaus of the two consecutive steps and the choice of k B T. Hence the systems can still be trapped in the reduced energy landscape.
The basin-hopping method has been demonstrated to be superior to other techniques when applied to small size Lennard-Jones systems.
1 However, as remarked in Ref. 1, the efficiency of the approach ''could doubtless be improved by combining it with various other techniques.'' One of such improvements would be to use an annealing schedule to induce a temperature reduction process-a hibernate simulated annealing and BH method; the other possibility would be to employ a non-Boltzmann weight in the Monte Carlo part of the simulation, as will be shown below.
B. Multicanonical Monte Carlo "MUCA… method
In a canonical ensemble, configurations at temperature T are weighted by the Boltzmann factor
where ␤ϭ(k B T) Ϫ1 . The resulting probability distribution of the energy, experienced by the system in the simulation, takes the form
where (E) is the density of states, which increases with energy rapidly. In the low-energy harmonic region and for a single minimum, (E)ϰ(EϪE 0 )
, where n F is the system degrees of freedom and E 0 its ground-state energy. 30 The Boltzmann factor decreases with energy exponentially for a given temperature. Thus P B (E,T) is strongly peaked at the average energy of the system corresponding to that temperature. Ideally, one uses a very low T to search for configurations near the ground state. However, a low T prevents the actual simulation from moving efficiently between the energy wells and barriers. Berg 24 has shown that P B (E,T) cannot be computed accurately due to the poor sampling in a canonical system.
The multicanonical ensemble, on the other hand, is designed differently, where the weight function used in the Monte Carlo simulation is directly related to the density of states by
The resulting probability distribution of the energy is
i.e., the system is expected to move throughout the entire energy space by a random walk. Without loss of generality, we simply set the constant of proportionality to unity in Eq. ͑4͒ because only the relative probabilities are required in the Metropolis scheme. However, the density of states of a physical system, and thus the multicanonical weight, is unknown a priori, and needs to be estimated via iterated numerical simulations itself. The starting iteration, the zeroth iteration, is usually performed by adopting the Boltzmann weight as the initial guess for w mu (E), w mu (0) (E)ϵw B ϭexp(Ϫ␤
E), with which an energy histogram H
(1) (E) is constructed from the Monte Carlo sampling. Because we expect that H
(1) (E)ϰw mu (0) (E)(E) or (E)ϰH
(1) (E)/w mu (0) (E), Eq. ͑4͒ shows that an improved estimate of the multicanonical weight can be obtained from w mu
(1) (E)ϭ1/(E)Ϸw mu (0) (E)/H (1) (E). This procedure is repeated so that at the nth iteration, the simulation is carried out with the estimated weight w mu (n) (E), which yields a distribution H (nϩ1) (E) for E, collected within the nth iteration. A new estimate for the statistical weight
is then used in the (nϩ1)th iteration.
In practice, one estimates a lower energy bound E 0 and an upper energy bound E L from the first MC run, and divides the energy region of the interest into L bins having a bin width ⌬. Each bin carries a label i and is characterized by its upper energy E i . We further define the zeroth bin for energy EрE 0 and the (Lϩ1)th bin for energy EϾE L . The statistics can now be collected for each bin, and H (nϩ1) (E i ) can be numerically defined as the number of states appearing in the ith bin during the nth iteration. To use the histogram effectively in the next iteration where a smooth w mu (nϩ1) (E) is required, the system entropy S(E)ϵϪln w mu (E) in the ith bin can be parametrized as
with ␤ i ϭ‫ץ‬S(E)/‫ץ‬E in bin i. The iteration equations of ␤ and ␣ based on the histogram distribution can be obtained from Eqs. ͑6͒ and ͑7͒ as
The main updating procedure is reflected in Eq. ͑8͒ that relates the new choice of ␤ (nϩ1) for the next iteration to the current choice by a correction term in the square brackets, which is directly related to the accumulated histogram. Berg has recently suggested that the correction should be re-weighted according to the variance of the distribution of each bin, in order to improve the significance of the correction term in the square brackets, 17, 19, 24 
where
The major advantage of this improved parametrization, compared to Eq. ͑8͒, is that it leads to more stable simulating results. We have used Berg's improved expression, Eq. ͑10͒, together with Eq. ͑9͒ in this work. The updating procedure proceeds from the high-energy bins towards the low-energy bins, and if either H (nϩ1) (E iϩ1 )ϭ0 or H (nϩ1) (E i )ϭ0, we set ␤ i (nϩ1) ϭ␤ i (n) . The weight for the (nϩ1)th iteration is then calculated according to w mu (nϩ1) (E)ϭe
for E belonging to the ith bin.
C. Multicanonical basin-hopping "MUBH… method
MUCA is a very promising method that has particularly benefited the exploration of the low-energy landscape of various complex systems in the calculation of thermodynamic properties at low temperatures. [15] [16] [17] [18] 20, 22, 31 Because MUCA contains an effective temperature T i ϭ1/␤ i which is not identically 0 for the lowest energy bin, thermal fluctuations deter the system from descending into the global energy minimum as many low-energy configurations still contribute prominently. To this extent, it suffers the same problem as the simulated annealing method, and can only be used to give an estimate, but not the exact value, of the ground-state energy. Considering the BH's merit in fast locating a minimum precisely and the MUCA's ability to surmount high-energy barriers, these two methods are complementary to each other.
The main idea of MUBH is to handle the hopping between the plateaus in the reduced-energy landscape with a probability function determined by the energy spectrum that contains all reduced-energy plateaus. The targeted multicanonical weight w mu (E) in the original MUCA is replaced by w mu (Ẽ )ϭ1/(Ẽ ), with (Ẽ ) the density of minimal states.
MUBH contains the following steps. The first iteration is identical to the original BH procedure by carrying out a limited run that contains M canonical Monte Carlo steps for the transformed energy landscape, as described above. To do so, an initial temperature T (0) needs to be selected and the sensitivity of this selection on the efficiency of the algorithm will be addressed below. Upon finishing the first iteration, we collected the histogram of the reduced energy defined in Eq. ͑1͒, and started to consider a multicanonical Monte Carlo procedure for the acceptance of a new hopping. Most equations in the last section remain the same, provided that the energies E in these equations are replaced by the reduced counterparts Ẽ .
For a given system, we first selected a lower bound E 0 , chosen close to the best estimate of the lowest energy, and established an upper bound E L by identifying it with a value close to which the histogram attains its maximum in a limited MC run with the initial temperature T (0) . The range ͓E 0 ,E L ͔ is then divided into L equal segments with an increment ⌬. Because we are only concerned about the energy plateaus in Fig. 1 , which schematically gives us the energy spectrum on the left-hand side, the statistics collected during the simulation represent the frequency of visited plateaus. The statistical weight is characterized by the constants ␣ i and ␤ i for the ith bin. For Ẽ ϾE L , the Boltzmann weight w B (Ẽ )ϭexp(ϪẼ /k B T (0) ) is used. In this weighting strategy, the final histogram distribution is expected to be smooth, if not completely flat, within ͓E 0 ,E L ͔.
III. APPLICATION AND DISCUSSION
The Lennard-Jones cluster consisting of N particles (LJ N ) forms a crystal structure corresponding to an energy minimum. The LJ N cluster was originally selected to demonstrate the effectiveness of the BH method, and the global energy minima for each given N have been relatively well determined.
1, 26, 27 Even for systems with cluster size as small as Nϭ98, 11 there are of the order of 10 40 minima, so that they are sophisticated enough for testing algorithms. Actually, the Lennard-Jones system has become a benchmark for checking the efficiency and accuracy of global optimization method recently.
The energy of the LJ N system is given by
where r i j is the distance between particles i and j, ⑀ and 2 1/6
are the pair equilibrium well depth and separation, respectively, for a pair of particles. Hereafter we employ the reduced units, i.e., ⑀ϭϭk B ϭ1. We performed both BH and MUBH simulations on various LJ N systems for comparison.
For the BH method, all of the calculations were performed with the temperature Tϭ0.8. The MC displacement step size was initially set to 0.4, and was adjusted automatically during the simulations to maintain an acceptance ratio of 50%, averaged over every 100 MC steps. As for the MUBH calculations, two groups of runs based on different initial temperatures were performed. For T (0) ϭ2.0, the multicanonical update was performed after every M ϭ2000 basin-hopping MC steps; while for T (0) ϭ5.0, the update was after every M ϭ1000 basin-hopping MC steps. In a typical MUBH run, the entire energy range was divided into 12 bins-ten bins between E 0 and E L , together with two additional bins ͓Ϫϱ,E 0 ͔ and ͓E L ,ϩϱ͔. E 0 was chosen to be close to the global energies provided in Ref. 26 . For the lower initial-temperature runs, T (0) ϭ2.0, the value of E L will be smaller than that of the higher initial-temperature runs, T (0) ϭ5.0. Runs with a lower initial temperature had a narrower MUBH energy range. Table I shows the results of BH and MUBH simulations on LJ N . In the table, the number of runs failed ͑F͒ to find the global minimum after a given number of steps, and the total number of runs ͑T͒ are both shown. For any given system size N, L max represents the maximal MC steps permitted in the simulation in case of any failed runs, or the actual maximal MC steps used to reach the global minimum if all runs are successful. For all the successful runs, the global energy minima obtained in our BH and MUBH calculations are identical to those reported in Ref. 26 . The average MC steps to reach the global minimum listed in the table are plotted in Fig. 2 as a function of N. Compared to BH, MUBH requires less MC steps by factors of 2-5 in the global minimum exploring process. The figure also demonstrates that as N increases the reduction in computational time for finding the global minimum becomes more significant. The exact improvement, however, depends on the physical systems and hence cannot be quantified easily. The improvement of MUBH over BH for systems of size NϽ150 is not noteworthy, as for smaller systems, the energy landscape is relatively simple. In some cases, MUBH can even give worse results than BH because BH is already a very efficient method especially for low barrier cases, and it takes only several thousand MC steps to find the global minima for these systems, long before MUBH can reach a stable multicanonical weight.
For example, we have tested both methods for systems of size Nϭ100-150, and could not find saving in computational time in MUBH in comparison with BH.
The embedded capability of overcoming energy barriers in MUBH is the reason for the improvement in computational time. Figures 3͑a͒ and 3͑b͒ show the time trajectories of Ẽ for both BH and MUBH, respectively. It is visible from Fig. 3͑a͒ that the BH run can be trapped in a local minimum for a long computational time. In comparison, Fig. 3͑b͒ shows that the computation in MUBH proceeds very differently. The trajectory covers a much wider energy range and the MUBH run rarely gets trapped in a local energy minimum. Hence, in comparison with BH, MUBH encourages better navigation in the reduced energy landscape in search of the global energy minimum.
One important parameter that influences the MUBH search efficiency is the initial temperature T (0) . This is already apparent in Fig. 2 for the two choices of T (0) . Using Nϭ150 and Nϭ170 as examples, we have further performed independent MUBH runs for a number of different choices of T (0) . The average MC steps for finding the global minimum as a function of T (0) are listed in Table II and plotted in Fig. 4 . Also shown in Table II are the corresponding values of E L . From both the table and the figures, it is clear that when the initial temperature is low, it requires more MC loops on the average for systems to reach their global minima. When T (0) is high, less MC loops will be needed. A low T (0) produces a low E L which discourages the anticipated navigation to the high-energy region. This potential pitfall becomes less serious as we use a higher T (0) , resulting in a higher E L . However, computationally, it is not always true that a higher T (0) necessarily leads to better efficiency. Indeed, the energy range is widened for the search with a high initial T (0) , but consequently it also requires a larger MC displacement step. We find that such increase would demand longer computational time for the convergence of the conjugate gradient algorithm, in every MC step in MUBH. The ideal case would be to select a T (0) that corresponds to an E L just above the energy barriers in the system-a largely unknown factor for any given complex system. Empirically, we found that T (0) in the range of 3.0-4.0 is probably optimal for conducting MUBH simulations for the Nϭ150 and 170 LJ N systems, as can be seen from TABLE I. The average number of MC steps to reach the global minimum for each N ͑Ave.͒ and their standard deviation ͑SD͒ in both BH and MUBH methods. F gives the number of runs failed to reach the global minimum after L max steps and T is the total number of runs conducted. If Fϭ0, L max represents the maximal number of steps to reach the global minimum among the T runs. Fig. 4 . We have also developed the following strategy in selecting T (0) . Before performing a production MUBH run, we try several short BH runs of one or two thousand MC steps for each of the several values of T (0) . If all these runs for a T (0) give similar histogram distributions, this T (0) become one of the candidate. After we obtain several candidates of T (0) , we choose the one with lowest value. Yet another important parameter that influences the MUBH efficiency is the total MC steps M between each multicanonical update for ␣ and ␤. A reduction of M would effectively reduce multiple steps of the conjugate gradient implementation in our algorithm. On the other hand, enough statistics for the energy bins should be accumulated before each update. For our study of the LJ N systems, 1000-2000 MC steps between multicanonical update samplings on the 10ϩ2 bins gave satisfactory results. In general, the number of bins and the number of MC sweeps in each MUCA iteration should be carefully chosen.
IV. SUMMARY
We have presented in this paper a new Monte Carlo method, the multicanonical basin-hopping ͑MUBH͒ method, as a practical approach to global optimization. We have combined the multicanonical Monte Carlo and the basin-hopping methods in order to make use of the advantages of both methods. To ascertain its efficiency, we have implemented it on the benchmark systems of the Lennard-Jones clusters. For small systems, NϽ150, the MUBH method gave no clear improvement over the BH method because the reduced potential-energy surface is relatively simple, so that BH could locate the global energy minimum before MUBH becomes effective. When the system size is increased to N Ͼ150, the improvement of MUBH over BH is dramatic. These observations suggest that MUBH is suitable for large systems. The efficiency of MUBH comes from the fact that not only can it hop between the local minima directly, an advantage from the basin-hopping method, but it can also easily overcome the plateaus energy barriers using the reweighting technique of the multicanonical method. It thus solves the problems of energy barriers in the reduced-energy landscape of basin hopping, and the insufficient sampling of low-energy landscape of the multicanonical method. Our paper also shows that the initial temperature setting is very important for the method. A suitable initial temperature will result in much better performance.
TABLE II. The average number of MC steps correspond to different initial temperature for Nϭ150 and Nϭ170 systems. Ave., SD, L max , and F/T are the same as those of Table I . E L stands for the multicanonical upper bound energy with the unit of ⑀.
