Health utility indices (HUIs) are widely used in economic evaluation. The best-worst scaling (BWS) method is being used to value dimensions of HUIs. However, little is known about the properties of this method. This paper investigates the validity of the BWS method to develop HUI, comparing it to another ordinal valuation method, the discrete choice experiment (DCE). Using a parametric approach, we find a low level of concordance between the two methods, with evidence of preference reversals. BWS responses are subject to decision biases, with significant effects on individuals' preferences. Non parametric tests indicate that BWS data has lower stability, monotonicity and continuity compared to DCE data, suggesting that the BWS provides lower quality data. As a consequence, for both theoretical and technical reasons, practitioners should be cautious both about using the BWS method to measure health-related preferences, and using HUI based on BWS data. Given existing evidence, it seems that the DCE method is a better method, at least because its limitations (and measurement properties) have been extensively researched.
INTRODUCTION
Economic evaluation informs resource allocation in health care systems around the world. For instance, the National Institute for Health and Care Excellence (NICE) typically recommend interventions for reimbursement if a one unit improvement in Quality Adjusted Life Years costs less than £30 000 (NICE, 2013) . However, economic evaluation raises questions about the measurement and valuation of health care benefits: What should be considered as a 'health benefit'? How should different levels of benefit be valued? There is consensus that health-related quality of life (HRQoL) is a multi-dimensional construct. Many health utility indices (HUIs) have been developed to value the multi-dimensional nature of HRQoL (e.g. EQ-5D, SF-6D, ICECAP-O, ICECAP-A).
To develop HUIs (health) dimensions and (quality) levels are combined to form health states or profiles and utility values are generated for these profiles. The validity of cardinal techniques for valuing profiles, such as time trade-off (TTO) and standard gamble (SG), has been debated (Arnold et al., 2009; Green et al., 2000; Tijhuis, 2000) , leading to the use of ordinal methods such as discrete choice experiments (DCEs) and bestworst scaling (BWS) (Ryan et al., 2008; Flynn et al., 2007) . These ordinal techniques seem well-suited to BWS case 1 is an alternative to rating scale methods and BWS case 3 is an extended DCE (Lancsar et al., 2013; Lee et al., 2008) .
Three studies have compared DCE and BWS results and have mixed findings. Whilst Potoglou et al. (2011) and find broadly similar results, Whitty et al. (2014) find low agreement between the two methods Potoglou et al., 2011; Whitty et al., 2014) . Whitty et al. (2014) find that (i) 72% of participants prefer the DCE method; (ii) DCE choices are more consistent (in a repeated choice task 23% of DCE respondents and 10% of BWS respondents made the same choices); and (iii) DCE respondents are more likely to adopt a compensatory choice behaviour (i.e. to make trade-offs among attributes). According to van Dijk et al. (2013) , the BWS tasks were perceived as being more difficult and took longer to complete than DCE tasks (van Dijk et al., 2013) . This mixed evidence suggests that the 'validity and acceptability of the BWS method is not definite and requires further research'.
Our study contributes to this literature in two ways. First, it provides new empirical evidence on the comparison between DCEs and BWS within the context of developing a HUI. Although, BWS has been predominately used in health economics to develop HUIs, previous comparison studies have elicited preferences in other contexts (healthcare priority setting; social care; preferences for capabilities based quality of life instrument). We compare the methods when developing a HUI for glaucoma. Second, we test the measurement properties of BWS. Whilst much evidence exists about the measurement properties of DCEs, such research has not been conducted for BWS.
EXPERIMENTAL DESIGN

Context
The DCE and BWS methods were used to develop a Glaucoma Utility Index. Detailed information on the study design are available in Burr et al. (2007) . Six attributes described glaucoma-related health states: central and near vision (Vision); lighting and glare (Light); mobility (Mobility); activities of daily living (Daily); local eye discomfort (Eye); other effects of Glaucoma and its treatment (Other). Each attribute was described by the same four levels: No difficulty (1); Some difficulty (2); Quite a lot of difficulty (3); Severe difficulty (4).
The questionnaire
Experimental design methods (i.e. orthogonal main effects plan and its foldover) resulted in 32 DCE choice tasks. Each task was a choice between two generic health states (A vs B). Participants were asked to select the worst health state (Figure 1 ). The BWS tasks were generated using the same orthogonal main effects plan, resulting in 32 BWS tasks (corresponding to alternative A of the DCE tasks). For each BWS task, respondents were asked to select the 'best' and 'worst' attribute levels. The first (or left) alternative in the DCE task was always the BWS task. This means that the alternative presented in the BWS task did not always correspond to the least preferred alternative in the DCE task.
Each participant was asked to answer the DCE task first, immediately followed by the corresponding BWS task (DCE #1 was followed by BWS #1; DCE #2 followed by BWS #2; (…); DCE #36 followed by BWS #36). This approach reduced the impact of learning and fatigue effects on the comparison of DCE and BWS performance 1 rates, item response rates, and rationality tests) (Burr et al., 2007) . In addition to the 32 experimental tasks, two tasks were repeated to test the stability of choices (task 6 was repeated as task 28 and task 12 as the task 13) and two warm-up tasks were also included, thus resulting in 36 DCE and BWS tasks (See Supporting Information 2 for a full list of choice tasks). The order in which the attributes were presented was sorted by increasing level of severity, thus varying the order attributes' across choice tasks for both BWS and DCEs 2 .
Subject recruitment and ethics
The study used a within-subject design in which 293 patients completed both the DCE and BWS tasks in a selfadministered paper-based questionnaire. It was not possible to perform a formal sample size computation as we had no prior information about participants' preferences for the different attribute levels. An approximate formula from Louviere et al (2010) indicates that a minimum of 73 and 178 participants were needed for the DCE and BWS methods respectively (see appendix 1 for sample size computation). Respondents were selected from patients at four hospital-based and one community-based glaucoma clinics across the United Kingdom. Respondents were also recruited from The International Glaucoma Association (IGA). Ethical approval for the study was obtained from the Central Office of Research Ethics Committees. The research was conducted according to the tenets of the Declaration of Helsinki.
DO THE BWS AND DCE METHODS LEAD TO SAME PREFERENCES FOR HUIS?
In this section, we compare stated preferences between the DCE and BWS methods after accounting for a number of behavioural effects likely to influence how participants answer the choice questions. Both the DCE and BWS data are typically modelled within the random utility framework using a multinomial logit (MNL) model (see appendix 2 for detailed explanation of the econometric framework), which assumes: (i) respondents share similar tastes (no variability in tastes); (ii) have the same ability to choose (no variability in choice consistency); and (iii) make bias-free decisions (decisions not influenced by ordering effects). We relax these behavioural assumptions by successively estimating three choice models:
• The first model is a MNL model allowing for decision biases in participants' choices. Decision biases refer to any systematic effects of factors other than attributes' levels that impact on choice (e.g. location of attribute levels within the choice options). In our model, we investigate two potential decision biases: (i) order biases (effect of attribute location within the alternative); and (ii) attribute biases (systematic preference for one attribute regardless of its value). Previous studies found evidence of ordering effects (e.g. left option is more likely to be selected) in DCE tasks (Kjaer et al., 2006) . Similarly, one could expect top-located attributes to be more likely to be selected (either as best or worst) in the BWS tasks. • The second model is a random parameters logit or mixed MNL (MMNL) model, which is typically used to explore inter-individual variability in preferences by describing individuals' preferences with probability distributions (McFadden and Train, 2000) . • The third model is a generalised MNL (GMNL) model. In any choice model, estimated preferences (β) perfectly confound participants' true preferences (β*) with error variance (σ ε ). The GMNL model has been used to quantify the variability in respondents' choices that is likely to be because of underlying changes in (σ ε ) rather than (β*) (Fiebig et al., 2010; Keane and Wasi, 2012) . In the choice modelling literature, (σ ε ) is sometimes used as a proxy measure for 'ability to choose', that is error variance increases as participants' choice behaviour becomes more random (or less consistent).
We estimate these models to account for behavioural differences in DCE and BWS responses that may confound the comparison of stated preferences. First, it has been argued that BWS tasks are easier to answer than the DCE tasks (Flynn et al., 2007) . Therefore, BWS choices would be less influenced by inter-individual differences in response to task difficulty (as approximated by variability in choice ability (σ ε )). Second, if respondents differ in the way they interpret 'best' and 'worst' then answers to the BWS tasks will be more diverse than answers to DCE tasks. These inter-individual differences in understanding of the BWS questions could lead to more choice variability in BWS tasks than DCE tasks. Third, respondents are less familiar with the tasks of rank ordering of product features than choosing among competing products. Therefore, we expect answers to BWS questions to be more influenced by decision biases, such as order effects.
3.1. Parametric analysis of DCE method coding. We specified an order bias (ORD) parameter (β 1 ) to capture the systematic effect of the first (left) alternative. 
Parametric analysis of BWS method
For the BWS method, only one attribute level is used as the reference point allowing estimation of up to 23 preference parameters (β 11:33 ). The level 'severe difficulty' for the dimension 'other effects of glaucoma and its treatment' was selected as the reference point. This level was identified as the least attractive feature using a count analysis of the best and worst choices (see Supporting Information 3 for results of the count analysis). We included two other sets of variables to investigate decision biases. We used five order variables (ORD[2:6]) to capture the systematic effect on individuals' decisions of an attribute's location within the health profiles (β 1:5 ). We included five attribute variables (ATT) to capture a systematic effect of the HUI attributes on individuals' decisions (β 6:10 ), regardless of the (quality) levels used to describe the attributes. Such decision bias would be in line with a simplifying heuristic according to which respondents would only pay attention to the HUI dimensions rather than their levels. 
Comparison of preferences between BWS and DCE
The estimated preferences (β ) are not directly comparable across the BWS and DCE methods because of differences in their measurement scales (Louviere et al., 2002) . First, the two methods measure preferences on scales with different origin (reference) points. The DCE measures preferences for
levels, where (L k ) indicates the number of levels for attribute (k), relative to (K) reference levels. For example, the preferences for the 'Vision' attribute are estimated for three levels Vision_Some, Vision_Quite, Vision_Severe relative to Vision_No. In the BWS method, preferences are relative to one common origin point
. Preferences for the 'Vision' attributes are estimated for four levels Vision_No, Vision_Some, Vision_Quite, Vision_Severe relative to Other_Severe. This difference in the origin points requires rescaling to ensure estimates are comparable. Second, estimated preferences (β) perfectly confound true preferences (β*) with the errors variance (σ 2 ε ); therefore, differences between the DCE and BWS results may be because of differences in true preferences, model scale or a combination of both. The error variance confound is usually neutralised by computing MRS. We use the same approach and divide the rescaled estimates by a common denominator (see appendix 3 for detailed rescaling procedure of the DCE and BWS estimates).
The rescaled estimates (b) for the DCE and BWS methods are then compared using both Pearson (r) and Kendall (τ) correlation coefficients. We plot the rescaled estimates and fit a linear trend (i.e.b BWS ¼ μ þ α:b DCE ) to investigate: (i) the coefficient of determination (R 2 ) indicating the overall agreement (matching) between the two methods; (ii) the slope parameter (α) which can be interpreted as a scale effect (e.g. α = 2 would indicate that BWS estimates are consistently double those of the DCE); and (iii) the intercept parameter (μ) which quantifies the bias in the estimates of one method relative to the other (e.g. μ = 0.5 would indicate that BWS estimates are the same as DCE estimates after 0.5 has been added to them). Table I presents the results of the choice models. Across the DCE models, most preference parameters (except 'Other: Some' and 'Other: Quite') are statistically significant at the 5% confidence level with the expected sign. Across the BWS models, only one preference parameter ('Light: No') is not significant. The best fitting model for both the DCE and BWS methods is the GMNL model.
Results of the parametric analyses
In all three models, we find evidence of decision biases in both the DCE and BWS data. Regarding the DCE, the left-to-right order bias is negative and statistically significant, indicating that respondents were less likely to select the left alternative (alternative A) all other things being equal. Regarding the BWS data, the presentation order of the attributes in the BWS task [ORD] is statistically significant and consistent with a central fixation bias, that is, the two middle attributes (i.e. ORD.3, ORD.4) are more likely to be selected both as best and worst than the top (i.e. ORD.1, ORD.2) and bottom (i.e. ORD.5, ORD.6) attributes. We find that four attributes (i.e. Daily, Vision, Other and Light) were more likely to be selected both as best and worst relative to the 'Mobility' attribute. The amount of bias varies between attributes with statistically significant differences in some cases, and the implied ordering of the attributes and therefore the ranking of health state values differs across model specifications (see Supporting Information 4 for comparison of BWS results with and without decision biases). Together, the results on order and attribute effects indicate that BWS responses are prone to decision biases that should be accounted for when estimating preferences for HRQoL dimensions.
The comparisons of rescaled estimates across the BWS and DCE methods for the three choice models indicate weak to moderate correlations between the BWS and DCE results. The Spearman correlations are 0.593 (P 0.05 = 0.014), 0.610 (P 0.05 = 0.011) and 0.272 (P 0.05 = 0.029) for the MNL allowing for decision biases, MMNL and GMNL models, respectively. Figure 2 presents a visual comparison of the rescaled estimates. The results indicate that the linear trend is only weakly supported (cf. R 2 values), suggesting a low level of matching between the BWS and DCE methods. Regarding the GMNL model, there is no difference of scaling between the two methods (α = 1.034), but there is a substantial bias (γ = 0.490).
Our results also indicate that the BWS method would generate attribute level estimates that are closer to each other. For example, regarding the 'Mobility' attribute, with the DCE method the rescaled estimate for the highest level of severity is 3 times bigger than rescaled estimate for second lowest level of severity (=0.900/ 0.293). A similar comparison for the BWS method leads to a 1.5 times difference (=0.45/0.31). For all the remaining attributes, except 'Light', we find a similar pattern (DCE vs BWS): 'Eye' (1.25 vs 0.48); 'Light' (0.68 vs 1.10); 'Other' (5.55 vs 2.16); 'Vision' (3.63 vs 0.83); 'Daily' (3.38 vs 2.51).
We find evidence of large differences in the results of the DCE and BWS methods. The differences between the two methods could be attributed to differences in accuracy (i.e. one method would systematically misestimate participants' preferences) rather than precision. This has important implications for the development of HUIs because the choice of one method or the other will lead to a different weighting of the HRQoL dimensions with evidence of preference reversals.
WHICH OF THE METHODS IS THE BEST TO DEVELOP HUIS?
In this section, we compare the two methods on four conditions derived from micro-economic consumer theory: stability, monotonicity, continuity and completeness. and weak versions of the stability test are defined-the strong test is based on the distant tasks (i.e. task #6 vs task #28) and the weak version is based on the adjacent tasks (i.e. task #12 vs task #13). For the DCE, stability is satisfied when the respondent makes the same choice in the two tasks; for the BWS stability is satisfied when the respondent makes the same best or worst choice in both tasks. Table II presents the results of the stability tests. For both methods, the proportions of respondents failing the stability test are not significantly different across the 'weak' and 'strong' version of the stability test (McNemar: DCE_P 0.05 = 0.256; BWS_P 0.05 = 0.105). 13% (14/106) and 24% (58/243) of the respondents fail both stability tests for the DCE and BWS methods, respectively. Across the two methods, we find significant differences in the proportion of respondents failing the stability tests (McNemar: Strong_P 0.05 = 0.017; Weak_P 0.05 = 0.024). Answers to the BWS questions are less stable than DCE ones.
Monotonicity
Monotonicity implies more of a desirable feature and less of an undesirable feature is preferred. We test monotonicity using dominance tasks in which participants are expected to make a particular decision if they hold monotonic preferences for the dimensions. For the DCE method, the dominance tasks are choice tasks in which one alternative is more attractive (or dominates) than the other, and respondents fail monotonicity when they select the dominated alternative. We apply this test to five DCE tasks {7; 18; 21; 27; 32}. For example, in task #7, the sequence of attribute levels for alternatives A and B is, respectively, {113311} and {224422}; thus, alternative A outperforms B on every attribute. To the best of our knowledge, monotonicity of BWS responses has not previously been tested, and we propose a testing procedure (see appendix 4 for details). We modify the above test for application in BWS. We identify six tasks {6; 17; 19; 28; 34; 36} where either the best or worst choice is obvious. For example, in BWS task #19, the attributes' levels are {443144}, and then we expect respondents to select the fourth attribute as best because it is associated with no difficulty compared to all other attributes offering quite a lot or severe difficulty Table III presents the results. Regarding the DCE method, 73% of respondents fully satisfied monotonicity (i.e. for all 5 tasks) and only 2% fully failed the monotonicity test. In comparison, the BWS method leads to poorer results, with 0% of respondents fully satisfying the monotonicity test and 42% of respondents who fully failed the test.
Continuity
Continuity refers to the assumption that respondents are making trade-offs across attributes, implying compensatory decision making in which a deterioration in one attribute can be compensated for by an improvement in another. Continuity has been investigated in the DCE literature by looking at the proportion of choices based on one attribute (McIntosh and Ryan, 2002; Ryan and Bate, 2001; Ryan et al., 2009; Scott, 2002) . When the respondent considers only one attribute (i.e. case of perfect lexicographic or dominant preference), their lexicographic score is 100% (i.e. in 100% of the tasks the respondent always selects the alternative with the highest level of the attribute). In contrast, when the respondent makes random choices, the lexicographic score is expected to be approximatively 50% (i.e. in 50% of the tasks the respondent selects the alternative with the highest level of the attribute). Respondents are assumed to exhibit dominant preference for a particular attribute when the lexicographic score is larger than 90%. We test the continuity requirement is done at the individual level by computing a lexicographic score for each respondent. A similar approach is used for the BWS method. The lexicographic score varies between 0% and 100%. A score of 100% would indicate that the respondent always selects a given attribute, either as Best or Worst, in all tasks. Alternatively, a score of 0% would indicate that the respondent never selects the attribute, either as Best or Worst, in any of the tasks. The lexicographic score would be approximately 17% in case of random choice behaviour. Respondents are assumed to exhibit dominant preference for a given attribute when the lexicographic score is larger than 50%.
In the DCE, 16.6% of respondents (43/259) have a dominant preference for one attribute. For 66% of these respondents (28/43), this lexicographic preference is for the 'Vision' attribute. In the BWS, 23.5% of respondents (61/259) have a dominant preference for one attribute, and in 67% of the cases (41/61) have a dominant preference for the 'Vision' attribute, too. These proportions of respondents with non-continuous preferences are significantly different between the DCE and BWS methods (McNemar: P 0.05 = 0.047), with the BWS performing worse than DCE. 
Completeness
Completeness is defined as the ability of respondents to make a choice according to a rank ordering of available options. We test completeness indirectly by testing the ability of the DCE and BWS methods to generate a (strict) ordering of attribute levels (Lagerkvist, 2013) . This ordering is based on the probability (P ij ) of an attribute level i being preferred to another attribute level j:
where A corresponds to the number of times attribute level i is ranked better than attribute level j; B is the number of ties in ranks and (C) the number of times attribute level j is ranked better than attribute level i. For the DCE, preferences are estimated at the individual level, and the estimates for each respondent are used to obtain a rank-ordering of the attribute levels. The rank-orders are used to compute A, B and C, and the attribute levels are ranked by the sum of (P ij ) probabilities. Two attribute levels are considered as belonging to the same rank when there is no significant difference between their probabilities. For the BWS, the observed best and worst decisions are used to directly derive a rank order of the attribute levels for each respondent. Again, the individual rankings are used to compute A, B and C for each pair of attributes' levels. The rankings obtained from the DCE and BWS methods are compared using the Kendall (τ) coefficient of correlation. Table IV presents the results of the completeness tests. Both methods use the same number of ranks (i.e. 15 out of the 24 possible in case of perfect discriminatory choices) to order the attribute levels with the same level of dispersion in the rankings, meaning that DCE and BWS methods perform similarly in terms of preference completeness. However, the rankings from the two methods are uncorrelated (Kendall correlation: Tau-b = À0.222, P 0.05 = 0.1406) suggesting thus that the methods provide different insights into patients' preferences with some cases of preference reversals (e.g. no difficulty for Mobility attribute).
Summary of measurement properties
In summary, we find that BWS method performs worse than the DCE in terms of stability (Failure: 24% vs 13%), monotonicity (Failure: 42% vs 2%) and continuity (Failure: 23% vs 16%). The two methods perform equally well in terms of completeness, but in different ways.
DISCUSSION
In this study, we addressed two questions 'Do the BWS and DCE methods lead to same preferences for HUIs?' and 'Which method would provide the best HRQoL measures?' To answer the first question, we compared the preferences obtained from the two methods using choice models that make different assumptions about participants' choice behaviour. Overall, we find a low level of agreement between the results of the DCE and BWS methods. The differences in preferences for HRQoL dimensions are mainly attributable to a change in accuracy rather than precision. Our results are consistent with Whitty et al. (2014) who found a similar lack of agreement in personal preferences for a health outcome.
We find that the BWS method tends to generate less differentiated weights, supporting only partially a monotonic function of HUI levels. In Potoglou et al. (2011) , the BWS method would generate more dispersed weights for three attributes (i.e. Social participation and involvement; Personal care; Employment and occupation) and less dispersed weights for three attributes (i.e. Safety; Accommodation cleanliness and comfort; Food and drink). In Whitty et al. (2014) , weight dispersion can be analysed for two attributes (out of 7) and the BWS method would generate more dispersed weights for one attribute (i.e. Age) and less dispersed weights for the other attribute (i.e. Number of patients). In our study, less dispersed weights implies that everything else being equal the BWS method would place less value on 'large' improvements in different HRQoL dimensions compared to the DCE method. This result has important consequences for the economic evaluation of health technologies as closer utility values for different health states imply a smaller effect of an intervention and a smaller cost-utility measure.
We answer the second research question by comparing the measurement properties of the DCE and BWS. We find that the BWS method performs worse than the DCE method in terms of stability, monotonicity and continuity. This suggests that the HRQoL weights obtained with the BWS method would have lower quality compared those obtained with the DCE method. Whitty et al. (2014) also compare the stability of DCE and BWS choices using a repeated task. For the DCE method, they find 75% consistency; similarly, we find 77% for our weak stability tests. However, in our study, we obtain different results for the BWS choices. Whilst we find that, respectively, 3% and 66% of the best and worst choices are consistent, Whitty et al. (2014) find 64% of best choices and 49% of worst choices are consistent. This discrepancy might be explained by the topic of the studies. Whitty et al. (2014) investigated public preferences for healthcare priority setting. In our study, we explore patients' preferences for glaucoma-related quality of life dimensions. All the attributes' levels were negatively framed (i.e. they correspond to different severity/impairment levels), potentially making the worst decisions more relevant.
This study is not exempt from limitations. First, all choice tasks were completed in a fixed order and BWS task appeared immediately after its corresponding DCE task. This approach was used to reduce the impact of learning and fatigue effects on the comparison of DCE and BWS performance. This format may introduce anchoring effects in the comparisons if respondents try to be consistent. However, this would increase similarities across the two methods and reduce our ability to detect differences.
Second, respondents were presented with a large number of tasks (36 DCE + 36 BWS tasks). This may have introduced biases and differences if respondent fatigue and simplifying heuristics affect BWS and DCE decisions differently. However, we expect this effect to have a weak influence on our results. Initially, three different versions of the questionnaire were piloted, including 8, 16 and 32 'pages' (BWS + DCE tasks) respectively. The comparisons of response rates and answers to the stability and dominance tests across the three (Bech et al., 2011; . Third, our stability results are largely influenced by how the test is specified. Because of differences in the composition of the choice sets (i.e. choice among two alternatives for the DCE and choice among six items for the BWS), the chance of successfully passing the stability test by chance was 25% for the DCE and 5% for the BWS method. This was not accounted for when comparing the two methods, because the lower chance of providing stable choices was seen as a property of the BWS method. Ceteris paribus participants would be less likely to be consistent in their best and worst decisions.
Fourth, our monotonicity results for the BWS method rely on how the analysis is carried out. To the best of our knowledge, our study is the first to investigate this measurement property for the BWS method and we develop our own procedure, which needs to be replicated/tested in other studies. Our proposed approach offers a structured framework to check the quality of the BW choices, and it can be further refined if additional information about the perceived importance and value of the different attributes and levels is collected by the researcher. As suggested by one of the reviewers, including information from the dominated tasks could lead to biassed parameter estimates. However additional analyses (see Appendix 6) indicate that such bias would be negligible.
Finally, we acknowledge we used 'ill-defined' choice questions for the BWS method (i.e. participants were asked to select the best and worst aspects of the health profiles). This ill-defined format might introduce an 'interpretation bias' in the BWS data. For example, some participants might have interpreted best/worst as 'most/least worrying features' and others as 'most/least desirable features'. However, our description of the choice tasks within the BWS was purposeful as the objective of the study was to compare the DCE and BWS methods as they have been used in the health economics literature (Potoglou et al., 2011; Flynn et al., 2008) . Future research could employ latent class approaches to identify different patterns of BW choices that could be linked to potential differences in the understanding of the best and worst concepts.
CONCLUSION
In line with recent evidence, our study results suggest that for both theoretical and technical reasons practitioners should be careful in using the BWS method to measure health preferences. Given existing knowledge, the DCE method is likely to be a better method, at least because its limitations have been extensively researched. A comprehensive research programme examining the strengths and limitations of the BWS methods should be conducted before it is used as an alternative to DCEs.
