In many cases, researchers choose listwise deletion for missing data, which eliminates all observations with at least one missing datum. However, this method often means throwing away large amounts of data. For example, listwise deletion will typically reduce the effective data set by 40% when using the 1987 Economic Census: Characteristics of Business Owners (CBO) survey conducted by the U.S. Census Bureau (1992) . Using Monte Carlo simulation, Roth and Switzer (1995) estimated that approximately 18% of all units may be lost if 2% of the data are missing randomly and listwise deletion is used. The large loss of data decreases power and may introduce bias in parameter estimation (e.g., Roth, 1994) . Therefore, researchers often settle for an alternative in which missing data on survey items are replaced using information from those who respond. This raises the issue of how missing data should be replaced.
Missing data imputation is becoming the norm in larger data collection efforts, and its benefits are starting to have an impact on organizational research (e.g., Roth, 1994) . For example, the U.S. Federal Reserve Board now provides multiple imputed (replaced) income and wealth variables in the public release of its Survey of Consumer Finances. As well, the U.S. Bureau of Labor Statistics is experimenting with multiple replacements of income and durable expenditures in its Consumer Expenditures Survey. The Survey of Small Business Finances from the U.S. Federal Reserve Board uses multiple imputation by linear regression on survey responses or the hot-deck procedure for binary responses. In the Current Population Survey by the U.S. Census Bureau, the hot-deck procedure is used to find a matching response for each nonresponse.
The impact of missing data on the randomness of a sample depends on the process responsible for the disappearance of sample entries (Sebastiani & Ramoni, 2000) : the missing data mechanisms. The current taxonomy of missing data mechanisms is based on the work of Rubin (1976) , Little and Rubin (1987) , and Gelman, Carlin, Stern, and Rubin (1995) . Consider a sample classified according to the values of two variables, X and Y, in which X, the independent variable, is always observed and Y, the response variable, is subject to missing data due to nonresponse. The classification of missing data mechanisms depends on whether the probability of Y's missing data depends on the state of Y and/or X. If the probability depends on X but not on Y, then data are said to be missing at random (MAR) . In a special case, the probability of missing data of Y is neither dependent on Y nor on X, in which data are said to be missing completely at random (MCAR). When data are MAR or MCAR, the missing data mechanism is ignorable, in the sense that inference does not depend on it. When the probability of missing data of Y depends on both X and Y, the missing data mechanism is defined as missing not at random (MNAR), and the resulting incomplete sample is no longer representative under any condition. Sometimes MNAR is said to be not ignorable.
Given categorical data that are MAR and MCAR, we propose a Bayesian statistical procedure to impute missing data. We outline the theoretical motivation of the procedure. The theoretical support gives it a major advantage over many other techniques. We also show the ease by which it can be implemented in practice. Finally, we design a simulation experiment to study the efficiency of this method compared to other conventional missing data techniques under several missing data scenarios.
The remainder of the article is organized as follows: Missing Data Techniques reviews methods for missing data imputation; the Bayesian statistical procedure for missing data is discussed in the section that follows. Method Application outlines the application for this missing data technique. Next we use a simulation analysis to test the efficiency of the method, followed by a discussion of some related topics. We finish with a brief conclusion.
Missing Data Techniques
Until the 1970s, missing data were handled primarily by editing (Schafer & Graham, 2002) . Rubin (1976) first proposed a framework of inference from incomplete data, which is still the basis for modern missing data imputation techniques. Since then, a large amount of research has been conducted on the analysis of partially missing data, especially for nonresponses to surveys. Summarized by Little and Rubin (1987) , the traditional methods in this literature can be roughly grouped into four categories. The first category is procedures based on selecting only completely recorded units (also called listwise deletion), which can lead to serious biases and is usually not efficient. The second is imputation-based procedures. Popular examples include hotdeck imputation, mean imputation, and regression imputation. The results of such analyses systematically underestimate variability because they treat imputed values as though they were known with certainty (Rubin, 1987) . The third category is weighting procedures. 1 The last category is model-based procedures. The latter procedures define a model for partially missing data and base inferences on the likelihood under that model. Advantages of this approach are flexibility, the avoidance of ad hoc methods, and availability of large sample estimates of variance (Little & Rubin, 1987) . A typical method from this category is to compute maximum likelihood estimates from incomplete data via the Expectation Maximum (EM) algorithm proposed by Dempster, Laird, and Rubin (1977) . Roth and Switzer (1995) tested whether various missing data techniques, except for those that are model based, lead to bias of various sample statistics. Their study favors the pairwise deletion method. Using a Monte Carlo analysis, Switzer, Roth, and Switzer (1998) tested the accuracy of eight missing data techniques, except for modelbased ones, under conditions of systematically missing data. The results indicate that listwise and pairwise deletion were the most accurate methods, followed closely by imputation methods such as hot-deck replacement and regression. Mean substitution was substantially inferior to the other methods tested. However, Mundfrom and Whitcomb (1998) found that mean substitution and hot-deck imputation performed slightly better than regression imputation.
Recent research shows two model-based procedures to be emphasized and recommended. The first is maximum likelihood estimation, based on all available data. The second is Bayesian imputation (e.g., Schafer & Graham, 2002) . The remainder of this section will review the benefits and drawbacks of maximum likelihood methods. The next section will deal with Bayesian methods that allow both single and multiple imputation.
Maximum likelihood estimation for missing data assumes the marginal distribution of the observed data provides the correct likelihood for the unknown parameters. There are a number of maximum likelihood methods for analyzing missing data. Some approaches assume the sample is drawn from a multivariate normal distribution (Roth, 1994) . Parameters are estimated using available data and missing scores are then estimated based on the parameters just estimated. The maximum likelihood method for missing data has been implemented in many statistical software packages (e.g., SPSS Missing Value Analysis). 2 Most imputation procedures for missing data, including maximum likelihood methods, are single imputation, whereby a value is filled in for each missing value. This is probably the most common method for handling item nonresponse in current survey practice. One advantage of this procedure is that standard complete-data methods of analysis can be used on the filled-in data set. However, Rubin (1987) pointed out that when a model for nonresponse is being considered, the single value being imputed cannot reflect sampling variability about the actual value. Nor can it reflect additional uncertainty when more than one model is being entertained. Multiple imputation, first proposed by Rubin (1978) , retains the virtues of single imputation and corrects its major flaws. 3 Gelman, King, and Liu (1998) analyzed a series of independent crosssectional surveys with missing data using multiple imputation. Collins et al. (2001) compared the missing data procedures of maximum likelihood and multiple imputation and concluded that these two approaches tend to yield similar results when implemented in comparable ways. 4 Some researchers use Monte Carlo analysis to test the accuracy and efficiency of various missing data techniques. Enders (2001b) used a Monte Carlo simulation to examine full information maximum likelihood estimation in structural models with missing data. He concluded that this method is generally more efficient than other missing data techniques previously discussed. Schafer and Graham (2002) argued that a missing value treatment cannot be properly evaluated apart from the statistical model and estimation procedures in which it is embedded. This means that a proper missing data technique should not be considered as separate from but integral to the statistical model of interest. Some researchers have proposed missing data techniques based on this principle. For example, Gao and Hui (1997) extended maximum likelihood methods by incorporating partially observed covariate values in fitting logistic regression models. Paik, Sacco, and Lin (2000) considered a method for bivariate binary data analysis with nonignorable missing outcomes. Troxel, Lipsitz, and Brennan (1997) proposed weighted estimating equations for data with nonignorable nonresponse. They used weights equal to the inverse probability of data being observed. Sebastiani and Ramoni (2000) proposed a Bayesian framework, called bound and collapse (BC), to estimate conditional probabilities from samples with missing data.
where p(y) = Σ θ p(θ)p(y | θ) and the summation is over all possible values of θ. With fixed y, p(y) can be considered a constant, yielding the unnormalized posterior den-
It is a misunderstanding to claim, for Bayesian inference, that because all inference is conditional on the observed data, it makes no difference how those data were collected. This incorrect view sees no formal role for randomization in either sample surveys or experiment (Gelman et al., 1995) . Inference is possibly not only conditional on observed data but also on the pattern of observed and missing observations. The simplest data collection procedures are those that are ignorable and known, in the sense that only the complete-data distribution, p (y | x,θ) , where x is the fully observed variables, and the prior distribution for θ, p(θ), need be considered for inference. Not surprisingly, most standard accepted statistical designs for missing data imputation, for example, the maximum likelihood method, are ignorable and known. The obvious advantage of an ignorable design is that missing information can be recovered from observations with simple analysis. In this article, we assume that the data collection procedure for items of the survey design is ignorable and known (i.e., there are only unintentionally missing data). That is, we assume the missing data mechanism is MCAR or MAR. However, Bayesian procedures are by no means limited to these assumptions.
Bayesian computation in a missing data problem is based on the joint posterior distribution of parameters and missing data, given modeling assumptions and observed data. The result of the computation is a set of vectors of simulations of all unknowns. Consider a sample classified according to the values of two categorical variables X and Y, in which X, the independent variable, is always observed and Y, the response variable, is subject to nonresponse. Assume that the sampling model is a multinomial distribution with parameter θ, and θ ij = p(X = i, Y = j | θ). Given that a conjugate prior for θ is a Dirichlet distribution, the posterior distribution of θ is also a Dirichlet distribution (Gelman et al., 1995) . When the missing data mechanism is MAR, the posterior distribution of the conditional probabilities of Y given X is still conjugate and estimates of the probabilities of (X, Y) and Y as well as their posterior variance can therefore easily be computed. However, posterior distributions of the joint probabilities of (X, Y) and of the marginal probabilities of Y do not have simple expressions (Sebastiani & Ramoni, 2000) .
Assume X = i where i = 1, . . . . , r, and Y = j where j = 1, . . . . , c. Also assume (X, Y) has a multinomial distribution with probabilities θ ij = p(X = i, Y = j | θ) where θ ij > 0 for all i and j, and Σ ij θ ij = 1. The standard conjugate prior for θ is a Dirichlet distribution D(α), with α = (α 10 , α 11 , . . . , α 1c , . . . , α r0 , α r1 , . . . , α rc ), whose density function is
with α ij ≥ 0 for all i and j and α = Σ ij α ij . Further denote n ij the frequency of (X = i, Y = j) in the sample with missing data. Sebastini and Ramoni (2000) showed that if the missing Chen, Åstebro / MISSING CATEGORICAL DATA 313 data mechanism is MAR, then incomplete cases are ignorable for the Bayesian estimates of θ j | i , that reduce to
where α i+ = Σ j α ij and n i+ = Σ j n ij .
To facilitate the application of the above Bayesian statistical procedure to categorical missing data imputation, we propose to use a simplified version of the above model under the assumption of MCAR and MAR as follows.
For each variable where MCAR applies, the multinomial sampling distribution is used to describe data for which each observation is one of k possible outcomes. If y is the vector of counts of the number of observations of each outcome, then The prior distribution can be interpreted as containing equivalent information to Σ = j k 1 α j observations with α j observations of the jth outcome category. There are several plausible, noninformative Dirichlet prior distributions. A uniform density is obtained by setting α j = 1 for all j; this distribution assigns equal density to any vector θ satisfying Σ = j k 1 θ j = 1. Setting α j = 0 for all j results in an improper prior distribution that is uniform in the log(θ j )s. The resulting posterior distribution is proper if there is at least one observation in each of the k categories, so that each component of y is positive. If the number of observations in the study is relatively large, we expect no large difference for the research between these two densities as the prior distribution. In this study, we will select the uniform prior distribution for the simulation experiment.
After the posterior distribution of θ is available, we collapse the point estimation by using the expected values, 5 and then replace the missing data by randomly drawing a value based on the estimated probability distribution of θ.
If the missing data mechanism of a variable is MAR, we propose to use the conditional distribution of Equation (2) instead of the joint distribution of (X, Y). That is, we will classify the vector of Y without missing data into r groups based on X where X = 1, . . . , r. For each group, we then apply the procedure of the first step used in the case of MCAR.
ORGANIZATIONAL RESEARCH METHODS

Method Application
One of the important considerations for researchers choosing a missing data technique is its efficiency. By efficiency, we mean a procedure that provides an unbiased estimate of sample properties that is also easy to implement. Although statisticians may not wholly agree with this definition, it is certainly an important criteria for the typical user. Although the theoretical framework of Bayesian statistical procedures for missing data looks complex compared to other missing data techniques such as mean substitution and regression imputation, this method is actually quite direct and easy to implement.
In the following, we demonstrate the implementation of the proposed Bayesian statistical method for missing data of categorical variables. Assume we identify one categorical variable with k possible outcomes satisfying the assumption of MCAR. The number of observations with complete data for each outcome are y 1 , y 2 , . . . , y k , with the total number of observations with complete data being n = Σ = j k 1 y j . There are also m observations with missing values. Using the uniform prior distribution, we have a Dirichlet posterior distribution with parameter α j = y j + 1 for all j.
The point estimate for the probability of outcome j is then simply Once values of θ j for j =1, . . . , k are estimated, we can impute missing data by randomly drawing outcomes from the posterior distribution of θ. For example, we can use Excel Macros with the built-in random number generator "Rnd" or SAS to program the process. For this purpose, we redefine P j = Σ = If 0 ≤ r i < P 1 , replace the missing value with outcome 1; else if P 1 ≤ r i ≤ P 2 , replace the missing value with outcome 2; . . . ; else if P k -1 ≤ r i , replace the missing value with outcome k.
Repeat
Step 3 for all missing observations of the variable. 5. Repeat Steps 1 to 4 for all other categorical variables with missing data satisfying MCAR to form a complete data set.
In the appendix, we present an implementation example of this procedure using an Excel Macro VBA.
There are two natural extensions to improve estimation using the above method for missing data imputation. The first approach is multiple imputation, and the second is the Markov Chain Monte Carlo (MCMC) method.
Multiple imputation is a procedure that involves nothing more than repeated imputation. Rather than performing a single round of imputation to fill in the missing data, Chen, Åstebro / MISSING CATEGORICAL DATA 315 multiple imputation implies the creation of multiple imputed data sets in which each has a differently imputed value for a missing datum. One advantage of the Bayesian method for missing data is that multiple imputation can easily be applied. Using the model discussed, suppose that M imputed data samples are generated from the posterior predictive distribution of missing data, each sample corresponding to an independent replacement of missing data. Inference using multiple imputation is quite direct, and readers are referred to Rubin (1987) and Gelman et al. (1995) . The appendix is easily extended to perform multiple imputation.
Another approach to improve the model is to use the MCMC method. A Markov chain is a sequence of random variables in which the distribution of the current element depends on the value of the previous one. The MCMC method requires either the MAR or MCAR assumption for missing data imputation analysis. The following procedures are necessary to perform the MCMC method:
1. Estimate the parameters of the posterior distribution of the missing data using the model. 2. Simulate values for missing data items by randomly selecting a value from the available distribution of values. 3. Reestimate the parameters of the missing data distribution with the imputed estimates from Step 2 by using the model again. 4. Repeat Steps 2 and 3 until the distribution of missing data is stationary. 5. Use imputations from a final iteration to form a data set that has no missing values.
Testing the Efficiency Using a Simulation Analysis
In the spirit of Roth and Switzer (1995) and Switzer et al. (1998) , we design a simulation experiment to test the efficiency of the proposed Bayesian missing data technique. However, in contrast to the Monte Carlo method used by Roth and Switzer (1995) to generate data, we create a benchmark data set using the 1987 U.S. CBO database containing approximately 126,000 observations. Nucci (1992) described this data set in detail. All questions in the survey were categorical. Using these data, we estimate a model of business survival as a function of owner, firm, and industry characteristics. The idea is to compare the efficiency of the various missing data procedures against a complete sample with known and assumed true sample statistics. The simulation test contains the following steps.
Create the Benchmark Data Set
To make the problem of missing data imputation relevant for organizational researchers who are typically faced with smaller sets of data, we followed the sample selection procedure by Åstebro and Bernhardt (in press), except we performed no eliminations based on firm sales. This provided 1,118 observations of business owners representing 924 firms with complete data.
Establish the Validation Statistics
First, we calculate the mean and variance of variables of interest of the complete sample. The imputation method should produce unbiased sample mean and variance estimates. We limit our analysis of missing data to a binary dependent variable and a For the binary dependent variable, we compute the root mean square error (RMSE) to compare true with imputed sample statistics. Define the true value of the variable to be "true score," and the missing data imputed value to be "estimated score," the RMSE is used to assess the amount of dispersion around the true score:
where N is the total number of estimated scores.
One also wants to make sure that relationships among variables are unaffected by the imputation method. One can focus on coefficient estimates in a regression model or examine some measure of overall model fit. We focus on the impact on overall model fit using three statistics.
We first use the percentage of correctly classified units, pcc, from a logit model of business survival with predictor variables, which includes different levels of education, as in Åstebro and Bernhardt (in press). Define S i = 0, 1, where 1 represents if a firm is estimated to survive and 0 otherwise. Also define c i , where 1 represents if a firm survives and 0 otherwise. Estimated model coefficients generates $ f(1 | x i ), the estimated probability that the ith unit belongs to the class of survivors. We use the classification rule
The percentage correctly classified units, pcc, is defined as pcc = Σ(S 1 c 1 + S 0 c 0 ) / N, where S 1 c 1 is an observation where S i = 1 and c i = 1; S 0 c 0 is an observation where S i = 0 and c i = 0; and N is the number of observations. However, the within-sample pcc is an optimistically biased estimate of future out-of-sample performance (Hand, 1998) . Hence, for the two-class case (e.g., survive vs. fail), the Brier score of Equation (3) and the logarithmic score of Equation (4) are used to measure out-of-sample accuracy:
Note that the smaller the Brier and logarithmic scores, the better the classification power. Also note that the Brier score has a functional form similar to RMSE. The perChen, Åstebro / MISSING CATEGORICAL DATA 317 centage being correctly classified, Brier and logarithmic scores will be compared across all alternative imputation methods and for different missing data scenarios.
Generate Missing Data in Specific Patterns
Missing data are pervasive in the CBO 1987 data set. For the majority of questions, missing data represent between 10% and 20% of all responses. Due to the pattern of missing data, this implies that a total of 40% of observations are lost if listwise deletion is used. We therefore choose 10% missing data and 20% missing data for each of two selected variables as two reasonable scenarios to investigate in our simulation. We delete data for the two selected variables SURVIVE and EDUCATION described in Establish the Validation Statistics.
We simulate the missing data mechanism for EDUCATION to be MCAR. That means data for EDUCATION will be randomly deleted for either 10% or 20% of all units. Following Switzer et al. (1998) , we simulate the loss of data for SURVIVE to depend on the values of EDUCATION in three distinct patterns. That is, the missing data mechanism for SURVIVE is MAR. These three patterns are random, positive linear, and symmetric V. In the random (uniform) data loss pattern, data of SURVIVE are randomly lost for 10% or 20% of the units. This condition was used to establish a baseline for comparison with the other two patterns. For positive linear data loss, the percentage of missing data of SURVIVE is higher for those observations with a higher education level. In the symmetric V pattern, missing data of SURVIVE is low for those with EDUCATION as high school graduate or GED equivalency and college-did not graduate but symmetrically higher for others. Therefore, we design in total six experimental conditions that are summarized in Table 1 . Figure 1 shows the percentage of data loss for SURVIVE corresponding to the categories of EDUCATION for all three data loss patterns in both the 10% and 20% total data loss scenarios. In the missing data generation procedure, we first produce missing data for SURVIVE that depends on the complete observations of EDUCATION and then produce missing data for EDUCATION. This is because we assume that missing of SURVIVE depends on the true values of EDUCATION, not on those missing. We generate one sample with missing data for each experimental condition.
Apply Missing Data Imputation Techniques
We apply six missing data techniques to impute the missing data of the six simulated samples. These techniques include the simple but popular listwise and mode substitution.
8 Random imputation assigns available values to the missing data in equal probabilities. A regression approach is also used. We use the estimated logit regression model to impute missing data of SURVIVE under two treatments of EDUCATION. The first treatment is to use mode substitution for missing data on EDUCATION. The second treatment is to first impute missing data for EDUCATION by the Bayesian statistical procedure. After applying either of these two methods, the missing data for SURVIVE is imputed based on its estimated probability such that if the estimated expected survival probability > 0.5, then SURVIVE = 1, otherwise SURVIVE = 0. The final missing data technique we apply is the proposed Bayesian statistical procedure.
As opposed to the missing data generation procedure in the Generate Missing Data in Specific Patterns section, where we simulate missing data of EDUCATION first and 318 ORGANIZATIONAL RESEARCH METHODS then simulate missing data of SURVIVE, we now impute the missing data for these two variables. In this step, we first impute the missing data of EDUCATION and then impute the missing data of SURVIVE simply because the missing data of SURVIVE is conditional on EDUCATION.
Estimate the Prediction Model and Compare Its Accuracy
We compute the means and variances of SURVIVE and EDUCATION for all samples generated by various missing data techniques. For comparison of mean and variance statistics where, for some techniques, data are left missing, we use a pairwise method that eliminates missing data on a statistic-by-statistic basis. We also calculate the RMSE for all data sets with values of SURVIVE imputed. We estimate a prediction model for startup survival for all imputed samples and for the complete sample. The Chen, Åstebro / MISSING CATEGORICAL DATA 319 prediction accuracies are compared using the percentage correctly classified, the Brier score and the logarithmic score. For the complete sample, the true mean and variance of SURVIVE are 0.747 and 0.189, respectively; for EDUCATION, these values are 3.955 and 1.573, respectively. Table 2 displays the sample mean and variance of SURVIVE and EDUCATION using various missing data techniques. Under the assumption of MAR and MCAR, the listwise and pairwise deletion methods provide good approximations of sample mean and variance, and the Bayesian statistical method is comparable to the listwise and pairwise deletion methods. As could be expected, the random missing data imputation method systematically biases down the mean and biases up the variance. As could also be expected, the mode substitution method biases up the mean for SURVIVE and down the mean of EDUCATION because the mode of SURVIVE is 1 and that for EDUCATION is 3. The variances estimated by mode substitution are biased down, which is one disadvantage of this method that is well known. Both regression methods bias up the mean for SURVIVE but bias down the variance for SURVIVE. This implies that the cutoff value for the classification rule (if the estimated probability > 0.5, then SURVIVE = 1) is lower than the optimal one. We applied a noninformative classification rule. If prior information is available about the cost of misclassification for Type I and II errors, then another rule is likely to be chosen. This discussion indicates that using regression-based imputation for imputing categorical data introduces the need for additional ad hoc decisions that are not model based and that affects efficiency. This is clearly problematic. Table 3 shows the RMSE of SURVIVE by comparing the expected score to the true value for different missing data techniques. Because the true mean of SURVIVE is 0.747, it is relatively close to the mode, and the mode substitution is therefore a good approximation in this particular case. Therefore, it is not surprising that the RMSE values for mode substitution are better than for the Bayesian method. If the true mean of SURVIVE were closer to 0.5, we would observe worse RMSE when using the mode substitution method. Similar reasoning applies for the regression method because it applies a reasonably accurate prediction model to estimate the value of SURVIVE. (As seen in Table 4 , its classification accuracy is approximately 75%.) For this method, the estimated RMSE depends on the power of the prediction model. It is clear from these results that the general efficiency of a particular missing data method cannot be measured solely by the RMSE on a particular data set. This result echoes the argument by Schafer and Graham (2002) that a missing value treatment cannot be properly evaluated apart from the statistical model and estimation procedures in which it is embedded.
To test the efficiency of various missing data techniques, we examine the classification power of a binary logit survival regression model under these missing data techniques. Table 4 shows the classification power of the prediction model when applying samples generated by various missing data techniques. Table 4 indicates that missing data decrease the prediction power of the survival prediction model, which is difficult to compensate for by any of the missing data techniques. By comparing pcc, listwise deletion shows not to be a good missing data technique when 20% data are lost. The random method is a surprisingly good choice for all experimental conditions. However, as we previously discussed, pcc may not be the best measure for examining classification performance. Furthermore, the values of pcc will change when using a different classification rule. By instead comparing the Brier score and the logarithmic score, listwise deletion is still a good choice for missing data imputation. However, as we know, the usefulness of listwise deletion depends on the size of the sample as well as the extent and pattern of missing data. In this simulation experiment, the original sample size is 924 observations. Even with 20% data loss, we still have sufficient number of observations for estimation-partly because we only let two variables have missing data. Note that for listwise deletion method, the classification power under 20% data loss is systematically lower than that under 10% data loss. Given that we have a reasonably large sample but lots of data are lost when applying listwise deletion, the regression imputation method may be a good alternative. According to Table 4 , regression imputation has Brier and logarithmic scores that are comparable to the other imputation methods. However, as we have discussed, the efficiency of regression imputation depends on the accuracy of the prediction model for estimating missing data. If some significant variables are not in the sample, the efficiency of the regression method decreases. In addition, if there are many variables with missing data, the application of regression imputation will also be problematic. Therefore, the simple implementation of the Bayesian method enjoys much advantage over the regression imputation method because it does not require a causal or associative model to predict values for missing data. We can put bounds on the efficiency of the regression imputation. One extreme case is when the regression model is powerful enough to predict all missing values correctly. This is similar to having complete data. The second extreme case is when the regression model has no prediction power at all. This is similar to random imputation. The performance of the regression imputation method should lie between these two extreme cases. In this simulation experiment, we use a reasonably powerful prediction model for regression imputation (see Åstebro & Bernhardt, in press ) with a prediction accuracy halfway between random (50%) and complete (100%) accuracy and find that the simple Bayesian method performs equally well. Therefore, we predict that the efficiency of the Bayesian method should not, in general, be inferior to that of the regression method when tested on other samples.
Discussion
The simple Bayesian method for missing data imputation we presented produces sample statistics comparable to other missing data techniques. In addition, it is simple to implement as long as the MCAR or MAR assumption holds. The model performance using this missing data technique was robust across various simulated data loss 322 ORGANIZATIONAL RESEARCH METHODS patterns. This method also enjoys efficiency improvements provided by extending it in simple ways to multiple imputation and the MCMC method. A second potential conclusion from this study is that the listwise deletion method is a better missing data technique under the MAR and MCAR assumptions than other techniques. The result is consistent with Switzer et al. (1998) . However, the result may be conditioned on missing data being constrained to apply only to three variables, which is a rather artificial situation implemented to reduce the complexity of the presentation. Listwise deletion would likely present a problem if there are more variables with 10% to 20% missing data. Indeed, we experienced a 40% reduction in the data set when using listwise deletion across approximately 15 variables (Åstebro & Bernhardt, in press) .
If researchers such as we are concerned with mass data loss and a large loss in statistical power by applying listwise deletion, the proposed Bayesian statistical method is a good alternative. Although the regression method also enjoyed good classification power, this method produced biased mean and variance compared to the Bayesian method. In addition, using regression-based imputation for categorical values implies the necessity of additional and typically ad hoc assumptions regarding the classification of predicted to categorical values. We showed that this additional assumption influenced the bias in sample statistics, and the size of the bias is both assumption and data dependent. Also, the efficiency of the regression method depends on data across all predictive variables in complex ways and therefore may be unreliable. The Bayesian method does not suffer from this drawback. Furthermore, due to the ease of using "canned" regression imputation procedures in statistical software, missing data imputation can easily turn into a pseudoscientific but essentially ad hoc procedure. Finally, as argued by Rubin (1987) , regression imputation systematically underestimates variability because it treats imputed values as known with certainty. The Bayesian method, in comparison, only requires univariate data. That the missing value is randomly generated under a model structure implies an unbiased estimate of variance. An added benefit of the Bayesian method is that it is based on a formal and verifiable procedure that can easily be expanded. Therefore, the Bayesian method has many preferred features over regression imputation.
The application of the Bayesian method to impute missing data for single choice ("yes/no") and multiple-choice ("check all that apply") survey questions are the same. However, the number of combinations of replies for a multiple-choice question may be large. For example, suppose a multiple-choice question contains 10 nonexclusive choices. The total number of possible outcomes is 2 10 = 1,024, assuming that there are dependencies across the various choices. 9 Because the Bayesian method requires sufficient counts of responses for each possible outcome, the application of the model will be inefficient if the sample size is not sufficiently large. 10 This example indicates that special attention should be paid to the survey design for multiple-choice questions, and it may be beneficial to limit the number of multiple choices to as few as possible. Another solution would be to force the respondent to check either a "yes" or a "no" box for each item in a multiple-choice question rather than asking them to check "all that apply." Each response could then be treated as a binary outcome, simplifying missing data imputation considerably.
In this study, the application of the Bayesian method requires the assumption of MCAR and MAR. When data are missing not at random, the missing data should first of all be examined carefully to determine the missing data mechanism. As discussed by Sebastiani and Ramoni (2000) , the Bayesian method can be extended to the case of MNAR by using a bound and collapse method, which requires some external information on the missing data mechanism. This extension could be examined in future work.
APPENDIX
VBA Example for Missing Completely at Random (MCAR) Case
Example to impute missing data using Bayesian statistical procedure Assume the categorical variable of interest has k possible outcomes There are n total observations including observations with missing values The missing data mechanism is MCAR Please refer to the Method Application section for the computation of P(j) where j = 1 to k Sub MacroMissingDataImputation() Define appropriate variable types used in the program Dim i As Integer Dim prob As Single Dim myStr As String Dim myData As String There are n total observations including missing observations in the sample The data for the variable are to be located in the first column in the worksheet "WorksheetName," and starting from the first row. There is no header line. For i = 1 To n Locate the first observation that is in cell (1, 1) in the worksheet WorksheetName With Worksheets("WorksheetName"). Cells (i, 1) Get the most right number of the observation myStr = Right (.Value, 1) Generate the random number using the built in function Rnd If the user needs to set the seed for random value generation, use rnd(number) prob = Rnd Decide if the observation has missing value. A missing value is defined by a blank cell, not a period. If myStr = " " Then Assign the imputed value to the missing observation The subroutine imputes for k possible outcomes If prob < P(1) Then myData = "Outcome 1" ElseIf prob >= P(1) And prob < P(2) Then myData = "Outcome 2" ..... 
