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“You could say we are puppets. But I believe that we are puppets with perception, with 
awareness. Sometimes we can see the strings. And perhaps our awareness is the first step 
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No oceano, os vórtices estão relacionados com correntes de contorno oeste, 
como a Corrente do Brasil, que são reconhecidamente as de maior intensidade. 
Estas correntes detêm grande potencial de geração de vórtices, sejam estes 
ocasionados por instabilidades barotrópicas e/ou baroclínicas. Assim, neste 
trabalho o objetivo principal foi desenvolver uma técnica para detecção 
automática de vórtices utilizando os campos tridimensionais de velocidades do 
modelo HYCOM (HYbrid Coordinate Ocean Model). Sem perda de 
generalidade, a região de estudo é a área do oceano delimitada pelas latitudes 
de 19oS - 26oS e 35oO - 50oO de longitude, pois é uma região de grande 
ocorrência de vórtices. O campo de velocidades do modelo HYCOM é 
analisado por camada e a localização de uma singularidade presente no campo 
de velocidade é realizada pelo Índice de Poincaré (IP). O tipo de singularidade 
presente no campo de velocidades é identificado usando o modelo dinâmico 
linear que leva em consideração as informações da vizinhança à singularidade. 
Neste trabalho são apresentadas três técnicas diferentes para quantificar o IP. 
A primeira técnica usa somente os valores de orientação do campo de 
velocidade, a segunda usa uma integral de linha numa curva fechada, e a 
terceira usa uma integral de superfície. Um código numérico foi elaborado e as 
três técnicas comparadas usando o método de avaliação de diagnóstico. O 
desempenho das três técnicas foi avaliado considerando um banco de dados 
conformado por campos de velocidades do modelo HYCOM, onde, as 
singularidades presentes foram rotuladas manualmente. A quantificação do 
desempenho das técnicas é baseada nas métricas de sensibilidade (REC) e a 
precisão (PRE). Os resultados destas métricas mostram que a técnica 3 tem 
melhor desempenho para detectar singularidades (PRE = 73.96%, REC = 
96.01%). Um vórtice quase-estacionário foi identificado na região do Cabo de 
São Tomé. O vórtice apresentou um perfil vertical bem desenvolvido até 
profundidades maiores de 2000 m e duração de 11 dias.  
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In the ocean, the vortices are related to western boundary currents, as the 
Brazil Current, that are confessedly the currents with the highest intensity. 
These currents have a quite vortex generation potential either being caused by 
barotropic or baroclinic instabilities. Hence, the goal of this work was the 
development of a vortex automatic detection technique by using the 3D velocity 
fields from de computational model HYCOM (HYbrid Coordinate Ocean Model). 
Without a lack of generality, the study region is the area delimited by the 
latitudes of 19oS - 26oS and the longitudes of 35oO - 50oO as being a site of big 
occurrence of vortices. The HYCOM velocity field is analyzed by layers and the 
localization of a existing singularity in the de velocity field is accomplished by 
the Poincaré Index (IP). The type of singularity is identified by using a linear 
dynamic model that takes in consideration the singularity’s neighborhood 
informations. In this work are presented three different techniques to quantify 
the IP. The first technique uses only the orientation field values from the velocity 
field, the second uses a line integral in a closed curve, and the third one uses a 
surface intengral. A numeric code was built and the three techniques compared 
by using a diagnostic assessment method. The techniques performances was 
evaluated considering a HYCOM velocity database where the occurring 
singularities was labelled manually.  The measurement of the techniques 
performance is based on the sensibility (REC) and precision (PRE) metrics. The 
metrics results show the technique 3 has the best performance to identify the 
vortices (PRE = 73.96%, REC = 96.01%). A quasi-stationary was identified in 
the Cabo de São Tomé area. The vortices presented a well-developed vertical 
profile that reaches depths higher than 2000 m and a time length of 11 days.    
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Feições Oceanográficas de Mesoescala (FOM) são formas bem definidas que 
se apresentam em toda a estrutura das massas de água dos oceanos e são 
originadas pela instabilidade do movimento das massas de água com o leito 
oceânico, bordas continentais, interação com outras massas, dentre outros 
processos. Dentre as instabilidades comumente encontradas nos oceanos, 
temos como exemplos o meandramento dos jatos e os vórtices resultantes da 
interação das correntes com ilhas e/ou acúmulo da vorticidade em 
reentrâncias. As instabilidades apresentam comumente escalas espaciais 
horizontais da ordem de dezenas a centenas de quilômetros, e temporal; da 
ordem de 10 a 150 dias. Nota-se que na escala espacial são considerados 
fenômenos de microescala – aqueles que atingem até 0,5 km; pequena escala 
- de 0,5 a 40 km; mesoescala - de 40 a 200 km; macroescala - maior que 200 
km, mas deve-se ressaltar que não há uma divisão exata em quilômetros para 
os processos oceanográficos, pois os mesmos estão associados 
dinamicamente aos sistemas atmosféricos.  
Em geral, as escalas temporais para os processos de pequena escala são 
inferiores a 10 dias, e variam de 10-150 dias para processos de mesoescala 
(ROBINSON, 1983; PEREIRA et al., 2009). No entanto, a costa sudeste 
brasileira é bordejada por uma Corrente de Contorno Oeste (CCO) formada 
pela Corrente do Brasil (CB) que apresenta certa complexidade devido à 
interação com a costa e a batimetria, e isto é um fator definitivo para que haja 
uma variabilidade nas dimensões dos processos de mesoescala, sendo comum 
encontrar na região feições com duração não muito maior a 10 dias. 
A importância de estudar vórtices na região da costa sudeste brasileira é 
devido à diversidade de recursos naturais na área, pois nela estão presentes 
as bacias petrolíferas de Pelotas, Campos e Santos, sendo esta onde, 
recentemente, foram descobertas novas reservas de óleo no estrato 
sedimentológico do pré-sal. Assim que a atividade de extração de recursos 
minerais também gera a necessidade para uma maior atenção à 




Por isso, é observada a necessidade de desenvolver um maior conhecimento 
quanto à detecção das FOM provenientes dos processos oceanográficos na 
região, uma vez que a geração de vórtices - como exemplo de um deles - pode 
provocar ascensão de águas sub-superficiais ricas em nutrientes para a zona 
eufótica permitindo um ambiente propício ao desenvolvimento de produtores 
primários. A partir do conhecimento das localizações dos vórtices, podem ser 
inferidos prováveis pontos de maior diversidade e produtividade biológica em 
regiões oceânicas. Também há a preocupação concernente às áreas de 
engenharia (oceânica e naval) já que estes podem causar uma intensificação 
repentina nas velocidades das correntes, aumentando com isso o esforço em 
estruturas como plataformas, dutos e sistemas submarinos, além de 
interferirem de forma marcante na velocidade de propagação de sinais 
acústicos marinhos (SOUZA, 2005; DE PAULA et al., 2013). 
Assim, este trabalho pretendeu usar metodologia de reconhecimento de 
padrões já existente na literatura para detecção automática de vórtices.  
1.2 DETECÇÃO DE VÓRTICES 
Na literatura, existem diversas metodologias para se abordar o problema de 
detecção de vórtices as quais podem ser agrupadas em três grupos: as 
baseadas na geometria, baseadas em parâmetros físicos e as de combinação 
entre estas duas. 
No início do processamento de imagem e reconhecimento de padrões, os 
trabalhos de detecção de vórtices atinham-se basicamente ao uso de 
parâmetros físicos e a características geométricas. Os parâmetros físicos eram 
utilizados como indicadores de um evento de vórtice, sendo alguns deles a 
helicidade (DEGANI et al., 1990), linha de corrente (SADARJOEN et al., 1998)  
e máxima vorticidade (STRAWN et al., 1999). No entanto, esses métodos são 
dependentes da definição de um limiar para os valores de cada parâmetro para 
a exclusão de pontos candidatos a serem vórtices que, na realidade, não são 
(falsos positivos).  
Já para a abordagem geométrica, tem-se datado trabalhos desde 1990 
seguindo a sugestão de Wechsler (1980), que indicava que o processamento 




problemática da analise de textura fosse resolvida. Motivados por esse desafio, 
Kass e Witkin (1987) e Rao e Schunck (1991) publicaram trabalhos que 
disponibilizam uma forma de solução utilizando o cálculo de campo de 
orientação, servindo como base teórica para posteriores pesquisas 
direcionadas ao estudo de escoamento.  
A partir de 1990, foram iniciados estudos no domínio da dinâmica de fluido 
baseados na ideia de cálculo do campo de orientação e a teoria de retratos de 
fase relacionados a sistemas dinâmicos utilizando retratos do escoamento o 
que possibilitava a interpretação dos movimentos complexos do fluido e na 
localização de vórtices (RAO E JAIN, 1992; SHU et al., 1991; FORD, 1997). 
Posterior e concomitantemente, foram publicados diversos trabalhos 
disponibilizando variadas maneiras de se localizar vórtices como mais à frente 
será discursado. 
Devido à escassez de dados in situ, o presente trabalho utiliza a teoria de 
retratos de fase e sistemas dinâmicos para detectar eventos de vórtices na 
região da costa sudeste brasileira utilizando dados provenientes de modelagem 
numérica. 
O trabalho está dividido em 8 capítulos. Sendo que no capítulo 3 será 
explanado sobre a base teórica que envolve o processo de detecção de 
singularidades. No capítulo 4 está apresentada uma revisão sobre a dinâmica 
do local de estudo e sobre as metodologias encontradas até o presente 
momento que tangem o contexto de reconhecimento e detecção de 
singularidades. 
Os procedimentos do desenvolvimento das técnicas para a detecção de 
singularidades, assim como a avaliação do desempenho das mesmas estão 
expostos no capítulo 5. Nos capítulos 6, 7 e 8 estão presentes a discussão dos 






 OBJETIVO GERAL 2.1
Desenvolver técnica para detecção de vórtices de forma não-supervisionada.  
 OBJETIVOS ESPECÍFICOS 2.2
• Desenvolver técnicas derivadas do Índice de Poincaré; 
• Desenvolver método para classificação de singularidades; 
• Verificar a técnica mais adaptada para aplicação; 





















3 FUNDAMENTOS TEÓRICOS 
Esta seção tem a função de apresentar a base teórica sobre a qual este 
trabalho foi desenvolvido. Assim que, logo abaixo estão introduzidos os 
conceitos relacionados a este processo de detecção como: sistemas 
dinâmicos, retratos de fase, Índice de Poincaré (IP) e as teorias correlatas a 
eles. 
 TEORIA DA DETECÇÃO DE PADRÕES 3.1
O uso de imagens de escoamentos trouxe certas vantagens para análises com 
métodos baseados no reconhecimento de padrões, já que a dinâmica do 
escoamento gera padrões visuais considerados como texturas ideais para tais 
métodos.  
Wechsler (1980), em sua época, apontava que a solução o problema de 
análise de textura traria um grande avanço para o campo de processamento de 
imagem e reconhecimento de padrões, e assim correu. Muitas técnicas foram 
desenvolvidas até hoje - algumas apresentadas no tópico 3.2 - e vêm sendo 
aplicadas nas áreas de processamento de imagens biomédicas; automação 
industrial, no controle de qualidade e no sensoriamento remoto em análises de 
estimativa de plantação, estudos ecológicos, comportamento de diversos tipos 
de escoamento, etc (AZUMA e FUKUSHIMA, 1976; CORE et al., 1979; 
IWASAKI e TANAKA, 1983; RODRIGUES et al., 1998; ANDRÉ e 
RANGAYYAN, 2006).  
Para a resolução do problema de análise do comportamento hidrodinâmico de 
fluidos, uma das metodologias que vieram alcançar tal objetivo foi a de cálculo 
de campo de orientação do escoamento. Os primeiros estudos que lançaram 
mão dessa abordagem foram os de Kass e Witkin (1987) e Rao e Schunck 
(1991) onde foram desenvolvidos algoritmos para o cálculo de um campo de 
orientação. Assim que com este campo é possível estimar as características do 
retrato de fase relacionado à singularidade em questão por meio de estratégias 
estatísticas e, consequentemente, fazer a avaliação do escoamento (SHU e 




 CAMPOS DE VELOCIDADES 3.2
De maneira geral, os campos de velocidades são campos vetoriais, onde para 
cada posição espacial (x,y) existe um vetor [u,v] que representa a variação da 











  Eq. 3.1 
Os campos de velocidades representam padrões de escoamento, e quando há 
descontinuidade no padrão de disposição dos vetores, considera-se a presença 
de uma singularidade. A posição onde estas descontinuidades estão presentes 
é considerada como um ponto singular do campo. 
Um parâmetro de interesse é a orientação de cada vetor [u,v], calculado como 
o ângulo formado entre o correspondente vetor num ponto e o eixo horizontal, 
tal como é mostrado na Figura 3.1. Sendo assim, a orientação é calculada 
como  




θ  =  
 
  Eq. 3.2 
















   
Figura 3.1 - Representação de um campo de velocidades e seu correspondente campo de 
orientação.   
 INDÍCE DE POINCARÉ 3.3
O matemático Jules Henri Poincaré, quem dá o nome ao índice, descobriu que 
para determinar em que tipo de retrato de fase um sistema dinâmicos resulta, é 
necessário levar a atenção aos pontos onde Eq. 3.4 é nula, os quais são 
chamados pontos críticos ou de equilíbrio. Foi constatado pelo matemático que 
pontos críticos possuem a característica de apresentar valores (posteriormente 






= ∫   Eq. 3.3 
IP representa a soma total de números de voltas em relação a função que 
descreve o campo vetorial. Neste sentido, a Eq. 3.3, é a soma dos ângulos 
presentes numa curva fechada C localizada sobre um campo vetorial v, ver 
Figura 3.2. No caso de IP com valores inteiros positivos, o sentido da volta é 








    
 











 SISTEMAS DINÂMICOS LINEARES BIDIMENSIONAIS 3.4
 
A saber, um sistema pode ser definido como um conjunto de objetos agrupados 
por alguma interação ou interdependência, de modo que existam relações de 
causa e consequência nos fenômenos que ocorrem sobre os elementos. 
Adicionalmente, o sistema é considerado dinâmico quando as grandezas 
envolvidas variam no tempo. 
Sistemas dinâmicos lineares bidimensionais são considerados a classe mais 
importante entre os sistemas planares de equações diferenciais, pois permite 
modelar as vizinhanças centradas no ponto singular de certa forma que torna 
possível a definição do tipo de singularidade presente nesse ponto. 
O sistema dinâmico assume a seguinte forma paramétrica 
,
x ax by e








onde a, b, c, d, e e f são os coeficientes constantes das equações diferenciais 
ordinárias. 















x Ax b  Eq. 3.6 




















Supondo que o sistema planar está centrado na origem dos eixos 









Uma possível solução para o sistema planar é dada pela expressão 
.
teλ=x c   Eq. 3.9 
Substituindo a Eq. 3.9 na Eq. 3.8, e operando, é demonstrado que os valores 
de λ e c são as soluções ao problema dos autovalores e autovetores da matriz 











;t te eλ λλ =c Ac
  
Eq. 3.11 
.λ =c Ac   Eq. 3.12 
Então, a solução completa do sistema planar será definida pela expressão 
1 2
1 2 = .
t t
e e
λ λ+x c c
  
Eq. 3.13 
Onde c1 e c2 são os autovetores associados aos autovalores λ1 e λ2 da matriz 


























 RETRATO DE FASE 3.5
O retrato de fase é a representação em um plano cartesiano do conjunto de 
soluções possíveis dos sistemas dinâmicos bidimensionais. Tendo em vista o 
que foi apresentado no tópico sobre sistemas dinâmicos lineares 
bidimensionais, os retratos de fase são dependentes dos autovalores da matriz 
A. Portanto, para cada formato que a matriz A toma, é possível observar um 
retrato de fase diferente (RAO e JAIN, 1992; SHU e JAIN, 1994; ANTON E 
RORRES, 2001; TESCHL, 2013).  
Segundo Hirsch et al. (2004), pode ser utilizado o plano traço-determinante 
para determinar o tipo de singularidade detectada ( retrato de fase), ver Figura 
3.4. Este plano usa os valores do traço da matriz A, ( )T tr= A ), e o 
determinante da matriz A, det( )D = A , como pontos de coordenada (T,D) no 
plano-TD. O tipo de singularidade detectada é determinado em função das 
seguintes condições: 
• Se 	 − 4 
 0, então, existem 3 tipos de singularidades:  
o espiral sumidouro, se  
 0;  
o espiral fonte, se   0;  
o e cêntrico, se   0. 
• Se 	  4  0, então: 
o sela, se  
 0;  
o sumidouro, se   0 e  
 0;   



















4 REVISÃO BIBLIOGRÁFICA 
Nesta seção está disposta uma revisão sobre a dinâmica do oceano presente 
na área designada para a aplicação e sobre o que pode se encontrar na 
literatura referente ao tema de detecção de feições, sendo vórtice uma delas.  
 DINÂMICA DO OCEANO NA REGIÃO SUDESTE BRASILEIRA 4.1
A área definida para execução do trabalho foi a região contida entre 19oS - 
26oS de latitude e 35oO - 50oO de longitude, considerada como a costa sudeste 
do Brasil. Esta área é onde estão limitadas as principais ocorrências dos 
vórtices, como os de Vitória (VIX), de Cabo Frio (CF) e Cabo de São Tomé 
(CST) que são bem estudados através de análises de campos de velocidades 
in situ (GARFIELD III, 1990; MASCARENHAS et al., 1971; SCHMID et al., 
1995), campos de velocidade originados por modelos (LIMA, 2011; CALADO, 
2006) e por meio de imagens de satélite (PAES, 2009; TEIXEIRA et al., 2009). 
Figura 4.1 - Delimitação da área de estudo para a costa sudoeste do Brasil.  
A costa sudeste brasileira é influenciada pela CB, que é proveniente da 
bifurcação da Corrente Sul Equatorial (CSE) ao se deparar com a barreira 
física do continente. Essa separação ocorre na latitude de 10oS e além da CB 
dá origem a um outro ramo que flui para o norte que origina a Corrente Norte 
do Brasil (CNB). Nesta região da divisão, a CB ainda é uma corrente fraca e 
rasa que transporta predominantemente Água Tropical (AT) em níveis 
superficiais, Figura 4.2, e somente mais ao sul, aproximadamente a 15oS, é 




A partir daí a CB flui ao longo do Brasil pelo talude e se prolonga até a latitude 
de 33oS - 38oS onde há o encontro com a Corrente das Malvinas dando origem 
a Água Central do Atlântico Sul (ACAS) e também a Corrente do Atlântico Sul 
(CAS) (SILVEIRA et al., 2000; LIMA, 2011). 
Na latitude de 15oS, começam a ser incorporadas novas massas d’águas à 
CCO, como a ACAS que atinge profundidades até 600 m e que junto com a AT 
formam a CB; a Água Intermediária Antártica (AIA), que se encontra numa 
profundidade aproximada de 1000 m; e a Água Profunda do Atlântico Norte 
(APAN), à cerca de 3000 m. Essa distribuição vertical de massa d’água gera 
uma extensão de 3 km a CB e um aumento no transporte volumétrico para 6 
Sv, quando antes à 10oS era de 4 Sv (SILVEIRA et al., 2000). No entanto, 
existe um padrão de escoamento contrastante tendo a CB escoando para o sul, 
a Corrente de Contorno Intermediária (CCI) formada pela AIA escoando para o 
norte, e a Corrente de Contorno Profunda (CCP) formada pela APAN 
escoando, no fundo, também para o sul. A essa oposição de direção das 
correntes CB e CCI deu-se o nome sistema CB-CCI e muitos autores 
relacionam-na com a formação de vórtices no sudeste do Brasil (BOEBEL, 
1999; BARRETO, 2014). 
Silveira et al. (2000) em sua tentativa de compilar os trabalhos relacionados a 
CB afirma que esta é, em comparação a Corrente do Golfo (CG), uma corrente 
de baixa expressão em transporte, no entanto, podem ser encontrados 
meandros e vórtices em seu escoamento, como os vórtices descritos pela 
primeira vez por Mascarenhas et al. (1971) na região de Cabo Frio, à 23oS de 
latitude, e depois por Signorini (1978), que descreveu um vórtice anticiclônico 
com extensão vertical de 500 m e de comprimento de raio de 100 km. Uma vez 
que a CB é considerada uma corrente relativamente fraca devido a 
componente termohalina da circulação ter sentido oposto àquele gerado pelo 
padrão de vento do Atlântico Sul (STOMMEL, 1965), deve-se dar a 
responsabilidade da formação desses meandros e vórtices à fisiografia da 
costa sudeste e à instabilidade baroclínica/barotrópica causada, 
principalmente, pelo sistema CB-CCI (CUSHMAN-ROISIN, 1994; SILVEIRA et 





Apesar da longa jornada de estudo e trabalhos datados desde 1971 sobre a 
dinâmica da CB e, principalmente, dos vórtices ocorrentes nessa região do 
Brasil, Lima (2011) indica que meandros na região de CST e CF ainda são 
insipientes e o perfil vertical desses processos é pouco conhecido. Não 
obstante, Silveira et al. (2000) afirma que para conhecer melhor o papel dos 
meandramentos desta corrente e, consequentemente, os vórtices originados 
deles, é necessário conhecer a frequência de suas ocorrências e de suas 
velocidades. Tal afirmação é reforçada por Lima (2011) ao dizer que a maioria 
dos estudos realizados sobre esse assunto são praticados com base em 
modelagem numérica e muito poucos utilizaram dados de campo como o de 
Godoi (2005) e Silveira et al. (2008). 
 
Figura 4.2 - Representação da distribuição das massas d’água constituintes das correntes ao 
longo da costa brasileira. CNB = Corrente Norte do Brasil, CSE = Corrente Sul Equatorial, 
SNB= Subcorrente Norte do Brasil,CB= Corrente do Brasil, CCI = Corrente de Contorno 
Intermediária, CCP = Corrente Contorno Profunda. Soutelino, 2008. 
  MÉTODOS DE DETECÇÃO DE FEIÇÕES 4.2
Quanto à detecção de feições, há várias formas de se lidar com a problemática 
e isso leva a um grande leque de metodologias encontradas na literatura. 




do escoamento, as que tomam o tópico como uma questão geométrica e 
também há aquelas que praticam a combinação entre as duas.  Esta 
separação foi realizada tendo em consideração a classificação utilizada por 
Nencioli et al. (2010). As seções abaixo são uma tentativa de descrever 
exemplares de metodologias encontradas para cada classificação. 
 4.2.1 Métodos Baseados na Geometria 
As metodologias presentes nessa categoria estão relacionadas ao esforço de 
se encontrar uma equação que descreva o campo vetorial examinado e que 
solucione a problemática de aproximá-lo a uma forma geométrica já conhecida. 
No trabalho de Rodrigues et al. (1998) houve uma releitura das metodologias 
apresentadas por Rao e Jain (1992), Shu et al. (1991) e Ford (1997), sendo 
uma tentativa de resolver alguns problemas presentes nos métodos dos 
trabalhos citados com o fim de utilizá-los no estudo do comportamento do fluxo 
sanguíneo. A desvantagem evidenciada por Rodrigues et al. (1998) quanto ao 
primeiro trabalho é que há uma demanda alta de tempo computacional devido 
à necessidade do cálculo da inversa de uma matriz para a estimativa dos 
pontos críticos, apesar de que este método consegue encontrar todos os 
pontos críticos de uma imagem de orientação de um escoamento. Sobre a 
técnica de Shu et al. (1991) o autor indica que, embora o tempo computacional 
foi otimizado ao se usar o conceito de isolinhas, a sua competência para 
encontrar os pontos críticos é menor. E para o último trabalho, apenas foi 
expressa a opinião de que este foi uma tentativa de solução dos problemas dos 
métodos dos dois trabalhos anteriores, tendo como abordagem a junção do 
conceito de isolinhas com a teoria dos sistemas dinâmicos. Ao observar a 
problemática de cada um destas 3 publicações, Rodrigues et al. (1998) sugeriu 
então uma abordagem que se diferencia em como foram aplicadas as teorias 
basilares dos trabalhos comentados, como o uso da moda dos valores de 
direção de cada ponto ao invés do cálculo individual ponto-a-ponto da 
orientação do escoamento. Também foi escolhido um processo de tomada de 
decisão mais rápido para a definição do que seria um ponto crítico. O restante 
do procedimento foi aplicado semelhantemente como nos trabalhos de Rao e 




critérios de Jordan para a classificação de tipos de retratos de fase, tal teoria 
pode ser encontrada em Hirsch et al. (2004). 
Já em 1999, Rodrigues et al. (1999) baseados nas metodologias dantes citadas 
no trabalho de Rodrigues et al. (1998) divulgaram um trabalho de análise de 
escoamento por meio de imagens de forma que as imagens são consideradas 
como superfícies de textura orientada. Sua metodologia está constituída em 
quatro etapas: detecção da orientação, localização do ponto crítico potencial, 
ajuste das classes de padrões e, por último, a descrição dos padrões. Para 
obter a orientação local da imagem foi necessário o cálculo da orientação do 
escoamento em cada pixel, e para isso foi utilizado o filtro de Sobel. No 
entanto, antes da aplicação do filtro Sobel, a imagem de entrada foi suavizada 
a fim de evitar ruídos por meio de um filtro Gaussiano. Assim que para definir 
os pontos potenciais foram selecioandas as regiões que, em relação a um 
ponto central, demonstrassem uma variação monotônica (crescente ou 
decrescente) dos valores dos ângulos.  
Uma vez selecionados os pontos onde era mais provável encontrar uma textura 
orientada, foi dado sequência ao terceiro passo dos 4 definidos por essa 
metodologia, o ajuste das classes de padrões. Esta se refere a fase de 
classificação das regiões encontradas, usando regiões modelos que já 
possuíam padrões de escoamento pré-definidos como cêntrico, nó e sela, 
Figura 4.3. A combinação foi feita entre essas matrizes modelos e o as regiões 
potenciais com pontos críticos por meio da seguinte equação 
, ,
,






  Eq. 4.1 
obtida do trabalho de Rao e Jain (1992). αi,j e βi,j são as direções do 
escoamento e as direções obtidas das regiões modelos, respectivamente, para 
cada ponto (i,j) e I é a janela da vizinhança a ser calculada relacionada ao 
modelo. Para definir se o ajuste indicava a detecção de uma classe qualquer 
de padrão foi definido um valor limiar tal que um padrão é considerado 
detectado somente se o ponto crítico potencial apresentava um valor de S 





Figura 4.3 - Três classes de regiões modelos para ajustar aos padrões semelhantes a um 
escoamento. Fonte: Rodrigues et al.,1999. 
Ao final da metodologia, foi efetuada a descrição simbólica dos padrões 
detectados com o auxílio da teoria de sistemas dinâmicos. Os resultados deste 
trabalho trouxe a conclusão que o uso de modelos pré-definidos permite a 
detecção dos padrões desejados pelo pesquisador e leva a um menor 
consumo de tempo computacional. 
Nencioli et al. (2010) cientes do histórico do desenvolvimento de várias 
metodologias para detecção automatizada de vórtices, que não precedem a 
década de 90, disponibilizam uma nova forma de solução para essa tarefa. No 
estudo do escoamento dentro do Cabo da Califórnia do Sul, utilizando dados 
de modelagem provenientes do Regional Ocean Modeling System (ROMS) e 
dados de radar, aplicou uma técnica baseada nas características geométricas 
do campo de velocidades. Para isso foi considerado que um vórtice apresenta 
uma característica típica de possuir um mínimo de velocidade próximo ao 
centro e padrão crescente da velocidade tangencial em função do 
distanciamento deste. Para determinar o centro dos vórtices foram impostas 
algumas restrições, no total 4, sendo elas:  
1) a componente  deve apresentar uma reversão de sua direção no 
sentido leste-oeste através do centro e também apresentar um 
incremento em sua magnitude conforme o afastamento dele; 
2) no sentido norte-sul; a componente  deve seguir o mesmo de (1); 
3) a magnitude da velocidade apresenta um mínimo local no centro do 
vórtice, e 
4) ao redor do centro, as direções dos vetores devem demonstrar uma 
variação com um senso de rotação constante e as direções de dois 




quadrantes adjacentes. Sendo o primeiro quadrante como sendo aquele 
que abrangem as direções do leste ao norte; o segundo quadrante, do 
norte pro oeste; o terceiro quadrante, do oeste para o sul; e o quarto 
quadrante, do sul para o leste. 
Vórtices podem ser analisados em contextos diferentes aos dos campos 
vetoriais de escoamento, e.g. campos de TSM. Para este tipo de dados foi 
produzido um trabalho por Paes et al. (2010) onde se apresenta uma técnica 
semi-automática para detecção da feição oceanográfica em questão. Assim 
que quando determinados os centros, os limites dos vórtices são determinados 
pelos contornos fechados do campo da função de corrente. Para o 
rastreamento dos vórtices, foi necessário conectar os centros que 
apresentassem mesmas características dentro de uma área especifica de 
busca num espaço de tempo sucessivo. 
Posteriormente, Dong et al. (2011) publicaram um trabalho baseado na 
metodologia do trabalho de Nencioli et al. (2010) com a mesma finalidade 
deste, no entanto, utilizando dados de TSM proveniente de sensores satelitais. 
O trabalho foi desenvolvido baseado na análise do campo vetorial derivado dos 
valores de TSM, chamado por eles de campo vetorial do vento térmico. A 
localização do centro dos vórtices utiliza as mesmas 4 restrições descritas por 
Nencioli et al. (2010). O tamanho dos vórtices também foi definido. 
O rastreamento dos vórtices detectados foi efetuado por meio da comparação 
dos centros em espaço de tempo sucessivos, sendo considerado que um 
centro no passo de tempo  está conectado ao centro do passo t +1, caso este 
seja do mesmo tipo e esteja dentro de uma área de busca de NxN pontos ao 
redor do centro do passo t. Caso não seja encontrado no tempo t +1, uma 
segunda busca para uma área maior de dimensão 
2 2
N NN x N   + +   
   
   é feita 
para pontos ao redor do centro do passo t. Caso não seja encontrado no tempo 
t + 2, é feita a consideração de dissipação do vórtice.  
 4.2.2 Métodos Baseados em Parâmetros Físicos 
Já nessa categoria, estão presentes trabalhos que utilizam conceitos físicos 




são utilizadas taxonomias que se baseiam em como o vórtice é definido. No 
trabalho de Jiang et al. (2005) essas taxonomias são citadas e referenciadas 
ao trabalho de Roth (2000), e estão dispostas na Tabela 4.1. Nesta tabela 
foram considerados apenas os critérios da natureza do processo de 
identificação (global ou local) e a forma de definir o vórtice (linha ou região).  
Em relação à taxonomia baseada na natureza global ou local do processo de 
identificação da feição, toma-se que um método de detecção é considerado 
local quando o processo de identificação requer apenas cálculos dentro de uma 
vizinhança local de uma célula, métodos de autovetores são um exemplo. Em 
contrapartida, uma identificação de caráter global utiliza várias células para 
serem examinadas. 
E na taxonomia baseada no processo de definição do vórtice, a definição por 
região considera os nós adjacentes à malha pertencente ao centro do vórtice 
como um identificador. Enquanto que a definição por linha considera um 
conjunto de segmentos de linhas como a linha do centro. 
Método Região/Linha Local/Global 
Helicidade Linha Local 
Lambda2 Região Local 
Autovetores Linha Local 
Máxima vorticidade Linha Local 
Linhas de corrente Região Global 
Tabela 4.1 - Taxonomias de algoritmos de detecção de vórtice. Modificada de Jiang et al. 
(2005). Fonte: Jiang  et al., 2005.  
Uma vez explicado as especificidades de cada taxonomia, segue a descrição 
simplificada de cada método citado na Tabela 4.1. O método de helicidade está 
baseado no cálculo de um limiar mínimo do parâmetro para se definir a posição 
do núcleo do vórtice (DEGANI et al., 1990); o Lambda2 (λ2) é uma metodologia 
que necessita o cálculo do gradiente da velocidade para assim encontrar a 




solução é utilizado como parâmetro de definição para um centro de vórtice 
(JEONG e HUSSAIN, 1995). O método por autovetores e, consequentemente, 
autovalores trata-se do cálculo desses a partir do tensor do gradiente de 
velocidade (SUJUDI E HAIMES, 1995); na análise da máxima vorticidade são 
considerados centros vorticiais aqueles que possuírem o máximo de 
vorticidade em relação a uma região (STRAWN et al.,1999), e por fim, o 
método de linha de corrente considera a medida total de rotação de uma linha 
de corrente por meio do cálculo do ângulo de enrolamento do mesmo 
(SADARJOEN et al., 1998). 
Vale adicionar mais um método não citado acima, que seria o de Okubo-Weiss 
(OKUBO, 1970; WEISS, 1991). Este se baseia num parâmetro W que assimila 
a componente vertical de vorticidade de um campo de velocidade 2D, a 
deformação por cisalhamento e por pressão. O significado de seu valor seria a 
importância do papel da rotação sobre a deformação. 
É possível encontrar o vórtice utilizando um limiar W0, uma vez que os locais 
onde há incidência apresentam valores negativos de W. 
 4.2.3 Métodos de Combinação  
Além dos dois tipos de abordagens supracitados, existe outra que combina o 
uso de parâmetros físicos em uma parte da metodologia, e a geometria em 
outra. O interessante desta categoria é que um dos primeiros trabalhados 
direcionados a detecção automatizada de vórtices pertence a ela. 
O trabalho de McWilliams (1990) se fundamentou na ideia de que o processo 
dominante dentro de um vórtice é a rotação, e por isso foi utilizado o parâmetro 
físico de vorticidade relativa ξ. Assim que, para distinguir a localização do 
centro do vórtice foram considerados os máximos e mínimos de ξ, e para a 




< , onde ξ0 é o valor do centro. A 
parte onde houve a abordagem geométrica está na série de restrições sobre as 
características geométricas, como a simetria axial das feições detectadas. 
Desta forma, foram considerados vórtices apenas aqueles que não se 





A metodologia proposta para a detecção de feições existentes em campos de 
velocidades está baseada em três etapas: 
1. Obtenção do campo de velocidades. Aqui são descritas as características 
dos campos de velocidades usados, os quais são provenientes do modelo 
numérico HYbrid Coordinate Ocean Model (HYCOM). 
2. Detecção das singularidades presentes no campo de velocidades. 
Considerando o campo de velocidades já adquirido, são detectadas as 
singularidades presentes nele via IP. Foram implementadas 3 técnicas 
baseadas no IP, uma já encontrada na literatura e duas técnicas propostas 
neste trabalho. 
3. Classificação das singularidades detectadas no campo de 
velocidades. Considerando uma vizinhança centrada em cada 
singularidade já detectada, é inferido o modelo dinâmico linear que melhor 
modela a vizinhança. Com os parâmetros do modelo inferido (matriz A) é 
classificada a singularidade segundo o seu tipo. 
Por último, é descrito o procedimento usado para avaliar o desempenho das 
técnicas implementadas para a detecção, assim como a classificação das 
singularidades. Também estão indicadas as métricas usadas para ponderar o 
desempenho de cada técnica.  
 OBTENÇÃO DO CAMPO DE VELOCIDADES 5.1
Os campos de velocidade para a região de interesse para o ano 2012 foram 
obtidos de modelagem numérica do oceano pelo modelo HYCOM com campos 
diários de velocidade provenientes de reanálises do HYCOM/NCODA, 
(disponíveis em https://hycom.org/dataserver/glb-reanalysis). Estes campos 
têm uma resolução espacial de 1/12o, o suficiente para observar os fenômenos 
de mesoescala como os vórtices. Nas Figura 6.7, Figura 6.8 e Figura 6.9 estão 
dispostas as médias mensais dos campos de velocidades onde podem ser 




O modelo HYCOM é um modelo de circulação global que usa as equações 
primitivas do movimento sendo que para a horizontal é utilizado o método de 
diferenças finitas e para a vertical adota o sistema de coordenadas híbridas. 
Essas coordenadas são a isopicnal (ρ) ou também chamada de density 
tracking utilizada em oceano aberto estratificado, mas se reverte suavemente 
para coordenada σ (terrain following) em regiões costeiras mais rasas, e 
finalmente a coordenada Z é usada na camada de mistura e/ou em mares não 
estratificados. A vantagem do uso de um sistema de coordenadas como este é 
que se é preservado o benefício do uso da coordenada isopicnal em caso de 
regiões estratificadas e ainda se mantém a boa resolução vertical em regiões 
de aguas rasas, tornando o modelo aplicável em qualquer região do oceano 
(BLECK, 2002; LIMA, 2011; BARRETO, 2014). 
 DETECÇÃO DAS SINGULARIDADES PRESENTES NO CAMPO DE 5.2
VELOCIDADES 
Para detectar as singularidades via o IP, é necessário efetuar o cálculo do IP 
para cada ponto (x,y) do campo de velocidades de entrada, uma vez calculado 
o IP, a detecção das singularidades é efetuada usando a relação:  
1 ( , ) é uma singularidade( , )







 Eq. 5.1 
Nesse sentido, para uma correta classificação das posições (x,y) como 
singularidades, é necessário calcular de maneira robusta o IP. Sendo o maior 
inconveniente que: ao ser o campo de velocidades de natureza discreta, as 
técnicas para o cálculo de IP devem ser feitas por aproximações numéricas da 
integral de linha que define o IP (ver Eq. 3.3). Portanto, estará sempre presente 
um erro de aproximação.  
Tomando em conta o exposto, aqui foram aplicadas três técnicas para o cálculo 
do IP, podendo ser classificadas em função do tipo de informação usada na 




• A primeira técnica, determina o IP usando os ângulos θ  relacionados 
aos vetores [u,v] do campo de velocidades. Esta técnica é comumente 
encontrada na literatura (MONTEIRO, 2006). 
• A segunda e terceira técnica, determina o IP usando diretamente os 
vetores [u,v] do campo de velocidades. Ambas técnicas são propostas 
deste trabalho. 
Nos tópicos a seguir, cada técnica estará explicada com maior detalhe. 
 CÁLCULO DO ÍNDICE DE POINCARÉ UTILIZANDO O CAMPO DE 5.3
ORIENTAÇÕES  
Define-se como campo de orientação a matriz cujos elementos são os ângulos 
relacionados aos vetores [u,v] do campo de velocidades para cada posição 
(x,y). Formalmente, tem-se que 
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  Eq. 5.2 
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  Eq. 5.4 




Aqui, εx e εy são as coordenadas x e y da curva fechada (contorno de um 
quadrado centrado em (x,y) cujo perímetro tem NC elementos); o índice k, indica 
a ordem em que é percorrida a curva fechada.                                   
A Eq. 5.4 assegura que ϕk(x,y) tome valores entre ,2 2
pi pi 
−  
, devido a 
necessidade de limitar a somatória ao valor máximo de 360o , ou múltiplo dele. 
A Eq. 5.5 é a diferença das orientações em duas posições consecutivas sobre 
a curva fechada onde é calculado o IP. 
O principal inconveniente desta técnica deve-se a natureza periódica dos 
ângulos, implicando que as operações de soma e subtração entre ângulos 
apresentem certas ambiguidades. Por exemplo, sejam dois ângulos  θΑ = 0ο e 
θΒ = 90ο a diferença aritmética entre eles pode tomar dois valores  90ο ou −270ο.  
 CALCULO DO ÍNDICE DE POINCARÉ UTILIZANDO CAMPO DE 5.4
VELOCIDADES 
Tomando em conta os problemas relacionados ao cálculo do IP em função do 
campo de orientação, aqui são propostas duas técnicas que usam diretamente 
o campo vetorial para a determinação do IP. 
Para poder alcançar esse objetivo, foi necessário reformular a definição do IP 
(ver Eq. 3.3), tal que, o IP não dependa dos ângulos de orientação θ, se não 
das componentes u e v dos vetores do campo de velocidades.  Sendo assim, 
aqui foram encontradas duas maneiras de reformular a definição do IP. A 
primeira operando a partir da definição inicial do IP (ver Eq. 3.3) e a segunda, 
obtida usando o Teorema de Green. 
A seguir, é explicado o primeiro procedimento para a reformulação da definição 




  Eq. 5.6 
















  Eq. 5.7 








  Eq. 5.8  
Substituindo a Eq. 5.7 na Eq. 5.8, é obtida a representação do diferencial dθ em 
















=  + 
   
=       + 
  Eq. 5.9 
Tomando em conta que o quociente v/u não contém informação sobre o módulo 
do vetor [u,v], a Eq. 5.9 é rescrita em função das componentes normalizadas 
















  Eq. 5.10 
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Finalmente, substituindo a Eq. 5.11 na definição inicial do IP (Eq. 3.3), é 
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  Eq. 5.12 
É importante ressaltar que o cálculo do IP via Eq. 5.12 é válido unicamente se 
o campo é normalizado, o que é coerente com a definição do IP na qual é 
usada unicamente a orientação e não o modulo dos vetores [u,v] do campo de 
velocidades. 
Uma segunda reformulação da definição do IP pode ser determinada a partir da 
Eq. 5.12 usando o Teorema de Green, que relaciona uma integral de linha em 
torno de uma curva fechada com uma integral de superfície calculada sobre a 
área delimitada por essa curva. O uso de uma integral em área é vantajoso em 
caso de aplicação do Índice em grandes matrizes, pois torna o processamento 
mais robusto.  
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Eq. 5.13 
Na Eq. 5.13 se observa que, os elementos diferenciais da integral de linha são 
dependentes da posição (x,y), ao contrário da definição do IP dada pela Eq. 
5.12, onde a integral de linha depende dos componentes vetoriais 
normalizados uN e vN. Então, o primeiro passo é rescrever a Eq. 5.12 em função 
dos diferenciais de posição dx e dy.  
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Assim, comparando a Eq. 5.15 com a Eq. 5.13, é observado que 
( , ) ;
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= + − −
∂ ∂ ∂ ∂ ∂ ∂ ∂
 Eq. 5.17 
Substituindo a Eq. 5.17 no termo do lado direito da Eq. 5.13, tem-se 
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    Eq. 5.19 
Cabe indicar que o argumento da integral de superfície da Eq. 5.19 é definido 
na literatura como o Jacobiano de transformação, que pondera a mudança de 
variáveis de (uN,vN) para (x,y) no cálculo da integral dupla, 
( , ) .N N N Nu v v uJ x y
x y x y
∂ ∂ ∂ ∂
= −
∂ ∂ ∂ ∂
  
Eq. 5.20 
Em conclusão, foram deduzidas duas formulações distintas para o IP 




campos de velocidades analisados são discretos, foi necessário a 
determinação das representações discretas para as Eq. 5.12 e Eq. 5.19. Tal 
tarefa foi efetuada usando procedimentos básicos de cálculo numérico. 
Especificamente foram propostas duas técnicas: 
• A primeira técnica está baseada na determinação do IP através da 
aproximação numérica da Eq. 5.12. 
• A segunda técnica está baseada na determinação do IP através da 
aproximação numérica da Eq. 5.19. 
A seguir, são explicadas cada uma destas abordagens. 
 5.4.1 Cálculo do Índice de Poincaré Baseado na Aproximação Numérica 
da Integral de Linha 
O cálculo do IP para cada posição (x,y) usando a Eq. 5.12 resume-se em 
determinar o valor de uma integral de linha calculada sobre um contorno 
fechado C. Para o caso discreto, o contorno fechado é a sequência  de vetores 
[u,v] pertencentes ao contorno C representado como um quadrado centrado em 
cada posição (x,y). Sendo assim, o contorno discreto C, pode ser definido 
como: 
(0) ( 1) ( ) ( 1) ( 1)
, , , , , , , ,(0) ( 1) ( ) ( 1) ( 1)
N N N N N C
N N N N N C
u u k u k u k u N
C
v v k v k v k v N
− + −          
=           
− + −          
⋯ ⋯  Eq. 5.21 
onde, o índice k indica a ordem em que é percorrida a curva fechada C. Então, 





































  Eq. 5.22 
Portanto, o primeiro passo para solucionar a Eq. 5.22 é determinar uma forma 












−  contém as derivadas parciais de uN e 
vN; sua parametrização será feita em relação à parametrização de uN e vN. 
Sejam as parametrizações de uN e vN as formas polinomiais 
( ) ( ) ( )
( ) ( ) ( ),
N U U
N V V
u k P k R k
v k P k R k
= +
= +
 Eq. 5.23 
Onde 
• PU(k) e PV(k) são os polinômios de interpolação e  
• RU(k) e RV(k) são os erros de interpolação.  
Especificamente, os polinômios de interpolação são os polinômios de Lagrange 
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 Eq. 5.24 
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hR k u c k k k k
hR k v c k k k k
= − −
= − −
 Eq. 5.25 
Onde 1 0h k k= −  o valor do espaçamento espacial e (2) (2)( ( ), ( ))N Nu c v c ; o valor das 
derivadas segundas das componentes uN e vN avaliadas num ponto qualquer c. 
Então, a forma paramétrica de uN e vN é determinada substituindo as Eq. 5.24 e 
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 Eq. 5.26 
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 Eq. 5.27 





obtemos sua correspondente forma paramétrica.   
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 Eq. 5.29  
a Eq. 5.28 pode ser expressada como 
0 1 0 1( , ) ( , ), N NN N UV UV
dv du
u v P k k R k k
dk dk
− = +
 Eq. 5.30 
onde 





nos pontos k0 e k1. 
• RUV(k0,k1) é o erro de interpolação nos pontos k0 e k1.  
Finalmente, substituindo a Eq. 5.30 na Eq. 5.12, determinamos a 
representação discreta do IP via a integral de linha 
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 Eq. 5.31 
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 Eq. 5.32 
No cálculo do IP o erro associado a interpolação dado pela Eq. 5.28 somente 
influencia em valores abaixo da segunda casa decimal, de sorte que foi 
desconsiderado. 
 5.4.2 Cálculo do Índice de Baseado na Aproximação Numérica na Integral 
de Superfície 
O cálculo do IP para cada posição (x,y) usando a Eq. 5.19 resume-se em 
determinar o valor da integral de superfície do Jacobiano de transformação J 
calculada sobre a área interna ao contorno fechado C. Para o caso discreto, a 
área interna é representada como uma matriz S de vetores [u,v]. Sendo assim, 
ela pode ser definida para cada posição (x,y) como 
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onde o índices (i,j), indicam a posição dos elementos da matriz S. 
O primeiro passo para solucionar numericamente a Eq. 5.19, é determinar uma 
representação discreta do Jacobiano de transformação J(x,y). Sendo esse o 
objetivo, e tomando em conta que J(x,y), está definido em função das derivadas 
parciais de uN e vN, sua representação discreta pode ser feita utilizando as 
aproximações para as derivadas parciais baseadas no método de diferenças 
centralizadas. Assim, o valor das derivadas parciais de uN e vN, na posição (i,j) 
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onde ε o erro de truncamento. Por tanto, o valor do Jacobiano na posição (i,j) é 
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Eq. 5.35 
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 Eq. 5.36 
onde 
• PJ(i,j) representa o polinômio de interpolação do Jacobiano de 
transformação na posição (i,j) da matriz S. 




Substituindo a Eq. 5.36 na Eq. 5.35, o Jacobiano de transformação pode ser 
expressado como 
( , ) ( , ) ( , ).J JJ i j P i j R i j= +  Eq. 5.37 
Substituindo a Eq. 5.37 na Eq. 5.19, a representação discreta do IP é 
determinada via a integral dupla 
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 Eq. 5.38 
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∑ ∑  Eq. 5.39 
Para essa técnica, os erros também foram desconsiderados por terem 
influência menor que 0.54% em relação ao total do IP. 
 CLASSIFICAÇÃO DAS SINGULARIDADES DETECTADAS NO CAMPO 5.5
DE VELOCIDADES 
Após o cálculo do IP e a obtenção das posições potenciais (x,y) com presença 
de singularidades, é iniciada a etapa da classificação das singularidades 
detectadas, onde se fez necessário o uso de uma vizinhança do campo de 




A inferência do modelo dinâmico linear bidimensional que melhor representa a 
vizinhança foi alcançada por meio de uma técnica de optimização baseada na 
minimização de uma função de custo, possibilitando a classificação da 
singularidade ao se levar em conta o tipo de retrato de fase relacionado ao 
modelo inferido. O procedimento seguido foi baseado no trabalho de Ayres e 
Rangayyan (2006).  
Se: 
• V é a matriz de vetores [u,v] de tamanho MxMx2 que representa a 
vizinhança centrada na posição (x,y) do campo de velocidades, tal que, 
todos os elementos da matriz V são indexados via a variável i = 
{0,1,2,...,M 2}. 
• φi é o ângulo do modelo dinâmico linear bidimensional relacionado ao 
elemento i-ésimo da matriz V, tal que 
arctan arctani i ii
i i i
y cx dy f
x ax by e
φ    + += =   





• θi é a orientação do vetor i-ésimo da matriz V. Sendo assim, seu valor é 
definido pela Eq. 3.2. 
Então, é de interesse selecionar os coeficientes a,b,c,d,e e f do modelo 
dinâmico linear bidimensional (ver Eq. 3.4), de modo que o valor de φi seja o 
mais fiel ao valor de θi.  
Se o erro relacionado à técnica de optimização é definido como 
sin( ),i i ie θ φ= −   Eq. 5.41 
então, é necessário minimizar cada erro ei “em algum sentido”. Esse sentido é 

















Cabe observar que o MSE pode ser representado como um produto vetorial 











e e e =  e ⋯   
Eq. 5.44 
Antes de determinar os valores dos coeficientes a,b,c,d,e e f  que minimizam o 
MSE, é necessário deduzir uma expressão para e em função dos coeficientes 
do modelo e o valor de θ. Isto será demonstrado a seguir. 
Tomando em conta que 
2 2 2 2 2 2
sin( ) .i i i i ii
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Eq. 5.46 
e subtituindo a Eq. 5.45 e Eq. 5.46 em Eq. 5.41 o erro ei toma a forma 
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Eq. 5.47 
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Supondo que, o campo de velocidades é normalizado ( 2 2 1i iu v+ = ), a Eq. 5.48 
pode ser simplificada como: 
T T
i i ie = +m w n b   Eq. 5.50 
Finalmente, substituindo a Eq. 5.50 na Eq. 5.44, é determinada a 
representação para e em função dos coeficientes do modelo e os valores de θ. 
= +e Mw Nb,   Eq. 5.51 
onde 
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Portanto, a função de custo P que permite minimizar o MSE é definida ao 
utilizar a técnica dos multiplicadores de Lagrange, considerando a restrição do 
problema de minimização 
( 1)






= + + + −
e e w w
Mw Nb Mw Nb w w
  
Eq. 5.54 
onde λ  é o multiplicador de Lagrange. Os valores para w e b que minimizam a 
função de custo, são determinados ao encontrar os pontos críticos de P . Tais 
pontos anulam as derivadas parciais de P em relação a w, b eλ , ou seja 
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A solução para o conjunto de equações acima é 
1( ) ;T T−= −b N N N Ww   Eq. 5.56 
,λ=Gw w  Eq. 5.57 
onde  
1( ) .T T T T−= −G M N N N N M M M   Eq. 5.58 
Da Eq. 5.57, se conclui que os valores de λ e w são as soluções ao problema 
dos autovalores da matriz G. Então, sabendo que λ  é o autovalor e w  o 
autovetor de G, o problema de otimização fica resolvido e torna-se possível 
construir a matriz A com os coeficientes provenientes de w . Uma vez que é 
determinada a matriz A do sistema dinâmico linear bidimensional, os tipos de 
retratos de fase podem ser classificados usando o plano traço-determinante, 




 AVALIAÇÃO DO DESEMPENHO DAS TÉCNICAS 5.6
A fim de selecionar a melhor técnica, foi necessário avaliar desempenho das 
técnicas através da criação de um banco de dados conformado por campos de 
velocidades do modelo HYCOM, onde as singularidades presentes foram 
rotuladas manualmente (foram armazenadas as informações de posição e tipo 
de cada singularidade presente no conjunto de campos de velocidades).  
A avaliação se fundamentou na comparação entre as informações provenientes 
do banco de dados e as obtidas pela aplicação da técnica. Ou seja, a 
comparação se configurou pela análise da existência de singularidades no 
arquivo de rotulação manual e as detectadas pela técnica. Como produto da 
comparação, há a possibilidade de três casos: 
• Verdadeiro Positivo (VP), é o número de singularidades detectadas pela 
técnica e que estão presentes no banco de campos de velocidades 
rotulado; 
• Falso Positivo (FP), é o número de singularidades detectadas pela técnica, 
mas não estão presentes no banco de campos de velocidades rotulado; 
• Falso negativo (FN), é o número de singularidades presentes no banco de 
campos de velocidades rotulado que não foram detectadas pela técnica. 
Assim, para cada comparação são computados os valores de VP, FP e FN, 
permitindo o cálculo de duas métricas de interesse, sensibilidade e precisão. 
A sensibilidade, também referida como taxa de acerto ou taxa de verdadeiro 
positivo, é a proporção de casos VP que são corretamente identificados dentro 






 Eq. 5.59 
Já a precisão, ou valor preditivo positivo, é a métrica que indica a proporção de 










Portanto, a decisão de qual técnica a ser utilizada foi tomada segundo os 
valores obtidos pelas métricas de desempenho; sensibilidade e precisão. 
Cabe indicar que, o cômputo de cada caso, VP, FP e FN, é feito através da 
definição de um limiar superior para a distância entre as posições das 
singularidades correspondentes. Assim, para cada singularidade detectada 
pela técnica em análise é estabelecida uma vizinhança circular de raio fixo (nos 
experimentos o valor do raio foi de 5). Se uma singularidade rotulada 
manualmente cai dentro da vizinhança, um caso de VP é contabilizado (uma 
singularidade foi detectada corretamente), caso contrário é contabilizado um 
caso de FP (uma singularidade foi falsamente detectada). Finalmente, todas 
aquelas singularidades de rotulação manual que não foram “casadas” são 
contabilizadas como casos de FN (singularidades não detectadas pela técnica). 
 5.6.1 Rotulação supervisionada das singularidades 
O banco de campos de velocidades rotulado foi feito com um conjunto de 
arquivos diários de modelagem do HYCOM, totalizando 365 arquivos de 
modelagem do HYCOM. A rotulação de cada singularidade foi feita via 
identificação visual, tal que 13618 singularidades foram detectadas 
manualmente armazenando-se tanto a posição das singularidades como seu 










6 RESULTADOS E DISCUSSÃO 
 AVALIAÇÃO DAS TÉCNICAS 6.1
Para a fase de avaliação do desempenho das técnicas, teve-se 13618 
singularidades identificadas manualmente, onde as frequências de cada tipo 










SEM TIPO 9300 
TOTAL 13618 
Tabela 6.1 - Singularidades detectadas por um supervisor. 
Em posse desse banco de dados para servir como referência para a 
comparação, após os cálculos das métricas, viu-se que:  
A técnica 1 apresentou um total de 13101 casos de VP, o mais alto entre todas 
e o menor valor de FN, com 517 casos. No entanto, apresentou um alto valor 
de FP igual a 7483 casos. O que significa que a técnica 1 tem uma grande 
sensibilidade para a detecção de singularidades (REC = 96.20%), mas nem 
todas as singularidades detectadas são condizentes com singularidades reais 




A técnica 2 apresentou um total de 13059 casos de VP, 6898 casos de FP e 
559 casos de FN. Em comparação à técnica 1, tem uma menor sensibilidade 
(REC = 95.70%) e um ligeiro maior valor de precisão (PRE = 65.44%). O que 
significa que detecta um maior número de singularidades válidas, porém é 
menos sensível na detecção. 
Já a técnica 3, apresentou um total de 13075 casos de VP, 4604 casos de FP e 
543 casos de FN, observando-se que em relação às outras duas técnicas, tem 
a menor valor de FP e um valor mediano de FN. A diminuição do número de 
casos FP implicou em um aumento da precisão (PRE = 73.96 %).  
Esta técnica apresentou um decréscimo da sensibilidade (REC = 96.01 %), no 
entanto, ao se levar em conta tanto os valores de PRE e REC, esta técnica 
apresenta o melhor desempenho na detecção de singularidades. 
TÉCNICA VP FN FP PRE REC 
1 13101 517 7483 63.65 % 96.20 % 
2 13059 559 6898 65.44 % 95.70% 
3 13075 543 4604 73.96 % 96.01 % 
Tabela 6.2 - Diagnóstico da performance das técnicas de cálculo de Poincaré. 
 6.1.1 Avaliação das Técnicas para cada Tipo de Singularidade 
À mérito de analisar o desempenho da técnica de classificação das 
singularidades, foi feita uma análise de desempenho para cada tipo de 
singularidade. 
Para este cenário, foi observado que, de forma geral, a função classificadora 
apresenta melhor desempenho para casos de ocorrência de sela e espiral, uma 
vez para todas as técnicas os valores de PRE e REC são maiores para estes 
dois tipos de singularidade, conforme mostrado nas Tabela 6.3, Tabela 6.4 e 
Tabela 6.5. 
A melhor precisão foi novamente percebida para a técnica 3, já que os valores 
de PRE para espiral, sela e nó foram de 60.66%, 24.53% e 8.09%, 




de apresentar uma menor precisão na classificação por parte da função de 
minimização, foi observada uma considerável competência para sua detecção, 
uma vez que apresentou o maior valor de REC em relação às outras 
singularidades. 
Portanto, foi percebida uma deficiência no classificador para inferir 
singularidades do tipo cêntrica, fonte, nó-fonte e nó-sumidouro, pois na análise 
destas, foram obtidos valores nulos de VP o que leva às possíveis 
considerações: 
1. O modelo de sistema dinâmico utilizado neste trabalho não está apto 
para reconhecer singularidades distintas aos tipos sela e espiral; 
2. A função de optimização deve ser revista, pois não está eficiente na 




VP FN FP PRE REC 
cêntrico 0 33 0 --- ---- 
espiral 340 96 263 56.38% 77.98% 
sela 184 27 745 19.81% 87.20% 
nó  15 42 179 7.73% 26.32% 
fonte 0 2 0 ---- ---- 
nó-fonte 0 5 0 ---- ---- 
nó-sumidouro 0 1 0 ---- ---- 
Tabela 6.3 - Resultados da análise específica às singularidades para a técnica 1. 
RETRATO DE 
FASE 
VP FN FP PRE REC 
cêntrico 0 33 0 ---- ---- 
espiral 324 112 256 55.86% 74.31% 




nó  12 45 141 7.84% 21.05% 
fonte 0 2 0 ---- ---- 
nó-fonte 0 5 0 ---- ---- 
nó-sumidouro 0 1 0 ---- ---- 
Tabela 6.4 - Resultados da análise específica às singularidades para a técnica 2. 
RETRATO DE 
FASE 
VP FN FP PRE REC 
cêntrico 0 33 0 ---- ---- 
espiral 313 123 203 60.66% 71.79% 
sela 181 30 557 24.53% 85.78% 
nó  11 46 125 8.09% 19.30% 
fonte 0 2 0 ---- ---- 
nó-fonte 0 5 0 ---- ---- 
nó-sumidouro 0 1 0 ---- ---- 
Tabela 6.5 - Resultados da análise específica às singularidades para a técnica 3. 
 ANÁLISE DESCRITIVA DAS TÉCNICAS 6.2
Apesar do uso das métricas para a tomada de decisão sobre qual técnica é a 
mais apta para aplicação, foram aplicados alguns testes para a comparação 
qualitativa do comportamento das 3 técnicas a fim de tornar mais explícitos os 
tipos de erros que podem ocorrer ao utilizá-las. Para tanto, foram construídos 
dois campos de escoamento onde estão presentes 1 ou 2 vórtices a fim de 
servir como testes. 
Para o teste número 1 - onde há apenas um vórtice - a técnica 1 apresentou 
um pequeno deslocamento entre a localização computada e a real, uma vez 
que o centro do vórtice simulado se encontra na coordenada (61,61) e a obtida 
pelo método foi a coordenada (62,62), Figura 6.1. Por outro lado, pode ser 
observado que tanto para a técnica 2 quanto para a 3, os testes foram bem 




Não obstante, os resultados provenientes da rodada do segundo teste se 
apresentaram melhores, pois foi encontrado apenas um erro para a técnica 1. 
Este se refere ao vórtice formado em (41,41), Figura 6.2a lado inferior 
esquerdo, o qual foi considerado estar em (41,43), apresentando um 
deslocamento de dois pontos na malha no eixo y. Para o caso do vórtice 
superior na posição (81,81), não houve erro e para as técnicas restantes os 
acertos permanecem para todos os centros. 
Além dos campos construídos numericamente, também foram aplicados testes 
utilizando campos de média mensal dos dados HYCOM. 
Para o caso da técnica 1, foram encontrados os seguintes erros: a não 
acurácia na localização dos centros e a classificação incorreta do tipo de 
feições. Na Figura 6.4.c, referente ao mês de março, é possível visualizar tais 
erros citados. Na coordenada (123,45) se observa a representação do centro 
computado por meio dessa técnica, sendo que o centro verdadeiro se situa em 
(122,45). Essa magnitude de deslocamento é aceitável, uma vez que está 
dentro de uma região abrangida pela área de uma janela de dimensão 5x5. 
Em algumas situações, os centros não são representados devido à 
classificação equivocada por parte do algoritmo de otimização. Pode ser 
observada a ocorrência deste erro de classificação  em outros locais, como em 
(150,26), (118,23) e (117,45) onde a classificação mais coerente a ser tomada 




























Para a técnica 2 foram percebido os seguintes erros: deslocamento do centro 
computado em relação ao real, classificação incorreta de feição. No ponto 
(123,44) está representado o centro de um vórtice identificado, no entanto, seu 
centro está em (122,45), novamente uma diferença aceitável.  Para o mesmo 
mês, ocorreu o erro de classificação de feição onde uma singularidade 
relacionada a um vórtice foi considerada como uma do tipo sela, fazendo com 
que o vórtice não seja identificado, isso foi observado no ponto (101,19). Todos 
os dois erros foram encontrados no mês de março, Figura 6.5.c. Outro erro de 
classificação foi encontrado no mês de janeiro, Figura 6.5.a, onde uma 
singularidade presente em (172,56)foi considerada com vórtice. 
A técnica 3 também apresentou falhas similares às comentadas anteriormente. 
Nesta, foi possível observar o erro de deslocamento e classificação incorreta. 
Na Figura 6.6d, é visível a plotagem do ponto (65,26) como centro detectado, 
quando que o real está em (62,28). Já o erro de classificação pode ser 
visualizado na Figura 6.6c, no ponto (118,24), onde a classificação tende para 
um formato de sela. 
Na detecção da localização do vórtice, o erro de deslocamento é devido ao 
arredondamento dos valores de IP - para um número inteiro superior - que 
ocorrem no entorno da posição do vórtice. Assim que, na escolha do valor 
inteiro de IP relacionado à singularidade pelo algoritmo, há a possibilidade da 
seleção de um outro ponto próximo à real posição da singularidade. Na Figura 
6.3 estão representados o campo de orientação referente ao caso teste com 
apenas um vórtice e os valores de IP para a mesma região. Em relação ao 
centro real do vórtice, foi observado que a técnica 1 detecta a posição (52,52) 
como sendo o centro. No entanto, a posição real é o ponto (51,51). Por 
exemplo, o ponto (52,52) tem um valor de IP igual a 0.5 e o ponto (51,51), o 
valor de 0.75. Embora estes pontos apresentem valores diferentes de IP, o 
arredondamento dos valores de IP ocasiona que os dois pontos tenham valores 
de IP iguais a 1. Este último, pode provocar um deslocamento na detecção da 
posição da singularidade pelo algoritmo. Neste caso, identificando o ponto 
(52,52) como a posição da singularidade. 
É importante ressaltar que o erro de localização da singularidade pode 




Este tipos de erros foram encontrados na análise dos campos de velocidade 
HYCOM pelas 3 técnicas apresentadas neste trabalho. Além destes erros, 
pode existir o erro de classificação devido ao não ajustamento do campo de 
velocidades ao modelo dinâmico utilizado neste trabalho. 
 
Figura 6.3 - Representação do campo de orientação e a localização da singularidade 
(esquerda); Distribuição dos valores de IP (direita).(A escala horizontal da figura da direita foi 
duplicada).  
Finalmente, cabe ressaltar que os erros acima mencionados podem influenciar 
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 DETECÇÃO DE VÓRTICES NA COSTA BRASILEIRA 6.3
Após as fases de testes e avaliação de desempenho foi dado prosseguimento 
a aplicação da técnica 3 para a região sudeste brasileira. 
No entanto, a fim de obter um conhecimento prévio da distribuição dos 
fenômenos de vórtices, foram feitas médias mensais dos campos de 
velocidade. Sendo levado em consideração que a ocorrência de vórtices possui 
certa dependência, mas não exclusiva, da cinemática do escoamento. 
Nas análises das médias mensais, foi notado que o período que abrangeu o 
verão e o outono de 2012 foi o de maior dinâmica na CB, com um máximo de 
velocidade de 0.7945 m/s e com o maior valor de velocidade mínima de 0.0023 
m/s referentes ao mês de março. Nas Figura 6.7a, b e c está evidenciado o 
escoamento com maior intensidade e a “língua” a qual é citada por Taschetto e 
Wainer (2002). Esta é devido a uma intensificação da CB ao interagir com as 
características topográficas da costa em profundidades maiores que 600m, 
como pode ser verificado na Figura 4.1. 
Os menores valores da velocidade mínima foram encontrados nos meses de 
agosto e outubro com uma mínima de 0.0002 m/s, e o menor valor de 
velocidade máxima foi para o mês de julho, com máxima de 0.4283 m/s, ver 
Tabela 6.7. 
 Os meses com maior frequência de vórtices por dia foram os meses de julho 
com uma frequência de 18.61 e dezembro, com 18.29. E se totalizados o 
número de vórtices detectados, o período que abrange as estações inver-
primavera apresentou um total de 3063 vórtices, e o período referente ao 
verão-outono, com 2940 vórtices. 
Segundo alguns autores, a geração de vórtices é determinada pela mudança 
da orientação da costa (CAMPOS, 1995; CALADO, 2001; SILVEIRA et al., 
2000), no entanto, não explica o crescimento da amplitude dos meandros e um 
posterior fechamento em vórtices, assim como a manutenção na permanência 
deles. Isto pode ser consequência das instabilidades baroclínicas e 
barotrópicas na região, sendo a causa da instabilidade baroclínica relacionada 
ao cisalhamento vertical causado principalmente pelo sistema CB-CCI e da 




1994; SILVEIRA et al., 2000; CALADO, 2001; MATTOS, 2006; LIMA, 2008; 
SILVEIRA et al., 2008; GABIOUX, 2008). A visão do segundo grupo de 
pesquisadores parece explicar melhor o que foi encontrado nos resultados, 
uma vez que foi percebida uma maior quantidade das singularidades nos 
meses de julho, com grande entradas de frentes, e de dezembro com a maior 
intensidade do escoamento, indicando um maior cisalhamento vertical.  
MÊS jan fev mar abr mai jun jul ago set out nov dez 
Freq.(dia) 16.90 15.31 16.16 15.07 14.58 17.50 18.61 15.23 17.53 15.57 16.53 18.29 
TOTAL 524 444 501 452 452 525 577 472 526 467 496 567 
Tabela 6.6 - Registro dos vórtices detectados referentes ao ano de 2012. 
MÊS MIN(m/s) MAX(m/s) 
jan 0.0011 0.7418 
fev 0.0018 0.7639 
mar 0.0023 0.7945 
abr 0.0006 0.6971 
mai 0.0010 0.5317 
jun 0.0015 0.4795 
jul 0.0006 0.4283 
ago 0.0002 0.4432 
set 0.0008 0.4595 
out 0.0002 0.5148 
nov 0.0008 0.5237 
dez 0.0012 0.5208 
Tabela 6.7 - Registro das velocidades médias mensais para o ano de 2012. 
Feita a análise do comportamento do escoamento e de incidência de vórtices 
na região, foi feita uma pesquisa visual dos vórtices encontrados em cada mês, 
assim que foi dada ênfase ao vórtice encontrado no mês de janeiro do ano de 
2012. Nas Figura 6.10, Figura 6.11 e Figura 6.12 estão indicadas as 
localizações do que foi considerada uma singularidade relacionada ao vórtice, 
sendo que pôde ser verificado um vórtice quase-estacionário  na região do CST 
por se manter, aproximadamente, na região contida entre as latitudes de 21oS 
a 23oS e longitudes de 37 oO a 40 oO apresentando pouco deslocamento de 
sua origem, cuja a duração foi de 11 dias, permanecendo do dia 05 a 15 de 
janeiro. Este apresentou um raio aproximado de 60 km.  
Ao ser percebido o comportamento quase-estacionário deste vórtice, foi feita a 
detecção em camadas para profundidades abaixo da superfície, onde se pôde 




está demonstrado o desenvolvimento deste vórtice para os dias 5, 6, 9 e 10, 
por toda a coluna d’água, que chega a atingir profundidades maiores que 2000 
m. Pode-se perceber que as linhas de corrente formam contornos fechados em 
todas as camadas representadas, resultando numa coluna completamente 
desenvolvida de um movimento rotacional, caracterizando-se assim como uma 
coluna de Taylor-Proudman. 
Este tipo de análise é um exemplo de resultados que podem ser obtidos 
quando se considera terceira dimensão no sistema de equações, Eq. 3.4. Nas 
figuras citadas, foram apresentados os campos gerados pelo HYCOM 
referentes a 6 camadas de um total de 40, sendo que estas são referentes às 
profundidades de 0 m à 5000 m. As profundidades representadas foram a de 0 
m (superfície), 15 m, 50 m, 150 m, 600 m e 2000 m a fim de que fosse evitada 
uma sobrecarga de informação.   
A consideração do comportamento do escoamento no eixo z torna possível o 
acompanhamento do desenvolvimento vertical do vórtice detectado, 
proporcionando um maior entendimento sobre a gênese de vórtices e seus 






























Figura 6.10 - Vórtice detectado na costa do Rio de Janeiro na região aproximada de 22ºS e 38ºO (evidenciado em vermelho). 





Figura 6.11- Vórtice detectado na costa do Rio de Janeiro na região aproximada de 22 ºS e 38ºO (evidenciado em vermelho). 








Figura 6.12 - Vórtice detectado na costa do Rio de Janeiro na região aproximada de 22 º S e 38ºO (evidenciado em vermelho). 




















7 CONCLUSÕES E SUGESTÕES 
Os resultados obtidos neste trabalho provam que o Índice de Poincaré pode ser 
utilizado para detectar a posição de singularidade em forma das três técnicas 
expostas, sendo que a comparação entre as métricas utilizadas para o 
diagnóstico das técnicas levou a considerar a técnica 3 como a melhor para ser 
aplicada sobre os campos vetoriais. Esta técnica mostrou-se capaz de executar 
a tarefa definida com um grau maior de precisão. Assim que, é recomendada 
para aplicações relacionadas a detecções de singularidade. 
Das análises dos campos de velocidade HYCOM foi possível identificar um 
processo de formação de vórtice na região do CST. Este foi considerado 
evento de vórtice verdadeiro, uma vez que foi constatado seu desenvolvimento 
vertical, não se tratando então de uma feição relacionada a um fechamento de 
meandros ou outras situações que geram vórtices temporários. 
Apesar dos erros de deslocamento, a técnica de classificação pelo modelo 
dinâmico se mostra promissora para estudos fenomenológicos de vórtices e, 
assim, preencher a lacuna existente na literatura sobre tal tópico.  
Portanto, sugere-se uma melhoria na parte de detecção da localização das 
singularidades, de forma a obter a correta classificação da singularidade pelo 
método dinâmico. 
Para se ter uma maior compreensão do desenvolvimento vertical de um vórtice, 
vale a sugestão de estender a análise de detecção na terceira dimensão do 
campo de velocidade. 
Também é interessante o incentivo do desenvolvimento de estudos que 
disponibilizem metodologias que alcancem o desafio de conseguir calcular as 
características geométrica e cinemática do vórtice como raio, velocidade de 
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