ABSTRACT Considering the engineering characteristics of power systems and the concept of machine learning, a model named ''ITEPV'' was proposed in this paper to investigate the mechanism of cascading failures in power systems. This model tries to simulate a large number of possible cascading failure chains as ''experience'', and then to predict the cascading failure propagation with the highest possibility obtained from the ''experience''. In order to get the prediction result, the uncertainty of loads and generations is considered to generate numerous random operating conditions, and then implementing ''N − 1'' for each operating condition to obtain the ''experience''. Based on the ''experience'', a Bayes network can be established to predict the cascading failure propagation. The ''ITEPV'' model was tested on the IEEE Reliability Test System-1996 (RTS-96), and the results were validated by employing different sample sizes of random operating conditions. From this paper, it can be concluded that employing machine learning into electrical engineering not only simplifies the complicated issue but also makes the results more accurate.
Failure probability of event B Pr(A|B) Conditional failure probability of event A given event B
I. INTRODUCTION
Cascading failures, as the main reason for almost all blackouts, pose severe threats to the security of power systems.
In terms of the process of a cascading failure, it usually begins with the initial failure of one or more components, and then the initial failure leads to a sequence of cascading events and finally ends up with a massive power outage. There are many historical records for the blackout caused by the cascading failure. For example, the 2003 Italy blackout, which was due to a cascade disconnection of the transmission lines interconnecting North Europe to Italy, affected around 60 million people and disrupted 180 GWh energy [1] .
The recent blackouts because of cascading failures were the 2012 India blackouts (two blackouts happened on 30 and 31 July 2012), which left more than 600 million customers without electricity [2] . Thus, it can be seen that cascading failures have a huge negative impact on society. Many existing studies have worked on this topic. Reference [3] provided a comprehensive overview of all current methodologies to discuss cascading failures in power systems, and it concluded six types of research methodologies: 1) from security to resilience [4] , 2) critical components and high risk multiple contingencies [5] , [6] , 3) network theory approaches [7] - [9] , 4) probabilistic and deterministic approaches [10] , [11] , 5) conventional reliability methods [12] , and 6) high-level probabilistic models [13] . The traditional methods, to some extent, can already model the process of cascading failure, but some problems disclosed from significant procedures make them hard to fully reveal the actual process of cascading failures [14] . For example, the sequence between two related fault events is difficult to be reflected [14] .
Besides the issue of correlation between events, the diversity of failures also makes the mechanism of cascading failure complex [3] . Proposing a simple and effective methodology to reveal the cascading failure mechanism that is closer to reality seems to be a huge challenge at present. In this situation, we try to use a simple but also innovative pattern, the ''experience'', to deal with the challenge. In the field of computer science, learning from the ''experience'' to make a decision is a developed technology, which is known as ''machine learning''. With respect to machine learning, reference [15] provided a description to explain it as a series of methods which train data to automatically discover patterns inside, and then to take the advantage of uncovered patterns to make predictions/decisions under uncertainty.
Machine learning has been applied to power systems to solve various problems, such as failure identification [16] , dynamic security assessment [17] , Real-time transient stability assessment [18] , voltage stability assessment [19] , adequacy assessment [20] , etc. The current researchers tend to employ machine learning to implement fault identification and some assessments [21] , but there are very few studies to use machine learning to predict the cascading failure propagation. Reference [22] adopted neural network theory to predict cascading failures in a power grid. However, it used a Gaussian distribution to randomly assume the weight of each edge, which is not practical. In this paper, we simulated a large quantity of random operating conditions and implemented ''N −1'' contingency analysis for each operating condition to obtain the possible cascading failure chains as ''experience''. Based on the ''experience'', the correlation between fault events (the weight of each edge) can be calculated by the law of total probability, and then to establish Bayes Networks to illustrate the cascading failure propagation.
The remainder of this paper is organised as follows. In section 2, we explained how to apply machine learning to cascading failure model to make predictions. In section 3, the model was tested on RTS-96 system as a case study. Finally, section 4 concluded merits and demerits of the methodology.
II. ITEPV MODEL
The essential idea is to make use of ''experience'' to predict the cascading failure propagation. Experience in this paper refers to all possible cascading failure (CF) chains under different operating conditions. In order to obtain all possible cascading failure chains, the uncertainty of loads and generation was taken into consideration to simulate random operating conditions. Under each random operating condition, ''N −1'' was implemented to get the cascading failure chains. After implementing each random operating condition, all possible CF chains can be obtained. Combing all CF chains, a Network can be established to predict the main cascading path.
To establish a machine learning model to predicate the cascading failure propagation, it is necessary to satisfy the basic requirement of machine learning. According to reference [24] , machine learning has three features: the task (T), the measure of performance (P), and the experience (E). The task (T) was ignored in this model as the purpose of this model is obvious, which is to predict the propagation of cascading failure. On the basis of other two features, we extended to five steps to establish the model: data input (I), data training (T), experience (E), prediction (P), and validation (V). Therefore, we named this model as ITEPV model. Figure 1 displays the whole process of ITEPV model. The initial step of the model is to simulate different operating conditions. The following step is to choose an operating condition to implement ''N − 1'' contingency analysis. After implementing all random operating conditions, all CF chains can be obtained. Based on the result, a Bayes Network can be established to predict the CF propagation.
We simulated random operating conditions by considering uncertain loads and generations. Therefore, an operating condition (S) in this paper is defined as the combination of a system load state (L) and a system generation state (G). Specifically, a system load state is a vector which contains all load information in a power system, whereas a system generation state is a vector which contains all generation information in a power system. They are defined as:
(1)
Additionally, combining all system load states, the matrix of system load states (ML) can be obtained. The matrix of system generation state (MG) can be obtained in a similar way. Merging ML and MG, all random operating conditions can be acquired. They are defined as:
. . .
As a system operating condition (S) is composed of a system load state (L) and a system generation state (G), the first step is to select an initial operating condition (S 0 ) that can withstand the loss of any one electrical component, and then the initial system load (L 0 ) can be obtained. Considering the uncertainty of loads, it can be converted to a new random system load state (L k ). Based on a new system load state (L k ) and the initial system generation state (G 0 ), a new system generation state (G k ) can be achieved by dispatching the unbalanced power ( p) to each generator node. The unbalanced power ( p) is defined as the difference between the total generation of the system and the total consumption of the system. It is expressed as:
Finally, combining a random system load state (L k ) and a random system generation state (G k ), a new random system condition (S k ) can be produced. Figure 2 presents the details about the process of producing random operating conditions.
To deeply understand Figure 2 , two steps, ''Random loads'' and ''Random generations'', are necessary to be explained, as they demonstrate how to convert the initial state (L 0 , G 0 ) to the new random state (L k , G k ).
1) RANDOM LOADS
Two factors, ''uncertainty'' and ''correlation'', were taken into consideration to simulate the random loads. Uncertainty means loads are randomly distributed in an acceptable range. We assumed the peak load of each load node is 10% higher than the initial loads (l 0 ) and the off-peak load is 10% lower than the initial loads [25] . Then the random loads (l k ) will be randomly distributed between the peak load and the off-peak load. Considering the uncertainty of loads, the first matrix of system load states (ML rl ) can be got. The second step is to consider the correlation of loads. Correlation means there is a correlation between each load node. In order to indicate the correlation between each load, a random correlation matrix (M co ) is generated. Then Cholesky Decomposition [26] was used to decompose the random correlation matrix to obtain the lower triangular matrix (U). At the last, U multiplied ML rl , the final matrix of system load states (ML) can be obtained, which reveal the uncertainty and the correlation of loads. The method can be expressed as:
2) RANDOM GENERATIONS After randomly producing the loads, the total consumption of the new operating condition might be not equal to the total generation of the initial operating condition. In other words, the unbalanced power might exist. Dispatching the unbalanced power to each generator node based on the generator's capability, we can obtain the new random generations at each generator node (g j ). The method to dispatch the unbalanced power is presented as (9) . Combing the new random generations of all generator nodes, a system generation state (G n ) can be obtained. Random generations of each generator node can be calculated as:
B. DATA TRAINING AND EXPERIENCE
As displayed in Figure 1 
Another indicator which is the criteria of ending cascading failures (ECF) also needs to be explained, as the propagation depends on two indicators: ECF and TRL. Figure 3 displays how ECF and TRL affect the cascading failure propagation.
ECF is composed of three factors: island (FI), blackout (FB) and voltage collapse (FV), and it is expressed as: 
FIGURE 4.
Process to train data and obtain the experience.
The three factors are defined as the Boolean value. If there is more than one island in a power system, FI is equal to 1. Otherwise, FI is equal to 0. Similarly for FB and FV, they equal 1 respectively when there is a blackout or a voltage collapse (the method to determine the voltage collapse was based on the singularity of power flow Jacobian matrix [27] ). Therefore, the chain of a cascading failure will terminate when ECF is equal to or is greater than 1. Figure 4 illustrates the details how to generate CF chains. The first step is to choose a random operating condition and disconnect a transmission line. Then it is necessary to re-dispatch p and run power flow to obtain the postcontingency result which contains ECF and TRL. When a cascading failure terminates, sequentially recording components of the CF chain. Then implementing ''N − 1'' contingency for other transmission lines, we can obtain the CF chains under a random operating condition. Finally, implementing all random operating conditions, all possible CF chains can be obtained.
C. PREDICTION AND VALIDATION
Based on the experience obtained from the previous step, Bayes Networks can be established to predict the propagation of cascading failures. In terms of the validation, we used Bayes Network is a specific type of graphical model which is a directed acyclic graph (DAG) [28] . A graphical model consists of nodes which are connected by edges. Each node represents a random variable, and an edge express the conditional dependence relation between two variables [29] . All the edges in a Bayes Network are directed and there are no cycles [28] .
Based on the result of all CF chains, we established a Bayes Network to indicate CF propagation, and it can be defined as:
In the proposed Bayes Network graph, a node represents the components of each stage of a CF chain. Notably, for each node, it may contain more than one component. The edges indicate the propagation direction of a CF chain, A CF will propagate through the directed edge with the highest weight in the Bayes Network, so the edge includes two important information: the direction and the weight. The direction can be easily observed from the CF chains. To calculate the weight, cascading failures are necessary to be separated into two parts: the first stage and the sub-stages. At the first stage, the weight can be calculated as the failure probability (FP) which is the proportion of failure occurrence (FC) in the total sample space. The failure probability is defined as:
After the first stage, the weight is calculated by the law of total probability [30] , which is defined as:
III. CASE STUDY
The methodology was applied to IEEE Reliability Test System-1996 (RTS-96) with 73 buses, 120 transmission lines and 33 generators in three Areas (area A, area B, and area C) [25] , and the power flow was simulated by Matpower Package m-file [31] . To validate the ITEPV model, we adopt four different sample sizes (K 1 = 1000, K 2 = 2000, K 3 = 3000, K 4 = 4000) to establish four Bayes Networks. Comparing the four results, it is possible to predict the most possible CF propagation in the power grid. Additionally, the consistent results concluded from different Bayes Networks can also indicate the validity of the model. To implement the case study, this section consists of three parts. The essential part is to introduce how to choose the initial failures of cascading failures. The second part validates the model and illustrates the prediction result of main CF propagation. At the last, some discussions will be presented.
A. SELECTING THE INITIAL FAILURES
The vulnerable components were selected as the initial failures to predict the propagation of cascading failures. The transmission line that has the highest failure occurrence (FC) is the most vulnerable part of a power grid. Employing four sample sizes to simulate the CF chains, four results can be obtained. Based on the results, failure occurrence can be calculated by (13) . Figure 5 displays the failure occurrences of all transmission lines at the second stages under different sample sizes. It can be observed that ''B10'' and ''B5'' always have higher failure occurrences than other nodes, and their VOLUME 6, 2018 failure occurrences are highly close, thus ''B10'' and ''B5'' were chosen as the initial failures to predict the propagation of cascading failures.
B. RESULT AND VALIDATION
As ''B10'' and ''B5'' have similar FC, we predicted the CF propagations with initial faults on ''B10'' and ''B5'' respectively. To prove the validity of the model, four sample sizes were employed. If the final results under different sample sizes are consistent, then the model is persuasive.
After selecting the initial failures, four Bayes Networks, as displayed in Figure 6 , were established based on CF chains of different sample sizes. As ''B10'' and ''B5'' were selected as the initial points of two propagations respectively, it can be seen that there are two failure propagations in Figure 6 . In Figure 6 (a), the failure starts with node ''B10'', then it will propagate to node ''B1, B5, B23, B27'' as the edge between node ''B10'' and ''B1, B5, B23, B27'' has the highest weight at this stage. Next, the failure will propagate from node ''B1, B5, B23, B27'' to node ''B28'', and the propagation will end with node ''B28''. The failure begins with node ''B5'', then it will propagate to node ''A16, B10, B23, B27, B28, C11, C23, CA-1'' and terminate with this node. In order to clearly and understandably illustrate the propagation results of Figure 6 , Table 1 and Table 2 were established. Table 1 displays the propagations with the initial failure of ''B5'' whereas Table 2 displays the propagations with the initial failure of ''B10''. In terms of the cascading failure caused by ''B5'', the propagation result is different from others' when the sample size is 1000. The reason is due to the insufficient sample size, but increasing the sample sizes more than 1000, then the CF propagations become consistently. Therefore, when the sample size is large enough, ITEPV model proposed in this paper can accurately predict the cascading failure propagation.
C. DISCUSSION
From Figure 6 (c) and Figure 6 (d), we also found that there are three nodes that have comparatively higher ''degrees'' (degree refers to connections of a node) than other nodes. The three nodes are:
• B10, B23, B27; • B10, B23, B27, CA-1; • B1, B5, B23, B27, CA-1. Analyzing Table 1 and Table 2 , it can be seen that components of those three nodes are part of the cascading failure propagations caused by ''B5'' or ''B10''. Consequently, the components of a node that has a higher degree could be related to the CF propagation.
Besides investigating the relationship between the nodes' degree and the CF propagation, we tried to study the CF propagation from other aspects, thus we established Figure 7 to study the relationship between the nodes' out-degree and the CF propagation. Out-degree can be simply explained as the number of edges coming out from a node [32] . Figure 7 was , it is apparent that the nodes with higher degrees also have higher outdegrees, so the nodes with higher out-degrees are also related to the CF propagation. However, having an insight into the nodes with a low out-degree, it is interesting to find that the nodes with low out-degrees are also related to the CF propagation. For example, in Figure 7 six nodes:
• A18, B10, B23, B27, CA-1; • B1, B5; • B10, B27; • B1, B5, B27; • B1, B23;
• and A18, B10, B23, B27 have very low out-degrees, but comparing the six nodes with the results in Table 1 and Table 2 , the components of those six nodes are part of the two cascading failure propagations. To sum up, if a node's out-degree is greater than 1 in the established Bayes Network (out-degrees of grey nodes are equal to 1), then the components of a node could be also associated with the CF propagation.
IV. CONCLUSION
The main contribution of this paper is to consider the engineering characteristics of power systems and employ machine learning to propose ITEPV model, and this model can identify the cascading failure propagation if the vulnerable parts of a system are affected. In this model, a great deal of possible cascading failure chains can be obtained, and it can make the results more accurate and reliable. The results presented in Bayes Networks are possible to illustrate the cascading failure propagation legibly. Specifically, Bayes Networks makes the probability model visualised, so that the sequence of fault transmission lines can be easily observed from the graph; at the same time, some complex calculations of probability can be understood as the transmitted information between two variables. However, this model still needs to be further improved. It is necessary to propose a method to ensure the sample size. In this paper, a simple method was employed, which is to gradually increase the sample size till the results are consistent, but it took a large amount of computing time. In the future, to improve the ITEPV model, the importance is to propose an analytic method to ensure the appropriate sample size of random operating conditions.
