Abstract. The pedestrian detection methods based on convolutional networks showed a more advantage than methods with artificial features. However, most algorithms do not achieve the desired results because they have not made full use of convolutional features. In this paper, we proposed a model called Multiple Fused CNNs, which utilizes fusional feature maps from multi-scale convolutional layers to detect pedestrians.
Introduction
Pedestrian detection technology has a wide range of applications such as auxiliary driving and intelligent monitoring. However, most pedestrian detection methods are infeasible to be opted into practical systems because of the poor robustness in a variety of scenarios. Therefore, a model with simple structure, which can perform better accuracy with fast speed, will be welcomed by practical applications.
Related work
The initial methods of artificial features based pedestrian detection, whose accuracy depends on the quality of the feature and classifier mostly. There are plenty of impressive artificial features such as HOG[1] LBP [2] and ACF [3] .These artificial features still play critical roles in some state-of-the-art pedestrian detection methods. Before 2015, most pedestrian detection methods are focus on artificial features, such as Katamari [4] , which achieved 22.49% MR on Caltech [20] dataset by using HOG+Flow features. However, these methods have limited space for improvement.
Since 2012, CNNs has been utilized for objects detection and has become the mainstream. Thus, some paper like [5] [6] [7] use CNNs instead of artificial methods to extract pedestrian features. Some innovative work has been done, DeepParts [11] improved performance by handling occlusion with an extensive part pool for instance. Unfortunately, these models are very slow with complex structures.
On the other hand, methods based on region proposal CNNs are very popular. R-CNN (Regions with CNNs) [8] combines selective search region proposals and CNNs based post-classification. Fast R-CNN [9] uses ROI(region of interest) pooling layer and minimizing loss for both confidences and bounding box regression. Faster R-CNN [10] use RPN （Regions Proposal Network） to replaces selective search proposals and integrate RPN with Fast R-CNN.
Nevertheless, the R-CNN based methods has a obvious flaw: They detect objects over a single feature map. Although the framework has achieved a good performance after being improved, but it is still not good at multi-scale objects detection, especially low-resolution objects. 
Experimental results
The experiment is running based on SSD network structure. The evaluation dataset is based on Caltech pedestrian Detection Benchmark [20] , which includes about 250,000 frames (in 137 approximately minute long segments) with a total of 350,000 bounding boxes. About 2300 unique pedestrians were annotated. We extract a frame every five frames from Caltech training dataset and all frames from ETH dataset and TUD-Brussels dataset for training while 4024 images in the standard test set are used for evaluation.
We fine-tune the model from VOC Pascal 2007 and 2012. The initial learning rate is set to 0.001. We use SGD (Stochastic Gradient Descent) to fine-tune the model while momentum is set to 0.9. We set the maximum iteration number as 40,000.
Comparison with State-of-the-Arts. Performance on scale and occlusion subsets. For existing pedestrian detection system, the ability of handling multi-scale and occlusion problem is an important evaluation criterion. Table 2 and  Table 3 show the performance on scale subsets and occlusion subsets of Caltech, which confirms the better ability of our model to deal with multi-scale and occlusion.
RocScale is set as large and medium respectively in table 2. With the more challenging metric, most of methods exhibit dramatic performance drops while our model become the best with MR of 0.9% and 41.2% respectively.
The closest competitors have the MR of 2.4% from Checkerboards under large scale and 56.3% from CCF under medium scale. Remarkably, our method has better property than other methods on multiscale pedestrian detection. Table 3 to check out the models' property of dealing with occlusion. Our model has a MR of 20.2% under partial subsets, which is very close to the best of 19.9% from DeepParts. In addition, our model get 47.9% MR under heavy subsets, which is an improvement of 12.5 % over DeepParts. Others get larger MR because of not good at dealing with the highly occluded pedestrians.
These comparisons demonstrate that our model has better performance on complex situations in multi-scale and occlusion. As shown in Table 4 , our method is the most competitive one on efficiency competed with others, which achieves 8 fps on GTX Titan X. This efficiency is about 4 times faster than RPN+BF and CompACT-Deep. This is because our model has a simple structure without any resampling phase or use of artificial features. We believe the efficiency and simplicity of our model will benefit practical applications. 
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