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\bstract
This paper describes a dynamic scheduling method for cellular
manufacturing systems. Essentially an Al-based approach for the
networking environment, the method is adaptive to the changes of the
manufacturing environment and can take into account such information as
loading factor, unexpected breakdowns, and new job arrivals. The major
features of the method are a distributed task-assignment mechanism
executed through the communication network for inter-cell scheduling
and a knowledge-based system for cell-level scheduling. A main
advantage of such a method is that the scheduling on both levels can be
executed dynamically in real-time.
Keywords : Dynamic Scheduling, Networking Flexible Cells, Knowledge-
based Scheduling, Computer Integrated Manufacturing,
Distributed Control.

I. Introduction
The advent of the computer networking technology has increasingly
affected the information organization used in computer integrated
manufacturing (CIM) systems. The cellular system, as shown in Figure
1.1, consists of flexible cells (Cutkosky [1984]) communicating with
each other through the local area network (LAN). Such cellular manu-
facturing systems have played an increasingly important role in the
design of the fully automated systems for many reasons; among them are
reduced machine set-up time, reduced tooling, the simplification of
planning and control, reduced in-process inventory, near-constant load-
time, and system modularity (Greene and Sadowski [1984], McLean
[1983], Sikha [1984], Spur et al . [1986]).
Insert Figure 1.1 Here
Using local area network for communication and control, the CIM
environment has become increasingly dynamic and distributed (Ranky
[1986]). The scheduling method described in this paper takes into
account the communication characteristics of the local area network for
communication: it is an Al-based method in the networking environment.
Treating the CIM system as a loosely-coupled network of cooperating
cells and carrying out the scheduling of jobs by a network-wide bidding
scheme dynamically, the scheduling method can be performed in real
time. It is a distributed scheduling method in that no cell in the
network has greater importance, as far as scheduling is concerned, than
any other cell. Moreover, this scheduling method can incorporate dif-
ferent dispatching rules and can be used for both task allocation and
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resource allocation. As such, this is the only research in the manu-
facturing area to date that takes into account the use of local area
networks for executing dynamic scheduling. The scheduling method can
be viewed as consisting of two levels: (1) assigning jobs to the
appropriate cells and (2) scheduling jobs within each cell. The deci-
sions done at both levels need to adapt to the dynamically changing
environment, as is typical for most CIM systems (e.g., McLean et al
.
[1983]; Ranky [1986]).
The remainder of this paper will be organized as follows: Section
II discusses the networking characteristics of the cellular systems;
Section III presents the details of the distributed bidding algorithm;
Section IV describes the formal modeling of the bidding scheme for
implementing dynamic task assignment; Section V shows a knowledge-
based system for cell-level scheduling, using primarily the automatic
planning technique; Section VI evaluates the performance of the
bidding scheme and of the knowledge-based approach to cell-level sche-
duling; Section VII concludes the paper by summarizing the character-
istics of the methodology developed.
II. The Networking Environment in CIM
In the effort to achieve CIM, it has become increasingly important
to integrate islands of factory automation and to establish efficient
communication means among computer-controlled machines. The economic
and technical characteristics of the IAN technology make it very
suitable to achieve such integration and communication in CIM systems.
A LAN is a data-communication network that services geographical areas
spanning distances of no more than a few kilometers. It allows
-3-
independent devices Co communicate with each other, usually implemented
with inexpensive transmission medium and interface devices. There are
a number of criteria to consider in designing a LAN:
• the transmission medium;
• the transmission technique;
• the network topology; and
• the access control scheme.
The transmission medium that has been employed includes twisted
wire pairs, coaxial cables, and optical fibres. There are two primary
transmission techniques: broad band and base band. While it is the
trend that the coaxial cable will continue to be the widespread choice
for general purpose LANs, the choice between the two transmission
techniques is less obvious and really depends on the specific com-
munication needs. (For the comparison between broad band and base
band techniques, see Krutsch [1981].) The basic topologies currently
used for LANs are the ring, the bus, and the star.
As opposed to the star topology with its central control unit,
both the bus and the ring topologies provide distributed control.
Among the three, the bus topology is the one best suited for the CIM
environment for a number of reasons. First, the tree-like organi-
zation makes intallation relatively easy on the factory floor. Second,
since each attached device has independent access to the bus, adding or
removing a device can be done without disturbing the rest of the net-
work. Lastly, the bus topology is easy to service and more reliable
than either the star or the ring (Maira [1986]).
For distributed control, an access-control scheme is executed by
the interface unit when it has received a message packet from its
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attached device for transmission onto the network. The access-control
scheme is fully distributed; that is, each interface unit can deter-
mine when it is appropriate to transmit a packet based on what is ob-
served locally. There are no explicit signals from cental controllers
that give out permission to transmit. Two most frequently used access-
control schemes are (1) the CSMA/CD (carrier sense, multiple access
with collision detection) scheme, as typified by the Ethernet developed
by Xerox (Metcalfe and Boggs [1976]); and (2) the token-passing scheme
(Tanenbaum [1981]), which is the access control scheme incorporated in
the Manufacturing Automation Protocol (KeiL and Dillon [1985]).
Quickly emerging as the industrial networking standards, the Manu-
facturing Automation Protocol (MAP) is based on the token-bus network
environment, which can be characterized as follows: (1) The network
is topologically a logical ring on a physical bus, wired together with
a broad-band communication bus. (2) It transmits information by data
packets. The sending station designates in the packet the address of
the receiving station; the bus topology permits every station to hear
all transmissions. (3) The stations monitor all bits passing by in
the bus through an interface. A receiving station examines the
address field of the message packet; if it recognizes its own address,
it takes the appropriate action; if not, it ignores the message. (4)
The access control scheme is based on token-passing. It uses a spe-
cial bit pattern, called the token, circulates around the network.
When a station wants to transmit a packet, it is required to seize the
token and remove it from the bus before transmitting; after a station
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has finished transmitting the last bit of its packet, it must rege-
nerate the token so that some other station can grab the token and
start transmitting data. Only a station with the token can transmit
packets, and then only for a predetermined period of time. Such a
token-passing mechanism ensures that all stations have an opportunity
to send message packets without any conflicting transmission.
The architecture of MAP is based on a seven-layer network archi-
tecture, referred to as the Open System Interconnection (OSI) model
(Figure II. 1). The networking environment based on the OSI model
divides the communications tasks into seven sub-tasks, or layers.
Each layer provides a set of communication-related services to the
layer above; the top layer, the application layer, supports the
necessary communication activities with other stations for the user's
programs in that station.
Insert Figure II. 1 Here
Associated with such a networking environment, there are two pos-
sible control structures underlying the scheduling decisions: (1) to
use a centralized scheduler in charge of job assignment. The sched-
uler keeps track of the whole cellular system by a global database;
and (2) to use a distributed scheduling scheme and let the set of cells
perform scheduling based on local information (Schoeffler [1984)]. By
way of comparison, scheduling with distributed control has these advan-
tages: (1) better reliability— the system degrades gracefully in the
face of scheduler breakdown; (2) upward extensibility—the control
structure remains the same with additions of new cells to the extent
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that the network is not saturated; (3) improved performance—the sched-
uling performance can be improved because the scheduling is achieved by
parallel processing and also because of the elimination of the bottle-
neck caused by the global scheduler; and (4) cost-effectiveness—it
is more cost-effective because of the smaller processing requirements
on the computers and less communication activities needed for global
updating (Shaw [1986a] [1986b], Duffie and Piper [1986], Duffie [1982],
Shoeffler [1984]). The implications of control structures to the
scheduling method are summarized in Table II. 1.
Insert Table II. 1 Here
The adoption of distributed scheduling method implies the need for
a new type of information-control mechanism for coordinating and sched-
uling manufacturing activities. Since there is no centralized master
controller directing the activities of individual cells, it becomes
essential that the cells have to be able to reach scheduling decisions
by collective, concerted efforts. Two major issues warrant attention:
(1) an effective task allocation scheme among cells to ensure that
all the resources can be efficiently utilized, and (2) the coordina-
tion mechanism exercised among the cells, carrying out manufacturing
tasks cooperatively. The network-wide bidding scheme described in
this paper can achieve these two functions.
Such an approach essentially treats the scheduling problem by a
multiagent problem-solving paradigm: because the whole scheduling
problem is too complicated, the set of problem-solving agents—the
Centralized Svstem Distributed Net
Control Structure centralized decentralized
Execution of
Scheduling
a master scheduler a scheduler in
each cell
Control Mechanism
for Scheduling
master-slave control
with unidirectional
message-passing
coordination
through exchanging
messages
Vulnerability to
Scheduler's
Failure
entire system would
stop
only that par-
ticular cell would
be disrupted
Manufacturing
Database
Management
a global database distributed data-
bases
Maintaining
Dynamic System
Information
constant updating
through communi-
cation messages
local updating
without communi-
cation activities
Table II. 1 Implications of Control Structures
to Scheduling
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cells—carry out the tasks collectively. Just as in human organiza-
tions, bidding is employed as a mechanism for coordinating the
execution of tasks among the ceLLs. This paradigm was developed by
research in artificial intelligence (Davis [1983] and Shaw [1985a]) and
has been applied to various types of distributed systems such as the
sensor network (Smith [1980]) or computer networks (Malone [1983] and
Ramamritham [1984]).
III. A Network-wide Distributed Scheme for Dynamic Task Assignment
In the network-wide bidding scheme, when a cell needs to initiate
the task assignment algorithm for one of its jobs, it begins with
broadcasting a task-announcement message through the LAN to other
cells and takes on the role as the manager cell of the job. Those
cells that receive this message will, in turn, transmit a bidding
message which contains its estimation of the earliest finish time, the
surrogate for the "price" of the job if assigned. When all the bids
have returned, the manager cell then selects the cell which can finish
the job the earliest to perform the task. The corresponding workpiece
is then transferred to the cell selected, or the contractor cell.
Task Announcement
i
When a job finishes its operations in a cell, the cell's control
unit (Costa and Garetti [1985]) will check to see if there are any
remaining operations to be done. If all operations have been completed,
the work piece is sent to the storage area; otherwise, the cell's
control unit would have to make the decision regarding which cell the
job should go to next. Keeping the job in the same cell is also a
valid decision, but this has to be made after the performance data from
other cells are collected and compared through bidding.
Associated with each task announcement packet would be a deadline
before which the bid must be submitted. To make sure the deadline for
bid return is set in such a fashion that all the qualified cells have
enough time to evaluate the task and return the bid, the bidding inter-
val At enforced by the deadline should be postulated to satisfy a lower-
bound condition: it ) 2 x t. + t , where t is the communication delay
and t
?
is the estimated time necessary for task evaluation.
In the cellular manufacturing system, three types of manufacturing
cells may exist: (1) flexible cells, where general purpose machines are
used and the set-up is flexible for performing a wide ranging family of
operations (Cutkosky et al. [1984], McLean et al. [1982]); (2) product-
oriented cells, where a certain type of product is manufactured, e.g.,
a gear cell for producing gears; and (3) robot assembly cells, where
robots are used for putting sub-assemblies together. Depending on the
set up of a flexible cell or a robot assembly cell, the cell's control
unit would give different performance estimates at different moments.
The product-oriented cells on the other hand, have relatively more
static functions in terms of the set of operations they perform. For a
job requesting operations that can be performed in these product
oriented cells, the task-announcement message can be directly addressed
to the destination cell. The scheduling of jobs can be accelerated by
such "focussed addressing."
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Bidding
When a cell receives a task-announcement message from the com-
munication network, it first matches the task description with its
capability-list and. checks to see if the required operations are
within its capabilities. A bid for the task is returned only if the
cell can perform the task. The cell then proceeds to calculate the
bidding function which has the following three components. (1) The
estimated processing time, which is calculated by a routine based on
the machining parameters specified in the task-announcement packet,
such as the cutting speed, the raw material, the depth of cut, surface
finish requirements, the cutting tools wearing condition, the current
setup, and the lubrication temperature; (2) the estimated waiting
time, which is calculated by adding up the estimated processing time
of the jobs in the queue; (3) the estimated travel time, which is
calculated based on the travel distance between the two cells.
This particular bidding function implies that each flexible cell
submits its estimation on the earliest time it can finish the task if
assigned. By assigning the task to the lowest bidder, the manager
cell essentially is executing the earliest-finishing-time (EFT)
heuristic for dynamic scheduling (Baker [1974]). Other dispatching
heuristics can also be incorporated. For example, if the bidding
function is determined by the estimated processing time of each cell,
then the scheduling is essentially based on the decentralized version
of shortest-processing-time (SPT) dispatching, which has been shown to
give good scheduling performance to dynamic job shop (Baker [1974],
French [1982]) and flexible manufacturing systems (Chang [1984]).
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Bid Evaluation and Task Awarding
When Che deadline for bid submission is due, a bid-evaluation pro-
cedure is carried out by the cell that originally announced the task.
All the bids submitted for this task have been put in a list, ranked
by the value of each bid. In our algorithm, the bid of each cell i is
calculated based on the earliest finish time of each task if the task
is assigned to cell i. The scheduler of the manager cell then chooses
the cell with the smallest bid, i.e., which can finish processing the
task the earliest.
Once bid-evaluation is completed, an award message is sent to the
best bidder, informing the awardee of the pending job so that the cell
which has been awarded the task will take this new task into consider-
ation in the subsequent calculation of earliest-finishing-time in
bidding for future jobs. This task-awarding information also enables
the awardee cell to start loading part programs for the new task. The
local scheduler of the awardee cell will take the newly assigned job
into consideration in the next scheduling cycle. The bidding scheme
is schematically shown in Figure III. I. The corresponding information
flows between the manager and the contractor cells are shown in Figure
III. 2.
Insert Figures III.l and III. 2 Here
Under the distributed control scheme, the dynamic system informa-
tion such as cell status, location of parts, position of tools,
progress of jobs, etc., is managed by a distributed knowledge-base
o
/•
EFTi
o
O .".«0
EFTk
X)
(a) (b)
o
o
o
o
Q--0
o
(c) (d)
Figure III.l The Bidding Scheme
Typical Bidding Sequence :
Manager
Cell-host
TaskAmioun cement
( Acknowledgement)
Bid
Award-
Workpiece —
__
~$
Optional Messages
Query
Status
Contracter
Cell-host
-^ Information Flow
--> Material Flow
Figure III. 2 Information Flows in the Bidding Sequence
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systeni. Each cell maintains its own local world model in the knowledge-
base, while systematically coordinating with other cells through task
sharing and bidding. 3y eliminating the necessity to collect
dynamically changing system information in a global database, the
possible bottleneck and all the communication activities for constant
updating are avoided.
IV. Mode ling and Implemen ting the Dynamic Task-Assignment Scheme
To implement the dynamic task-assignment method in the cellular
manufacturing system interconnected by a LAN, three issues should
be addressed:
(1) the design of a network interface language that enables ef-
fective communication among cell-host computers;
(2) a model for the bidding scheme based on which the individual
cell can perform task bidding correctly; and
(3) the implementation of the bidding scheme based on the lan-
guage design in (1) and the model in (2). Such an implementation
should consider the characteristics of the local area network em-
ployed in the system.
A common interface language is required to enable cell-host com-
puters to communicate their intentions and share information with one
another. This parallels how people communicate in human organisations.
For this purpose, a formalism for the messages needs to be specified so
that the interface language is consistently used and should be recogni-
zable to all host computers. The format for the messages used in the
distributed scheduling method is shown in Figure IV. 1. The format is
-12-
based on phrase-structure grammar specified in Backus-Naur Form (BNF)
(Figure IV. 1).
Insert Figure IV. 1 Here
A model for the bidding scheme is needed to specify the proper
sequencing of actions to carry out task bidding. Such a model must be
able to represent asynchronous parallel processes, since the bidding of
several different tasks may occur concurrently. Because the cells are
asynchronous, loosely coupled units, there are strict requirements for
communication and coordination between cells. Thus a good formal model
for the bidding process should describe two aspects of the decisions
and activities involved:
(1) A procedural representaton of the communication and coordina-
tion mechanisms between the cells; and
(2) A declarative representation of the local decision-making
process when a cell receives messages.
Shaw [1986b] used the augmented Petri net (APN) to model the bidding
scheme. An augmented Petri net is an integration of two representa-
tional models: production rules are used to represent the decisions
involved in distributed scheduling and the Petri net is used to model
the procedural knowledge of the bidding scheme. The APN model has been
proven effective in modeling asynchronous concurrent processes where
the combination of state variables grows exponentially (Zisman [1978]).
The APN model for the distributed scheduling scheme is shown in Figure
IV. 2, where each transition, represented by a vertical bar in the
graph, corresponds to a production rule. In essence, the Petri net in
<MESSAG> :== <ADDRESSEEXORIGINATORXTEXT>
<ADDRESSEE> :== [NET-ADDRESS] I f SUBNET-ADDRESS ] | [NODE-ADDRESS]
<ORIGINATOR> :== [NET-ADDRESS] | [SUBNET-ADDRESS] | [NODE-ADDRESS]
<TEXT> : == <TASK-ANNOUNCEMENT> | <BID> | <ACKNOWLEDGEMENT> I <AWARD>
|
<QUERY>|<STATUS>
<TASK-ANNOUNCEMENT> :== TASK-ANNOUNCEMENT [TASK-ID] [ELIGIBILITY
]
[TASK-ABSTRACTION] [DEADLINE]
<BID> :== BID[TASK-ID] [EARLIEST-FINISHING-TIME]
<ACKNOWLEDGEMENT> :== ACK[ TASK-ID]
<AWARD> :== AWARD [TASK-ID] fEXPECTED-ARRIVAL-TIME
]
<QUERY> :== OUERY [TASK-ID]
<STATUS> :== STATUS [TASK-ID] [STARTING-TIME] [COMPLETION-TIME
]
Figure IV. 1 The Syntax of the Interface Language
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the model regulates interactions between production rules. Shaw [1986
showed that the APN model Ls isomorphic to a rule-based system with
Petri net language as the control language. Thus the bidding scheme,
as represented in the APN model, can be implemented by a rule-based
system with explicit procedural control. The set of production rules
used in the APN model is shown in Figure IV. 3.
Insert Figures IV. 2 & IV. 3 Here
For correctly executing communication activities in the LAN, a
communication protocol is required. Conceptually, a protocol is a set
of rules for each communicating node to follow to transmit data packets
through the network. In a CIM system, to ensure that processes at dif-
ferent cells are correctly communicating and that the necessary message
transmissions for scheduling are properly carried out, the protocol
must incorporate the aforementioned common interface language and the
APN model. The network on which this distributed scheduling protocol
is implemented in compatible with the MAP environment, where the dis-
tributed scheduling protocol serves as a high-level, problem-oriented
protocol governing the communication between cell hosts for task-
assignment (Shaw [1986b]).
V. A Knowledge-Based System for Cell-Level Scheduling
The cellular scheduling approach essentially takes on the multi-
agent problem-solving paradigm: it uses the decomposition strategy
in which the cells, each with its own scheduler, would carry out the
task collectively. As such, the cellular scheduling approach can be
10
G>
T
12
T
13
TU
(a)
©—\—©—\—©
©
15
(5>"H3:
(b)
Figure IV. 2 The APN Model for (a) Bidding and
(b) Task Announcement
If (NEW-TASK task)
then (TASK- INITIALIZATION task)
11
If (EQ (PROCESSOR- FOR- TASK Cask)busy)
Chen (LIST-ACTIVE- TASK-ANNOUNCEMENT cask)
If (TASK- EVALUATE cask)
Chen (TASK-ANNOUNCEMENT cask)
12
If (EQ (PROCESSOR- FOR- TASK cask)ldle)
Chen (BID- REPLY (BID- SELECT a-c-a-1))
If (BID-RETURN bid)
AND (LEQ cime-nov deadline)
Chen (BID- PROCESSING bid)
If (LEQ time-now deadline)
Chen
If (GT time-now deadline)
AND (NE bld-llst blank)
then (BXD-AK&SD bld-llst)
If (GT time-now deadline)
AND (EQ bld-llst blank)
Chen (REANKOUNCE cask)
L
13
k
14
15
16
if (LEQ cime-nov deadline)
Chen (BIDDING Cask)
if (BID-REPLY accept)
AND (CELL- CONDITION normal)
then (LIST-AGENDA task)
AND (REPLY-TO-AWARD accept)
if (BID-REPLY accept)
AND (CELL-CONDITION not-normal)
then (REPLY-TO-AWARD reject)
if (BID-REPLY reject)
then (RE- BIDDING (BID- SELECT a-t-a-1))
if (REPLY- TO-RWARD accept)
then (LIST-ASSIGNMENT task)
if (REPLY- TO-AWARD reject)
then (RE-AWARD cask)
if (NOT (TASK- EVALUATE cask))
Chen (LLST-AGENDA Cask)
10 if
(TASK-ANNOUNCED Cask)
AND (BID- EVALUATE cask)
then (TASK- RANKING task)
Figure IV. 3 The Production Rules Used
in the APN Model
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viewed as consisting of two levels: the first-level scheduler dynami-
cally assign jobs to the most appropriate cells and the second-level
scheduler eKecutes scheduling within each cell in real-time. This
section describes a knowledge-based system for handling the second-
level scheduling problem: the dynamic scheduling problem within each
cell. A typical flexible cell, as shown in Figure V.l, has a
collection of robots, CNC machines, and computerized material handling
system. The cell-level scheduler integrates the task-level planning of
the robots with the scheduling of the CNC machines (Shaw and Whinston
[1985b]).
Insert Figure V.l Here
The scheduling problem on the cell level is characterized by its
shorter lead-time, dynamically changing environments, the versatility
of machines, and the need for real-time decision making (Bourne and
Fussell [1982]). Accordingly, a method suitable for the cell-level
scheduling needs to be (1) responsive to changing environments; (2)
flexible in accommodating different scheduling needs; and (3) intelli-
gent for scheduling decision support (Shaw [1986c, d]). To fulfill
these scheduling needs, the cell-level scheduler adopts the state-
space, pattern-directed paradigm for problem solving (Newell and
Simon [1972]), wherein the scheduling problem is viewed as the trans-
formation from an initial state to the designated goal state in the
cell:
[Initial State (S )] — > [Goal State (S )]
U G
Loading Robot
CNC
-i
Lathe 1
7
CNC
Mill
V /
:Q-
iSL
Robot
JJ-r
Linear
Table
Figure V.l A Flexible Manufacturing Cell
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which, in turn, can be achieved through a series of state transfor-
mations :
d d l d 2 dn-l dn
s -> s, -> s
2
-> • • • -> s
n
-> s
G
To carry out the state transformation efficiently, two design problems
need to be addressed: first, the proper representation for the
manufacturing states, S.'s and the state transitions, d.'s, and second,° 1 1
the selection of the most appropriate d. at a given S. , so that the
l l
transformation from S~ to S is accomplished most efficiently.
Our approach uses first-order predicate calculus as the basic
knowledge representation. Each state of the cell, S. , consists of a
collection of predicates representing the component status, machine
capability, and operation requirements. Each d. is represented by
r
applicable decision
d . : I
. .
—> r r J .i situation effects
Such a d. is modeled by an operator , where the applicable situa-
tion of d. is represented by a precondition-list, and the decision
effects are represented by the combination of an add-list and a delete-
list, indicating the predicates that would be added or deleted by the
application of d. . The scheduling is achieved through a series of
"pattern matching" between the operators and the state descriptions.
This cell-level scheduler is implemented in a knowledge-based
planning system. Conceptually, a planning system develops a course of
action, or a plan, for the agents to carry out to achieve the given
goal (Fikes and Nilsson [1971], Nilsson [1980]). In a cellular CIM
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system, the agents—which may be automated machine centers, cell con-
trollers, or robots—can carry out a variety of activities, including
various types of machining, workplace routing, loading/unloading, and
assembly operations. The scheduler consists of three major components:
(1) The Database
Three kinds of manufacturing knowledge are stored in the database
of the scheduler: the world model which describes the working environ-
ment, the task descriptions, and the production plans; first-order pre-
dicate literals are used in the world model for knowledge representation.
Also stored at the data level is the representation of the manufacturing
plan by a partially ordered network of activities. The plan represen-
tation is used to monitor the execution of the planned activities;
if there are deviations between the conditions specified by the plan
and the conditions in the real world, the scheduler should modify the
rest of the plan by invoking a plan-revision routine. The plan repre-
sentation can also be used to accommodate dynamically changing job-mix.
(2) The Knowledge Base
The primary content of the scheduling knowledge is represented by
a set of operators, stored in the scheduler's knowledge base. Each
operator contains information about the object that participates in
the actions, what the actions are attempting to achieve, the effects
of the actions when they are performed, and the necessary conditions
for the actions to be performed. In addition to the standard Al-based
robot planning formalism—which specifies an action by the add-list,
delete list, and preconditions (Nilsson 1980)— two more descriptions
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for each action—the "resource" used during the action, and the
"duration" of the action—should be accounted for in the scheduling
domain. Some sample operators are shown in Figure V.2.
Insert Figure V. 2 Here
(3) The Inference Engine
At the control level, an embedded inference engine is used to
develop and organize the necessary actions to accomplish the goals.
For a M-part-N-machine scheduling problem the goal can be naturally
decomposed into M subgoals, with each subgoal generating a linear plan
for the corresponding part. Based on the state-space planning method,
the control level constructs schedules by the four-step algorithm:
The Schedule-Generation Algorithm
Step 1: Generate a linearly-sequenced plan for each job.
Step 2: Identify problematic interactions between the actions of
parallel schedules.
Step 3: Synthesize the schedules; construct precedence constraints
between the pairs of conflicting actions to avoid harmful
interactions.
Step 4: Executing plan-revision for alternative resources.
The scheduler is organized as a hierarchical planning system con-
sisting of three levels: strategic level, planning level, and
operational level (Figure V.3). Because of the scheduling character-
istics of the flexible manufacturing cell, the strategic level can
choose four different planning modes: static planning, dynamic
TRANSFER(M. M", fT. l) : TramfeT p»n PT from machine M to machine KT
i tune (.
Precondition : FT>flSH-OP(M. OP. PT. t)
DtFFER£XT(M. M")
PT-NEXTOP(OP. OP*. PT)
MACH-OPT>f. OP")
IDLE(M\ t)
Add-liit : MACH-PT(M\ OP". PT. t)
IDLE(M,t)
Dclete-liK : FTNtSH-OP(M. OP, PT. t)
[DLE(M\ t)
Resource : M*
Duration : 2
lTNLOAD(M. DOCK, PT. t) : (JaJoid part PT from machine M ooto the ualoadini
dock DOCK it tune t.
Precondition : CDL.E(DOCK. t)
PT-NEXTOP(OP. NO.. FT)
rTNISH-OP(M. OP. PT. t)
Add-liit : MACH-PT(DOCK. 'unload'. PT. t)
Delete-liit : IDLE(DOCK. t)
FTNISH-OP(M. OP. PT.t)
Resource : M
Duntion : 3
NEXTOP(M. OP, OP". PT, t) : Perform operation OP" on part PT tollowinj
operation OP on the tame machine M.
Preconditon : rTNISH-OP(M. OP. PT. t)
PT-NEXTOP(OP. OP". PT)
MACH-OP(M, OP*)
Add-li* : MACH-PT(M, OP". PT. t)
Delete-tiM : JTNISH-OP(M. OP. PT. t)
Resource : M
Duntion :
EXIT(PT. t, £./) : Pirt PT which U unloaded it the ueJoidini dock DOCK
at time t leaves the rystem tt time t+&t
.
Precondition : MACH-PT(DOCK, 'unload'. PT. t)
TOOL(DOCK. 'unload*, t)
Add-liit : DONtXPT. t+&/)
rDLE(DOCK, t+«/)
Delete-lijt : MACH-PT(DOCK. 'unload'. PT. t)
Resource : Dock
Duration : &s
ENTER(PT , t) : Pan PT cnien the ryitem at time t
Precondition : PT-rTRST-OP{FTXOAD)
IDLECDOCXJ)
Add-liit : MACH-PT (DOCK, LOAD. PT. t)
Delete-liat : rDLE(DOCK. t)
Resource : DOCK
Duration :
EXECUTE(M. OP, PT, t) : E iccate operation OP on part PT on machine M
it time t.
Precondition : MACHPT(M. OP. PT. t)
TOOL(M, OP. t)
Add-liit : FTXISH-OP(M, OP. PT. t+S«)
Delete-liit : MACH-PT(M. OP. PT. t)
Resource : M
Duration : 4*
Figure V.2 The Set of Operators
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planning, plan-revision, and simulation. The inference engine can
execute either forward- or backward-chaining to construct nonlinear
plans. A typical search graph resulting from the backward-chaining
procedure is shown in Figure V.4. A sample output represented by an
operator sequence is shown in Figure V.5 based on our implementation
on a Lisp machine. Since the knowledge-based scheduler keeps a world
model which keeps track of the current status of the cell, the progress
of the ongoing schedule, and any changes in the manufacturing environ-
ment, dynamic scheduling is achieved by the same inference procedure.
When new jobs need to be scheduled during the execution of existing
jobs, a dynamic version of the Schedule-Generation Algorithm can be
executed as follows.
Step 1 Establish schedules for the new jobs based on the current
machines availability shown in the world model;
Step 2 Use the conflict-resolution scheme to coordinate the
planned operators for the new jobs and the remaining
operators for the old jobs; and
Step 3 Improve the modified plan by the same plan-revision schema.
An example of the execution of dynamic scheduling is shown in Figure
V.6. In addition, the assortment of dynamic dispatching rules can be
incorporated in the Schedule-Generation Algorithm as heuristic functions
(Shaw [1986d]). A computational study on the impact of heuristic search
on the scheduling performance is described in Section VI. 2.
Insert Figures V. 3 , V.4, V.5, and V.6 Here
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VI. Performance Evaluation
VI.
1
A Simulation On the Dynamic Bidding Scheduling
To evaluate the performance of the network-wide bidding scheme as
a dynamic scheduling algorithm, we have conducted a simulation study
The primary objective of the simulation study is (1) to compare the
performance of the bidding algorithm with other approaches used in
prior scheduling research. Specifically, we compared the bidding
algorithm with the prior dynamic dispatching method discussed in the
scheduling literature; and (2) to evaluate the performance of the
bidding algorithm with alternative bidding functions. For this pur-
pose, the SPT heuristic and the EFT heuristic are evaluated.
In effect, the scheduling problem of the cellular system is parti-
tioned into two decisions:
(1) the assignment of jobs to the appropriate manufacturing cells; and
(2) the sequencing and scheduling of jobs within each cell.
The response variables gathered from the simulation runs are the
following
:
(1) job flow-time statistics;
(2) proportion of jobs failing to meet the due date;
(3) job lateness and tardiness statistics; and
(4) average in-process waiting time.
In the simulation study, in order to isolate the effects of the
underlying dispatching heuristics, i.e., the shortest-processing-time
rule versus the earliest-finish-time rule, and the effects of the use
of scheduling methods, i.e., the centralized dispatching scheme versus
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the bidding scheme, three scheduling methods are tested for perform-
ance comparison: (1) Myopic-SPT, a centralized scheduling scheme
employing shortest-processing-time as the dispatching rule; (2)
Bidding-SPT, a distributed scheduling scheme employing shortest-
processing-time to calculate bids; and (3) Bidding-EFT, a distributed
scheduling scheme employing earliest-finish-times to calculate Che
bids. We are especially interested in comparing the performance be-
tween bidding-SPT and bidding-EFT to evaluate the two scheduling
heuristics incorporated in the bidding function. Furthermore, by com-
paring the performance of the bidding-SPT and myopic-SPT, we can eval-
uate the characteristics of distributed scheduling with the bidding
mechanism against centralized scheduling with myopic dispatching
rules.
Among the simulation results shown in Figure VI. 1, two particular
results stand out: (1) bidding-EFT clearly has the best performance
in terms of mean flow-time, tardiness, and in-process waiting time
measures. (2) In 10 out of the 12 simulation runs, the bidding-SPT
method performs better than the myopic-SPT method, also in terras of
mean flow-time, tardiness, and in-process waiting time. The distrib-
uted scheduling method performs better than the centralized counter-
part primarily due to the fact that by executing the bidding mechanism,
the scheduling decision is achieved by cells collectively based on
purely local information stored within each cell. If the scheduling
was to be done with centralized control, then there must be a global
database and thereby large amount of communication activities are
needed to keep the dynamic information up-to-date. In contrast, by
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letting each individual cell estimate its "price" for performing the
announced tasks, all the estimation and calculation can be done based
on information stored within the cell, and message-passing is carried
out only to announce task or submit bid. Therefore, the distributed
scheduling scheme utilizes more accurate information for estimating
scheduling heuristics.
Insert Figure VI. 1 Here
VI. 2 Computation Results of the Cell-Level Scheduling
The state-space planning algorithm for the cell-level scheduling is
written in Common Lisp and has been implemented on a TI Lisp machine.
The embedded inference engine employs a goal-directed, backward-chaining
procedure to generate plans and a forward-chaining procedure for plan-
revision. To evaluate the performance of the algorithm, we randomly
generated tea jobs for testing in a 3-machine cell (shown in Figure V.l),
where two versions of the nonlinear planning algorithm were tested: one
with breadth-first search; one with the A* heuristic searching method
(Nilsson [1980]), using dynamic dispatching rules as heuristics to
expedite the search. The computation results are shown in Figure VI. 2.
Two interesting observations are worth noting. First, the use of the
A* heuristic method in schedule-generation significantly reduces the
size of the search tree, thus improving the scheduling performance.
Second, the numbers of iterations for conflict-resolution and plan-
revision grow faster than the number of nodes (states) generated. This
reflects the decomposition nature of the algorithm.
-22-
Insert Figure VI. 2 Here
In order to compare the impact of heuristic knowledge on cell-level
scheduling performance, we also conducted a computation experiment to
test the scheduling complexity associated with four different
heuristics defined at each node, n, of the search tree as follows:
f (n) = g(n) = height of the search tree
f (n) = g (n) + h (n) = (cumulative processing time) +
(estimated total remaining processing time)
f (n) = g (n) + h (n) = (cumulative processing time) +
(imminent operation time)
f (n) = g (n) + h (n) = (cumulative processing time) +
(number or operations left)
The computation study was conducted on a three-machine flexible manu-
facturing cell, shown in Figure V. 1 , for which we randomly generated a
set of ten jobs, each job requiring three randomly generated
operations. The operation loading (i.e., the set of operations
assigned to the machines) is also randomly generated from a pool of 12
operations.
The computation results corresponding to the four heuristics are
shown in Figure VI. 3, where the size of the search tree is used to
indicate computation complexity. Among the four, f,(*) results in the
best performance, whereas f 9 (') is consistently second-best. This can
be explained by the fact that, while both f,(') and f.
;
(*) are admis-
sible (since h (n)
_< h *(n) and h (n) _< h *(n) , according to Nilsson
[1980, p. 76] and Peal [1984, p. 77]), f (•) utilizes more global
Number of Nodes Number of Number of
Number of
Jobs
Generated Conflict-Resolution
Iteration
Plan-Revision
IterationBreadth-first A*
2 108 94 2 1
3 162 141 5 2
4 216 180 8 3
5 270 235 11 5
6 32A 282 15 7
7 378 321 19 9
8 442 387 27 11
9 523 460 30 13
10 626 551 33 16
Figure VI. 2 The Computation Performance of the
Testing Problems
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information than f 9 (*) does. ^o(') does not perform as well as f,(*)
or f 9 (*) because it does not use processing-time information, resulting
in a general but weaker heuristic. However, h~(*) still accounts for
some scheduling knowledge by estimating the number of remaining opera-
tions, contributing to the better performance of f~(*) than f,(*). In
conclusion, the computation experiment indicates that (1) a good
heuristic knowledge is indeed important in improving the scheduling
performance, (2) a global heuristic is better than a local heuristic,
and (3) a domain-specific heuristic is better than a general heuristic.
Insert Figure VI. 3 Here
In some scheduling situations, meeting due-dates may be an important
scheduling criterion. On the cell level, due-date based scheduling can
be achieved by incorporating heuristics designated for minimizing mean
tardiness of jobs; these heuristics can be embedded in the Schedule-
Generation Algorthira and executed by the knowledge-based scheduler of
each cell. For this purpose, we have tested three types of dynamic
dispatching rules: (1) f , the A* heuristic that results in the best
performance in the foregoing experiment in terms of mean flow-time,
(2) the COVERT rule, and (3) the modified due-date (MDD) rule.
Insert Figure VI. 4 Here
COVERT typifies the ratio-type rules which utilize ratio calculation
in setting priorities for tardiness-based criteria. COVERT dispatches
jobs on the basis of the largest ratio c./p
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delay cost and p. . is the time of the imminant operation. The increme-
raental delay cost is a relative measure of how much tardiness might
ultimately be incurred if the corresponding job is delayed for one unit:
of time (p. 226, Baker [1974]).
The modified due-date of a job is the job's original due-date or
its earliest finish time, whichever is larger. Suppose that job j is
awaiting its kth operation and that it requires g. operations to
complete. Furthermore, let p.. be the processing time of ith operation
of job j and d. be the due-date of job j, then the modified due-date,
-
^
g
id., is equal to max [d, , t + r p..l. It is shown that (Baker and
3
l
J i=k 3
Bitrand [1983]) that the MDD rule is quite effective for reducing mean
tardiness because it harnesses the respective advantages of the earliest
due-date (EDD) rule and the least-work-reraaining (LWKR) rule. On the
other hand, the f, rule can be viewed as an A* version of the LWKR
rule without taking into consideration the due-date information. The
scheduling results in Figure VI. 4 show that the due-date based
heuristics, such as the MDD and the COVERT rules, generally perform
better than the A* heuristic in reducing mean tardiness. Thus, the
due-date based heuristics executed by the knowledge-based scheduler is
more desirable when meeting due-dates is the scheduling criterion. As
shown in Figure V.3, the decision on which heuristic to use is a meta-
planning problem. We are currently developing an intelligent scheduler
that uses machine learning to select the best heuristics to use.
VII. Conclusions
We have shown an Al-based method for dynamic scheduling in CIM
systems. The method employs a network-wide bidding mechanism for
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dynaraic task assignment and the knowledge-based scheduler for cell-
level scheduling. It has the following features: (1) distributed
control is used; no cell has greater importance, as far as control is
concerned, than any other cell; (2) the information used in scheduling
is flexible, and can take into account such information as loading
factor, unexpected break-downs, or resource constraints in the bidding
scheme; (3) compared with the traditional manufacturing control
methods, the bidding scheme is characterized by its more accurate
information contents without spending the cost of constant updating
—
the performance improvement by such information is verified by simula-
tion results; (4) based on the distributed knowledge-based organiza-
tion, we can show a scheduling method that considers the character-
istics of the communication network, i.e., loosely coupled nodes with
distributed control, packet-switching, communication delay, and the
broadcasting capability; and (5) the distributed organization enables
us to take a divide-and-conquer strategy to manage the whole CIM
system, that is, the knowledge-base in each cell is a stand-alone
decision-making unit, thus greatly simplifying the complexity of
information processing requirements.
In addition, the network-wide bidding mechanism is coupled with
knowledge-based schedulers for scheduling jobs within each cell. Such a
knowledge-based scheduling approach is capable of dynamically generat-
ing schedules represented by partially ordered networks; it can also
incorporate heuristic knowledge to facilitate the scheduling process.
Moreover, such a scheduler is equipped with a structured representation
used for modeling human problem solving (Newell and Simon [1972]; it
-9A-
can therefore demonstrate intelligent information processing behavior
(Shaw [1986d]). Thus, both the cell-level scheduling and the inter-
cell task assignment can be executed dynamically, with the ability to
incorporate different types of heuristics and to adapt to environmental
changes in scheduling cellular CIM systems.
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