Abstract. This paper describes a very general absorbing layer model for hyperbolic-parabolic systems of partial differential equations. For linear systems with constant coefficients it is shown that the model possesses the perfect matching property, i.e., it is a perfectly matched layer (PML). The model is applied to two linear systems: a linear wave equation with a viscous damping term and the linearized Navier-Stokes equations. The resulting perfectly matched layer for the viscous wave equation is proved to be stable. The paper also presents how the model can be used to construct an absorbing layer for the full compressible Navier-Stokes equations. For all three applications, numerical experiments are presented. Especially for the linear problems, the results are very promising. In one experiment, where the performance of a "hyperbolic PML" and the new hyperbolic-parabolic PML is compared for a hyperbolic-parabolic system, an improvement of six orders of magnitude is observed. For the compressible Navier-Stokes equations results obtained with the presented layer are competitive with existing methods.
Introduction.
In engineering applications it is common to encounter problems posed on large or unbounded domains, where some particular quantity is desired on a more localized domain. An example is the measurements of heat deposition inside the human brain due to electromagnetic radiation from a cell phone. There the localized domain is the brain, and the large domain is the cafe; the person being on the phone is sitting in. Another example is the design of airplanes, where it is important to minimize the engine noise transmitted into the cockpit and cabin. The localized domain is then the plane and its immediate surrounding, and the unbounded domain is the free space, extending all the way down to the ground.
Since the localized problems can be arbitrarily complex (and thus very costly to solve numerically), it is important not to waste any computational resources in domains where the simulated physical quantities are of no interest. Therefore, unbounded domains are truncated by replacing the exterior to the domain, where the simulated quantities are of interest, by some boundary procedure.
For problems governed by systems of hyperbolic partial differential equations, the research for such boundary procedures have a long and successful history (see, for example, the reviews [30, 13, 14, 20] ). The publishing of the seminal paper by Engquist and Majda [11] in 1977 provided the mathematical foundation for the development of nonreflecting boundary conditions for hyperbolic problems and led to a very active In section 3 we present three applications of our general model. We first consider an advection-diffusion equation and use the Sturm sequence methods developed in [16] to establish stability. We compare the efficiency of the suggested PML model to the corresponding PML model for the hyperbolic system obtained by neglecting the parabolic terms.
The second application is the linearized Navier-Stokes equations. By numerical experiments, we study how the efficiency of the PML models depends on various parameters controlling the damping properties of the layer. The results obtained are similar to those obtained for hyperbolic equations. For example, if the evanescent waves are not handled correctly, we observe the typical deterioration in performance at late times. The results for both linear problems are very encouraging; for some of the examples we observe six orders of magnitude improvement compared with results obtained by direct application of the corresponding hyperbolic PML models.
Our third and final application is the full compressible Navier-Stokes equations. For this nonlinear problem the perfect matching is lost, and the layer becomes an absorbing layer. In our numerical examples we see that, due to the loss of matching, the results are not as good as for the linear applications. However, our experiments indicate that the new layer performs reasonably well relative to Colonius' super grid method, which is designed for nonlinear problems.
Finally, in section 5 we summarize.
A PML model for the hyperbolic-parabolic system.
In this paper we consider the construction of a PML model for the hyperbolic-parabolic problem Here u = u(x, y, t) and v(x, y, t) are real-valued vector functions of dimension p and q. We make the following assumptions: (A1) All matrices A ij , B ij , C j are real and symmetric. (A2) A 22 is nonsingular. (A3) u t = C 1 u xx + C 2 u xy + C 3 u yy is Petrowskii parabolic, i.e.,
We consider the particular case when the problem is posed on −∞ ≤ x, y ≤ ∞, but we are only interested in the solution in x < 0. Assuming that the initial data are supported only on the strip −H ≤ x ≤ −h, h > 0 in the left halfspace, we truncate the problem by replacing the governing equations with a PML model in x > 0. If C j = 0, j = 1, . . . , 3, the system (2.1)-(2.2) is reduced to a symmetric hyperbolic system. Such systems were discussed in [5] where we presented a very general PML model. The starting point for that construction was the eigenvalue problem (2.3) sI − ikB 11 −ikB 12 
−ikB
The two key properties of any PML model are the perfect matching and the exponential decay of the solution inside the layer. The latter can be accomplished by modifying the eigenvalues of (2.3), and the former property is guaranteed if the eigenfunctionsΦ(s, ik) remain unchanged. That is, we posit a solution within the layer of the form:
where λ and Φ satisfy (2.3) and p, q, and r are polynomials in s and k. The layer equations themselves are directly obtained for any choice of these polynomials by enforcing (2.3). The central step in the construction of a PML for a particular hyperbolic problem is how to choose the modification of λ so that the PML equations remain stable in time. In this paper we will circumvent that issue by looking at two linear hyperbolicparabolic applications for which it is known that there exist stable PMLs for the corresponding hyperbolic problems. For the hyperbolic-parabolic problem we will use the same modification as would be used for to the hyperbolic problem, taking the point of view that the parabolic terms should, if anything, improve the stability. This standpoint is supported by the fact that we can prove that the PML is stable for the first application. For the second application we do not have any theoretical stability results, but long-time numerical simulations do indicate that the PML is stable.
Construction of the general PML model.
Turning to the construction of a PML model for (2.1)-(2.2), we start by introducing the auxiliary variable w = C 1 ∂u ∂x . By reformulating (2.1)-(2.2) in terms of u, v, and w, a set of first order equations in x is obtained:
Following the construction of our PML model for hyperbolic systems (described in [5] ), we now postulate a PML model for the hyperbolic-parabolic system (2.4). Precisely, we impose the transformation
where the polynomials r, p, and q are defined up to a constant multiple by
This leads to the layer equations
Or, written out,
+ B 11 ∂u ∂y + B 12 ∂v ∂y 
.
The parameters α, β, γ, ξ, σ, μ, and χ are real, and it is assumed that
The damping of propagating waves is controlled by σ and the damping of evanescent waves by β and χ. The other parameters can be used to make adjustments based on the system (2.4) so that the PML model is stable (see also [5, 4] ).
Remark. We note that the above formulation could easily be extended to any number of space dimensions and to include even more auxiliary functions in the same way as for hyperbolic systems; see [5] .
Perfect matching property of the general model.
To establish the perfect matching of (2.4) to (2.8)-(2.12) we will construct two solutions. The first solution, denoted by W 1 , satisfies (2.4) in R 2 . The second solution, denoted by W 2 , satisfies (2.4) in x < 0 and (2.8)-(2.12) in x > 0. If the solutions are identical in x < 0, then the layer is perfectly matched.
Performing a Laplace transform in time and a Fourier transform in y of (2.4), we obtain
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where A =Ã(ik) and B = L(s, ik, −k 2 ) are given by
T , withû 0 ,v 0 being the initial data, and (s, k) are the duals of (t, y).
The solution of (2.14) follows from the solution to the eigenvalue problem Proof. Assume that an eigenvalue was purely imaginary, i.e., λ = iκ, κ ∈ R, and
by assumption (A3). Lemma 2.1 allows us to order the eigenvalues of (2.15) into two sets labeled by the sign of their real parts
Here r = p + r 2 , where r 2 is the number of negative eigenvalues of A 22 . This follows from the study of the eigenvalue problem for s 1 + k 2 . Precisely, if (γ j , P j ), j = 1, . . . , p, are eigenpairs of C 1 and (σ j , Q j ), j = 1, . . . , q, are eigenpairs for A 22 , then
are approximate solutions of (2.15).
To write down the solution of (2.14) we use the matrix
where the existence of A −1 is guaranteed by assumptions (A2) and (A3). Further, there exists a matrix Q that block diagonalizes M (s, k):
where the eigenvalues (2.16) are the eigenvalues of S − and the eigenvalues (2.17) are the eigenvalues of S + . The bounded solution of (2.14) is now easy to write down:
Note that the support properties ofŴ 0 and thus f ± guarantees the existence of the integrals in (2.19) and that at x = 0:
We now construct solutions to the second problem. For x < 0 the governing equations are
and for x > 0
We computeŴ 2 in each region, noting first that (2.24) can be solved directly:
For x > 0 we transform the solution using the same transformation Q which block diagonalizes the problem for
where p, q, and r were specified in (2.6)-(2.7). From the limits
it follows that for large s the eigenvalues of the blocks of (2.26) are approximately
From (2.18) and (2.13), we conclude that if we choose s sufficiently large, the signs of the real part of the eigenvalues of the blocks of (2.26) are the same as the signs of λ j . The transform of the causal solutionŴ 2 in x > 0 takes the form
We see thatŴ 2 can be "perfectly matched" to the restriction ofŴ 1 to x < 0 by setting
Thus we have proved that W 1 and W 2 restricted to x < 0 are identical and that our PML model is perfectly matched.
Applications.
In this section we present two linear and one nonlinear application of our general PML model.
The wave equation with parabolic damping.
We first consider the application of our model to the linear wave equation in two dimensions with a parabolic damping term
By introducing v = u t , w = u x , and p = u y , (3.1) can be written as the following first order mixed system:
with initial data
First, consider a layer in the x direction. As there is no derivative of p with respect to x in (3.2), we need only to apply the hyperbolic damping functions to v and w. Similarly, we apply only the parabolic damping to v, as v xx is the only parabolic term. The hyperbolic problem obtained when ε = 0 is equivalent to Maxwell's equations, and we know from our previous work on general formulations for hyperbolic systems [4] that suitable choices of parameters in the PML are ξ, μ, α, δ, μ = 0, γ = −1, and β ≥ 0. With these choices, we get the following equations in the layer:
∂x .
( 3.3) 3.1.1. Stability. For constant damping, σ x = const > 0 and β = 0, we perform a Fourier transform in space (the duals of (x, y) are (k x , k y )) of (3.3) and obtain
T . The eigenvalues of the symbol P (ik x , ik y ) are the roots of the characteristic polynomial
and the sign of their real part determines the stability of the PML model. Obviously for k y = 0 the single zero eigenvalue and the eigenvalue λ = −σ x will not cause instability, and it remains only to check that the roots of q(λ) have negative real part.
To check this we use the following lemma. 
Then there is a continued fraction For the q(λ) defined in (3.4) we get
where
For k y = 0 it is clear that c j < 0, j = 1, . . . , 4, and thus the roots have negative real part. Finally, if k y = 0, two roots of q have negative real part and zero is a double root. Then we must check the triple eigenvalue λ = 0. We find three independent null vectors:
Thus the PML model is stable. Note also that by the techniques described in [16, 5] , we automatically get an energy estimate from (3.7).
A numerical experiment.
To test the performance of our model, we solve 
Inside the computational domain we solve (3.2). To truncate the computational domain we add layers of width 1 to all sides. In the layers, (A.1)-(A.9) are solved. The layers are terminated with periodic boundary conditions. The equations are discretized with standard 8th order accurate centered finite differences (using grid spacing 0.1) in space and with an 8th order accurate 12 stage Runge-Kutta method [29] in time.
As we use a high order method, the damping functions σ z (z), z = x, y, should be sufficiently smooth at the interface between the computational domain and the PML and at the end of the layer (recall that we use periodic boundary conditions). For this problem we choose the damping functions to be
e v e r y w h e r e e l s e , where the maximum damping σ max has been chosen empirically to 10.
To assess the performance of the PML for hyperbolic-parabolic systems, we implemented the standard PML that would be used for the undamped wave equation (specifically, the standard PML is obtained by setting ϕ 
. Comparison between our parabolic PML (Ppml in the legend) and the PML for the undamped system (Spml in the legend).
(A.9)). Using these models the computed solutions are compared to an "exact" solution, which we obtain by first solving the ordinary differential equation
resulting from taking the Fourier transform in space of (3.1). The "exact" solution is then computed by using the solution of (3.8) to evolve the Fourier transformed initial dataû 0 ,û 1 and finally computing the inverse Fourier transform numerically. In Figure 3 .1 the l 2 -norm (taken over the computational domain) of the absolute error between the "exact" solution and the computed solutions, for different values of ε, are plotted as a function of time. From the plot it is clear that the performance of the suggested PML is much better than the PML designed for purely hyperbolic problems. It is also evident from the curve corresponding to ε = 0.1 that the perfect matching property is lost when the standard PML is used; the time at which the first wave passes out of the computational domain coincides with the time the error rises. At this time the error from the proposed PML is lower and rises only later. The rise starts approximately two time units later, a time that coincides with the time it takes for the wave front to pass through the layer without any reflection.
3.2.
A PML model for the compressible Navier-Stokes equations linearized around parallel flow. Our second application is the linearized Navier-DANIEL APPELÖ AND THOMAS HAGSTROM Stokes equations, which are derived from the compressible Navier-Stokes equations
We have assumed that the fluid is Newtonian and obeys the ideal gas law; we have also nondimensionalized the equations using the scalings
Here the dimensional variables are marked by a tilde, and the other quantities appearing in the above equations are detailed in Table 3 .1. The linearized equations are obtained by considering perturbations (ρ , u 1 , u 2 , T ) around a mean flow (ρ,ū 1 ,ū 2 ,T ). Substituting (3.13) into (3.9)-(3.12) and neglecting higher order terms, we arrive at the linearized NavierStokes equations (we have dropped the primes)
Based on knowledge from previous work on the linearized Euler equations (see, e.g., [5] ) we propose the following layer for a uniform flow aligned with the x-axis ((ρ,ū 1 ,ū 2 ,T ) = (ρ, M 1 , 0,T )):
Here the index l implies that there is an equation for each l, e.g., (3.18) is to be interpreted as four equations. The auxiliary variables r, w, and q are
Note that by setting ϕ (l) ≡ 0, we recover a PML for the linearized Euler equations. Note also that we have replaced the notation for the stretching function (1 + σχ) by η ≡ 1 + σχ.
A numerical experiment: Effects of the damping parameters for a continuously forced problem.
To test the performance of our PML model we discretize (3.14)- All spatial derivatives are approximated by standard eighth order centered finite differences. In time we use the same eighth order Runge-Kutta method as in the previous section. For all computations in this section we take the grid size to be 0.02, and the time step is chosen close to the stability limit for the problem without the PML. The mean flow is taken to beρ = 1, M 1 = 0.1, M 2 = 0,T = γ −1 , and the Reynolds number, the Prandtl number, and ratio of specific heats are taken to be Re = 1000, Pr = 0.7, γ = 5 3 .
For the corresponding hyperbolic PML to be stable we must choose (see, e.g., [5] )
We make the same choice for our model where viscosity is included, but note that this is only guaranteed to give stability in the limit of no viscosity; see also section 3.2.2 below.
We take the initial data to be zero and continuously force the right-hand side of (3.14), (3.15), and (3.16) by
For a fixed final time, fixed wave number content, and with η = 0, it is expected (from the theory for hyperbolic PMLs) that the continuous error from a PML of width L lay and maximum strength σ max behave as
For a discretized perfectly matched damping layer we expect (3.21) to hold if the damping function σ(x) is well resolved, i.e., when L lay is large and σ max is small. If the product L lay σ max is large enough and the damping function is resolved, the error in the computation should be approaching the discretization error of the interior scheme.
On the other hand, for a damping layer without the perfect matching property, we expect (both for the continuous and the discrete problem) the main source of error to be direct reflections from the interface of the layer and the computational domain. The amount of the direct reflections depends mainly on the magnitude of the damping function; thus, as σ max become smaller the error decreases. However, as long as σ(x) = 0, there will be an error due to direct reflection; moreover, this error will not decrease as the grid spacing tends to zero. To verify that our model is perfectly matched and to test how much the lack of perfect matching of a conventional hyperbolic layer reduces its accuracy, the following experiment is performed. Fixing L lay σ max = 300h solutions for L lay = 10h, 20h, 30h, 40h, 50h are computed and compared to a reference solution (computed on a much larger domain). The comparison is performed by computing the relative error in the T component (the errors in ρ, u 1 , and u 2 behave similarly) defined as
Here the sums are computed over the indicies i, j belonging to gridpoints (x i , y j ) that are in the computational domain. In Figure 3 .2 the results for the suggested layer are compared to the results obtained using a layer for the corresponding hyperbolic problem (defined by setting ϕ (l) ≡ 0). For the thinnest layer (10 grid points wide) the error of the new PML model rises at time t ≈ 4 when the first waves impinge on the interface between the layer and the computational domain. As the layer is widened, the damping function becomes smaller and better resolved, and the level of the error is reduced drastically. On the other hand, for the hyperbolic layer, the error decreases only marginally as the layer is widened; the perfect matching is lost.
As can be seen in Figure 3 .2(a), the error starts to increase at later times (t ≈ 50). This is in good agreement with the theory in [20] , which states that the error should increase with time as
In Figure 3 .3 we have zoomed in on the error for the computation with the widest layer and fitted (3.22) to the data; the solid fitted line line is 10 6 e −240/ √ t . This late time growth is intrinsic for a PML on an equidistant grid, but it can be reduced by invoking the additional damping function η that acts as stretching of the grid toward the end of the layer. In Figure 3 .4(a) we plot the results for some different values of η max (in these computations we use α = 0.1). Clearly the results are improved further by including η. Finally, in Figure 3 .4(b) results for some different values of α, keeping η max = 0.1 fixed, are plotted. We stress that the best results with the new layer are 6 orders of magnitude better than the standard PML.
Stability.
For the PML (3.14)-(3.19) we are not able to establish stability via the characteristic polynomial due to the complexity of the algebriac expressions produced using the Sturm sequences. A partial stability result can be obtained for the special case when M 1 = 0; then the characteristic polynomial factors into a first degree, a third degree, and a seventh degree polynomial. For each of these it can be checked that the Sturm sequence conditions hold for constant damping and no stretching, but the expressions are very lengthy and therefore not included here.
To further study the stability of the PML we have performed a series of long time simulations for several values of M 1 and Re. We found that the PML is unstable for very small Re and values of M 1 close to 1; see Figure 3 .5. Recall [5] that the hyperbolic PML is unstable when M 1 > 1. As the location of the eigenvalues of the hyperbolic system are perturbed by the viscous term, it is not surprising that the new PML becomes unstable for M 1 close to 1 and large viscosity (i.e., small Re). 
An absorbing layer for the compressible Navier-Stokes equations.
Our final application is the full compressible Navier-Stokes equations (3.9)-(3.12). As for the linearized equations, we consider the case with a parallel mean flow (ρ,ū 1 ,ū 2 ,T ). The main difference in the construction of the damping layer, compared to the linear case, is that the layer cannot be designed to absorb towards zero, but rather towards some fixed state. For this example it is natural to damp towards the mean flow; see also Hu [24] . Choosing to do so, we end up with the following layer model: 
We choose A v = 0.005, which corresponds to a relatively weak vortex. It should be noted that, although the amplitude is relatively small, the solution to this problem (mainly a passive convection of the initial data along with the mean flow) is made possible only through nonlinear effects.
To test the nonlinear version of the PML we truncate the domain by adding a layer of width L at x = 10 (we terminate the layer with periodic boundary conditions so the setup is equivalent to adding two layers with half the width L 1/2 at x = 10 and at x = −10). In the y-direction we use periodic boundary conditions.
We choose the damping functions σ(x) and η(x) as
, We discretize all equations using centered finite differences of order 12 with a grid spacing of 0.05 in both x and y. To ensure stability of the reference problem (see [32] ) we add a linear hyperviscosity term to the right-hand side of (4.1)-(4.4). In all computations we take γ = −0.0012. The time integration is performed by the classic fourth order accurate Runge-Kutta method, which is used to advance the solution to time 70 by taking 24000 time steps. The number of time steps was empirically determined so that the reference computation was stable. Thus, for this example, the layer does not introduce additional restrictions on the time step. To evaluate our layer we try some different values of η max and σ max and monitor the l 2 norm of the kinetic energy of the perturbation and compare it to the reference solution. The results are found in Figure 4 .1 where the kinetic energy, scaled by its maximum value, is plotted. In errors in the kinetic energy (again scaled by the maximum value of the kinetic energy) are plotted. The case with more stretching gives slightly better results; also it seems that the maximum error does not depend much on the damping parameter, but that errors at later times do. We also compute solutions using Colonius' super grid scale boundary conditions [10] using the same number of points and the same damping functions in the super grid layer. The super grid layer gives a slightly larger error than the proposed layer, but on the other hand requires less memory and CPU. As in the previous experiment, we monitor the kinetic energy and compute the error compared to a reference solution computed on a larger domain. The results can be found in Table 4 .1. The layer behaves consistently for all strengths of the vortex, and the error peaks at ∼ 1 × 10 −2 sometime between time 30 and 40, i.e., when the vortex starts to exit the domain. Contour plots displaying how the strongest vortex is absorbed by the layer can be found in Figure 4 .2.
Some remarks on stability.
For our nonlinear computations we don't have any theoretical stability results, but our experience (based on a relatively small number of tests) is that when the viscosity is large, the layer is robust and insensitive to the choices of the damping and stretching. For large Reynolds numbers and larger vortex strengths (A v > 0.35) the layer model becomes more sensitive, and some choices of parameters made the computations blow up as the vortex entered the layer. However, for all Re tested, we could always find a set of parameters that gave a stable solution with a reasonable result. As a final remark, we note that for the corresponding nonviscous problem we have not had any problems with instabilities [17] .
4.3.
Some remarks on the limitations and extensions of the PML models for the linearized Navier-Stokes and Navier-Stokes equations. As was pointed out by one of the anonymous referees, the above models are somewhat limited, as they consider only the case of single PML for a uniform mean flow aligned with the x 1 -axis. Some of the challenges in extending the present model are 1. the ability to construct stable PMLs in corners for oblique flow; 2. how to choose the parameter μ for nonconstant and nonlinear flows. Presently, we do not have answers to these questions, but we note that for the hyperbolic case, these problems have been studied in the literature; see, for example, [27, 23, 26, 28] . We hope that the techniques there can be carried over to the hyperbolic-parabolic case, although we have not performed such analysis yet.
Summary.
We have presented a very general PML model for hyperbolicparabolic systems and applied it to both linear and nonlinear problems. For linear problems we have proved that the new hyperbolic-parabolic layer is perfectly matched to the governing equations. We have seen that if a standard hyperbolic PML is used for a mixed hyperbolic-parabolic problem, the perfect matching is lost. This causes a significant degradation in performance. In fact, the numerical examples with our linear applications show that our new layer can be up to six orders of magnitude better. We have also shown how the new layer can be used for nonlinear problems by applying it to the compressible Navier-Stokes equations. For nonlinear applications the perfect matching is lost, and the performance of the layer cannot be expected to be as good as for a linear application. Nevertheless, in our numerical experiments we see that the new layer behaves consistently and is competitive with respect to a more standard damping layer.
