The spaces of analytic functions studied arise from the problem of finding invariant subspaces for bounded linear transformations in Hubert space. Two fundamental problems are (1) to determine the invariant subspaces of any bounded transformation, (2) to reconstruct a transformation from its invariant subspaces. Satisfactory answers are known for self-adjoint transformations, for unitary transformations, and more generally for normal transformations, but for all other kinds of transformations the known results are less complete. Beurling [2] illustrates how to find invariant subspaces for isometric transformations which are not unitary, and in so doing uncovers an important connection with analytic function theory. Aronszajn and Smith [1] are able to show the existence of invariant subspaces for completely continuous transformations, a result which they ascribe to von Neumann in the Hubert space case with which we are now concerned. A general study of transformations T with T-T* completely continuous is started by Livsic [11] and continued by Brodskiï and Livsic [9] . The Livsic approach forms an interesting link between the methods of analytic function theory and those which depend on compactness in linear spaces. When the spectrum of the transformation is a point, Gohberg and Krein [10] give an integral representation of the transformation in terms of invariant subspaces. This construction makes an interesting contrast with the spectral representation of a self-adjoint operator. Relations between the existence of invariant subspaces and the factorization of related operator valued entire functions are obtained by Brodskii" [7; 8]. Our purpose now is to give an exposition of the function theoretic background to this interesting observation.
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Recall that we have previously [3] [4] [5] [6] made a study of Hubert spaces, whose elements are entire functions and which have these properties:
(HI) Whenever Fiz) is in the space and has a nonreal zero w, the function Fiz)iz -w)/(z -w) is in the space and has the same norm as Fiz).
(H2) For every complex number w, the linear functional defined on the space by Fiz) -» Fiw) is continuous.
(H3) Whenever Fiz) is in the space, the function F*iz)=Fi¿) is in the space and has the same norm as F(z). The axiom (H2) which appears here is conjectured to be a consequence of (HI). Several apparently weaker conditions, of various degrees of subtlety, are known to imply (H2), and one of these is quoted [March in previous work in place of the present axiom (continuity not assumed on the real axis). Present work requires a similar but more general class of Hubert spaces, whose elements are vector valued analytic functions, and which satisfy a suitable interpretation of (HI) and (H2). Some notation is necessary to describe these spaces.
• Let ^ be a fixed Hubert space. By a vector we will always mean an element of this space. A special notation is used for the norm and inner product of vectors to avoid confusion with other spaces we shall construct. Let | c | be the norm of a vector c. If b is a vector, let b be the corresponding linear functional on vectors so that the inner product takes the form <a,fc) = ba. By an operator we mean a bounded linear transformation of vectors into vectors. If A is an operator, let | A | be the operator norm, let A be the adjoint of A, and let Re A = (A 4-Ä)/2.
We write A Ï; 0 if cAc ^ 0 for every vector c, and this inequality implies in particular that A = A is self-adjoint. If A and B are operators, the inequality A ;£ B is taken to mean B -A ^ 0. An operator is said to be invertible if it has an everywhere defined and bounded inverse A-1. If a and b are vectors, let ab be the corresponding operator defined by (ab)c = a(bc) for every vector c. The theory requires the choice of a fixed invertible operator / such that / = -I = I~1. Let #+ be the kernel of / -i, and let ^_ be the kernel of I + i. Then #_ and &+ are orthogonal subspaces of # which span <€. We use x to denote the finite or infinite trace norm of an operator. Relevant properties of this norm are that x(ABC) = x(B) whenever A and C are unitary operators, and x(A + B) = x(A) + x(B) whenever A ^ 0 and B = 0.
A vector valued function f(z), defined in a region Si of the complex plane, is said to be analytic in Í2 if the complex valued function cf(z) is analytic in the region for every choice of vector c. An operator valued function F(z), defined in Si, is said to be analytic in the region if bF(z)a is analytic in the region for every choice of vectors a and b.
If Jf is a Hubert space, whose elements are vector valued entire functions, the axiom (HI) makes perfect sense and the axiom (H2) has an obvious interpretation : the linear transformation of Jf into <€ defined by F(z) -* F(w) is continuous for all complex w. We shall not here be concerned with a general study of Hubert spaces of vector valued entire functions which satisfy these axioms. It is sufficient to consider a special case in which the axiom (HI) is strengthened in a way suggested by Lemma 1 of [6] :
(H4) The function \F(z) -F(w)}/(z -w) belongs to Jf whenever F(z) belongs to ^, for every complex number w, and the identity
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use holds for all F(z) and G(z) in 3tf and all numbers a and ß. This identity is a characteristic property of the generalized Hubert transform of [5] .
A general study of such spaces had been completed when we discovered that a wider theory can be constructed with little additional effort. Let SI be a given region of the complex plane, which is always assumed to contain the origin. If Jf is a Hubert space whose elements are vector valued analytic functions in Si, the axioms (H2) and (H4) make sense when the numbers a, ß, and w are restricted to SI. A space with these properties is then said to satisfy (H2) and (H4) in Si. Standard models of linear transformations are constructed from such spaces.
Theorem I. If J? is a Hilbert space of vector valued analytic functions which satisfies (H2) and (HA) in Si, the transformation
is bounded, for all w in Si, and the resolvent identity
holds. The spectrum of R(0) is contained in the set of points w such that w_1 does not belong to Si. Let P+ and P_ be the spectral projections, corresponding to (0,oo) and (-co,0) respectively, for the self-adjoint transformation i{_R(0) -R(0)*]. Then the dimension of (the range of) P+ is no more than the dimension ofré'+,and the dimension of P-is no more than the dimension of^^.
Theorem II. Let T be a bounded linear transformation of a Hilbert space J^ into itself. Let P+ and P_ be the spectral projections, corresponding to (0,oo) ¿j«¿¿ (-oo,0) respectively, for the self-adjoint transformation i(T-T*). We suppose that the dimension of P+ is no more than the dimension of (ë'+ and that the dimension of F_ is no more than the dimension of ^_. Then T admits a largest invariant subspace J(, which is also invariant under T* and to which the restriction of T is self-adjoint. If JÍ is the zero subspace of Jf?, then T is unitarily equivalent to the transformation R(0) in some Hilbert space of vector valued analytic functions which satisfies (H2) and (HA) in a region Si (containing the origin), and such that I commutes with the operator m (defined below). There exists a unique operator valued function </>(z), defined and analytic for y > 0, for y < 0, and in a neighborhood of the origin, such that
It has value 0 at the origin and satisfies the operator inequality
The operator m = M'(0)f is nonnegative and çb'iO) = \m.
Since the space ¿? in question is determined by Miz), we may denote it by ¿?iM). When an operator valued analytic function Miz) is given, with value 1 at the origin, we shall say that it satisfies (1) if it is of the form
where <fj(z) is defined and analytic for y > 0, for y < 0, and in a neighborhood of the origin, and if ^>(z) satisfies (2) in its region of analyticity.
Theorem IV. Let Miz) be a given operator valued analytic function which satisfies (1) in Q and has value 1 at the origin. Then there exists a unique Hilbert space Jf(M) of vector valued analytic functions, which satisfies (H2) and (H4) in Q, and is related to Miz) as in Theorem III. // (4) çbiz)I4>iw) = 0, the transformation R(0) is self-adjoint in Jf(M).
When Miz) is given, Kiw,z) is understood to be defined for the space J^(Ai) as in Theorem III. When several spaces are present, the distinguishing index, a,b,---, is considered a new variable, as in Mia,z), Kia,w,z), mia), and </>(a,z). Occasionally it is better to use two indices as in Mia,b,z), Kia,b,w,z), etc. Isometric inclusions of spaces of vector valued analytic functions are related to a factorization of the defining operator valued analytic functions. From this one obtains a useful estimate in the trace norm for operator valued analytic functions which satisfy (1) . No similar estimate is known in the operator norm to replace the trace norm when it is infinite. Theorem IX. Let M(z) be a given operator valued analytic function which satisfies (1) in Si and has value 1 at the origin. We suppose that Si is symmetric about the real axis. If m is of trace class, then
where p(z) is the distance from z_1 to the set of points of the form w_1, where w is not in Si. The function M(z) has an analytic continuation to the half-planes y > 0 and y < 0, except for isolated singularities (w") such that
This estimate allows an interesting kind of factorization in which singularities are shifted into preassigned regions. A more detailed factorization theorem holds for entire functions.
Theorem XL Let m(t) be a continuous, nondecreasing, operator valued function of real t which has trace finite increments. Then for each real number a and each complex number w, there exists a unique continuous, operator valued function M(a,t,w) of t}ïa such that 
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The integral occurring in (7) is interpreted as a limit of Riemann sums converging in the trace norm.
Theorem XII. Let Miz) be a given operator valued entire function which satisfies (1) and has value 1 at the origin. Let ia,c) be the choice of a finite interval. If m is of trace class, there exists an operator valued function mit) as in Theorem XI such that the solution of (7) satisfies Mia,c,z) -Miz).
Acknowledgement is made to James Rovnyak for reading the manuscript, which owes much to his work [12] on square summable power series.
Proof of Theorem I. Because of (H2) and (H4) the transformation R(w) is everywhere defined and has a closed graph when w is in (I. Boundedness follows by the closed graph theorem. The resolvent identity is a familiar property of difference quotients which is easily verified directly. Since 
If Fiz) is a nonzero element in the range of P+, Let us now take Ji to be the set of elements / of $f for which the corresponding vector valued analytic function Fiz) vanishes identically. If / belongs to Ji, T"f is in the kernel of T-T* for every » = 0,1,2, -, and so T"f=T*"f.
Conversely, this condition on / clearly implies that it belongs to Ji. Therefore, J{ is indeed an invariant subspace for both T and T* and the restriction of T to Ji is self-adjoint. On the other hand, if/ belongs to an invariant subspace for T, which is also invariant for T* and to which the restriction of T is selfadjoint, then <T/,o> = </, Ta> is valid whether a is in the invariant subspace or orthogonal to it. Therefore it is valid for all ginJt and Tf-T*f. Continuing inductively, one obtains T"/= T*"f for every n, a condition which implies that/ is in Ji. We have now characterized Ji as the largest invariant subspace for T which is invariant under T* and to which the restriction of Tis self-adjoint.
In the remainder of the proof we suppose Ji is the zero subspace of ¿P. Identify each element of & with the corresponding vector valued analytic function. Then 3tf becomes a Hubert space of vector valued analytic functions which clearly satisfies (H2) in Q. We have seen that
is a bounded linear transformation of 3tf into itself when w is in Q. Our construction was such that
holds whenever Fiz) = Giz) is in ¿P. By linearity the formula holds also when Fiz) and Giz) are distinct. The axiom (H4) is now easily verified from the resolvent identity for difference quotients. 
From the defining property of K(a,z) and K(ß,z), we obtain
By the symmetry of an inner product,
By the arbitrariness of a and b, an operator identity is obtained which may be put in the form
4-2n(w -y)K(y,w)} after a change of variable. The operator valued function M(z) = 1 -2tizX(0,z) / is defined and analytic in Si, has value 1 at the origin, and satisfies
belongs to Jf. The axiom (H4) is now easily used to verify that the transformation
is the adjoint of R(O). Therefore, if we write
is self-adjoint in 34?. Since A(z) has value 1 at the origin, it has invertible values in some neighborhood of the origin. When A(w) is invertible, (1 -wH)"1:
of Jf into itself, and
for all vectors c when a and ß are in some neighborhood of the origin. This formula may be used to extend (j>(z) analytically to the half-planes y > 0 and y < 0, and the inequality (2) follows by the positivity of an inner product. Proof of Theorem IV. To study operator valued analytic functions which satisfy (2), we must use an integration theory for operator valued measures. The construction to be made follows the proof of Lemma 4 of [3] after a conformai mapping of the upper half-plane onto the unit disk. By a non-negative, operator valued measure, we mean a countably additive function, defined for bounded Borel subsets of the real line, whose values are non-negative operators. By countably additive we mean that holds whenever (E") is a sequence of disjoint Borel sets with a bounded union. Convergence is taken in the weak sense: cp(\jE")c = Tcp(En)c holds for every vector c. Frequently the values of p are completely continuous, in which case the sum may also be taken in the operator norm. Note that for each fixed vector c, c¡x(E)c is a non-negative, numerically valued measure when considered as a function of E. If f(x) is a Borel measurable, complex valued function of real x, an integral (f(t)dp(t) will be defined if the numerical integrals f/(í)¿¿ [cp(i)c] remain bounded when c is restricted to unit length. The integral is then interpreted as the unique operator such that c[j f(t)dp(
holds for every vector c. In present applications measures have mass zero in a neighborhood of the origin and jt~2dp(i) converges. If p is a given non-negative operator, we may associate with p and p a unique operator valued function <¡>(z), defined and analytic for y > 0, for y < 0, and in a neighborhood of the origin, which has value 0 at the origin and satisfies and .3f(M) is equal isometrically to &(<p). The transformation R(0), which is always self-adjoint in ££( §), becomes self-adjoint also in Jf(M) in this special case.
Proof of Theorem V. Since <p(a,z) satisfies (2), we have i(f>(a,z) -i<p(a,z) 2: 0 for y > 0, and by continuity, also on the portion of the real axis where tf>(a,z) remains analytic, whereas the reverse inequality holds for y ^ 0. When z is real, the double inequality implies that 4>(a,z) = 4>(a,z), an identity which remains valid off the real axis by analytic continuation. It follows that M(a,z)IM(a,z) = / holds in Si, which is assumed symmetric about the real axis. Since M(a,z) has value 1 at the origin, it has invertible values in some neighborhood of the origin.
For such values of z, we may conclude that M(a,z)IM(a,z) = I, an identity which holds in Si by analytic continuation. It follows that M(a,z) has invertible values in Si. Since the expression on the left is analytic and the one on the right is conjugateanalytic, each is a constant, equal to zero by its value at the origin. If follows that <j>(z) = 4>(z) satisfies (2) and that SC is equal isometrically to the space ¿¡?(<p) constructed in the proof of Theorem IV.
Since By Theorem III, Mic,z) satisfies (1) and Mi¿) is equal isometrically to JPiMic)), which therefore contains ¿PiMia)) isometrically. A similar argument will show that Mia,d,z) = Mia,c,z)Mic,d,z) satisfies (1) and that JP\Mia,c)) is contained isometrically in 3^iMia,d)). It remains to show that Mid,z) = Mic,z)Mic,d,z) satisfies (1) and that JPiMic)) is contained isometrically in Jf (M(d) ).
By the argument just used, we need only show that if Fiz) is in J#*iMic,d)) and if Mic,z)Fiz) is in JPiMic)), then Fiz) vanishes identically. We know from Theorem V that Mib,c,z) Fiz) = Giz) belongs to JPiM(b,d)) and is orthogonal tô f(M (6,c) ). On the other hand, Mib,z)Giz) = Mic,z)Fiz) belongs to .?f (M(c)).
It is known that JPiMia)) is contained isometrically in JPiMic)). By Theorem V there is an element Liz) of JPiMia,c)) such that Mib,z)Giz) -Mia,z)Liz) belongs to ¿PiMia)). But we have seen that Liz) = Siz) + Mia,b,z) Tiz), where Siz) is in JPiMia,b)) and Tiz) is in JT(M(M). By Theorem V, Mia,z)Siz) is in JfiMib)) and is orthogonal to ^f(M(a)). On the other hand,
is orthogonal to J^iMia)) since Giz) -Tiz) is in ^f (M(b,d) ). Since Mib,z)Giz) -Mia,z)L{z) is orthogonal to itself, it vanishes identically. We then have Liz) -Ai(a,fc,z)G(z) = Mia,c,z)Fiz).
Since ¿PiMia,c)) is known to be contained isometrically in 3tPiMia,d)), we may conclude from Theorem V that Fiz) vanishes identically.
Proof of Theorem VII. If the non-negative operator m is completely continuous, there is an orthonormal set (w") of eigenvectors, each for a positive eigenvalue p", whose span is dense in the range of m. The corresponding functions The conclusion of the theorem is easily obtained for a finite dimensional space since invariant subspaces of all possible dimensions exist for R(0). Let (s") be a sequence of non-negative numbers such that s = lims" and s" ^ x(mn(c)) holds for every n. We may grant the existence of operator valued analytic functions Proof of Theorem IX. By the approximation procedure used in the proof of Theorem VIII, we may restrict explicit proof to the case in which Miz) = Mir,z) has finite dimension r. If r > 0, the transformation R(0) in ,3f (M(r)) has an eigenvalue, and hence an invariant subspace of dimension 1. Since this invariant subspace is a Hubert space of vector valued analytic functions which satisfies (H2) and (H4) in £2, in the metric of ¿f (M(r)), it is equal isometrically to JP(M(l)), for some operator valued analytic function M(l,z) which satisfies (1) in £2 and has value 1 at the origin. Since ^"(M(l)) is contained isometrically in JPiMir)) and since £2 is symmetric about the real axis, Mir,z) = M(l,z)M(l,r,z), for some operator valued analytic function M(l,r,z) which satisfies (1) in £2 and has value 1 at the origin. Since Fiz) -» M(l,z)F(z) is a linear isometric transformation of f(M(l,r)) onto the orthogonal complement of ^f(M(l)) in ^f(M(r)), the dimension of JP(M(l,r)) is r -1. We may continue inductively to construct spaces ¿PiMin)) contained isometrically in JPiMir)) for every n = l,---,r, such that Min + \,z) = M{n,z)Min,n + l,z), where JP{Min,n + 1)) has dimension 1 for n = 1, -,r -1. Let A" be the eigenvalue of R(0) in jf(M(n -l,n)) if n = 2,--,r, of R(0) in ^(M(l)) if n = 1. As in the proof of Theorem VIII,
when n > 1, and similarly for M(l,z) when n = 1. From the obvious estimate r[M(n-l,n,z) -1] á TÍm(n -l,n)) | A" -z~l\~\ we obtain log(l + r[M(n -l,n,z) -1]) z% ximin -l,n))\X" -z_11 _1
since log(l + t) St when t 2: 0. Here A"1 is a singularity of M(n -l,n,z), and hence does not belong to £2 since this region is assumed symmetric about the real axis. The estimate (5) now follows for Miz) by the additivity of the trace norm for non-negative operators. The identity M(n -l,n,z)/M(n -l,n,z) = 7, which is a consequence of (1), implies that min -l,n)/m(n -l,n) = (Xn -X")min -l,n).
On taking the trace norm of each side, one finds that 1¿«-A,,| Ú timin-l,n)), an inequality which implies (6) on summation. Proof of Theorem X. By the proof of Theorem VIII, it is sufficient to consider the case in which JP(M(¿)) is finite dimensional. The general case follows by approximation, the regions of analyticity being preserved by estimates from Theorem IX. When JPi/MilSfj is finite dimensional, the argument is like that for Theorem IX except that we make a choice of eigenvalues so as to have analy- Mir,t,z) cannot be factored. Otherwise, we may write M{r,t,z) = M{r,s,z) Mis,t,z), where Mir,s,z) and M(s,f,z) are nonconstant operator valued entire functions which satisfy (1) and have value 1 at the origin. By Theorem VI we obtain a factorization Mir,t,z) = Mir,S-,z)Mis-,s+,z)Mis+,t,z),
where Mir,s_,z), Mis-,s+,z), and Mis+,t,z) are operator valued entire functions which satisfy (1) and have value 1 at the origin, Mir,s_,z) does not coincide with M(r,i,z), Mir,s+,z)= Mir,s_,z)Mis-,s+,z) is not constant, <?f(M(/-,s_)) and JPiMir,s+)) are contained isometrically in JPiM{r,t)), and Mis_,s+,z) satisfies (4). By the maximal choice of our family, M{r,s_,z) = 1 and Mir,s+,z) = Mir,t,z) identically. Therefore, M{r,t,z) = Mis_,s+,z) satisfies (4). The maximal choice of our family implies that the transformation R(0) in <?f(M(r,0) has no proper invariant subspaces. Since this transformation is self-adjoint, .?f(M(r,r)) has dimension 1.
When ^f(M(r,0) has dimension 1, Mir,t,z) = 1 -z(l -Xzy^mirj)! by the proof of Theorem VIII, where A = 0 in this case since we have an entire function. In particular, Mir,t,z) satisfies (4). We define M{r,s,z) and M(s,r,z) for r z% s í£ t by çbir,s,z) = çbir,t,z)is -r)/(í -r), çbis,t,z) = çbir,t,z)it -s)/(i -r), so that Mir,t,z) = Mir,s,z) Mis,t,z). Then Mis,z) = Mir,z)M{r,s,z) is defined for singular points in [0,c], as well as for regular points. But, of course, when s is singular, JfiMis)) is not contained isometrically in JPiM).
To avoid a clumsy but obvious renormalization, we will suppose that the given interval ia,c) is of the form a = 0 and c = r(m). Let m(i) be the choice of a continuous operator valued function of real t, constant outside of (0,c), such that mis,t) = mit) -mis) whenever 0 z% s ^ t ^ c. This function is obviously nondecreasing and has trace finite increments. By Theorem IX, the estimate log(l + t[M(s,i,z)-l]) z% it-s)\z\ holds whenever 0 ^ s z% t ^ c. If
Mis,t,z) = ZM"(s,i)z" is the power series expansion, we therefore obtain i[Mn+iis,iî}zgnne\t-sr+l.
But whenever r z% s z% t, M{r,t,z) = Mir,s,z)Mis,t,z) and so M"ir,t) = yM"-kir,s)Mkis,t).
