A coupled KPZ equation, its two types of approximations and existence of
  global solutions by Funaki, Tadahisa & Hoshino, Masato
ar
X
iv
:1
61
1.
00
49
8v
2 
 [m
ath
.PR
]  
29
 M
ar 
20
17
A coupled KPZ equation, its two types of approximations
and existence of global solutions
Tadahisa Funaki and Masato Hoshino
March 13, 2018
Abstract
This paper concerns the multi-component coupled Kardar-Parisi-Zhang (KPZ) equa-
tion and its two types of approximations. One approximation is obtained as a simple
replacement of the noise term by a smeared noise with a proper renormalization,
while the other one introduced in [6] is suitable for studying the invariant measures.
By applying the paracontrolled calculus introduced by Gubinelli et al. [8, 9], we show
that two approximations have the common limit under the properly adjusted choice
of renormalization factors for each of these approximations. In particular, if the cou-
pling constants of the nonlinear term of the coupled KPZ equation satisfy the so-called
“trilinear” condition, the renormalization factors can be taken the same in two ap-
proximations and the difference of the limits of two approximations are explicitly
computed. Moreover, under the trilinear condition, the Wiener measure twisted by
the diffusion matrix becomes stationary for the limit and we show that the solution
of the limit equation exists globally in time when the initial value is sampled from the
stationary measure. This is shown for the associated tilt process. Combined with the
strong Feller property shown by Hairer and Mattingly [12], this result can be extended
for all initial values.
1 Introduction and main results
1.1 Coupled KPZ equation
We consider the following Rd-valued coupled KPZ equation for h(t, x) = (hα(t, x))dα=1
defined on the one dimensional torus T ≡ R/Z = [0, 1):
(1.1) ∂th
α = 12∂
2
xh
α + 12Γ
α
βγ∂xh
β∂xh
γ + σαβ ξ
β, x ∈ T,
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for 1 ≤ α ≤ d. Here summation symbols∑ over β and γ are omitted by Einstein’s conven-
tion. (σαβ )1≤α,β≤d and (Γ
α
βγ)1≤α,β,γ≤d are given constants, and ξ(t, x) = (ξ
α(t, x))dα=1 is an
R
d-valued space-time Gaussian white noise. In particular, it has the covariance structure
E[ξα(t, x)ξβ(s, y)] = δαβδ(x− y)δ(t − s),
where δαβ denotes Kronecker’s δ. We always assume that the coupling constants Γαβγ
satisfy
(1.2) Γαβγ = Γ
α
γβ
for all α, β, γ, and the diffusion matrix σ = (σαβ )1≤α,β≤d is invertible. The symmetry or
bilinearity (1.2) of Γα = (Γαβγ)βγ for each α is natural due to the form of the equation
(1.1).
One of the motivations to study the coupled KPZ equation (1.1) comes from the
nonlinear fluctuating hydrodynamics recently discussed by Spohn and others [5, 18, 19],
whose origin goes back to Landau. From microscopic systems with random evolutions, in
a proper space-time scaling, one can derive certain nonlinear partial differential equations
(PDEs) as a result of a local average due to the local ergodicity. This procedure is called the
hydrodynamic limit. If the system has d (local) conserved quantities, we have a system
of d coupled nonlinear PDEs in the limit. The noises in the microscopic systems are
averaged out and disappear in the macroscopic limit equations. However, if we consider a
linearization of this system around a global equilibrium, the noise terms survive in a proper
scaling and we obtain linear stochastic PDEs (SPDEs) in the limit. At least heuristically, if
the system involves a weak asymmetry and if we expand the equation to the second order,
one can expect to obtain the coupled KPZ equations in the limit in a proper scaling. If
some of Γαβγ are degenerate, then the solution involves different scalings such as diffusive,
KPZ or (anomalous) Le´vy type scalings.
1.2 Two approximating equations
The coupled KPZ equation (1.1) itself is ill-posed, so that we need to introduce its approx-
imations; see [7] for a scalar-valued KPZ equation. A simple approximation of (1.1) is de-
fined as follows. Let η ∈ C∞0 (R) be a function satisfying η(x) = η(−x) and
∫
R
η(x)dx = 1;
note that η may not be non-negative. We set ηε(x) = η(x/ε)/ε for ε > 0 and consider the
R
d-valued KPZ approximating equation for h = hε(t, x) ≡ (hε,α(t, x))dα=1 with a smeared
noise and a proper renormalization:
(1.3) ∂th
ε,α = 12∂
2
xh
ε,α + 12Γ
α
βγ(∂xh
ε,β∂xh
ε,γ − cεAβγ −Bε,βγ) + σαβ ξβ ∗ ηε,
for 1 ≤ α ≤ d, where Aβγ = ∑dδ=1 σβδ σγδ , cε = 1ε‖η‖2L2(R) and Bε,βγ is a renormalization
factor defined in Section 4, which diverges as O(log ε−1) as ε ↓ 0 in general. We consider
ε > 0 small enough, so that the support of ηε is in the interval (−1/2, 1/2).
Another approximation of (1.1) suitable for studying invariant measures is introduced
as follows. Let η2(x) = η ∗ η(x), ηε2(x) = η2(x/ε)/ε and consider the following Rd-valued
2
equation for h˜ = h˜ε(t, x) ≡ (h˜ε,α(t, x))dα=1 with a smeared noise and a proper renormal-
ization:
(1.4) ∂th˜
ε,α = 12∂
2
xh˜
ε,α + 12Γ
α
βγ(∂xh˜
ε,β∂xh˜
ε,γ − cεAβγ − B˜ε,βγ) ∗ ηε2 + σαβ ξβ ∗ ηε,
for 1 ≤ α ≤ d, where B˜ε,βγ is a renormalization factor defined in Section 4, which diverges
as O(log ε−1) as ε ↓ 0 in general. We assume that the support of ηε2 is in (−1/2, 1/2). The
difference of (1.4) from (1.3) is that it has a convolution factor ∗ηε2 in the nonlinear term.
In [6], assuming that σ is an identity matrix I, under the additional assumption, which
we call the trilinear condition, on Γ:
(1.5) Γαβγ = Γ
α
γβ = Γ
β
γα,
for all α, β, γ, the infinitesimal invariance of the smeared Wiener measure for the tilt
process uǫ = ∂xh˜
ǫ of the solution h˜ǫ of (1.4) with B˜ε,βγ = 0 is shown (actually on R instead
of T). Namely, let (Bx)x∈T =
(
(Bαx )
d
α=1
)
x∈T
be the d-dimensional periodic Brownian
motion such that B0 = B1 = 0 a.s. Then the distribution of ∂x(B ∗ ηε) is infinitesimally
invariant for uǫ = ∂xh˜
ǫ determined from (1.4) with σ = I and B˜ε,βγ = 0.
This result can be easily extended to our general setting with σ. Indeed, let h˜ε = (h˜ε,α)
be the solution of (1.4) and set hˆε,α := ταβ h˜
ε,β, where τ = (ταβ ) is the inverse matrix of σ.
Then, we easily see that hˆε = (hˆε,α) is a solution of (1.4) with (σαβ ξ
β ∗ ηε, Aβγ , B˜ε,βγ,Γαβγ)
replaced by (ξα ∗ ηε, δβγ , τββ′τγγ′B˜ε,β
′γ′ , Γˆαβγ), where
(1.6) Γˆαβγ = τ
α
α′Γ
α′
β′γ′σ
β′
β σ
γ′
γ ,
which arises from Γ under the change of variables hˆ = τ h˜. In fact, Γ is a tensor of type
(1,2) and Γˆ defined by (1.6) is its transform under the change of basis. Note that the
bilinearity (1.2): Γˆαβγ = Γˆ
α
γβ automatically holds. Therefore, if Γˆ determined from Γ as in
(1.6) satisfies the trilinear condition:
(1.7) Γˆαβγ = Γˆ
α
γβ = Γˆ
β
γα,
for all α, β, γ, then the distribution of the derivative of the d-dimensional periodic and
smeared Brownian motion
(
∂x(σB ∗ ηε)
)
x∈T
=
(
(∂xσ
α
βB
β ∗ ηε(x))dα=1
)
x∈T
multiplied by
σ is infinitesimally invariant for the tilt process u = ∂xh˜ of the solution h˜ of (1.4) with
B˜ε,βγ = 0.
When d = 1 and Γαβγ = σ
α
β = 1 for simplicity, the approximating equations (1.3) with
Bε,βγ = 0 and (1.4) with B˜ε,βγ = 0 have the forms:
(1.8) ∂th =
1
2∂
2
xh+
1
2
(
(∂xh)
2 − cε)+ ξ ∗ ηε,
and
(1.9) ∂th˜ =
1
2∂
2
xh˜+
1
2
(
(∂xh˜)
2 − cε) ∗ ηε2 + ξ ∗ ηε,
respectively. It is shown that the solution of (1.8) converges as ε ↓ 0 to the so-called Cole-
Hopf solution hCH(t, x) of the KPZ equation [10, 11], while the solution of (1.9) converges
to hCH(t, x) +
1
24t under the equilibrium setting [7] and the non-equilibrium setting for a
maximal solution [14]. The method of [7] is based on the Cole-Hopf transform, which is
not available for our multi-component coupled equation in general.
3
1.3 Main results
Our first goal is to study the limits of the solutions of two types of approximating equations
(1.3) and (1.4) as ε ↓ 0 based on the paracontrolled calculus introduced by Gubinelli et
al. [8, 9] as in [14] for d = 1. Especially, we study the difference between these two limits,
which extends the results for the scalar-valued KPZ equation mentioned above. For κ ∈ R
and r ∈ N, (Cκ)r := Bκ∞,∞(T;Rr) denotes the Rr-valued Besov space on T. Our first two
main theorems are formulated as follows.
Theorem 1.1. (1) Let 0 < δ < δ′ < 12 be fixed. For every h(0) ∈ (Cδ)d, there exists
a unique solution hε of the KPZ approximating equation (1.3) up to the survival time
T εsur ∈ (0,∞] (i.e. T εsur = ∞ or limT↑T εsur ‖hε‖C([0,T ],(Cδ)d) = ∞). With a proper choice
of Bε,βγ, there exists a random time Tsur ∈ (0,∞] such that Tsur ≤ lim infε↓0 T εsur in
probability and hε converges to some h in C([0, T ], (Cδ)d) ∩ C((0, T ], (Cδ′ )d) in probability
for every 0 < T < Tsur. This Tsur can be chosen maximal in the sense that Tsur = ∞ or
limT↑Tsur ‖h‖C([0,T ],(Cδ)d) = ∞. The survival time Tsur depends on the initial value h(0)
and driving processes introduced in Section 3.2.
(2) A similar result holds for the solution h˜ε of the KPZ approximating equation (1.4) with
some limit h˜ under a proper choice of B˜ε,βγ. Moreover, under a well-adjusted choice of
the renormalization factors Bε,βγ and B˜ε,βγ as in Section 4, we can make h = h˜.
Remark 1.1. Precisely, the convergence hǫ → h considered here means that
P (‖hǫ − h‖C([0,T ],(Cδ)d)∩C([t,T ],(Cδ′ )d) > λ, T < Tsur ∧ T ǫsur)
+ P (T ǫsur ≤ Tsur − λ, Tsur <∞) + P (T ǫsur ≤ T, Tsur =∞)→ 0
for every 0 < t < T and λ > 0. The convergence h˜ǫ → h is similarly understood.
Theorem 1.2. All components of the renormalization matrices Bε and B˜ε defined in
Section 4 behave as O(1) if and only if the trilinear condition (1.7) holds. In particular,
when (1.7) holds, we can choose Bε = B˜ε = 0 in the approximating equations (1.3)
and (1.4), and the corresponding solutions hεB=0 and h˜
ε
B˜=0
converge to hB=0 and h˜B˜=0,
respectively, as ε ↓ 0. In the limit, we have
h˜α
B˜=0
(t, x) = hαB=0(t, x) + c
αt, 1 ≤ α ≤ d,
where
cα =
1
24
∑
β1,β2
σαβ Γˆ
β
α1α2 Γˆ
α1
β1β2
Γˆα2β1β2 .
Remark 1.2. For the equation (1.3) with d = 1 (then the condition (1.7) is trivial),
Hairer [10] first obtained that the two logarithmic renormalization factors (i.e., O(log ǫ−1)
terms) cancel with each other and the constant 124 arises from the difference of these two
terms, see also Section 4.
Remark 1.3. Kupiainen and Marcozzi [15] studied another approximation of the equation
(1.1) with σ = I and obtained the cancellation of the logarithmic renormalization factors
under the trilinear condition (1.5).
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Our second goal is to show the global-in-time existence of the limit process h under
the condition (1.7). Let µA be the Gaussian measure on the space (Cδ−10 )d := {u ∈
(Cδ−1)d ; ∫
T
u = 0}, δ > 0, under which u = (uα)dα=1 ∈ (Cδ−10 )d has the covariance
E[uα(x)uβ(y)] = Aαβδ(x− y).
Note that µA is the distribution of (∂xσB)x∈T, which is the limit in law of that of
(
∂x(σB∗
ηε)
)
x∈T
as ε ↓ 0. When σ = I, µA is called an Rd-valued spatial white noise on T.
Theorem 1.3. Let 0 < δ < δ′ < 12 and assume the trilinear condition (1.7). Then there
exists a subset H ⊂ (Cδ−10 )d such that µA(H) = 1, and if ∂xh(0) ∈ H, the convergence
to the limit process h as above holds on whole [0,∞) (i.e., hǫ and h˜ǫ exist in the space
C([0,∞), (Cδ)d)∩C((0,∞), (Cδ′ )d) almost surely, and both of them converge to the same h
in the space C([0, T ], (Cδ)d)∩C([t, T ], (Cδ′)d) for every 0 < t < T in probability). Moreover,
the spatial derivative u = ∂xh of the limit process h is a Markov process on (Cδ−10 )d which
admits µA as an invariant measure.
Remark 1.4. Proposition 5.4 of Hairer and Mattingly [12] (combined with Theorem 1.3)
shows that the limit process h exists on [0,∞) almost surely for all initial values h(0) ∈
(Cδ)d, since the measure µA has a dense support in (Cδ−10 )d.
Finally in this subsection, we note that the Cole-Hopf transform works for the coupled
KPZ equation (1.1) in special cases. For example, Ertas¸ and Kardar [4] considered the
R
2-valued coupled equations
(1.10)
∂th
1 = 12∂
2
xh
1 + 12{λ1(∂xh1)2 + λ2(∂xh2)2}+ σ1ξ1,
∂th
2 = 12∂
2
xh
2 + λ1∂xh
1∂xh
2 + σ2ξ
2
as a linearizable case. In general, if we assume that there exists an invertible matrix
s = (sαβ)1≤α,β≤d (s may be complex valued) such that
Γαβγ =
∑
α′
(s−1)αα′s
α′
β s
α′
γ ,(1.11)
then hˆα = sαβh
β defined from the solution h of (1.1) satisfies
∂thˆ
α = 12∂
2
xhˆ
α + 12s
α
α′Γ
α′
βγ∂xh
β∂xh
γ + sαβσ
β
γ ξ
γ(1.12)
= 12∂
2
xhˆ
α + 12 (∂xhˆ
α)2 + sαβσ
β
γ ξ
γ .
In this way, the nonlinear term is decoupled. Hence the Cole-Hopf transform Zα = exp hˆα
linearizes (1.1), so that the argument in [9] yields the global existence of h. In fact, the
equation (1.10) satisfies the condition (1.11) with s =
( λ1 (λ1λ2)1/2
λ1 −(λ1λ2)1/2
)
. Meanwhile, even if
d = 2, the matrices Γ1 =
(
2 1
1 1
)
and Γ2 =
(
1 1
1 2
)
satisfy the trilinear condition (1.7), but
not (1.11).
As for the invariant measure, the tilt process ∂xhˆ
α of each component hˆα of the trans-
formed process has the distribution µα of
(√∑
γ(s
α
βσ
β
γ )2∂xB
)
x∈T
as its invariant measure,
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where B is the 1-dimensional periodic Brownian motion. This is seen by applying the
result of [7] or Theorem 1.3 stated above for each component noting that sαβσ
β
γ ξγ in (1.12)
is the scalar-valued space-time white noise with covariance
∑
γ(s
α
βσ
β
γ )2. In particular, if
(1.11) holds, we see that the tilt process u = ∂xh of the solution h = (h
α) of (1.1) in
the limit with a suitable renormalization has an invariant measure, whose marginals un-
der the transform hˆ = sh is given by µα for each α. Indeed, with the help of Rellich
type theorem, one can easily show the tightness on the space (Cδ−10 )d of the Cesa`ro mean
µT =
1
T
∫ T
0 µ(t)dt over [0, T ] of the distributions µ(t) of ∂xhˆ(t) having an initial distri-
bution ⊗αµα, so that the limit distribution of µT as T → ∞ is the invariant measure.
However, the joint distribution of such invariant measure is unclear.
Remark 1.5. As we stated in Theorem 1.2 and will see in Lemma 4.1 below, the trilinear
condition (1.7) is equivalent to the condition “F = G as matrices”, which is also equivalent
to that the logarithmic renormalization factors Bε,βγ and B˜ε,βγ behave as O(1); indeed,
B˜ε,βγ = 0 under this condition. However, the necessary and sufficient condition for the
logarithmic renormalization factors staying bounded in the KPZ approximating equations
(1.3) and (1.4) is that the quantities ΓαβγB
ǫ,βγ or ΓαβγB˜
ǫ,βγ, rather than Bε,βγ or B˜ε,βγ
themselves, are bounded for every α, respectively. From the expressions given in Lemma
4.1, this is equivalent to that the identity
Γˆαα1α2 Γˆ
α1
α3α4 Γˆ
α2
α3α4 = Γˆ
α
α1α2 Γˆ
α1
α3α4 Γˆ
α3
α2α4 ,(1.13)
where the sums
∑
over (α1, α2, α3, α4) are omitted, holds for every α. Both (1.7) and
(1.11) are sufficient conditions of (1.13), but neither of them are necessary conditions. In
particular, the logarithmic renormalization factor does not appear in the equation (1.12).
1.4 Notations and organization of the paper
The Fourier transform on R is denoted by ϕ = Fη ∈ S(R), i.e. ϕ(θ) = ∫
R
e−2πixθη(x)dx,
θ ∈ R. When η is even and satisfies ∫
R
η(x) = 1, then ϕ is real-valued and satisfies ϕ(0) = 1
and ϕ(θ) = ϕ(−θ). The convolution operators ∗ηε and ∗ηε2 are represented by the Fourier
multipliers ϕ(εD) and ϕ2(εD), where ϕ(D)u := F−1(ϕFu).
We also consider the Fourier transform on T and use the same notation F and F−1:
Fu(k) = uˆ(k) =
∫
T
e−2πikxu(x)dx, k ∈ Z,
F−1v(x) =
∑
k
e2πikxv(k), x ∈ R.
Then, the heat kernel associated with ∂t − 12∂2x is given by
p(t, x) =
∑
k
e2πikxe−2π
2k2t
(
= F−1(e−2π2k2t)(x)), t > 0, x ∈ T.
The noises ξβ(t, x) are transformed into complex-valued white noises ξβ,k(s) = (Fξβ(s, ·))(k)
such that ξβ,k(s) = ξβ,−k(s) and
(1.14) E[ξβ,k1(t)ξγ,k2(s)] = δβγδ(t − s)1{k1+k2=0}.
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In fact, the left hand side of (1.14) is given by
E
[∫
T
e−2πik1xξβ(t, x)dx
∫
T
e−2πik2yξγ(s, y)dy
]
= δβγδ(t − s)
∫
T
e−2πik1xe−2πik2xdx.
The smeared noise is defined by ξ ∗ ηε = ϕ(εD)ξ, where ϕ(D)u = F−1(ϕFu) as we
mentioned above.
This paper is organized as follows. In Section 2, following [14] we formulate a fixed
point problem associated with (1.1) and solve it by constructing a deterministic solution
map from the initial value and deterministic driving terms. In Section 3, we prove the
probabilistic part of Theorem 1.1, i.e., we give controls of stochastic drivers and calcula-
tions of renormalization factors. In Section 4, we prove Theorem 1.2 under the trilinear
condition (1.7). In Section 5, we repeat the same arguments as in Section 2 for the
stochastic Burgers equation:
∂tu
α = 12∂
2
xu
α + 12Γ
α
βγ∂x(u
βuγ) + σαβ∂xξ
β,
and construct a well-defined solution map. We show the invariance of µA under (1.1) at
the Burgers level and prove Theorem 1.3. At last, we touch the global well-posedness of
the approximating equations (1.3) and (1.4) at the Burgers level.
2 Formal expansion and solving the coupled KPZ equation
2.1 Preliminary consideration due to formal expansion
In the coupled KPZ equation (1.1), we think of the noise as the leading term and the
nonlinear term as its perturbation. Although we eventually take a = 1, we put a > 0 in
front of the nonlinear term:
(2.1) Lhα = a
2
Γαβγ∂xh
β∂xh
γ + σαβ ξ
β,
where L = ∂t − 12∂2x. Then, at least formally, one can expand the solution h in a:
(2.2) hα =
∞∑
k=0
akhαk .
Indeed, by inserting (2.2) to (2.1), we have that
∞∑
k=0
akLhαk = σαβ ξβ +
a
2
∞∑
k1,k2=0
ak1+k2Γαβγ∂xh
β
k1
∂xh
γ
k2
.
Thus, comparing the terms of order a0, a1, a2, a3 in both sides and noting the condition
(1.2), we obtain the following identities:
(2.3)
Lhα0 = σαβ ξβ,
Lhα1 = 12Γαβγ∂xhβ0∂xhγ0 ,
Lhα2 = Γαβγ∂xhβ1∂xhγ0 ,
Lhα3 = 12Γαβγ∂xhβ1∂xhγ1 + Γαβγ∂xhβ2∂xhγ0 .
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The first equation determines hα0 , which is actually the Ornstein-Uhlenbeck process, and
hα0 ∈ C1/2− :=
⋂
δ>0 C1/2−δ in x. Therefore, the product ∂xhβ0∂xhγ0 in the second equation
is not definable in a usual sense. When ξβ is replaced by the smeared noise ξε,β := ξβ ∗ ηε,
this product makes sense, since hα0 ∈ C∞ for such case. However, as we will see later in
(2.6), for hα1 to converge, we need to introduce a renormalization. At this moment, we just
assume hα1 ∈ C1− (note −12 − 12 + 2 = 1) and then hα2 ∈ C3/2− (note −12 + 0 + 2 = 32) are
defined in some sense. We denote hα0 , h
α
1 , h
α
2 with stationary initial values by H
α,Hα,Hα,
respectively, see Section 3 for details.
After defining Hα,Hα,Hα, the KPZ equation (with a = 1) for hα = Hα+Hα+Hα+
hα≥3 can be rewritten into an equation for the remainder term h≥3:
Lhα≥3 = Φα + Lhα3 ,(2.4)
where Φα = Φα(H ,H ,H , h≥3) is given by
Φα = Γαβγ∂xh
β
≥3∂xH
γ + Γαβγ(∂xH
β + ∂xh
β
≥3)∂xH
γ
+ 12Γ
α
βγ(∂xH
β + ∂xh
β
≥3)(∂xH
γ + ∂xh
γ
≥3).
This is easily obtained from (1.1) and (2.3) by computing Lhα−LHα−LHα−LHα and
expanding Lhα − LHα = 12Γαβγ∂x(Hβ +Hβ +Hβ + hβ≥3)∂x(Hγ +Hγ +Hγ + hγ≥3). Note
that hα3 = h
α
3 (H ,H ,H ) in (2.4) is defined through the last identity in (2.3).
We now recall that Section 2 of [14] briefly summarizes definitions and known results
on Besov spaces, Bony’s paraproducts u4v, uv of u and v, mollifier estimates, Schauder
estimates, commutator estimates and others; see [8, 9] for details. To define hα≥3, we need
to introduce four more objects as driving terms:
Hβγ = 12∂xH
β∂xH
γ , Hβγ = ∂xH
β
 ∂xH
γ ,
Hα = “stationary solution of LHα = ∂xHα”, Hβγ = ∂xHβ  ∂xHγ .
Indeed, to solve the equation (2.4), we divide hα≥3 into the sum of two parts f
α and gα:
hα≥3 = f
α + gα, which solve
(2.5)
Lfα = Γαβγ(∂xHβ + ∂xfβ + ∂xgβ)4 ∂xHγ ,
Lgα = Γαβγ(∂xHβ + ∂xfβ + ∂xgβ)( +5)∂xHγ + other terms,
respectively. Here, the implicitly written “other terms” contain nonlinear operators of
sufficiently regular functions, so that they are well-defined if we can define Hβγ ,Hβγ ∈
C0−. To define the term ∂xfβ∂xHγ in the right hand side of Lgα, we first introduce Hα
as a solution of LHα = ∂xHα. Then by definition, fα has the form
fα = P·f
α(0) + Γαβγ(∂xH
β + ∂xh
β
≥3)4 (H
γ − P·Hγ(0)) + Cα1 (H ,h≥3,H ),
with a term Cα1 (H ,h≥3,H ) sufficiently regular in the sense that the resonant ∂xC
β
1∂xH
γ
is well-defined, see Lemma 3.1 of [14]. Here P ≡ Pt is the heat semigroup defined by
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Ptu =
∫
T
p(t, · − y)u(y)dy. By the commutator estimate, e.g., see Lemma 2.4 of [8] or
Proposition 2.12 of [14], the term ∂xf
β
 ∂xH
γ is defined if Hβγ = ∂xH
β
 ∂xH
γ ∈ C0−
is given a priori.
2.2 Drivers
Fix κ ∈ (13 , 12 ). The driver of the coupled KPZ equation is the element H of the form
H := (H ,H ,H ,H ,H ,H ,H )
∈ C([0, T ], (Cκ)d)× C([0, T ], (C2κ)d)× {C([0, T ], (Cκ+1)d) ∩C1/4([0, T ], (Cκ+1/2)d)}
× C([0, T ], (C2κ−1)d2)× C([0, T ], (C2κ−1)d2)× C([0, T ], (Cκ+1)d)× C([0, T ], (C2κ−1)d2),
which satisfies LH = ∂xH . Note that, for H and others, the Besov space is Rd ⊗ Rd-
valued. We denote by HκKPZ the class of all drivers. We write |||H|||T for the product norm
of H on the above space. Due to the preliminary and heuristic consideration, these terms
should be defined a priori in some sense.
2.3 Deterministic result
Fix λ ∈ (13 , κ) and µ ∈ (−λ, λ]. For a D′(T,Rd)-valued functions f = (fα)dα=1 and
g = (gα)dα=1 on [0, T ], we write (f, g) ∈ Dλ,µKPZ([0, T ]) if
‖(f, g)‖
Dλ,µKPZ([0,T ])
:=
sup
t∈[0,T ]
t
λ−µ
2 ‖f(t)‖(Cλ+1)d + sup
t∈[0,1]
‖f(t)‖(Cµ+1)d + sup
s<t∈[0,T ]
s
λ−µ
2
‖f(t)− f(s)‖(Cλ+1/2)d
|t− s|1/4
+ sup
t∈[0,T ]
tλ−µ‖g(t)‖(C2λ+1)d + sup
t∈[0,1]
‖g(t)‖(C2µ+1)d + sup
s<t∈[0,T ]
sλ−µ
‖g(t) − g(s)‖(C2λ+1/2)d
|t− s|1/4
is finite.
The following theorem is due to the paracontrolled calculus and fixed point theorem.
For the detailed proof, see Section 3 of [14].
Theorem 2.1 (Theorem 3.3 and Lemma 3.5 of [14]). (1) Let T > 0 and H ∈ HκKPZ be
given. Then, for every initial value (f(0), g(0)) ∈ (Cµ+1)d × (C2µ+1)d the system (2.5)
admits a unique solution in Dλ,µKPZ([0, T∗]) up to the time
T∗ = C(1 + ‖f(0)‖(Cµ+1)d + ‖g(0)‖(C2µ+1)d + |||H|||3T )−
2
κ−λ ∧ T,
where C is a universal constant depending only on κ, λ, µ and T . The solution satisfies
‖(f, g)‖
Dλ,µKPZ([0,T∗])
≤ C ′(1 + ‖f(0)‖(Cµ+1)d + ‖g(0)‖(C2µ+1)d + |||H|||3T ),
with a universal constant C ′.
(2) Let Tsur ≤ T be the maximal time such that the existence and uniqueness of the solution
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hold on [0, Tsur). The map (f(0), g(0),H) 7→ Tsur is lower semi-continuous. If Tsur < T ,
then
lim
t↑Tsur
‖h‖C([0,t],(Cκ∧(µ+1)∧(2µ+1))d) =∞,
where h = H +H +H +f+g. The map SKPZ from (f(0), g(0),H) ∈ (Cµ+1)d×(C2µ+1)d×
HκKPZ to the maximal solution h ∈ C([0, Tsur), (Cκ∧(µ+1)∧(2µ+1))d) is continuous.
We denote by h = H +H +H + f + g ≡ SKPZ(f(0), g(0),H) the maximal solution.
2.4 Renormalization
By replacing ξβ by ξε,β = ξβ ∗ ηε in (1.1) and introducing the renormalization factors
−cεAβγ , Cε,βγ and Dε,βγ , we have the following identities for the formal expansion hε,α =∑∞
k=0 a
khε,αk of the solution of the approximating equation (1.3):
Lhε,α0 = σαβ ξε,β,
Lhε,α1 = 12Γαβγ(∂xhε,β0 ∂xhε,γ0 − cεAβγ),
Lhε,α2 = Γαβγ∂xhε,β1 ∂xhε,γ0 ,
Lhε,α3 = 12Γαβγ(∂xhε,β1 ∂xhε,γ1 − Cε,βγ) + Γαβγ(∂xhε,β2 ∂xhε,γ0 −Dε,βγ).
Then we obtain the renormalized driver Hε corresponding to ξε, which is defined by the
solutions of
(2.6)
LHε,α = σαβ∂xξε,β,
LHε,α = 12Γαβγ(∂xHε,β∂xHε,γ − cεAβγ),
LHε,α = Γαβγ∂xHε,β∂xHε,γ ,
LHε,α = ∂xHε,α
with stationary initial values, and products
Hε,βγ = 12 (∂xH
ε,β∂xH
ε,γ − Cε,βγ),
Hε,βγ = ∂xH
ε,β
 ∂xH
ε,γ −Dε,βγ,
Hε,βγ = ∂xH
ε,β
 ∂xH
ε,γ .
From this, we see that hε := SKPZ(f(0), g(0),H
ε) solves (1.3) with
Bε,βγ = Cε,βγ + 2Dε,βγ .
Theorem 2.1 combined with the convergence of drivers Hε to H shown in Theorem 3.2
below proves Theorem 1.1-(1).
We do similar arguments for the equation with ∗ηε2 = ϕ2(εD) for the nonlinear term:
∂th˜
α = 12∂
2
xh˜
α + 12Γ
α
βγϕ
2(εD)(∂xh˜
β∂xh˜
γ) + σαβ ξ
β.(2.7)
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Then for the formal expansion h˜α =
∑∞
k=0 a
kh˜αk , we have
Lh˜α0 = σαβ ξβ,
Lh˜α1 = 12Γαβγϕ2(εD)(∂xh˜β0∂xh˜γ0),
Lh˜α2 = Γαβγϕ2(εD)(∂xh˜β1∂xh˜γ0),
Lh˜α3 = 12Γαβγϕ2(εD)(∂xh˜β1∂xh˜γ1) + Γαβγϕ2(εD)(∂xh˜β2∂xh˜γ0).
We can construct a solution map h = SεKPZ(f(0), g(0),H) corresponding to the mollified
equation (2.7), though the driver H satisfies LH = ∂xϕ2(εD)H . See Section 4 of [14] for
the scalar-valued case. Furthermore, we have the following convergence result.
Theorem 2.2 (Theorem 4.4 of [14]). If (f ε(0), gε(0))→ (f(0), g(0)) in (Cµ+1)d×(C2µ+1)d
and Hε → H inHκKPZ, then we have the convergence SεKPZ(f ε(0), gε(0),Hε)→ SKPZ(f(0), g(0),H)
in C([0, Tsur), (Cκ∧(µ+1)∧(2µ+1))d).
By replacing ξβ by ξε,β in (2.7) and introducing the renormalization factors−cεAβγ , C˜ε,βγ , D˜ε,βγ,
we again obtain the renormalized driver H˜ε corresponding to the approximating equation
(1.4), which is defined by the solutions of
(2.8)
LH˜ε,α = σαβ∂xξε,β,
LH˜ε,α = 12Γαβγϕ2(εD)(∂xH˜ε,β∂xH˜ε,γ − cεAβγ),
LH˜ε,α = Γαβγϕ2(εD)(∂xH˜ε,β∂xH˜ε,γ),
LH˜ε,α = ∂xϕ2(εD)H˜ε,α
with stationary initial values, and products
H˜ε,βγ = 12 (∂xH˜
ε,β∂xH˜
ε,γ − C˜ε,βγ),
H˜ε,βγ = ∂xH˜
ε,β
 ∂xH˜
ε,γ − D˜ε,βγ,
H˜ε,βγ = ∂xH˜
ε,β
 ∂xH˜
ε,γ .
From this, we see that h˜ε := SεKPZ(f(0), g(0), H˜
ε) solves (1.4) with
B˜ε,βγ = C˜ε,βγ + 2D˜ε,βγ .
Theorem 2.2 combined with the convergence of drivers H˜ε to H shown in Theorem 3.2
proves Theorem 1.1-(2).
3 Computation of renormalization factors
3.1 Product formula
We first prepare the product formula to compute the Wiener chaos expansions of the
products of two multiple Wiener-Itoˆ integrals.
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Let {ξβ,k(s)}β∈{1,...,d},k∈Z be complex-valued Gaussian white noises on R which satisfy
ξβ,k(s) = ξβ,−k(s) and have the covariance structure (1.14), which are realized on a prob-
ability space (Ω,F , P ), where F is a σ-field generated by {ξβ,k(1(s,t])}β,k,s<t. The Hilbert
space H = L2(Ω,F , P ) can be decomposed into the direct sum ⊕nHn, where n = (nβ,k) ∈
Z
{1,...,d}×Z
≥0 satisfies |n| :=
∑
nβ,k <∞ and Z≥0 = N∪{0}. For f
((
(sβ,ki )
nβ,k
i=1
)
β,k
)
∈ Hn :=
L2(R|n|, dsn) with dsn =
∏
β,k
∏nβ,k
i=1 ds
β,k
i , we define multiple Wiener-Itoˆ integrals
In(f) =
∫
f
((
(sβ,ki )
nβ,k
i=1
)
β,k
)∏
β,k
nβ,k∏
i=1
ξβ,k(dsβ,ki ).
Note that we don’t divide by n! =
∏
β,k nβ,k! in the definition of In(f) compared with [16].
For given n = (nβ,k) andm = (mβ,k), a diagram λ ⊂
∐
β,k{1, . . . , nβ,k}×
∐
β,k{1, . . . ,mβ,k}
consists of disjoint pairs (iβ,k, jβ,−k) connecting iβ,k ∈ {1, . . . , nβ,k} and jβ,−k ∈ {1, . . . ,mβ,−k}.
Note that β are common and k have opposite signs in these pairs. The set of all possible
diagrams {λ} is denoted by Γ(n,m). For λ ∈ Γ(n,m), we denote λ¯ = (λ¯β,k), where
λ¯β,k = ♯{iβ,k ∈ λ}+ ♯{jβ,k ∈ λ} for each β, k. Then n+m− λ¯ is defined componentwisely
by (n+m− λ¯)β,k = nβ,k+mβ,k− λ¯β,k. For f1 ∈ Hn and f2 ∈ Hm, we define fλ ∈ Hn+m−λ¯
by
fλ(sn ⊔ sm \ sλ) =
∫
f1(sn)f2(sˇm)
∏
iβ,k∈λ
dsβ,kiβ,k ,
where sn ⊔ sm \ sλ =
(
(sβ,kiβ,k)iβ,k /∈λ ⊔ (s
β,k
jβ,k
)jβ,k /∈λ
)
β,k
, and sˇm is defined by sm with sjβ,−k
replaced by siβ,k when the pair (iβ,k, jβ,−k) appears in λ. Then we have the following
product formula; see Theorem 5.3 of [16] with m = 2 shown in a slightly different setting
from ours.
Proposition 3.1. For f1 ∈ Hn, f2 ∈ Hm, we have
In(f1)Im(f2) =
∑
λ∈Γ(n,m)
I
n+m−λ¯(fλ).
3.2 Definition of driving processes
Here we precisely define the components of Hε and H˜ε. Now we write Hn = ⊕|n|=nIn(Hn).
We define I(ζ) ≡ I(ζ)(t, x) for a noise ζ = {ζ(s, y); s ∈ R, y ∈ T} by
I(ζ)(t, x) =
∫ t
−∞
∫
T
p(t− s, x, y)Π⊥0 ζ(s, y)dsdy +
∫ t
0
Π0ζ(s)ds.
Here Π0 is the orthogonal projection of L
2(T) onto the set of constant functions, and
Π⊥0 = 1 − Π0. I(ζ) is a solution of LI(ζ) = ζ with stationary initial value for non-zero
Fourier modes but zero initial value for the zero mode. Note that ∂xI(ζ) is a stationary
process since
∂xI(ζ)(t, x) =
∫ t
−∞
∫
T
∂xp(t− s, x, y)ζ(s, y)dsdy.
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By taking the smeared noise ξε,β, which is extended for t ∈ R, set
Hε,α = H˜ε,α := σαβ I(ξ
ε,β) ∈ H1.(3.1)
Note that this solves the first equations of (2.6) and (2.8). This converges to the process
Hα = σαβ I(ξ
β) as ε ↓ 0.
We define
(3.2)
Hε,α := 12Γ
α
βγI(∂xH
ε,β∂xH
ε,γ − cεAβγ) ∈ H2,
H˜ε,α := 12Γ
α
βγϕ
2(εD)I(∂xH
ε,β∂xH
ε,γ − cεAβγ) ∈ H2.
These solve the second equations of (2.6) and (2.8), respectively. Note that ∂xI(ξ
ε,β) is
stationary in t, so that the H0-components of Hε,α and H˜ε,α are compensated by cεAβγ .
We define
(3.3)
Hε,α := ΓαβγI(∂xH
ε,β∂xH
ε,γ) ∈ H3 ⊕H1,
H˜ε,α := Γαβγϕ
2(εD)I(∂xH˜
ε,β∂xH
ε,γ) ∈ H3 ⊕H1.
These solve the third equations of (2.6) and (2.8), respectively. We can also define
Hε,βγ = 12(∂xH
ε,β∂xH
ε,γ − Cε,βγ) ∈ H4 ⊕H2,
H˜ε,βγ = 12(∂xH˜
ε,β∂xH˜
ε,γ − C˜ε,βγ) ∈ H4 ⊕H2,
Hε,βγ = ∂xH
ε,β
 ∂xH
ε,γ −Dε,βγ ∈ H4 ⊕H2,
H˜ε,βγ = ∂xH˜
ε,β
 ∂xH
ε,γ − D˜ε,βγ ∈ H4 ⊕H2,
by subtracting the corresponding H0-components.
We further define
Hε,α := I(∂xH
ε,α) ∈ H1,
H˜ε,α := ϕ2(εD)I(∂xH
ε,α) ∈ H1,
and
Hε,βγ := ∂xH
ε,β
 ∂xH
ε,γ ∈ H2,
H˜ε,βγ := ∂xH˜
ε,β
 ∂xH
ε,γ ∈ H2.
Note that the H0-components vanish because the function ϕ = Fη is even.
The following result is shown in a similar way to Theorem 5.1 of [14].
Theorem 3.2. There exists an HκKPZ-valued random variable H such that, for every T > 0
and p ≥ 1,
E|||H|||pT <∞, limε↓0 E|||H
ε −H|||pT = limε↓0 E|||H˜
ε −H|||pT = 0.
In particular, both hε = SKPZ(f(0), g(0),H
ε) and h˜ε = SεKPZ(f(0), g(0), H˜
ε) converge to
h = SKPZ(f(0), g(0),H) in probability as ε ↓ 0 in C([0, Tsur), (Cκ∧(µ+1)∧(2µ+1))d).
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3.3 Derivation of cεA
In Sections 3.3-3.5, we compute the precise values of renormalization factors. First we
consider the H0-component of the product ∂xH ∂xH .
Recall that Hε = H˜ε is given by (3.1). Since p(t, x, y) = F−1(e−2π2k2t)(x−y), we have
Π⊥0 H
ε,α(t, x) = σαβ
∑
k 6=0
∫ t
−∞
e2πikxe−2π
2k2(t−s)ϕ(εk)ξβ,k(ds).
Therefore,
(3.4) ∂xH
ε,α(t, x) =
∑
k 6=0
∫
Kε,α(t, x)β,k(s)ξβ,k(ds) ∈ H1,
where
(3.5) Kε,α(t, x)β,k(s) = σαβ e2πikxϕ(εk)(2πik)1{t≥s}e−2π
2k2(t−s).
By Proposition 3.1, the H2-component of (∂xHε,α1∂xHε,α2)(t, x) is given by Wiener-Itoˆ
integral with the kernel
Kε,α1α2(t, x)(β1,k1),(β2,k2)(s1, s2)(3.6)
:= Kε,α1(t, x)β1,k1(s1)Kε,α2(t, x)β2,k2(s2)
= σα1β1 σ
α2
β2
e2πi(k1+k2)xϕ(εk1)ϕ(εk2)
× (2πik1)1{t≥s1}e−2π
2k21(t−s1)(2πik2)1{t≥s2}e
−2π2k22(t−s2),
while its H0-component is given by∫
T
Kε,α1(t, x)β,k(s)Kε,α2(t, x)β,−k(s)ds(3.7)
=
d∑
β=1
σα1β σ
α2
β
∑
k 6=0
ϕ2(εk)
∫
(2πik)(−2πik)(1{t≥s}e−2π2k2(t−s))2ds
= Aα1α2
∑
k 6=0
ϕ2(εk)
∫ ∞
0
4π2k2e−4π
2k2sds
= Aα1α2
∑
k 6=0
ϕ2(εk) ≡ cεAα1α2 ,
note that ϕ(εk) = ϕ(−εk).
3.4 Derivation of Cε
Recall that Hε and H˜ε are given by (3.2). Now we introduce the kernels
Ht(k) := 1{k 6=0,t>0}e
−2π2k2t, ht(k) := (2πik)Ht(k).
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Then for the function F (t, x) = e2πikxf(t), we have the formula
∂xI(F ) = e
2πikx
∫
R
ht−u(k)f(u)du.
The following convolution formula is useful, cf. the proof of Lemma 6.11 of [13].
Lemma 3.3. ∫
R
ht−u(k)hs−u(−k)du = H|t−s|(k).
Proof. Since the integral is over u < t ∧ s, the left hand side is rewritten as
(2πik)(−2πik)
∫ t∧s
−∞
e−2π
2k2{(t−u)+(s−u)}du
= e−2π
2k2(t+s−2u)
∣∣t∧s
u=−∞
= e−2π
2k2|t−s| = H|t−s|(k).
Note that t+ s− 2(t ∧ s) = |t− s|.
The kernels of ∂xH
ε,α, ∂xH˜
ε,α ∈ H2 are given by
Kε,α(t, x)(β1,k1),(β2,k2)(s1, s2)
= 12Γ
α
γ1γ2∂xI(Kε,γ1γ2(·, ·)(β1,k1),(β2,k2)(s1, s2))(t, x)
= 12E
α
β1β2e
2πi(k1+k2)xϕ(εk1)ϕ(εk2)
∫
ht−u(k1 + k2)hu−s1(k1)hu−s2(k2)du,
and
K˜ε,α(t, x)(β1,k1),(β2,k2)(s1, s2)
= 12E
α
β1β2e
2πi(k1+k2)xϕ(εk1)ϕ(εk2)ϕ
2(ε(k1 + k2))
×
∫
ht−u(k1 + k2)hu−s1(k1)hu−s2(k2)du,
respectively. Here Eαβ1β2 := Γ
α
γ1γ2σ
γ1
β1
σγ2β2 .
Now we compute two expectations
Cε,α1α2 = E[(∂xH
ε,α1∂xH
ε,α2)(t, x)],
C˜ε,α1α2 = E[(∂xH˜
ε,α1∂xH˜
ε,α2)(t, x)].
By Proposition 3.1,
Cε,α1α2 = 2
∑
β1,β2
∑
k1,k2
∫∫
Kε,α1(t, x)(β1,k1),(β2,k2)(s1, s2)
×Kε,α2(t, x)(β1,−k1),(β2,−k2)(s1, s2)ds1ds2,
and C˜ε,α1α2 is obtained by replacing Kε by K˜ε . The factor 2 comes from the symmetry
of the kernels.
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Lemma 3.4. We have
Cε,βγ =
F βγ
4π2
∑
k1,k2
∗ ϕ2(εk1)ϕ
2(εk2)
k21 + k1k2 + k
2
2
,
C˜ε,βγ =
F βγ
4π2
∑
k1,k2
∗ ϕ2(εk1)ϕ
2(εk2)ϕ
4(ε(k1 + k2))
k21 + k1k2 + k
2
2
,
where
F βγ =
∑
γ1,γ2
Eβγ1γ2E
γ
γ1γ2 =
∑
γ1,γ2
Γβδ1δ2Γ
γ
δ3δ4
σδ1γ1σ
δ2
γ2σ
δ3
γ1σ
δ4
γ2 .
Here
∑∗ means the sum over k1, k2 such that k1, k2, k1 + k2 6= 0.
Remark 3.1. When d = 1, Cǫ,βγ and C˜ǫ,βγ coincide with cε, and c˜ε, , respectively,
in [14] with Eβγ1,γ2 = 1.
Remark 3.2. The expression of the factor F βγ can be obtained by the following graphic
rules. Each leaf of the graph “ ” correspond to a label of a noise. When two noises
are contracted, the two labels are equal. Each edge attached to a noise corresponds to the
factor σαβ . Each vertex with the shape “ ” corresponds to the factor Γ
α
βγ. Indeed, we have
γ1 γ2 γ1 γ2
β γ
δ1 δ2 δ3 δ4
=
∑
γ1,γ2
Γβδ1δ2Γ
γ
δ3δ4
σδ1γ1σ
δ2
γ2σ
δ3
γ1σ
δ4
γ2 .
Proof. From Lemma 3.3,
Cε,α1α2 = 12
∑
β1,k1,β2,k2
Eα1β1β2E
α2
β1β2
ϕ2(εk1)ϕ
2(εk2)
×
∫∫∫∫
ht−u1(k1 + k2)hu1−s1(k1)hu1−s2(k2)
× ht−u2(−k1 − k2)hu2−s1(−k1)hu2−s2(−k2)du1du2ds1ds2
= 12F
α1α2
∑
k1,k2 6=0
ϕ2(εk1)ϕ
2(εk2)
× 4π2(k1 + k2)2
∫∫
Ht−u1(k1 + k2)Ht−u2(k1 + k2)
×H|u1−u2|(k1)H|u1−u2|(k2)du1du2.
Note that the dependence in x cancels. Changing the variables as t−u1 = r1, t−u2 = r2,
the integral can be rewritten as∫ ∞
0
dr1
∫ ∞
0
dr2 e
−2π2(k1+k2)2(r1+r2)e−2π
2(k21+k
2
2)|r1−r2|(3.8)
=
∫ ∞
0
dr2
∫ r2
0
dr1 e
−2π2(k1+k2)2(r1+r2)e−2π
2(k21+k
2
2)(r2−r1)
+ (a similar term with k1 ↔ k2).
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Since k1, k2 6= 0, the first integral is equal to∫ ∞
0
e−2π
2{(k1+k2)2+(k21+k
2
2)}r2dr2
∫ r2
0
e−2π
2{(k1+k2)2−(k21+k
2
2)}r1dr1
=
1
2π2{(k1 + k2)2 − (k21 + k22)}
×
∫ ∞
0
e−2π
2{(k1+k2)2+(k21+k
2
2)}r2
(
1− e−2π2{(k1+k2)2−(k21+k22)}r2)dr2
=
1
4π2k1k2
∫ ∞
0
(
e−2π
2{(k1+k2)2+(k21+k
2
2)}r2 − e−4π2(k1+k2)2r2)dr2
=
1
4π2k1k2
(
1
2π2{(k1 + k2)2 + (k21 + k22)}
− 1
4π2(k1 + k2)2
)
=
1
4π2k1k2
1
2π2
(k1 + k2)
2 − (k21 + k22)
2{(k1 + k2)2 + (k21 + k22)}(k1 + k2)2
=
1
4π2k1k2
1
2π2
2k1k2
4(k21 + k1k2 + k
2
2)(k1 + k2)
2
=
1
16π4(k21 + k1k2 + k
2
2)(k1 + k2)
2
.
By the symmetry under k1 ↔ k2, (3.8) is equal to
1
8π4(k21 + k1k2 + k
2
2)(k1 + k2)
2
.
One can compute C˜ε,βγ similarly by noting that the kernel K˜ε has an extra factor ϕ2(ε(k1+
k2)) compared with Kε . This leads to the conclusion.
3.5 Derivation of Dε
For the H1-component of (∂xHε,α1∂xHε,α2)(t, x) ∈ H3⊕H1, by Proposition 3.1, the kernel
is given by
Kε,α1α2(t, x)β,k(s)
= 2
d∑
β′=1
∑
k′ 6=0
∫
Kε,α1(t, x)(β,k),(β′,k′)(s, s′)Kε,α2(t, x)β′,−k′(s′)ds′
= e2πikxϕ(εk)
d∑
β′=1
Eα1ββ′σ
α2
β′
∑
k′ 6=0
ϕ2(εk′)
×
∫∫
ht−u(k + k
′)hu−s(k)hu−s′(k
′)ht−s′(−k′)duds′
= e2πikxϕ(εk)
d∑
β′=1
Eα1ββ′σ
α2
β′
∑
k′ 6=0
ϕ2(εk′)
∫
ht−u(k + k
′)hu−s(k)Ht−u(k
′)du.
Note that 2 in the first line comes from the symmetry of Kε,α(t, x)(β1,k1),(β2,k2)(s1, s2) in
(β1, k1, s1) and (β2, k2, s2). We use Lemma 3.3 to have the last equality. Similarly, the
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H1-component of (∂xH˜ε,α1∂xHε,α2)(t, x) is given by the kernel
K˜ε,α1α2(t, x)β,k(s) = e2πikxϕ(εk)
d∑
β′=1
Eα1ββ′σ
α2
β′
∑
k′ 6=0
ϕ2(εk′)ϕ2(ε(k + k′))
×
∫
ht−u(k + k
′)hu−s(k)Ht−u(k
′)du.
Recall that Hε and H˜ε are given by (3.3). For the H1-component of ∂xHε,α and
∂xH˜
ε,α, the kernels are respectively given by
Kε,α(t, x)β,k(s) = Γαγ1γ2∂xI(Kε,γ1γ2(·, ·)β,k(s))(t, x)
= e2πikx
d∑
β′=1
Γαγ1γ2E
γ1
ββ′σ
γ2
β′ϕ(εk)
∑
k′ 6=0
ϕ2(εk′)
×
∫∫
ht−v(k)hv−u(k + k
′)hu−s(k)Hv−u(k
′)dudv,
and
K˜ε,α(t, x)β,k(s) = e2πikx
d∑
β′=1
Γαγ1γ2E
γ1
ββ′σ
γ2
β′ϕ
3(εk)
∑
k′ 6=0
ϕ2(εk′)ϕ2(ε(k + k′))
×
∫∫
ht−v(k)hv−u(k + k
′)hu−s(k)Hv−u(k
′)dudv.
Now we start to compute the expectations
Dε,α1α2 = E[(∂xH
ε,α1∂xH
ε,α2)(t, x)],
D˜ε,α1α2 = E[(∂xH˜
ε,α1∂xH
ε,α2)(t, x)].
By Proposition 3.1, we have
Dε,α1α2 =
d∑
β=1
∑
k 6=0
∫
Kε,α1(t, x)β,k(s)Kε,α2(t, x)β,−k(s)ds,
and D˜ε,α1α2 is obtained by replacing Kε by K˜ε .
Lemma 3.5. We have
Dε,βγ = −G
βγ
4π2
∑
k1,k2
∗ (k1 + k2)ϕ
2(εk1)ϕ
2(εk2)
k1(k21 + k1k2 + k
2
2)
,
D˜ε,βγ = −G
βγ
4π2
∑
k1,k2
∗ (k1 + k2)ϕ
2(εk1)ϕ
2(εk2)ϕ
4(ε(k1 + k2))
k1(k21 + k1k2 + k
2
2)
,
where
Gβγ =
∑
β1,β2
Γβγ1γ2E
γ1
β1β2
σγ2β2σ
γ
β1
=
∑
β1,β2
Γβγ1γ2Γ
γ1
δ1δ2
σδ1β1σ
δ2
β2
σγ2β2σ
γ
β1
.
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Remark 3.3. When d = 1, Dǫ,βγ and D˜ǫ,βγ coincide with cε, and c˜ε, , respectively, in
[14] with Gβγ = 1.
Remark 3.4. Similarly to Remark 3.2, the expression of the factor Gβγ can be obtained
by the following graphic rules as follws.
β1
β2
β1 β2
β γ
γ1 γ2
δ1 δ2
=
∑
β1,β2
Γβγ1γ2Γ
γ1
δ1δ2
σδ1β1σ
δ2
β2
σγ2β2σ
γ
β1
.
Proof. From Lemma 3.3,
Dε,α1α2 =
∑
β1,β2
∑
k,k′ 6=0
Γα1γ1γ2E
γ1
β1β2
σγ2β2σ
α2
β1
ϕ2(εk)ϕ2(εk′)
×
∫∫∫
ht−v(k)hv−u(k + k
′)hu−s(k)Hv−u(k
′)ht−s(−k)dudvds
=
∑
k1,k2 6=0
Gα1α2ϕ2(εk1)ϕ
2(εk2)(2πik1){2πi(k1 + k2)}
×
∫ t
−∞
du
∫ t
u
dv Ht−v(k1)Hv−u(k1 + k2)Hv−u(k2)Ht−u(k1).
Changing the variables as t− u = u′, t− v = v′, the integral is computed as
∫ ∞
0
du′
∫ u′
0
dv′ e−2π
2k21v
′
e−2π
2{(k1+k2)2+k22}(u
′−v′)e−2π
2k21u
′
=
1
2π2{(k1 + k2)2 + k22 − k21}
×
∫ ∞
0
du′ e−2π
2{(k1+k2)2+k21+k
2
2}u
′(
e2π
2{(k1+k2)2+k22−k
2
1}u
′ − 1)
=
1
2π2{(k1 + k2)2 + k22 − k21}
∫ ∞
0
(
e−4π
2k21u
′ − e−2π2{(k1+k2)2+k21+k22}u′)du′
=
1
2π2{(k1 + k2)2 + k22 − k21}
(
1
4π2k21
− 1
2π2{(k1 + k2)2 + k21 + k22}
)
=
1
2π2{(k1 + k2)2 + k22 − k21}
1
2π2
(k1 + k2)
2 − k21 + k22
2k21{(k1 + k2)2 + k21 + k22}
=
1
16π4k21(k
2
1 + k1k2 + k
2
2)
.
The computation of D˜ε,βγ is similar with two extra factors ϕ2(ε(k1 + k2)). This leads to
the conclusion.
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4 Renormalization factors under the trilinear condition (1.7)
In Lemmas 3.4 and 3.5, we have already computed the renormalization factors
Bε,βγ = Cε,βγ + 2Dε,βγ , B˜ε,βγ = C˜ε,βγ + 2D˜ε,βγ
with four renormalization factors given by
Cε,βγ = F βγCε, Dε,βγ = GβγDε, C˜ε,βγ = F βγC˜ε, D˜ε,βγ = GβγD˜ε,
where Cε, C˜ε,Dε, D˜ε depend only on ϕ and ε, and diverges as O(− log ε), while F and
G are matrices determined from σ and Γ. In this way, the renormalization factors are
completely factorized into the products of two terms, one determined from the scalar-
valued KPZ equation as is pointed out in Remarks 3.1 and 3.3 and the other from σ and
Γ.
Lemma 4.1. The constants Gβγ and F βγ are rewritten as
Gβγ = σβα1σ
γ
α2 Γˆ
α1
β1β2
Γˆβ1α2β2 , F
βγ = σβα1σ
γ
α2 Γˆ
α1
β1β2
Γˆα2β1β2 ,
respectively. Here the sums
∑
over (α1, α2, β1, β2) are omitted. Moreover, the equality
F βγ = Gβγ holds for every (β, γ) if and only if the trilinear condition (1.7) holds.
Proof. In what follows, summation symbols
∑
over the repeated indices are omitted.
Noting Γαγ1γ2σ
γ1
β1
σγ2β2 = σ
α
β Γˆ
β
β1β2
, these constants are easily computed as
Gβγ = Γβγ1γ2(σ
γ1
α2 Γˆ
α2
β1β2
)σγ2β2σ
γ
β1
= σβα1σ
γ
β1
Γˆα1α2β2 Γˆ
α2
β1β2
= σβα1σ
γ
α2 Γˆ
α1
β1β2
Γˆβ1α2β2 ,
F βγ = (σβα1 Γˆ
α1
γ1γ2)(σ
γ
α2 Γˆ
α2
γ1γ2) = σ
β
α1σ
γ
α2 Γˆ
α1
γ1γ2 Γˆ
α2
γ1γ2 = σ
β
α1σ
γ
α2 Γˆ
α1
β1β2
Γˆα2β1β2 .
Hence if we assume the trilinear condition (1.7), we have
F βγ = Gβγ = σβα1σ
γ
α2 Γˆ
α1
β1β2
Γˆα2β1β2 .
Conversely,
Gβγ − F βγ ≡ σβα1σγα2 Γˆα1β1β2
(
Γˆβ1α2β2 − Γˆ
α2
β1β2
)
= 0
is equivalent to
Γˆββ1β2
(
Γˆβ1γβ2 − Γˆ
γ
β1β2
)
= 0, 1 ≤ β, γ ≤ d,
because σ is invertible. Taking β = γ and summing them over β, we have∑
β,β1,β2
Γˆββ1β2
(
Γˆβ1ββ2 − Γˆ
β
β1β2
)
= 0.(4.1)
Replacing the role of variables β and β1 in (4.1), we have∑
β,β1,β2
Γˆβ1ββ2
(
Γˆβ1ββ2 − Γˆ
β
β1β2
)
= 0.(4.2)
Taking the difference of (4.1) and (4.2), we have∑
β,β1,β2
(
Γˆβ1ββ2 − Γˆ
β
β1β2
)2
= 0,
which yields Γˆβ1ββ2 = Γˆ
β
β1β2
for every (β, β1, β2).
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Proof of Theorem 1.2. A computation for the scalar-valued case made in Proposition 5.32
of [14] shows
C˜ε + 2D˜ε = 0, Cε + 2Dε = − 112 +O(ε)(4.3)
(see also Lemma 6.5 of [10]), and this implies that all components Bε,βγ and B˜ε,βγ behave
as O(1) if and only if F = G as matrices, which is equivalent to the condition (1.7) by
Lemma 4.1.
Let hεB=0 and h˜
ε
B˜=0
be the solutions of two KPZ approximating equations (1.3) and
(1.4) with Bε,βγ, B˜ε,βγ = 0, which are actually the shifts
hε,αB=0 = h
ε,α + t2Γ
α
βγB
ε,βγ, h˜ε,α
B˜=0
= h˜ε,α + t2Γ
α
βγB˜
ε,βγ
of the solutions hε and h˜ε of (1.3) and (1.4), respectively. Both of them converge because
Bε,βγ, B˜ε,βγ = O(1) when (1.7) holds. Let hB=0 and h˜B=0 be the respective limits. The
difference
h˜ε,α
B˜=0
− hε,αB=0 =
(
h˜ε,α − hε,α)+ t2Γαβγ(B˜ε,βγ −Bε,βγ),
converges because h˜ε,α−hε,α → 0 by Theorem 1.1-(2). Furthermore, noting (4.3), we have
in the limit
h˜α
B˜=0
(t, x) = hαB=0(t, x) + c
αt,
where
cα :=
1
24
ΓαβγF
βγ =
1
24
∑
β1,β2
Γαβγσ
β
α1σ
γ
α2 Γˆ
α1
β1β2
Γˆα2β1β2 =
1
24
∑
β1,β2
σαβ Γˆ
β
α1α2 Γˆ
α1
β1β2
Γˆα2β1β2 .
5 Global existence for a.e.-initial values under the station-
ary measure
When d = 1, the global-in-time existence of the solution of the KPZ equation was obtained
by Gubinelli and Perkowski [9], using the Cole-Hopf transform. In the multi-component
case, however, such transform does not work in general, so that the global existence is
non-trivial. In this section, by similar arguments to Da Prato and Debussche [2], we show
the global existence for initial values sampled from the invariant measure of (1.1), under
the trilinear condition (1.7).
Precisely, the process which has the invariant measure is the derivative u = ∂xh, which
solves the coupled stochastic Burgers equation
∂tu
α = 12∂
2
xu
α + 12Γ
α
βγ∂x(u
βuγ) + σαβ∂xξ
β.(5.1)
We can apply the paracontrolled calculus to (5.1) and construct a well-posed solution map
similarly to the coupled KPZ equation. Indeed, these two schemes are equivalent. If h
solves (1.1), then u = ∂xh solves (5.1). Conversely, the solution hˆ of
∂thˆ
α = 12∂
2
xhˆ
α + 12Γ
α
βγu
βuγ + σαβ ξ
β
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coincides with the original h. Hence the global existence of u is equivalent to that of h.
The equation (5.1) has the Gaussian invariant measure µA, under the condition (1.7). As
we will see, this implies the global existence of u starting from a.e.-initial values under the
invariant measure. We will justify the above arguments in this section.
From now we consider the space of zero mean functions denoted by
Cα0 = {u ∈ Cα ;
∫
T
u(x)dx = 0}.
5.1 Relation between KPZ equation and stochastic Burgers equation
Construction of the solution map for (5.1) is parallel to that for the coupled KPZ equation.
As in Section 2, although we eventually take a = 1, considering the formal expansion
uα =
∑∞
k=0 a
kuαk of the solution of
Luα = a
2
Γαβγ∂x(u
βuγ) + σαβ∂xξ
β,
we obtain the identities
Luα0 = σαβ∂xξβ,
Luα1 = 12Γαβγ∂x(uβ0uγ0),
Luα2 = Γαβγ∂x(uβ1uγ0),
Luα3 = 12Γαβγ∂x(uβ1uγ1) + Γαβγ∂x(uβ2uγ0).
We denote u0, u1, u2 with stationary initial values by U ,U ,U , respectively. To define
Lu3, we introduce
Uβγ = 12∂x(U
βUγ), Uβγ = ∂x(U
β
 Uγ).
After defining these objects, (5.1) for u = U + U + U + u≥3 can be rewritten as
Luα≥3 = Ψα + Luα3 ,
where
Ψα = Γαβγ∂x(u
β
≥3U
γ) + Γαβγ∂x(U
β + uβ≥3)U
γ + 12Γ
α
βγ∂x(U
β + uβ≥3)(U
γ + uγ≥3).
The term uβ≥3U
γ is still ill-posed. To make sense, we divide u≥3 = v + w, which solve
(5.2)
Lvα = Γαβγ∂x{(Uβ + vβ + wβ)4 Uγ},
Lwα = Γαβγ∂x{(Uβ + vβ + wβ)( +5)Uγ}+ other terms,
respectively. The only remaining problem is to give the definition of vβ Uγ. Introducing
Uα as a stationary solution of LUα = ∂xUα, vα has the form
vα = Γαβγ(U
β + vβ + wβ)4 Uγ + regular terms.
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Thus, if Uβγ = Uβ  Uγ is given a priori, one can define the term vβ  Uγ .
We summarize these arguments. Fix κ ∈ (13 , 12). The driver of the coupled stochastic
Burgers equation (5.1) is the element U of the form
U := (U ,U ,U ,U ,U ,U ,U )
∈ C([0, T ], (Cκ−10 )d)× C([0, T ], (C2κ−10 )d)× {C([0, T ], (Cκ0 )d) ∩ C1/4([0, T ], (Cκ−1/20 )d)}
× C([0, T ], (C2κ−20 )d
2
)× C([0, T ], (C2κ−20 )d
2
)× C([0, T ], (Cκ0 )d)× C([0, T ], (C2κ−1)d
2
),
which satisfies LU = ∂xU . We denote by UκCSB the class of all drivers. We write |||U|||T
for the product norm on the above space. Comparing with HκKPZ, note that
(5.3)
U◦ = ∂xH◦, (◦ = , , , , , ),
U = H .
Now we can prove a similar result to Theorem 2.1. Fix λ ∈ (13 , κ) and µ ∈ (−λ, λ].
For a D′(T,Rd)-valued functions v = (vα)dα=1, w = (wα)dα=1 on [0, T ], we write (v,w) ∈
Dλ,µCSB([0, T ]) if
‖(v,w)‖
Dλ,µCSB([0,T ])
:=
sup
t∈[0,T ]
t
λ−µ
2 ‖v(t)‖(Cλ0 )d + sup
t∈[0,1]
‖v(t)‖(Cµ0 )d + sup
s<t∈[0,T ]
s
λ−µ
2
‖v(t) − v(s)‖
(C
λ−1/2
0 )
d
|t− s|1/4
+ sup
t∈[0,T ]
tλ−µ‖w(t)‖(C2λ0 )d + sup
t∈[0,1]
‖w(t)‖
(C2µ0 )
d + sup
s<t∈[0,T ]
sλ−µ
‖w(t) − w(s)‖
(C
2λ−1/2
0 )
d
|t− s|1/4
is finite. For every initial value (v(0), w(0)) ∈ (Cµ0 )d × (C2µ0 )d, the system (5.2) ad-
mits a unique local solution (v,w) ∈ Dλ,µCSB. Denote by u = U + U + U + v + w ≡
SCSB(v(0), w(0),U) the maximal solution up to the survival time.
From the constructions, we see that
∂xSKPZ(f(0), g(0),H) = SCSB(∂xf(0), ∂xg(0),U),
where U satisfies (5.3). The problem is to restore the solution map SKPZ from SCSB. Since
the right hand sides of (2.5) depend only on the derivatives of f and g, we can write
(5.4)
Lfα = Γαβγ(Uβ + vβ + wβ)4 Uγ ,
Lgα = Γαβγ(Uβ + vβ + wβ)( +5)Uγ + other terms.
Conversely let f, g be the solutions of (5.4) with initial values f(0), g(0). Then f, g should
satisfy ∂xf = v and ∂xg = w by uniqueness of the solution of (5.2). Inserting these
relations into (5.4), we see that f, g satisfy (2.5). Hence (f, g) is the solution of the
original KPZ equation. In this way, SKPZ can be recovered from SCSB. To sum up, we
have the following equivalence.
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Theorem 5.1. Assume that H and U are related by (5.3). Let TKPZsur and T
CSB
sur be the
survival times of the solutions of (2.5) and (5.2), respectively. Then we have TKPZsur = T
CSB
sur
and
∂xSKPZ(f(0), g(0),H) = SCSB(∂xf(0), ∂xg(0),U).
We constructed an HκKPZ-valued random variable H from space-time white noise ξ,
in Section 3. The relation (5.3) determines a UκCSB-valued random variable U. Note that
renormalization factors vanish because we take the derivative ∂x. In the following sections,
we study the probabilistic properties of the solution u = SCSB(v(0), w(0),U).
5.2 Gaussian stationary measure of the OU process
Let {uα,k}α∈{1,...,d},k 6=0 be the family of centered complex Gaussian variables such that
uα,−k = uα,k and has covariance
E[uα,kuβ,l] = Aαβ1{k+l=0}.
Denote the distribution on D′(T,Rd) of uα(x) = ∑k uα,ke2πikx by µA. Indeed, µA has a
support on (C−1/2−0 )d.
Lemma 5.2. Let κ < 12 . For µA-a.e. u ∈ D′, we have u ∈ (Cκ−10 )d.
Proof. Let ζ ∈ R and p ≥ 1. Computing L2p(Ω, P )-norm of ‖uα‖
Bζ2p,2p
as
E‖uα‖2p
Bζ2p,2p
=
∑
j
2ζj·2pE‖△juα‖2pL2p(T) =
∑
j
2ζj·2p
∫
T
E|△juα(x)|2pdx,
where △j = ρ(2−jD) is a Littlewood-Paley projection (see Section 2.2 of [14]), from the
hypercontractivity of Wiener chaos, we have
E|△juα(x)|2p . (E|△juα(x)|2)p.
Since we have
E|△juα(x)|2 =
∑
k
ρj(k)
2E[uα,kuα,−k] = Aαα
∑
k
ρj(k)
2 . 2j ,
independently of x, for every ζ < −12
E‖uα‖2p
Bζ2p,2p
.
∑
j
2(2ζ+1)jp <∞.
Since Bζ2p,2p ⊂ Bζ−1/(2p)∞,∞ by Besov embedding, see Theorem 2.71 of [1] or Proposition 2.2
of [14], we have the conclusion for sufficiently large p.
Though it is well-known, we show that the Ornstein-Uhlenbeck process u determined
by
Luα = σαβ∂xξβ(5.5)
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has an invariant measure µA. Taking Fourier transform u
α,k
0 = uˆ
α
0 (k), we can solve it as
uα,k(t) = e−2π
2k2tuα,k(0)− σαβ (2πik)
∫ t
0
e−2π
2k2(t−s)ξβ,k(s)ds.
For a given u(0), {uα,k(t)}α,k is a Gaussian family. If u(0) ∼ µA, i.e., u(0) is distributed
under µA, and if u(0) is independent of ξ, we see that u
α,k has mean zero and covariance
E[uα,k(t)uβ,l(t)] = e−2π
2(k2+l2)tE[uα,k(0)uβ,k(0)]
+ σαγ1σ
β
γ2(2πik)(2πil)
∫ t
0
e−4π
2k2(t−s)δγ1γ21{k+l=0}ds
= Aαβ1{k+l=0}
(
e−4π
2k2t + 4π2k2
∫ t
0
e−4π
2k2(t−s)ds
)
= Aαβ1{k+l=0}.
Hence u(t) ∼ µA for every t > 0.
5.3 Galerkin approximation
For N ∈ N, we consider the approximation
∂tu
N,α = 12∂
2
xu
N,α + FαN (u
N ) + σαβ∂xξ
β,(5.6)
of the equation (5.1), where
FαN (u
N ) = 12Γ
α
βγ∂xPN (PNu
N,βPNu
N,γ),(5.7)
and PN = ψ(N
−1D) is the Fourier multiplier defined by an even cut-off function ψ ∈
C∞0 (R) taking values in [0, 1] and supported in the interval [−1, 1]. Since FN depends on
finitely many Fourier components of uN , the equation (5.6) is well-posed.
The equation (5.6) is formally equivalent to the (spatial derivative of the) approxi-
mating equation (1.4). Indeed, for the solution u˜ǫ of such equation, we would have that
u¯ǫ := ϕ−1(ǫD)u˜ǫ ≡ u˜ǫ(∗ηǫ)−1 solves
∂tu¯
ǫ,α = 12∂
2
xu¯
ǫ,α + 12Γ
α
βγ∂x((u¯
ǫ,β ∗ ηǫ)(u¯ǫ,γ ∗ ηǫ)) ∗ ηǫ + σαβ∂xξβ.
Here ϕ−1(ǫD) is an inverse operator of the convolution ∗ηǫ = ϕ(ǫD) defined in a finite
dimensional subspace of D′(T). Then (5.6) is obtained by setting uN = u¯ǫ and PN = ∗ηǫ.
Since u˜ǫ has an invariant measure µǫA, which is the distribution of the derivative of the
d-dimensional periodic and smeared Brownian motion (∂xσB ∗ηǫ)x∈T, u¯ǫ should admit µA
as an invariant measure.
Unlike the usual Galerkin approximation, we use the operator PN rather than Fourier
cut-off ΠN = 1[−N,N ](D). This is because PN has the approximating properties
‖PNu‖Cα . ‖u‖Cα , ‖PNu− u‖Cα−δ . N−δ‖u‖Cα ,
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for α ∈ R and δ ∈ [0, 2]; see Lemma A.5 of [8], or Lemmas 2.4 and 2.5 of [14]. We can
construct the solution map uN = SNCSB(v(0), w(0),U
N ) corresponding to (5.6), where UN
is defined by the stationary solutions of
(5.8)
LUN,α = σαβ∂xξβ,
LUN,α = 12Γαβγ∂xPN (PNUN,βPNUN,γ),
LUN,α = Γαβγ∂xPN (PNUN,βPNUN,γ),
LUN,α = ∂xP 2NUN,α
and products
(5.9)
UN,βγ = 12∂x(PNU
N,βPNU
N,γ),
UN,βγ = ∂x(PNU
N,β
 PNU
N,γ),
UN,βγ = PNU
N,β
 PNU
N,γ .
From the approximating properties of PN , we have that S
N
CSB → SCSB similarly to the
approximation SεKPZ.
Theorem 5.3. If (vN (0), wN (0)) → (v(0), w(0)) in (Cµ0 )d × (C2µ0 )d and UN → U in
UκCSB, then we have the convergence SNCSB(vN (0), wN (0),UN ) → SCSB(v(0), w(0),U) in
C([0, Tsur), (C(κ−1)∧µ∧2µ0 )d).
If we defineUN by (5.8)-(5.9) from the space-time white noise ξ, then SNCSB(v(0), w(0),U
N )
coincides with the strong solution of (5.6) with initial value (UN +UN +UN + v+w)(0).
Our goal is to show that µA is invariant under (u
N ) if the trilinear condition (1.7)
holds; see Proposition 5.5 below. Let uOU be the solution of (5.5) with initial value u
N (0).
Obviously, the solution of (5.6) is given by uN = Π⊥NuOU+U
N , where Π⊥N := 1−ΠN and
UN solves the finite dimensional SDE
∂tU
N,α = 12∂
2
xU
N,α + FαN (U
N ) + σαβ∂xΠNξ
β(5.10)
with UN (0) = ΠNu
N (0). If uN (0) ∼ µA independently of ξ, then Π⊥NuN (0) ∼ (Π⊥N )−1µA
is independent of ΠNu
N (0) ∼ (ΠN )−1µA. Since µA is invariant under uOU, we have
Π⊥Nu
N (t) ∼ (Π⊥N )−1µA for all t. Thus we need the following lemma to complete the proof
of the invariance of µA under (u
N ).
Lemma 5.4. If the trilinear condition (1.7) holds, then the solution UN of (5.10) exists
globally in time, and admits µNA := (ΠN )
−1µA as an invariant measure.
Proof. Note that if we define Γ˜αβγ := (A
−1)αα′Γ
α′
βγ , then the condition (1.7) is equivalent
to
Γ˜αβγ = Γ˜αγβ = Γ˜βαγ .(5.11)
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Indeed, since (A−1)αα′ =
∑
γ τ
γ
ατ
γ
α′ and τ
α
α′Γ
α′
βγ = τ
β′
β τ
γ′
γ Γˆαβ′γ′ ,
Γ˜αβγ =
∑
γ′
τγ
′
α τ
γ′
α′Γ
α′
βγ =
∑
γ′
τγ
′
α τ
β′
β τ
γ′′
γ Γˆ
γ′
β′γ′′ .
Thus Γˆγ
′
β′γ′′ = Γˆ
β′
γ′γ′′ leads to Γ˜αβγ = Γ˜βαγ . From (5.11), we have the identity
(A−1)αβ〈FαN (u), uβ〉L2(T) = −12(A−1)αβΓαβ′γ〈PNuβ
′
PNu
γ , ∂xPNu
β〉L2(T)(5.12)
= −16 Γ˜ββ′γ
∫
T
∂x(PNu
β′PNu
γPNu
β)(x)dx = 0.
We show the global existence of UN . For this, we set
HNt :=
∑
α
‖ταUN (t)‖2L2(T) ≡ (A−1)αβ〈UN,α(t), UN,β(t)〉.
Then, by Itoˆ’s formula, we have
dHNt = 2(A
−1)αβ〈UN,α(t), dUN,β(t)〉+ (A−1)αβ〈dUN,α(t), dUN,β(t)〉
= −(A−1)αβ〈∂xUN,α, ∂xUN,β〉(t)dt+ 2(A−1)αβ〈UN,α, F βN (UN )〉(t)dt
+ (A−1)αβ〈σαγ ∂xΠNξγ(dt), σβδ ∂xΠN ξδ(dt)〉+ 2(A−1)αβ〈UN,α(t), σβγ ∂xΠN ξγ(dt)〉
≤ CNdt+ dMNt ,
where CN = d
∑
|k|≤N 4π
2k2 and MN is a local martingale with the quadratic variation
d[MN ]t = 4(A
−1)αβ〈∂xUN,α(t), ∂xUN,β(t)〉dt
= 4(A−1)αβ
∑
|k|≤N
(2πik)〈UN,α(t), e−2πik·〉(2πik)〈UN,β(t), e−2πik·〉
≤ 4(2πN)2HNt dt.
By Doob’s inequality, we have
E
[
sup
0≤t≤T
(MNt )
2
]
≤ 4E[(MNT )2] ≤ 64π2N2
∫ T
0
E(HNt )dt.
Thus, we obtain
E
[
sup
0≤t≤T
HNt
]
≤ HN0 + CNT + E
[
sup
0≤t≤T
|MNt |
]
≤ HN0 + CNT + 1 + E
[
sup
0≤t≤T
(MNt )
2
]
≤ HN0 + CNT + 1 + 64π2N2
∫ T
0
E(HNt )dt.
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Applying Gronwall’s inequality, we obtain
E
[
sup
0≤t≤T
HNt
]
≤ (HN0 + CNT + 1)e64π
2N2T <∞.
This implies that the process (UN (t))0≤t<∞ does not explode becauseA
−1 is non-degenerate.
Next we show the invariance of µNA . For the sake of simplicity, we consider the or-
thonormal basis
ek(x) =
{√
2 cos(2πkx), k > 0,√
2 sin(2πkx), k < 0,
of H = {f ∈ L2(T) ; ∫
T
f(x)dx = 0}. We write uα,k = 〈uα, ek〉 for u = (uα)dα=1 ∈ Hd.
For every smooth function Φ : R2Nd(≃ (ΠNH)d)→ R, which has bounded derivatives, by
Itoˆ’s formula,
dΦ(UN )(t) = ∂(α,k)Φ(U
N )dUN,α,k(t) + 12∂
2
(α,k)(β,k)Φ(U
N )dUN,α,kdUN,β,l(t)
= −
∑
|k|≤N
2π2k2(UN,α,k∂(α,k) −Aαβ∂2(α,k)(β,k))Φ(UN )dt
+ Fα,kN (U
N )∂(α,k)Φ(U
N )dt+martingale
=: LN1 Φ(U
N )dt+ LN2 Φ(U
N )dt+martingale.
By Echeverr´ıa’s criterion [3], to complete the proof of the invariance of µNA , it suffices to
show
∫
(LN1 +L
N
2 )Φ(u)µ
N
A (du) = 0. Since L1 is the generator of ΠNuOU, under which µ
N
A
is invariant, we have ∫
LN1 Φ(u)µ
N
A (du) = 0.
For L2, note that under µ
N
A the R
d-valued random variables {(uα,k)}k are independent
and each of them has the distribution N (0, A). Since N (0, A) has a density function
γA(u
k), uk ∈ Rd, satisfying ∂βγA(uk) = −(A−1)αβuα,kγA(uk), by the integration by parts,
we have ∫
LN2 Φ(u)µ
N
A (du) =
∑
k
∫
R2Nd
∂(α,k)Φ(u)F
α,k
N (u)
∏
0<|l|≤N
γA(u
l)dul
=
∑
k
∫
R2Nd
Φ(u)Fα,kN (u)(A
−1)αβu
β,k
∏
0<|l|≤N
γA(u
l)dul
=
∫
(ΠNH)d
Φ(u)(A−1)αβ〈FαN (u), uβ〉L2(T)µNA (du) = 0
from (5.12). Here we have used
∑
k ∂(α,k)F
α,k
N (u) = 0, which is shown as follows:∑
k
∂(α,k)F
α,k
N (u) =
1
2
∑
k
〈∂(α,k)∂xΓαβγPN (PNuβPNuγ), ek〉
=
∑
k
〈∂xΓααβPN (PNuβPNek), ek〉
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= −12Γααβ〈PNuβ, ∂x
∑
k
(PNek)
2〉 = 0,
since
∑
k(PNek)
2 =
∑
k>0 ψ(N
−1k)2(e2k + e
2
−k) = 2
∑
k>0 ψ(N
−1k)2 is a constant, so that
it vanishes after applying ∂x.
If Π⊥Nu
N (t) ∼ (Π⊥N )−1µA and ΠNuN (t) ∼ µNA , then uN (t) ∼ µA by definition. As a
consequence, we have the invariance of µA under (u
N ).
Proposition 5.5. If the trilinear condition (1.7) holds, the solution uN of (5.6) exists
globally in time, and admits µA as an invariant measure.
5.4 Global existence for a.e.-initial values
Let U,UN be the UκCSB-random variables defined from the space-time white noise ξ, cor-
responding to the equations (5.1) and (5.6), respectively. The following result is obtained
similarly to Theorem 3.2 and the proof is omitted.
Theorem 5.6. For every T > 0 and p ≥ 1,
lim
N→∞
E|||UN − U|||pT = 0.
In particular, uN = SNCSB(v(0), w(0),U
N ) converges to u = SCSB(v(0), w(0),U) in proba-
bility as N →∞ in C([0, Tsur), (C(κ−1)∧µ∧2µ0 )d).
From now we set µ = κ−12 , so that (κ− 1)∧ µ∧ 2µ = κ− 1. We consider initial values
u(0) ∈ (Cκ−10 )d and set
v(0) = 0, w(0) = u(0)− U (0)− U (0)− U (0).(5.13)
We can prove the following result in a similar way to Theorem 5.1 of [2]. Note that if Tsur
is finite then
lim
t↑Tsur
‖u‖C([0,t],(Cκ−10 )d) =∞,(5.14)
cf., Theorem 2.1-(2). Our main result of this section is formulated as follows.
Theorem 5.7. We assume the trilinear condition (1.7). Then, for every T > 0 and
µA-a.e. u(0) ∈ (Cκ−10 )d, there exists a unique solution (v,w) ∈ Dλ,µCSB([0, T ]) of the system
(5.2) with initial values (5.13), which satisfies for every p ≥ 1,
E‖SCSB(v(0), w(0),U)‖pC([0,T ],(Cκ−10 )d) <∞.
In particular, Tsur =∞ a.s. Furthermore, u = SCSB(v(0), w(0),U) is a Markov process on
(Cκ−10 )d which admits µA as an invariant measure.
By the equivalence of SKPZ and SCSB shown in Theorem 5.1, we have T
KPZ
sur =∞ a.s.
when ∂xh(0) is taken from µA-full set of (Cκ−10 )d. This together with Theorem 5.7 implies
Theorem 1.3.
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Proof of Theorem 5.7. We denote by uN (·, u(0)) the solution of (5.6) with initial value
u(0). The local existence result like Theorem 2.1-(1) holds even for the stochastic Burgers
equation, which implies that there exist C,C ′ > 0 independent of N such that, for given
M > 0, if
|||UN |||3T ≤ CM, ‖u(0)‖(Cκ−10 )d ≤ CM,
then
sup
t∈[0,t∗M ]
‖uN (t, u(0))‖(Cκ−10 )d ≤M, t
∗
M = C
′M−
2
κ−λ ∧ T.
This yields that for every u(0) ∈ (Cκ−10 )d,
P ( sup
t∈[0,T ]
‖uN (t, u(0))‖(Cκ−10 )d > M)
≤
[T/t∗M ]∑
k=0
P ( sup
t∈[kt∗M ,(k+1)t
∗
M ]
‖uN (t, u(0))‖(Cκ−10 )d > M)
≤
[T/t∗M ]∑
k=0
P (‖u(kt∗M , u(0))‖(Cκ−10 )d > CM) + ([T/t
∗
M ] + 1)P (|||UN |||32T > CM).
Since supN E[|||UN |||p2T ] <∞ for every p ≥ 1, the second term is bounded as
([T/t∗M ] + 1)P (|||UN |||32T > CM) .p M−p.
For the first term, since µA is invariant under u
N and µA is Gaussian, we have∫
(Cκ−10 )
d
P (‖u(kt∗M , u(0))‖(Cκ−10 )d > CM)µA(du(0))
= µA(‖u(0)‖(Cκ−10 )d > CM) .p M
−p.
These are summarized into the bound∫
(Cκ−10 )
d
P ( sup
t∈[0,T ]
‖uN (t, u(0))‖(Cκ−10 )d > M)µA(du(0)) .p M
−p,
for every p ≥ 1, which leads∫
(Cκ−10 )
d
E[ sup
t∈[0,T ]
‖uN (t, u(0))‖p
(Cκ−10 )
d
]µA(du(0)) .p 1.
Since bounded set in Lp(Ω× (Cκ−10 )d, P × µA) is weak∗ compact for p > 1, there exists a
subsequence {Nk} and M ∈ Lp(Ω× (Cκ−10 )d, P × µA) such that
sup
t∈[0,T ]
‖uNk(t, u(0))‖(Cκ−10 )d →M
as k → ∞ in weak∗ topology. On the other hand, for every u(0) ∈ (Cκ−10 )d and m ∈ N,
uNk converges to u = SCSB(v(0), w(0),U) in probability in the space C([0, (
m−1
m Tsur) ∧
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T ], (Cκ−10 )d). Since ‖uNk(·, u(0))‖C([0,(m−1
m
Tsur)∧T ],(C
κ−1
0 )
d) is also bounded in L
p(Ω×(Cκ−10 )d, P×
µA), there exists a subsequence {Nkm} and Mm ∈ Lp(Ω× (Cκ−10 )d, P × µA) such that
sup
t∈[0,(m−1
m
Tsur)∧T ]
‖uNkm (·, u(0))‖(Cκ−10 )d →M
m
as km →∞ in weak∗ topology for every m ∈ N. From the uniqueness of the limit, we have
‖u‖C([0,(m−1
m
Tsur)∧T ],(C
κ−1
0 )
d) =M
m ≤M, P × µA-a.e.
Taking the limit m→∞, we have
‖u‖C([0,Tsur∧T ),(Cκ−10 )d) ≤M, P × µA-a.e.
This implies that for µA-a.e. u(0), u(t) does not explode as t ↑ Tsur against (5.14), so that
Tsur ≥ T a.s. Since T is arbitrary, Tsur =∞ a.s.
Markov property of u is obtained as follows. Let u = u(·, u(0),U) ∈ C([0, Tsur), (Cκ−10 )d)
be the solution starting at u(0) and driven by U. Now we introduce the space (Cκ−10 )d∪{∆}
and the distance
d(u,∆) = (1 + ‖u‖(Cκ−10 )d)
−1,
and, by defining u(t) = ∆ for t ≥ Tsur, we regard u as a random variable taking values in
C([0,∞), (Cκ−10 )d ∪ {∆}). By the uniqueness result, we have the identity
u(t, u(s, u(0),U), τsU) = u(s+ t, u(0),U), s, t ≥ 0,
where τs is a shift operator defined by τsU(·) = U(·+s). Let Ft be the σ-algebra generated
by {ξ(1(r,s]·)}−∞<r<s≤t. Then from the construction of the solution, for deterministic
element v, u(s, v,U) is Fs-measurable. Moreover, u(t, v, τsU) is independent of Fs because
it coincides with the solution of (the approximation of){
∂tu
α = 12∂
2
xu+
1
2Γ
α
βγ∂x(u
βuγ) + σαβ∂x(τsξ
β) t > 0,
u(0, ·) = v.
As a consequence, for every bounded measurable function Φ on (Cκ−10 )d ∪ {∆}, we have
E[Φ(u(s+ t, u(0),U))|Fs] = Pst(u(s, u(0),U)),
where Pst(v) := E[Φ(u(t, v, τsU))]. In particular, when u(0) ∼ µA independently of ξ, since
Tsur = ∞ almost surely, u is a Markov process on (Cκ−10 )d. The invariance of µA under
(u(t))t≥0 is an immediate consequence of the convergence u
N (t) → u(t) and Proposition
5.5.
5.5 Global existence for two coupled KPZ approximating equations
The derivatives u = ∂xh
ε and u˜ = ∂xh˜
ε of the solutions hε and h˜ε of the coupled KPZ
approximating equations (1.3) and (1.4) solve the following coupled stochastic Burgers
equations
∂tu
α = 12∂
2
xu
α + 12Γ
α
βγ∂x(u
βuγ) + σαβ∂xξ
β ∗ ηε,(5.15)
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and
∂tu˜
α = 12∂
2
xu˜
α + 12Γ
α
βγ∂x{(u˜β u˜γ) ∗ ηε2}+ σαβ∂xξβ ∗ ηε,(5.16)
respectively. We show the global existence of the solutions of these two equations. Since
ε > 0 is fixed, we drop the superscripts ε from uε and u˜ε and simply write u and u˜,
respectively.
5.5.1 The equation (5.15)
For the equation (5.15), we apply the classical method of the energy inequality to show
the global well-posedness.
Lemma 5.8. Assume E
[‖u(0)‖2
L2(T,Rd)
]
<∞. Then, for every T > 0, we have
E
[
sup
0≤t≤T
‖u(t)‖2L2(T,Rd)
]
<∞.
In particular, Tsur =∞ a.s.
Proof. We use a similar argument given in Section 5.3. We consider the approximation{
∂tu
N,α = 12∂
2
xu
N,α + FαN (u
N ) + σαβ∂xΠNξ
β ∗ ηǫ,
uN (0) = ΠNu(0).
where FαN is the operator defined by (5.7). We can use the same argument as in the proof
of Lemma 5.4 and show the global existence of (uN (t))0≤t<∞. Indeed, by applying Itoˆ’s
formula to HN :=
∑
α ‖ταuN‖2L2(T) we have
dHNt ≤ CNdt+ dMNt ,
where CN = d
∑
|k|≤N 4π
2k2ϕ(ǫk)2 and MN is a local martingale with the quadratic
variation
d[MN ]t = 4(A
−1)αβ〈uN,α ∗ ∂xηǫ(t), uN,β ∗ ∂xηǫ(t)〉dt
= 4
∑
α
‖ταuN ∗ ∂xηǫ(t)‖2L2(T)dt ≤ 4C ′HNt dt,
where C ′ = ‖∂xηǫ‖2L1(T). The same argument as Lemma 5.4 shows that
E
[
sup
0≤t≤T
∑
α
‖ταuN (t)‖2L2(T)
]
≤ (E[sup
α
‖ταΠNu(0)‖2L2(T)] + CNT + 1)e16C
′T .
Since τ is invertible, a similar estimate holds for
∑
α ‖uN,α(t)‖2L2(T) = ‖uN (t)‖2L2(T,Rd).
Since ‖ΠNu(0)‖L2(T,Rd) ≤ ‖u(0)‖L2(T,Rd) and CN ≤ d
∑
k 4π
2k2ϕ(ǫk)2 < ∞, we have the
uniform estimate
sup
N
E
[
sup
0≤t≤T
‖uN (t)‖2L2(T,Rd)
]
<∞.
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It is not difficult to prove that (uN )N converges to the solution u of (5.15) up to time Tsur,
as an application of the paracontrolled calculus. From this convergence, in a similar way
to the proof of Theorem 5.7, we can show that
E[‖u‖2C([0,Tsur∧T ),L2(T,Rd))] <∞
and this implies Tsur =∞ a.s.
Next we consider the case that u0 ∈ (Cδ−10 )d. We fix T > 0. By Theorem 2.1, for every
K > 0 there exists a (deterministic) t = t(u0,K) ∈ (0, T ] such that
uKt =
{
ut, |||Hε|||t ≤ K,
0, otherwise
satisfies ‖uKt ‖L2(T,Rd) . 1 + ‖u0‖(Cδ−10 )d + K
3, so that E‖uKt ‖2L2(T,Rd) < ∞. Since the
solution of (5.15) with initial value uKt exists globally, we have
P (u ∈ C([0, T ], (Cδ−10 )d)) ≥ P (|||Hε|||t ≤ K) ≥ P (|||Hε|||T ≤ K).
By letting K → ∞, we see that u exists up to the time T almost surely. Since T > 0 is
arbitrary, we have the global existence of u.
5.5.2 The equation (5.16)
For the equation (5.16), in a similar way to Sections 5.3-5.4, one can first show the global
existence for a.e.-initial values under the stationary measure, and extend it to all initial
values by combining it with the strong Feller property.
Precisely, we first use the approximation{
∂tu˜
N,α = 12∂
2
xu˜
N,α + FαN (u˜
N ) ∗ ηǫ2 + σαβ∂xξβ ∗ ηǫ,
u˜N (0) = u˜(0) ∈ (Cδ−10 )d.
where FαN is the operator defined by (5.7). Without loss of generality, we may assume
ϕ(ǫk) 6= 0 for all k ∈ Z. We can see that this equation has a unique global solution u˜N by
applying Itoˆ’s formula to
HN :=
∑
α
‖ταϕ−1(εD)ΠN u˜N‖2L2(T) ≡ (A−1)αβ〈ΠN u˜N,α, ϕ−2(ǫD)ΠN u˜N,β〉.
Moreover, u˜N admits the measure µǫA as an invariant measure, where µ
ǫ
A is the distribution
on D′(T,Rd) of uα(x) = ∑k ϕ(ǫk)uα,ke2πikx with the family {uα,k} of centered complex
Gaussian variables such that uα,−k = uα,k and covariance
E[uα,kuβ,l] = Aαβ1{k+l=0},
recall Lemma 5.4. Then the similar argument to the proof of Theorem 5.7 shows that the
solution u˜ of the equation (5.16) exists globally for µǫA-a.e. initial values.
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