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Abstract
We present a polynomiality property of the Littlewood–Richardson coefﬁcients cnlm: The
coefﬁcients are shown to be given by polynomials in l; m and n on the cones of the chamber
complex of a vector partition function. We give bounds on the degree of the polynomials
depending on the maximum allowed number of parts of the partitions l; m and n: We ﬁrst
express the Littlewood–Richardson coefﬁcients as a vector partition function. We then deﬁne
a hyperplane arrangement from Steinberg’s formula, over whose regions the Littlewood–
Richardson coefﬁcients are given by polynomials, and relate this arrangement to the chamber
complex of the partition function. As an easy consequence, we get a new proof of the fact that
cNnNl Nm is given by a polynomial in N; which partially establishes the conjecture of King et al.
(CRM Proceedings and Lecture Notes, Vol. 34, 2003) that cNnNl Nm is a polynomial in N with
nonnegative rational coefﬁcients.
r 2004 Elsevier Inc. All rights reserved.
1. Introduction
Littlewood–Richardson coefﬁcients appear in many ﬁelds of mathematics. In
combinatorics, they appear in the theory of symmetric functions (see [15,18]). The
Schur symmetric functions form a linear basis of the ring of symmetric functions,
and the Littlewood–Richardson coefﬁcients express the multiplication rule,
sl  sm ¼
X
n
cnlmsn; ð1Þ
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as well as how to write skew Schur functions in terms of the Schur function basis:
sn=l ¼
X
m
cnlmsm: ð2Þ
In the representation theory of the general and special linear groups, the characters
of the irreducible polynomial representations of GLkC are Schur functions in
appropriate variables [10,15]. As such, the Littlewood–Richardson coefﬁcient cnlm
gives the multiplicity with which the irreducible representation Vn of GLkC appears
in the tensor product of the irreducible representations Vl and Vm:
Vl#Vm ¼
M
n
cnlmVn: ð3Þ
Littlewood–Richardson coefﬁcients also appear in algebraic geometry: Schubert
classes form a linear basis of the cohomology ring of the Grassmannian, and the
Littlewood–Richardson coefﬁcients again express the multiplication rule [9]:
sl  sm ¼
X
n
cnlmsn: ð4Þ
In previous work with Billey and Guillemin [3], we studied the Kostka numbers Klm;
which appear when expressing the Schur function sl in terms of the monomial
symmetric functions: sl ¼
P
m Klmmm: Kostka numbers also give the weight
multiplicities in the weight space decomposition Vl ¼"m ðVlÞm of the irreducible
representation Vl of slkC:
Klm ¼ dimðVlÞm: ð5Þ
We showed there that the Kostka numbers are given by a vector partition function
and that this implies that the function ðl; mÞ/Klm is quasipolynomial in the cones of
a chamber complex. We then deﬁned a hyperplane arrangement, the Kostant
arrangement, over whose regions this function was given by a polynomial. This
allowed us to prove that the quasipolynomials in the cones were actually
polynomials. As a corollary, we obtained an alternative proof to that of Kirillov
that the function N/KNl Nm is a polynomial in N for every ﬁxed l and m:
In King et al. [12] conjecture that the Littlewood–Richardson coefﬁcients exhibit a
similar ‘‘stretching’’ property:
Conjecture 1.1 (King, Tollu, Toumazet [12]). For all partitions l; m and n such that
cnlm40 there exists a polynomial P
n
lmðNÞ in N with nonnegative rational coefficients
such that Pnlmð0Þ ¼ 1 and PnlmðNÞ ¼ cNnNlNm for all positive integers N:
In Derksen and Weyman [6], prove the polynomiality part of this conjecture using
semi-invariants of quivers. They call the functions PnlmðNÞ (for ﬁxed l; m and n),
Littlewood–Richardson polynomials.
Here we extend the results of [3] to the case of Littlewood–Richardson coefﬁcients.
We ﬁrst express Littlewood–Richardson coefﬁcients as a vector partition function
(Theorem 2.3). This is done using a combinatorial model (the hive model [4,13]) for
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computing the Littlewood–Richardson coefﬁcients. This means that these coefﬁ-
cients are quasipolynomial in l; m and n over the conical cells of a chamber complex
LRk:
From Steinberg’s formula [9], giving the multiplicities with which irreducible
representations appear in the decomposition into irreducibles of the tensor product
of two irreducible representations of a complex semisimple Lie algebra, we then
deﬁne a hyperplane arrangement, the Steinberg arrangementSAk: We show that the
Littlewood–Richardson coefﬁcients are given by a polynomial over the regions of
this arrangement (Proposition 3.3).
Finally, by comparing the chamber complexLRk with the Steinberg arrangement
SAk; we are able to show that the quasipolynomials in the cones ofLRk are actually
polynomials in l; m and n; and we provide degree bounds (Theorem 4.1). Because we
are working in cones, this provides an alternative proof to that of [6] of the
polynomiality part of the conjecture of King, Tollu and Toumazet; we do not know
whether the polynomials Pnlm have nonnegative coefﬁcients or not. However, we get
global polynomiality results in a chamber complex instead of polynomiality on ﬁxed
rays. We understand that Knutson [14] also proved polynomiality in cones using
symplectic geometry techniques.
1.1. Type A root systems and Littlewood–Richardson coefficients
The simple Lie algebra slkC (of type Ak1) is the subalgebra of glkCDEndðCkÞ
consisting of traceless k  k matrices over C: We will take as its Cartan subalgebra h
its subspace of traceless diagonal matrices. The roots and weights live in the dual h
of h; which can be identiﬁed with the subspace x1 þ?þ xk ¼ 0 of Rk: The roots are
fei  ej : 1piajpkg; and we will choose the positive ones to be the set Dþ ¼
fei  ej : 1piojpkg: The simple roots are then ai ¼ ei  eiþ1; for 1pipk  1; and
for these simple roots, the fundamental weights are
oi ¼ 1
k
ðk  i; k  i;y; k  i|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
i times
;i;i;y;i|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ki times
Þ; 1pipk  1: ð6Þ
The fundamental weights are deﬁned such that /ai;ojS ¼ dij ; where /; S is the
usual dot product. The integral span of the simple roots and the fundamental
weights are the root lattice LR and the weight lattice LW; respectively. The root
lattice is a ﬁnite index sublattice of the weight lattice, with index k  1:
For our choice of positive roots,
d ¼ 1
2
X
aADþ
a ¼
Xk1
j¼1
oj ¼ 12ðk  1; k  3;y;ðk  3Þ;ðk  1ÞÞ:
The Weyl group for slkC is the symmetric group Sk acting on fe1;y; ekg (i.e.
sðeiÞ ¼ esðiÞ), and with the choice of positive roots we made, the fundamental Weyl
chamber will be C0 ¼ fðl1;y; lkÞ :
Pk
i¼1 li ¼ 0 and l1X?Xlkg: The action of the
Weyl group preserves the root and weight lattices. Weights lying in the fundamental
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Weyl chamber are called dominant, and we will call elements of the Weyl orbits of the
fundamentals weights conjugates of fundamental weights.
The ﬁnite dimensional representations of slkC; or SLkC; are indexed by
the dominant weights LW-C0; and for a given dominant weight l; there is a
unique irreducible representation rl : slkC-glðVlÞ with highest weight l; up to
isomorphism. The ﬁnite dimensional polynomial representations of glkC; or GLkC;
are indexed by partitions with at most k parts, that is by sequences ðl1;y; lk) of
integers satisfying l1X?XlkX0: Two irreducible representations Vl and Vm of
glkC restrict to the same irreducible representation of slkC if li  mi is some constant
independent of i for all i: So the irreducible representations of slkC correspond to
equivalence classes of irreducible representations of glkC: Consider the map l/%l
given by
ðl1;y; lkÞ/ðl1;y; lkÞ 
P
li
k
ð1; 1;y; 1Þ|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
k times
: ð7Þ
Then the representations Vl of glkC restricts to the irreducible representation V%l of
slkC: Details about the construction of the irreducible representations of SLkC and
GLkC are well known and can be found in [9] or [10], for example. We will denote by
jlj the sumPli (so l is a partition of the integer jlj). We will also let lðlÞ denote the
number of nonzero parts of l:
Given two irreducible representations Vl and Vm of GLkC; their tensor product
Vl#Vm is again a representation of GLkC; and we can decompose it in terms of
irreducibles of GLkC:
Vl#Vm ¼
M
n
cnlmVn; ð8Þ
where cnlmVn ¼ V
"cnlm
n ; for some nonnegative integer numbers cnlm; called the
Littlewood–Richardson coefficients. The direct sum ranges over all partitions n; but
cnlm ¼ 0 unless jlj þ jmj ¼ jnj and l and m are contained in n: We have a similar
decomposition for the tensor product of two irreducible representations of slkC:
V%l#V %m ¼
M
%n
m%n%l %mV%n; ð9Þ
for nonnegative integers m%n%l %m; where the sum ranges over all dominant weights %nAC0:
There is a general formula due to Steinberg [11,19] giving the multiplicity with
which an irreducible representation Vn occurs in the tensor product of two
irreducible representations Vl and Vm of a complex semisimple Lie algebra. This will
give us a way of computing the m%n%l %m; and also the c
n
lm; but ﬁrst we have to deﬁne the
Kostant partition function.
ARTICLE IN PRESS
E. Rassart / Journal of Combinatorial Theory, Series A 107 (2004) 161–179164
Deﬁnition 1.2. The Kostant partition function for a root system D; given a choice of
positive roots Dþ; is the function
KðvÞ ¼ ðkaÞaADþANjDþj :
X
aADþ
kaa ¼ v
( )
; ð10Þ
i.e. KðvÞ is the number of ways that v can be written as a sum of positive roots.
Theorem 1.3 (Steinberg [19]).
m%n%l %m ¼
X
sASk
X
tASk
ð1ÞinvðstÞKðsð%lþ dÞ þ tð %mþ dÞ  ð%nþ 2dÞÞ; ð11Þ
where invðcÞ is the number of inversions of the permutation c:
Restricting Eq. (8) to SLkC; we get
V%l#V %m ¼
X
n
cnlmV%n; ð12Þ
and comparing with (9) gives
cnlm ¼ m%n%l %m: ð13Þ
Hence Steinberg’s formula also computes the Littlewood–Richardson coefﬁcients,
and we can further simplify things by noticing that if we let 1k denote the vector
ð1; 1;y; 1ÞARk; then
sð%lþ dÞ þ tð %mþ dÞ  ð%nþ 2dÞ
¼ sð%lÞ þ tð %mÞ  %nþ sðdÞ þ tðdÞ  2d
¼ s l jlj
k
1k
 
þ t m jmj
k
1k
 
 n jnj
k
1k
 
þ sðdÞ þ tðdÞ  2d
¼ sðlÞ  jlj
k
1k þ tðmÞ  jmj
k
1k  nþ jnj
k
1k þ sðdÞ þ tðdÞ  2d
¼ sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ þ 1
k
ðjnj  jlj  jmjÞ1k
¼ sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ:
In view of (11) and (13), this gives
cnlm ¼
X
sASk
X
tASk
ð1ÞinvðstÞKðsðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞÞ: ð14Þ
In Section 3, we will use this formula to deﬁne a hyperplane arrangement over
whose regions the Littlewood–Richardson coefﬁcients are given by polynomials in l;
m and n:
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1.2. Partition functions and chamber complexes
Partition functions arise in the representation theory of the semisimple Lie
algebras in the form of Kostant’s partition function, which sends a vector in the root
lattice to the number of ways it can be written down as a linear combination with
nonnegative integer coefﬁcients of the positive roots. The Kostant partition function
is a simple example of a more general class of functions, called vector partition
functions.
Deﬁnition 1.4. Let M be a d  n matrix over the integers, such that ker M-RnX0 ¼
0: The vector partition function (or simply partition function) associated to M is the
function
fM : Z
d-N
b/ jfxANn : Mx ¼ bgj
The condition ker M-RnX0 ¼ 0 forces the set fxANn : Mx ¼ bg to have ﬁnite size,
or equivalently, the set fxARnX0 : Mx ¼ bg to be compact, in which case it is a
polytope Pb; and the partition function is the number of integral points (lattice
points) inside it.
Also, if we let M1;y; Mn denote the columns of M (as column-vectors), and
x ¼ ðx1;y; xnÞARnX0; then Mx ¼ x1M1 þ x2M2 þ?þ xnMn and for this to be
equal to b; b has to lie in the cone posðMÞ spanned by the vectors Mi: So fM
vanishes outside of posðMÞ:
It is well known that partition functions are piecewise quasipolynomial, and that
the domains of quasipolynomiality form a complex of convex polyhedral cones,
called the chamber complex. Sturmfels gives a very clear explanation in [20] of this
phenomenon. The explicit description of the chamber complex is due to
Alekseevskaya et al. [1]. There is a special class of matrices for which partition
functions take a much simpler form. Call an integer d  n matrix M of full rank d
unimodular if every nonsingular d  d submatrix has determinant 71: For
unimodular matrices, the chamber complex determines domains of polynomiality
instead of quasipolynomiality [20].
It is useful for what follows to describe how to obtain the chamber complex of a
partition function. Let M be a d  n integer matrix of full rank d and fM its
associated partition function. For any subset sDf1;y; ng; denote by Ms the
submatrix of M with column set s; and let ts ¼ posðMsÞ; the cone spanned by the
columns of Ms: Deﬁne the set B of bases of M to be
B ¼ fsDf1;y; ng : jsj ¼ d and rankðMsÞ ¼ dg:
B indexes the invertible d  d submatrices of M: The chamber complex of fM is the
common reﬁnement of all the cones ts; as s ranges over B (see [1]). A theorem of
Sturmfels [20] describes exactly how partition functions are quasipolynomial over
the chambers of that complex.
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If we let MAn be the matrix whose columns are the positive roots D
ðAnÞ
þ of An;
written in the basis of simple roots, then we can write Kostant’s partition function in
the matrix form deﬁned above as
KAnðvÞ ¼ fMAn ðvÞ:
The following lemma is a well-known fact about MAn and can be deduced from
general results on matrices with columns of 0s and 1s where the 1s come in a
consecutive block (see [16]).
Lemma 1.5. The matrix MAn is unimodular for all n:
MAn unimodular means that the Kostant partition functions for An is
polynomial instead of quasipolynomial on the cells of the chamber complex.
In general, for M unimodular, the polynomial pieces have degree at most
the number of columns of the matrix minus its rank (see [20]). In our case,
MAn has rank n and as many columns as An has positive roots, ðnþ12 Þ: Hence
the Kostant partition function for An is piecewise polynomial of degree at most
ðnþ1
2
Þ  n ¼ ðn
2
Þ:
Remark 1.6. In view of Steinberg’s formula (11), this means that the Littlewood–
Richardson coefﬁcients are given by a piecewise polynomial function of degree at
most ðn
2
Þ in the three sets of variables l; m and n; if these partitions have at most n þ 1
parts. This will be made precise in Sections 3 and 4.
2. A vector partition function for the Littlewood–Richardson coefﬁcients
There are many combinatorial ways to compute the Littlewood–Richardson
coefﬁcients, in particular the Littlewood–Richardson rule [18], honeycombs [13] and
Berenstein–Zelevinsky triangles [2]. The model that is most convenient for us is the
hive model [4,13].
Deﬁnition 2.1. A k-hive is an array of numbers aij with 0pi; jpk and i þ jpk: We
will represent hives in matrix form. For example, a 4-hive is
a00 a01 a02 a03 a04
a10 a11 a12 a13
a20 a21 a22
a30 a31
a40
ð15Þ
We will call a hive integral if all its entries are nonnegative integers.
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Following the terminology of [12], we will call hive conditions (HC) the conditions
ð16Þ
where in each diagram, the sum of the boxed entries is at least as large as the sum of
the other two entries. In terms of the aij ; HC is
aiþ1 j þ aijþ1Xaij þ aiþ1jþ1 ð17Þ
aiþ1j þ aiþ1jþ1Xaiþ2j þ aijþ1 ð18Þ
aijþ1 þ aiþ1jþ1Xaiþ1j þ aijþ2 ð19Þ
for i þ jpk  2:
Proposition 2.2 (Knutson-Tao [13], Fulton [4]). For l; m and n partitions with at most
k parts and jlj þ jmj ¼ jnj; the Littlewood–Richardson coefficient cnlm is the number of
integral k-hives satisfying HC and the boundary conditions
a00 ¼ 0;
a0j ¼ l1 þ?þ lj 1pjpk;
ai0 ¼ n1 þ?þ ni 1pipk;
am;km ¼ jlj þ m1 þ?þ mm 1pmpk:
ð20Þ
Once the boundary conditions are imposed, we are left with a system of in-
equalities in the nonnegative integral variables aij for 1pi; jpk  1 and i þ jpk  1:
If we let these aij take real values, the inequalities deﬁne a rational polytope Q
n
lm; and
the Littlewood–Richardson coefﬁcient corresponding to the boundary conditions is
the number of integral (lattice) points inside Qnlm:
Given a d-dimensional rational polytope Q in Rn; we will denote by mQ the
polytope Q blown up by a factor of m: The function mAN/jmQ-Znj is called the
Ehrhart function of Q; and is known [7,18] to be a quasipolynomial of degree d in m:
Furthermore, if Q is integral, the Ehrhart function is a degree d polynomial in m:
This means that the function
N/cNnNlNm ð21Þ
is the Ehrhart quasipolynomial of the polytope Qnlm: It is known that Q
n
lm is not
integral in general (see examples in [12]).
This describes the behavior of the Littlewood–Richardson coefﬁcients on a ray in
ðl; m; nÞ-space, but we will get more general results by showing that we can ﬁnd a
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vector partition function that gives these coefﬁcients. We will then be able to work
with conical chambers in ðl; m; nÞ-space instead of simple rays. This is accomplished
in a way very similar to the one introduced for the weight multiplicities in [3], and
this case is even simpler because the variables aij are already constrained to be
nonnegative.
We start by writing all the inequalities in the formX
1pi; jpk1
iþjpk1
bmijaijp
X
1ptpk
cmtlt þ
X
1pt0pk
dmt0mt0 þ
X
1pt00pk
emt00nt00 ; ð22Þ
where m indexes the inequalities. In a k-hive, there are ðk
2
Þ inequalities of the square
type in the diagram above, and also ðk
2
Þ of them for each of the two parallelogram
types. So we have nðkÞ ¼ 3ðk
2
Þ inequalities overall and hence 1pmpnðkÞ:
We next transform these inequalities into equalities by introducing a slack variable
sm for each inequality:X
1pi; jpk1
iþjpk1
bmijaij þ sm ¼
X
1ptpk
cmtlt þ
X
1pt0pk
dmt0mt0 þ
X
1pt00pk
emt00nt00 : ð23Þ
Solving the system of inequalities for nonnegative integral aij is the same as solving
the system of equalities for nonnegative integral aij and sm: Hence we are trying to
solve the system
ðbm;ij j InðkÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Ek

a11
^
a1k1
^
ak11
s1
^
sm
0BBBBBBBBBBBBB@
1CCCCCCCCCCCCCA
¼ ðcmt j dmt0 j emt00 Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Bk

l1
^
lk
m1
^
mk
n1
^
nk
0BBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCA
ð24Þ
for integral nonnegative aij and sm: We have therefore proved the following.
Theorem 2.3. The function ðl; m; nÞ/cnlm for l; m; n partitions with at most k parts such
that jlj þ jmj ¼ jnj and l; mDn is given by
cnlm ¼ fEk Bk
l
m
n
0B@
1CA
0B@
1CA: ð25Þ
The chamber complex deﬁned by Ek is much too big for our purposes. For
one thing, its cones have dimension nðkÞ ¼ 3ðk
2
Þ; whereas ðl; m; nÞ-space is
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3k-dimensional. To simplify things, we can ﬁrst restrict ourselves with the
intersection of the complex of Ek with the subspace
BðkÞ ¼ Bk
l
m
n
0B@
1CA
0B@
1CA : l; m; nARk
8><>:
9>=>; ð26Þ
of RnðkÞ to get a complex Ck: Then we can pull back the cones along the
transformation Bk to ðl;m; nÞ-space. Cones in BðkÞ are given by inequalities of the
form
vi; Bk
l
m
n
0B@
1CA* +X0
for some directions viARnðkÞ: But
vi; Bk
l
m
n
0B@
1CA* +X0 3 BTk vi; lm
n
0B@
1CA* +X0;
where BTk is the transpose of Bk: So we can pull back the cones to get a complex B

kCk
in ðl; m; nÞ-space. As a ﬁnal simpliﬁcation, we can note that cnlm ¼ 0 unless l; mDn and
jlj þ jmj ¼ jnj and that these conditions deﬁne a cone Cð1Þk since the containment
equations can be written li; mipni for 1pipk: The conditions l1X?XlkX0;
m1X?XmkX0 and n1X?XnkX0 also deﬁne a cone C
ð2Þ
k :
Deﬁnition 2.4. We will call the intersection of the cones C
ð1Þ
k and C
ð2Þ
k with the
rectiﬁed complex BkCk the Littlewood–Richardson complex, and denote itLRk: This
complex lives on the subspace jlj þ jmj ¼ jnj of R3k:
As a result of the general theory of vector partition functions, we get the following
corollary.
Corollary 2.5. Under the conditions of the theorem above, the function ðl; m; nÞ/cnlm is
quasipolynomial of degree at most 3ðk
2
Þ þ nðkÞ  rank Ek ¼ 3ðk2Þ over the chambers of
the complex LRk:
We will show in Section 4 that we actually get polynomials in the chambers.
It rapidly becomes computationally hard to work out the chamber complex and
the associated polynomials; we present an example of how the computations are
done on the simplest nontrivial example, k ¼ 3; in Section 5.
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3. The Steinberg arrangement
In this section, we will construct a hyperplane arrangement whose regions are
domains of polynomiality for the Littlewood–Richardson coefﬁcients. We will
deduce the form of this arrangement from a closer look at Steinberg’s formula (11)
and the chamber complex of the Kostant partition function deﬁned in Section 1.2.
The following lemma, proved in [3] but reproduced here for the sake of
completeness, describes the set of normals to the hyperplanes supporting the cells of
the chamber complex for the Kostant partition function.
Lemma 3.1. The set of normals to the facets of the maximal cones of the chamber
complex of the Kostant partition function of An consists of all the conjugates of the
fundamental weights.
Proof. The facets of the maximal cones of the chamber complex span the same
hyperplanes as the facets of the base cones whose common reﬁnement is the chamber
complex. Base cones correspond to sets of n linearly independent positive roots.
Fixing a particular base cone spanned by fg1;y; gng; consider the undirected graph
G on f1;y; n þ 1g where ði; jÞ is an edge if ei  ej ¼ gm for some m: The fact that the
gj’s are linearly independent implies that G has no cycles. So G is a forest, and since it
has n þ 1 vertices and n edges (one for each gj), it is actually a tree. Suppose now we
remove gj ¼ es  et and want to ﬁnd the normal of the hyperplane spanned by the
other gi’s. The graph G with the edge ðs; tÞ removed consists of two trees T1 and T2:
List f1;y; n þ 1g in the form
s : i1; i2;y; ij1; s|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
vertices of T1
; t; ij; ijþ1;y; inþ12|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
vertices of T2
;
where we will think of s as a permutation in one-line form.
Now let ai 0 ¼ esðiÞ  esðiþ1Þ and note that aj 0 ¼ es  et ¼ gj: The set fa10;y; an0g is
a root system basis because it is the image under the action of s1 of the original
simple roots ai ¼ ei  eiþ1: Observe that every edge in T1 can be expressed as a sum
of a10;y; aj10; and every edge in T2 as a sum of ajþ10;y; an0; so that all gi’s in
fg1;y; bgj;y; gng can be expressed as linear combinations of a10;y;caj 0;y; an0: The
normal for the corresponding hyperplane will therefore be the jth fundamental
weight oj 0 for the basis fa10;y; an0g ¼ s  fa1;y; ang:
Conversely, given any fundamental weight oj 0 for the root system basis s 
fa1;y; ang (or equivalently, s1  oj ; where oj is the jth fundamental weight for the
standard simple roots), we want to show it can occur as the normal to a hyperplane.
Let H be a hyperplane separating the standard positive roots from the negative ones.
For each ai 0 ¼ s  ai; we can pick a sign ei such that eiai 0 is on the positive side of H:
Hence fe1a10;y; enan0g is a linearly independent subset of the set of standard positive
roots, and thus it corresponds to one of the base cones of MAn : The corresponding
graph is a path since we have a system of simple roots (up to sign reversal).
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Removing ejaj 0 and applying the above procedure with the order given by the path
gives that oj 0 occurs as the normal of the corresponding hyperplane. &
To compute the Littlewood–Richardson coefﬁcients using Steinberg’s formula
(11), we look at the points sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ; as s and t range over the
Weyl group Sk (we assume here that l; m and n have at most k parts and index
irreducible representations of GLkC). Some of these points will lie inside the
chamber complex for the Kostant partition function and we compute the
Littlewood–Richardson coefﬁcients by ﬁnding which cells contain them and
evaluating the corresponding polynomials at those points. We will call ðl; m; nÞ
generic if none of the points sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ lies on a wall of the
chamber complex of the Kostant partition function. If we change a generic ðl; m; nÞ
to ðl0; m0; n0Þ on the hyperplane jlj þ jmj ¼ jnj in such a way that none of the points
sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ crosses a wall, we will obtain cn0l0m0 by evaluating the
same polynomials. So there is a neighborhood of ðl; m; nÞ on which the Littlewood–
Richardson coefﬁcients are given by the same polynomial in the variables l; m and n:
Lemma 3.1 describes the walls of the chamber complex for the Kostant partition
function in terms of the normals to the hyperplanes (though the origin) supporting
the facets of the maximal cells. Now a point sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ will be on
one of those walls (hyperplane though the origin) when its scalar product with the
hyperplane’s normal, say yðojÞ; vanishes, that is when
/sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ; yðojÞS ¼ 0 ð27Þ
Consider the arrangement on the subspace jlj þ jmj ¼ jnj of R3k consisting of all such
hyperplanes, for 1pjpk and s; t; yASk: For ðl; m; nÞ and ðl0; m0; n0Þ in the same
region of this arrangement and any ﬁxed s; tASk; the points sðlþ dÞ þ tðmþ dÞ 
ðnþ 2dÞ and sðl0 þ dÞ þ tðm0 þ dÞ  ðn0 þ 2dÞ lie on the same side of every wall of the
chamber complex for the Kostant partition function. We will call this arrangement
the Steinberg arrangement, and denote it SAk:
Deﬁnition 3.2. Fix a labelling on the chambers of the complex for the Kostant
partition function, and let p1; p2;y be the polynomials associated to the chambers.
For generic l; m and n; let vstðl; m; nÞ be the label of the region containing the point
sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ (this label is unique for generic l; m and n). Deﬁne the
type of l; m and n to be the matrix
Typeðl; m; nÞ ¼ ðvstðl; m; nÞÞs;tASk ;
for some ﬁxed total order on Sk: Furthermore, deﬁne
Pðl; m; nÞ ¼
X
sASk
X
tASk
ð1ÞinvðstÞpvstðsðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞÞ: ð28Þ
Proposition 3.3. Pðl; m; nÞ is a polynomial function in l; m and n on the interior of the
regions of SAk and gives the Littlewood–Richardson coefficients there.
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Proof. The type of points along a path between ðl0; m0; n0Þ and ðl00; m00; n00Þ in the
interior of the same region of SAk will remain the same by deﬁnition of the
Steinberg arrangement (because no sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ crosses a wall
along that path). &
The reason why Proposition 3.3 is restricted to the interior of the regions is that
while polynomials for adjacent regions of the chamber complex for the Kostant
partition function have to coincide on the intersection of their closures, there is a
discontinuous jump in the value of the Kostant partition function (as a piecewise
polynomial function) when going from a region on the boundary of the complex to
region 0 (outside the complex).
To summarize, the hyperplanes of the Steinberg arrangement are deﬁned by the
equations
/sðlþ dÞ þ tðmþ dÞ  ðnþ 2dÞ; yðojÞS ¼ 0 ð29Þ
or
/sðlÞ þ tðmÞ  n; yðojÞS ¼ /2d sðdÞ  tðdÞ; yðojÞS: ð30Þ
Note that the right-hand side of (30) does not depend on l; m and n; and we will call it
the d-shift:
sðs; t; y; jÞ ¼ /2d sðdÞ  tðdÞ; yðojÞS: ð31Þ
4. Polynomiality in the chamber complex
We have now expressed the Littlewood–Richardson coefﬁcients in two ways: as a
quasipolynomial function over the cones of the chamber complex LRk and as a
polynomial function over the interior of the regions of the hyperplane arrangement
SAk: In this section, we relate the chamber complex to the hyperplane arrangement
to show that the quasipolynomials are actually polynomials.
Theorem 4.1. The quasipolynomials giving the Littlewood–Richardson coefficients in
the cones of the chamber complex LRk are polynomials of total degree at most ðk12 Þ in
the three sets of variables l ¼ ðl1;y; lkÞ; m ¼ ðm1;y; mkÞ and n ¼ ðn1;y; nkÞ:
Proof. We will show that for each cone C of LRk we can ﬁnd a region R of the
Steinberg arrangement SAk such that C-R contains an arbitrarily large ball. Then
Pðl; m; nÞ and the quasipolynomial in C agree on the lattice points ðl; m; nÞ in that
ball, and must therefore be equal. The degree bounds follow from the degree bounds
on the polynomials giving the Kostant partition function (see Remark 1.6). Note
that since cnlm is invariant under adding ‘‘0’’ parts to the partitions, we get the
best degree bound by working in slkC for k as small as possible, that is for
k ¼ maxflðlÞ; lðmÞ; lðnÞg:
ARTICLE IN PRESS
E. Rassart / Journal of Combinatorial Theory, Series A 107 (2004) 161–179 173
We can deform SAk continuously to make the d-shifts zero, by considering the
arrangement SA
ðtÞ
k with hyperplanes
/sðlÞ þ tðmÞ  n; yðojÞS ¼ t/2d sðdÞ  tðdÞ; yðojÞS ð32Þ
and letting t going from 1 to 0, for example. The ﬁnal deformed arrangement
SA
ð0Þ
k is a central arrangement (all the hyperplanes go through the origin) whose
regions are therefore cones. C will intersect nontrivially one of the cones R˜ of this
arrangement (i.e. the dimension of the cone C-R˜ is the same as that of C and R˜).
Let R be any region of SAk whose deformed ﬁnal version is R˜: Consider a ball of
radius r inside R˜-C; and suppose it is centered at the point x: Let s is the
maximal amount by which the hyperplanes of the Steinberg arrangement are
shifted, i.e.
s ¼ max
s;t;yASk
1pjpk
j/2d sðdÞ  tðdÞ; yðojÞSj: ð33Þ
Then R contains the ball of radius r  s centered at x; and so does C-R: Since C is
a cone, we can make r arbitrary large and the result follows since s is bounded for
ﬁxed k: &
From this, we can deduce a ‘‘stretching’’ property for Littlewood–Richardson
coefﬁcients.
Corollary 4.2. The Littlewood–Richardson coefficients cNnNl Nm are given by a
polynomial in N with rational coefficients. This polynomial has degree at most ðk1
2
Þ
in N:
Remark 4.3. King et al. conjectured in [12] that the cNnNlNm are polynomial in
N with nonnegative rational coefﬁcients (Conjecture 1.1 above). Corollary 4.2
establishes this conjecture, except for the nonnegativity of the coefﬁcients.
Derksen and Weyman [6] have a proof of this part of the conjecture using
semi-invariants of quivers, and Knutson [6,14] a proof using symplectic geometry
techniques.
Remark 4.4. Theorem 4.1 can also be deduced from the fact that the Littlewood–
Richardson coefﬁcients are given by quasipolynomials over cones (Corollary 2.5)
and the fact that they are given by polynomials along rays (Corollary 4.2, proved
previously by Derksen and Weyman in [6]). However, the degree bound in that case
would be that of Corollary 2.5, 3ðk
2
Þ; instead of ðk1
2
Þ:
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In fact, we can prove something stronger: we can perturb ðl; m; nÞ a bit and get a
more global stretching property.
Corollary 4.5. Let U be the set
U ¼ fðl; m; nÞ : maxflðlÞ; lðmÞ; lðnÞgpk; jlj þ jmj ¼ jnj; l; mDng: ð34Þ
For any generic ðl; m; nÞAU we can find a neighborhood U of that point over which the
function
ðl; m; n; tÞAðU-U Þ N/ctntltm ð35Þ
is polynomial of degree at most ðk12 Þ in t and ðk12 Þ in the l; m and n coordinates.
Proof. Let ðl; m; nÞAU: For U sufﬁciently small, the points fðtl; tm; tnÞ : tANg lie in
the same cone of the chamber complex LRk: Hence the corresponding Littlewood–
Richardson coefﬁcients are obtained by evaluating the same polynomial at those
points. &
5. An example for partitions with at most 3 parts
We want to ﬁnd a vector partition function counting the number of integral
3-hives of the form
0 l1 l1 þ l2 jlj
n1 a11 jlj þ m1
n1 þ n2 jnj  m3
jnj:
ð36Þ
The hives conditions are given by
a11 p n1 þ l1 a11 p l2  n1 a11 p l1  n2
a11 p l1  l3  m1 a11 p l1 þ l2 þ m1 a11 p l1  l2  m2
a11 p l1  l2  l3  m1  m2 þ n2 a11 p m2  n1  n2 a11 p l1 þ l2 þ l3 þ m1 þ m2  n3
ð37Þ
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This corresponds to the matrix system
1 1 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0
1 0 0 1 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0 0
1 0 0 0 0 1 0 0 0 0
1 0 0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0 1
0BBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCA
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
E3

a11
s1
s2
^
s9
0BBBBBB@
1CCCCCCA
¼
1 0 0 0 0 0 1 0 0
1 0 1 1 0 0 0 0 0
1 1 1 1 1 0 0 1 0
0 1 0 0 0 0 1 0 0
1 1 0 1 0 0 0 0 0
0 0 0 0 1 0 1 1 0
1 0 0 0 0 0 0 1 0
1 1 0 0 1 0 0 0 0
1 1 1 1 1 0 0 0 1
0BBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCA
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
B3

l1
l2
l3
m1
m2
m3
n1
n2
n3
0BBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCA
ð38Þ
Note that m3 does not appear in this system. This is because it is determined by
jlj þ jmj ¼ jnj; we could have chosen another variable to disappear.
To get the chamber complex for the vector partition function associated to E3; we
have to ﬁnd the sets of columns determining maximal nonsingular square matrices in
E3: These determine the bases cones whose common reﬁnement gives the chamber
complex. In our case, all subsets of 9 columns determine a nonsingular matrix, so we
get 10 base cones. We can ﬁnd their common reﬁnement using a symbolic calculator
like Maple or Mathematica; here we used Maple (version 8) and the package convex
by Matthias Franz [8]. We ﬁnd the chamber complexLR3 by rectifying the cones to
ðl; m; nÞ-space using BT3 and intersecting them with the cones Cð1Þ3 and Cð2Þ3 : The list of
rays of the cones of LR3
a1 ¼ ð1 1 1 j 0 0 0 j 1 1 1Þ a2 ¼ ð0 0 0 j 1 1 1 j 1 1 1Þ
b ¼ ð2 1 0 j 2 1 0 j 3 2 1Þ
c ¼ ð1 1 0 j 1 1 0 j 2 1 1Þ
d1 ¼ ð1 1 0 j 1 0 0 j 1 1 1Þ d2 ¼ ð1 0 0 j 1 1 0 j 1 1 1Þ
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e1 ¼ ð1 1 0 j 0 0 0 j 1 1 0Þ e2 ¼ ð0 0 0 j 1 1 0 j 1 1 0Þ
f ¼ ð1 0 0 j 1 0 0 j 1 1 0Þ
g1 ¼ ð1 0 0 j 0 0 0 j 1 0 0Þ g2 ¼ ð0 0 0 j 1 0 0 j 1 0 0Þ;
where the bars separate the entries corresponding to the sets of variables l; m and n:
Table 1 gives the maximal (8-dimensional) cones ofLR3; as well as the polynomial
associated to each (computed by polynomial interpolation).
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The maximal cones of the chamber complex LR3 and their associated polynomials.
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Remark 5.1. The symmetry cnlm ¼ cnml implies that we can interchange the l and m
coordinates. This corresponds to a symmetry of the chamber complex LR3 under
this transformation. This is why some of the rays and cones have been grouped in
pairs.
Remark 5.2. We observe from the form of the polynomials in the table above that
the equation
cNnNl Nm ¼ 1þ Nðcnlm  1Þ ð39Þ
holds for lðlÞ; lðmÞ; lðnÞp3: This was previously observed in [12].
Remark 5.3. The example above can be understood conceptually from the point of
view of semi-invariants of tame quivers (see [5,17]).
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