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1 Independence number of generalizedPetersen graphs
Nazli Besharati ∗, J. B. Ebrahimi†, A. Azadi ‡
Abstract
Determining the size of a maximum independent set of a graph G,
denoted by α(G), is an NP-hard problem. Therefore many attempts
are made to find upper and lower bounds, or exact values of α(G)
for special classes of graphs.
This paper is aimed toward studying this problem for the class of
generalized Petersen graphs. We find new upper and lower bounds
and some exact values for α(P (n, k)). With a computer program we
have obtained exact values for each n < 78. In [2] it is conjectured
that the size of the minimum vertex cover, β(P (n, k)), is less than
or equal to n + ⌈n
5
⌉, for all n and k with n > 2k. We prove this
conjecture for some cases. In particular, we show that if n > 3k,
the conjecture is valid. We checked the conjecture with our table
for n < 78 and it had no inconsistency. Finally, we show that for
every fixed k, α(P (n, k)) can be computed using an algorithm with
running time O(n).
Keywords: Generalized Petersen Graphs, Independent Set, Tree De-
composition
1 Introduction and preliminaries
In a graph G = (V,E), an independent set I(G) is a subset of the vertices
of G such that no two vertices in I(G) are adjacent. The independence
number α(G) is the cardinality of a largest set of independent vertices
and an independent set of size α(G) is called an α-set. The maximum
independent set problem is to find an independent set with the largest
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number of vertices in a given graph. It is well-known that this problem is
NP-hard [10]. Therefore, many attempts are made to find upper and lower
bounds, or exact values of α(G) for special classes of graphs. This paper is
aimed toward studying this problem for the generalized Petersen graphs.
For each n and k (n > 2k), a generalized Petersen graph P (n, k),
is defined by vertex set {ui, vi} and edge set {uiui+1, uivi, vivi+k}; where
i = 1, 2, . . . , n and subscripts are reduced modulo n. An induced subgraph
on v-vertices is called the inner subgraph, and an induced subgraph on u-
vertices is called the outer cycle.
In addition, we call two vertices ui and vi as twin of each other and the
edge between them as a spoke.
In [8], Coxeter introduced this class of graphs. Later Watkins [14] called
these graphs “generalized Petersen graphs”, P (n, k), and conjectured that
they admit a Tait coloring, except P (5, 2). This conjecture later was proved
in [7]. Since 1969 this class of graphs has been studied widely. Recently
vertex domination and minimum vertex cover of P (n, k) have been studied.
For more details see for instance [2], [3], [4] and [11].
A set Q of vertices of a graph G = (V,E) is called a vertex cover of G if
every edge of G has at least one endpoint in Q. A vertex cover of a graph
G with the minimum possible cardinality is called a minimum vertex cover
of G and its size is denoted by β(G). In [2] and [4] β(P (n, k)), has been
studied. Since for every simple graph G, α(G) + β(G) = |V (G)| [15], their
results imply the following results for α(P (n, k)), and n > 2k:
I) α(P (n, 1)) =
{
n n is even
n− 1 n is odd.
II) For all n > 4, α(P (n, 2)) = ⌊ 4n5 ⌋.
III) For all n > 6, α(P (n, 3)) =
{
n n is even
n− 2 n is odd.
IV) If both n and k are odd, then α(P (n, k)) ≥ n− k+12 .
Also, if k | n, then α(P (n, k)) = n− k+12 .
V) α(P (n, k)) = n if and only if n is even and k is odd.
VI) For all even k, we have
– If k − 1 | n then α(P (n, k)) ≥ n− n
k−1 .
– If k − 1 ∤ n then α(P (n, k)) > n− n
k−1 − 2k.
VII) For all odd n, we have α(P (n, k)) ≤ n− d+12 , where d = gcd(n, k).
Recently, Fox et al. proved the following results in [9]:
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VIII) For all n > 10, α(P (n, 5)) =
{
n n is even
n− 3 n is odd.
IX) For any integer k ≥ 1, we have that α(P (3k, k)) = ⌈ 5k−22 ⌉.
X) If n, k are integers with n odd and k even, then α(P (n, k)) ≥ n−12 +
⌊
⌈n
k
⌉+1
2 ⌋ · ⌊
n
2d⌈n
k
⌉⌋+
d−1
2 · ⌊
1
2
(
n
d
(mod ⌈n
k
⌉)
)
⌋, where d = gcd(n, k).
XI) If n, k are even, then α(P (n, k)) ≥ n2 +
d
2⌊
n
2d⌋, where d = gcd(n, k).
Notice that the problem of finding the size of a maximum independent
set in the graph P (n, k) is trivial for even n and odd k, since P (n, k) is
a bipartite graph. For odd n and k, P (n, k) is not bipartite but we can
remove a set of k+1 edges from P (n, k) to obtain a bipartite graph. Thus
in this case we have n− (k + 1) ≤ α(P (n, k)) ≤ n. So, for odd k, we have
upper and lower bounds for α(P (n, k)) that are at most k+1 away from n.
In contrast, for even k, P (n, k) has a lot of odd cycles. In fact, the number
of odd cycles in P (n, k) is at least as large as O(n). This observation shows
that for even k, the graph P (n, k) is far from being a bipartite graph and
as we see in continuation, we need more complicated arguments for finding
lower and upper bounds for α(P (n, k)) compared to the case that k is an
odd number.
This paper is organized as follows. In Section 2, we provide an upper
bound for α(P (n, k)) for even k > 2. In Section 3, we present some lower
bounds when k is even. In both Section 2 and Section 3 we compare
our bounds with the previously existing bounds. Some exact values for
α(P (n, k)) are given in Section 4 by applying results presented in Sections 2
and Section 3. Finally, in Section 5 we prove Behsaz-Hatami-Mahmoodian’s
conjecture for some cases by using known lower bounds. We checked the
conjecture with our Table for n < 78, and it had no inconsistency.
2 Upper bound
In this section we present an upper bound for α(P (n, k)) when k > 2 is even
and we will show that the presented upper bound is equal to α(P (n, k))
in some cases. Our upper bound is better than the upper bound given by
Behsaz et.al. in [2].
For t = 1, 2, . . . , n, we call the set {ut, ut+1, . . . , ut+2k−1, vt, vt+1, . . . , vt+2k−1}
a 2k-segment and we denote it by It. Let G[It] be the subgraph of P (n, k)
induced by It.
Let S be the set of all maximum independent sets of P (n, k). For
every S ∈ S we denote by f(S) the number of 2k-segments It for which
|It ∩ S| = 2k (1 ≤ t ≤ n).
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Define Smin = {S ∈ S|∀S′ ∈ S, f(S) ≤ f(S′)}. Since S is nonempty, Smin
is also nonempty. Let S0 ∈ Smin.
Proposition 1 For any S ∈ S, S ∈ Smin if and only if f(S) = f(S0).
Definition 1 For any S ∈ S, we say It is of Type 1 with respect to S if
|It ∩S| = 2k, of Type 2 with respect to S if |It ∩S| = 2k− 1, and of Type
3 with respect to S if |It ∩ S| ≤ 2k − 2.
Let Ti(S) = {It|It is of Type i with respect to S}, for i = 1, 2, 3. For a
given It ∈ T2(S), we say It is of Special type 2 with respect to S, if ut /∈ S
and {ut} ∪ (It ∩ S) becomes an independent set for G[It].
SinceG[It] has a perfect matching of spokes {utvt, ut+1vt+1, . . . , u2k+t−1v2k+t−1},
|It ∩ S| ≤ 2k. So every It is one of the above Types.
Note that f(S) = |T1(S)|.
Lemma 1 If k is an even number then α(G[It]) = 2k and G[It] has a
unique α-set shown in Figure 1.
vt
vt+1
vt+2
vt+k−2
vt+k−1
vt+k
vt+k+1
vt+k+2
vt+2k−2
vt+2k−1
ut ut+1 ut+2 ut+k ut+2k−1
Figure 1: It as a Type 1 segment.
Proof G[It] has a perfect matching {uivi| t ≤ i ≤ t + 2k − 1}. So
α(G[It]) ≤
|V (G[It])|
2 = 2k. On the other hand, Figure 1 is an example
of an independent set of G[It] of size 2k. So α(G[It]) = 2k.
To show that G[It] has a unique α-set, let S be an α-set of (G[It]). Since
α(G[It]) = 2k, |S| = 2k and S must contain precisely one vertex from each
edge {ui, vi} where t ≤ i ≤ t+ 2k − 1. Notice that the set of u-vertices of
(G[It]) induces a path of length 2k. Therefore |S∩{ui| t ≤ i ≤ t+2k−1}| ≤
k. The set of v-vertices of (G[It]) induces a matching of size k. This means
that |S ∩ {vi| t ≤ i ≤ t + 2k − 1}| ≤ k. These two observations show that
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any α-set S of G[It] has k vertices from u-vertices and k other vertices
from v-vertices of V (G[It]). Moreover, every such S contains precisely one
vertex from each edge uivi where t ≤ i ≤ t + 2k − 1 and vivi+k where
t ≤ i ≤ t+ k − 1. Now, consider two cases:
Case 1: vt ∈ S.
In this case, ut and vt+k are forced not to be in S. So ut+k is forced to be in
S. Then ut+k−1 and ut+k+1 are forced not to be in S and this forces vt+k−1
and vt+k+1 to be in S. Since vt+k+1 is in S, vt+1 /∈ S. Therefore ut+1 ∈ S,
so ut+2 /∈ S and thus vt+2 ∈ S. So, we showed that if vt ∈ S then vt+2 ∈ S
too. Now, if we repeat the same argument for vt+2 instead of vt, we can
deduce that vt+4 ∈ S and by a simple induction, it follows that vt+2l ∈ S
for any 0 ≤ l ≤ k2 − 1. Particularly, vt+k−2 ∈ S. Therefore vt+2k−2 /∈ S.
This shows that ut+2k−2 ∈ S. Hence ut+2k−1 /∈ S and vt+2k−1 ∈ S. So
vt+k−1 /∈ S. But we already showed that vt+k−1 is forced to be in S. This
contradiction shows that there is no Type 1 It for which vt ∈ S.
Case 2: ut ∈ S.
In this case, similar to the argument in Case 1, each vertex is either forced
to be in S or it is forced not to be in S. So, there is a unique pattern for
S ∩ It when It ∈ T1(S). Since the pattern shown in Figure 1 is an instance
of an independent set of size 2k for G[It], it is the unique pattern for such
an independent set.
Lemma 1 guarantees that there is a unique pattern for It ∩S, if It is of
Special type 2 with respect to S.
Lemma 2 For every S ∈ S, if It ∈ T1(S) then u2k+t, v2k+t, ut−1, and
vt−1 /∈ S. Also, if It is a Special type 2 segment with respect to S then
u2k+t and v2k+t /∈ S.
Proof If It ∈ T1(S) then |It ∩S| = 2k. So by Lemma 1, there is a unique
pattern for It ∩S. Based on this pattern, u2k+t−1 and vk+t ∈ S. Therefore
u2k+t and v2k+t /∈ S, since S is an independent set of vertices of P (n, k).
A similar argument shows that ut−1 and vt−1 /∈ S. The proof of the second
part of the lemma is similar.
Corollary 1 If It ∈ T1(S) then It+1, It+2, . . . , It+2k /∈ T1(S).
Proof Notice that if Ir ∈ T1(S) then for any edge uivi ∈ E(G[Ir ]) either
ui ∈ S or vi ∈ S. Since It ∈ T1(S), Lemma 2 implies that u2k+t and
v2k+t /∈ S. On the other hand, u2k+tv2k+t ∈ E(G[It+i]) for i = 1, 2, · · · , 2k.
Thus It+1, It+2, · · · , It+2k /∈ T1(S).
Theorem 1 α(P (n, k)) ≤ ⌊ (2k−1)n2k ⌋ for any even number k > 2 and any
integer n > 2k.
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Proof Let S0 ∈ Smin. We consider two cases.
Case 1: f(S0) = 0.
In this case T1(S0) = ∅. So |It ∩ S0| ≤ 2k − 1 for any 1 ≤ t ≤ n. If we add
all of these n inequalities we get:
n∑
t=1
|It ∩ S0| ≤ (2k − 1)n. (1)
On the other hand
∑n
t=1 |It ∩ S0| = 2k|S0|, since every element of S0 is
contained in precisely 2k of the sets It. Thus:
2k|S0| ≤ (2k − 1)n =⇒ α(P (n, k)) = |S0| ≤
2k − 1
2k
n.
Case 2: f(S0) > 0.
In this case T1(S0) 6= ∅. Similar to the inequality 1 we have:
2k|S0| =
n∑
t=1
|It ∩ S0| ≤ (2k − 1)n+ |T1(S0)| − |T3(S0)|.
So, to prove the theorem, it suffices to show that there exists S0 ∈ Smin
such that |T1(S0)| ≤ |T3(S0)|.
If we can show that for any Ir ∈ T1(S0), there exists an Ir′ ∈ T3(S0) so
that Ir+1, Ir+2, . . . , Ir′ /∈ T1(S0), then it follows that |T1(S0)| ≤ |T3(S0)|.
On the contrary, suppose that there exists It ∈ T1(S0) in such a way
that in the sequence It+1, It+2, . . . before we see an element of T3(S0), we
see an element of T1(S0). Without loss of generality we can assume that
t = 1. By Lemma 1, (I1 ∩ S0) is of the form depicted in Figure 2.
Since I1 ∈ T1(S0), by Corollary 1, I2, I3, . . . , I2k+1 /∈ T1(S0). Based on
v1
v2
v3
vk−1
vk
vk+1
vk+2
vk+3
v2k−1
v2k
u1 u2 u3 uk+1 u2kuk−1
Figure 2: I1 as a Type 1 segment.
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our assumption, I2, I3, . . . , I2k+1 ∈ T2(S0). In particular, I2k+1 ∈ T2(S0).
Since I1 ∈ T1(S0), by Lemma 2 we have u2k+1, v2k+1 /∈ S0. On the other
hand, we know that S0 must have one vertex from each edge uivi where
2k + 2 ≤ i ≤ 4k. Since 2k + 2 ≤ 2k + 3 ≤ 4k, either u2k+3 or v2k+3 ∈ S0.
But notice that v2k+3 is adjacent to vk+3 which is in S0, for k > 2. Thus,
v2k+3 /∈ S0 and u2k+3 must be in S0. This means that u2k+2 /∈ S0. Now,
define S1 := (S0 \ {u2k}) ∪ {u2k+1}. One can easily see that S1 ∈ S.
Based on the choice of S0 ∈ Smin, f(S0) ≤ f(S1). Therefore, there must
be an index 2 ≤ r ≤ n so that Ir ∈ T1(S1) \ T1(S0). Since S0 and S1
agree on every element except u2k and u2k+1, the only candidate for r is
r = 2k + 1. So I2k+1 ∈ T1(S1) and I2k+1 /∈ T1(S0). Moreover I1 ∈ T1(S0)
and I1 /∈ T1(S1). Thus f(S0) = f(S1). By Proposition 1, S1 ∈ Smin.
Notice that if any of I2k+2, I2k+3, . . . , In are of Type i with respect to
S1, they are of Type i with respect to S0, as well. So, in the sequence
I2k+2, I2k+3, . . . , In, any Type 3 segment with respect to S1 appears af-
ter an element of Type 1 with respect to S1. Since I2k+1 ∈ T1(S1) by
Corollary 1, I2k+2, I2k+3, . . . , I4k+1 /∈ T1(S1). Then from our assumption
I2k+2, I2k+3, . . . , I4k+1 ∈ T2(S1).
This means that the same argument can be applied to S1 and if we
define S2 := (S1 \ {u4k}) ∪ {u4k+1}, then S2 ∈ Smin. If we consecu-
tively repeat this argument for S1, S2, S3, . . . , Sm where m = ⌊
n
2k⌋ and
Si := (Si−1\{u2ik})∪{u2ki+1}, then we observe that Si ∈ Smin and I2ki+1 ∈
T1(Si) for i = 1, 2, . . . ,m, and none of I2, I3, . . . , I2k(m+1), I2k(m+1)+1
are of Type 1 with respect to S0. Also, I2k(i+1)+1 for i = 0, 1, . . . ,m
are of Special type 2 with respect to Si. Since Si and S0 agree on the
I2ki+2, I2ki+3, . . . , In, then I2k(i+1)+1 for i = 0, 1, . . . ,m are of Special
type 2 with respect to S0.
In other words, if I1 belongs to T1(S0) and the next element of T1(S0) ap-
pears before the first element of T3(S0) in the sequence I2, I3, I4, . . . , then
all of I2k+1, I4k+1, . . . , I2km+1, I2k(m+1)+1 are Special type 2 with respect
to S0. In particular, I2km+1 is of Special type 2 with respect to S0.
As I2km+1 ∈ T1(Sm), by Lemma 2, u2k(m+1)+1, v2k(m+1)+1 /∈ Sm and
since Sm and S0 agree on the I2km+2, I2km+3, . . . , In we conclude that
u2k(m+1)+1, v2k(m+1)+1 /∈ S0.
Now consider three cases:
• 2k(m+ 1) + 1 ≡ 1 (mod n):
Since I2km+1 is of Special type 2 with respect to S0, by Lemma 2, we
have u2km+1+2k = u1 /∈ S0. This is a contradiction as we assumed
I1 ∈ T1(S0) and therefore u1 ∈ S0.
• 2k(m+ 1) + 1 6≡ 0, 1 (mod n):
Since I1 ∈ T1(S0), by Lemma 2, un, vn /∈ S0. Also we know that
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u2k(m+1)+1, v2k(m+1)+1 /∈ S0. Thus, I2k(m+1)+1 is of Type 3 with
respect to S0 and none of I2, I3, . . . , I2k(m+1) are of Type 1 with
respect to S0 which is a contradiction.
• 2k(m+ 1) + 1 ≡ 0 (mod n):
I1 is of Type 1 with respect to S0 and for every 1 ≤ i ≤ m, I2k(i+1)+1
is of Special type 2 with respect to S0. In particular, I2km+1 is
of Special type 2 with respect to S0, and therefore v2km+k+2 =
v2k(m+1)−k+3 ∈ S0, (See Figure 3). On the other hand, v2 ∈ S0
as I1 ∈ T1(S0), and since n = 2k(m + 1) + 1, v2 is adjacent to
v2k(m+1)−k+3. This is a contradiction.
So in all the cases, we get a contradiction which means, after any Type
1 segment Ir, a Type 3 segment Ir′ will appear before we see another Type
1 segment. This means that |T1(S0)| ≤ |T3(S0)| and the theorem follows,
as we argued earlier.
3 Lower bounds
In this section we introduce some lower bounds for α(P (n, k)) where k is
even and k > 2.
Here we explain a construction for an independent set in P (n, k) for even
numbers n and k. It happens that for every even n < 78, our lower bound
is equal to the actual value, using a computer program for finding the
independence number in P (n, k).
Theorem 2 If n and k are even and k > 2 then:
α(P (n, k)) ≥ (2k − 1)⌊
n
2k
⌋+


r
2 if r ≤ k,
3r
2 − k − 1 if r > k.
where r is the remainder of n modulo 2k.
Proof We partition the vertices of P (n, k) into ⌊ n2k⌋ 2k-segments and one
r-segment. Since n and k are even numbers, r is also an even number and
it is straightforward to see that if we choose a subset of the form shown
in Figure 3, from each 2k-segment they form an independent set S0 of size
(2k − 1)⌊ n2k ⌋.
Then we try to extend this independent set by adding more vertices
from the remaining r-segment. Without loss of generality, we may assume
that the r-segment consists of the vertices {u1, u2, . . . , ur, v1, v2, . . . , vr}.
consider two cases:
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• r ≤ k :
In this case the set S0 ∪ {u2, u4, . . . , ur−2, ur} is an independent set
of size (2k − 1)⌊ n2k ⌋+
r
2 .
• r > k :
In this case the set:
S0 ∪ {u3, u5, . . . , ur−k−3, ur−k−1} ∪ {v2, v4, . . . , vr−k−2, vr−k} ∪
{ur−k+1, ur−k+3, . . . , uk−3, uk−1} ∪ {uk+2, uk+4, . . . , ur−2, ur} ∪
{vk+1, vk+3, . . . , vr−3, vr−1} is an independent set of size (2k−1)⌊
n
2k⌋+
r−k−2
2 +
r−k
2 +
2k−r
2 +
r−k
2 +
r−k
2 = (2k − 1)⌊
n
2k ⌋+
3r
2 − k − 1.
vt
vt+1
vt+2
vt+k−2
vt+k−1
vt+k
vt+k+1
vt+k+2
vt+2k−2
vt+2k−1
ut ut+1 ut+2 ut+k ut+2k−1
Figure 3: It as a Special type 2 segment.
In the next theorem we establish a lower bound for α(P (n, k)) for odd n
and even k.
Theorem 3 If n is odd and k > 2 is even then we have:
α(P (n, k)) ≥ (2k − 1)⌊ n2k⌋+


−k2 + 2 if r = 1,
3r−k−1
2 if 1 < r < k,
k
2 +
r−1
2 if k < r < 2k.
where r is the remainder of n modulo 2k.
Proof We construct an independent set for the graph P (n, k). Similar to
the proof of Theorem 2, first we partition the vertices of the graph into ⌊ n2k ⌋
2k-segments and a remaining segment of size r. Without loss of generality,
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we can assume that the last 2k-segment starts from the first spoke and
the remaining segment starts from the (2k+1)-st spoke and finishes at the
(2k+r)-th spoke. We also label the 2k-segments with indices 1, 2, . . . , ⌊ n2k ⌋.
From each of 2k-segments 1, 2, . . . , ⌊ n2k ⌋ − 1, we choose 2k − 1 vertices
as shown in Figure 3. We also choose the following vertices from the last
2k-segment and the remaining r-segment:
• r = 1:
{u2, u4, . . . , uk−2, uk} ∪ {uk+3, uk+5, . . . , u2k−1, u2k+1} ∪ {vk+1} ∪
{vk+2, vk+4, . . . , v2k−2, v2k}.
• 1 < r < k :
{u3, u5, . . . , uk−3, uk−1} ∪ {uk+2, uk+4, . . . , u2k−2, u2k} ∪
{u2k+3, u2k+5, . . . , u2k+r−2, u2k+r} ∪ {v2, v4, . . . , vk−2, vk} ∪
{vk+1, vk+3, . . . , vk+r−2, vk+r} ∪ {v2k+2, v2k+4, . . . , v2k+r−3, v2k+r−1}.
• k < r < 2k :
{u3, u5, . . . , uk−3, uk−1} ∪ {uk+2, uk+4, . . . , u2k−2, u2k} ∪
{u2k+3, u2k+5, . . . , u2k+r−2, u2k+r} ∪ {v2, v4, . . . , vk−2, vk} ∪
{vk+1, vk+3, . . . , v2k−3, v2k−1} ∪ {v2k+2, v2k+4, . . . , v3k−2, v3k}.
One can easily check that in each case, the given set is an independent set
of size specified in the theorem.
Notice that the upper bound given in Theorem 1 and the lower bound in
Theorem 2, and Theorem 3 are very close to each other for every fixed even
k > 2. More precisely, we have the following corollary:
Corollary 2 If k > 2 is an even number then α(P (n, k)) = (2k−1)2k n+O(k).
Notice that our lower bounds are considerably better than the lower
bounds obtained in [2] and [9].
4 Some exact values
In this section, we will find the exact value of α(P (n, k)) for some pairs of
n, k.
Proposition 2 If n > 8, then:
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α(P (n, 4)) =


7n
8 if n ≡ 0 (mod 8),
7
8 (n− 1) if n ≡ 1 (mod 8),
7
8 (n− 2) + 1 if n ≡ 2 (mod 8),
7
8 (n− 3) + 2 if n ≡ 3 (mod 8),
7
8 (n− 5) + 4 if n ≡ 5 (mod 8).
α(P (n, 4)) ≥


7
8 (n− 4) + 2 if n ≡ 4 (mod 8),
7
8 (n− 6) + 4 if n ≡ 6 (mod 8),
7
8 (n− 7) + 5 if n ≡ 7 (mod 8).
Proof This result is straight consequence of Theorems 1, 2, and 3.
Notice that for k = 4 and n ≡ 4, 6 or 7 (mod 8), the upper bound and
lower bound differ by 1. In fact, for n < 700 the exact of α(P (n, k)) is the
same as our lower bound as we checked by computer.
Proposition 3 If k > 2 is an even number and n ≡ 0, 2, k − 1 or k + 1
(mod 2k) then α(P (n, k)) = ⌊ (2k−1)n2k ⌋.
Proof This assertion is trivial consequence of Theorems 1,2 and 3. In fact
the upper bound and lower bounds we have for α(P (n, k)) are identical in
these cases.
5 Behsaz-Hatami-Mahmoodian’s conjecture
Conjecture ([2]). For all n, k we have β(P (n, k)) ≤ n+ ⌈n5 ⌉.
Notice that, since α(G) + β(G) = |V (G)|, this conjecture is equivalent to
α(P (n, k)) ≥ ⌊ 4n5 ⌋.
Theorem 4 The above conjecture is valid in the following cases:
a) k = 1, 2, 3, 4, 5.
b) n is even and k is odd.
c) n, k are odd and n ≥ 5(k+1)2 .
d) n, k are even.
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e) n is odd, k is even and n > 3k.
Proof a) This case is a straight consequence of (I), (II), (III), Propo-
sition 2 and (VIII).
b) In this case P (n, k) is a bipartite graph and α(P (n, k)) = n.
c) α(P (n, k)) ≥ n− k+12 ([2]). For n ≥
5(k+1)
2 this lower bound is greater
than ⌊ 4n5 ⌋.
d) Let n = 2kq + r where q ≥ 1 and 0 ≤ r < 2k. We consider the
following subcases:
– If r ≤ k and q = 1 then by Theorem 2, α(P (n, k)) ≥ 2k−1+ r2 ≥
4
5 (2k + r) for any k ≥ 10. For k < 10 conjecture holds based on
the information provided in Table 1.
– If r ≤ k and q > 1 then by Theorem 2, α(P (n, k)) ≥ (2k− 1)q+
r
2 ≥
4
5 (2kq + r) for any k ≥ 4. For k < 4, conjecture follows
from (a).
– If r > k and q = 1 then by Theorem 2, α(P (n, k)) ≥ 2k − 1 +
3r
2 − k − 1 ≥
4
5 (2k + r) for any k ≥ 20. For k < 20 conjecture
holds based on the information provided in Table 1.
– If r > k and q > 1 then by Theorem 2, α(P (n, k)) ≥ (2k− 1)q+
3r
2 − k − 1 ≥
4
5 (2kq + r) for any k ≥ 6. For k < 6, conjecture
follows from (a).
e) Similar to the previous part, let n = 2kq + r where q ≥ 1 and 0 ≤
r < 2k. We consider the following subcases:
– If r = 1 and q = 1 then P (n, k) = P (2k + 1, k) which is isomor-
phic to P (2k + 1, 2). (For more information about isomorphic
generalized Petersen graphs see [13]).
– If r = 1 and q ≥ 2 then by Theorem 3, α(P (n, k)) ≥ (2k− 1)q−
k
2 + 2 ≥
4
5 (2kq + 1) for every k > 2.
– If 1 < r < k then q has to be larger than 1. In fact if 1 < r < k
and q = 1 then n = 2kq+ r < 3k. For 1 < r < k and q ≥ 2 then
by Theorem 3, α(P (n, k)) ≥ (2k − 1)q + 3r−k−12 ≥
4
5 (2kq + r)
for every k ≥ 2. (Note that since n is odd and k is even, r > 1
implies that r ≥ 3).
– If k < r < 2k then by Theorem 3, α(P (n, k)) ≥ (2k− 1)q+ k2 +
r−1
2 ≥
4
5 (2kq + r) for k ≥ 5. For k < 5 then the assertion is
concluded from part (a).
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Corollary 3 If n > 3k then α(P (n, k)) ≥ ⌊ 4n5 ⌋, and Behsaz-Hatami-
Mahmoodian’s conjecture holds.
6 Polynomial algorithm for α(P (n, k))
In this section we will prove that the independence number of generalized
Petersen graphs with fixed k can be found in linear time, O(n). This result
is a special case of a deep theorem stating that the problem of finding the
independence number of graphs with bounded treewidth can be solved in
linear time of the number of vertices of the graph.
In the continuation we will show that for every fixed k and any integer
n > 2k the treewidth of P (n, k) is bounded. First, we need to formally
define the concepts of tree decomposition and treewidth of a graph.
Definition 2 Let G = (V,E) be a graph. A tree decomposition of G is
a pair (X,T ), where X = {X1, X2, . . . , Xn} is a family of subsets of V ,
and T is a tree whose nodes are the subsets Xj, satisfying the following
properties:
1) The union of all sets Xj equals V .
2) For every edge (v, w) in the graph, there is a subset Xj that contains
both v and w.
3) If Xj is on the path from Xi to Xl in T then Xi ∩Xl ⊆ Xj. In other
words, for all vertices v ∈ V, all nodes Xi which contain v induce a
connected subtree of T .
The width of (X,T ) is defined to be the size of the largest Xi minus one.
The treewidth, tw(G), of the graph G is defined to be the minimum width
of all its tree decompositions. The treewidth will be taken as a measure of
how much a graph resembles a tree.
Theorem A ([5]). The problem of finding a maximum independent set
of a graph G with bounded treewidth, tw(G) ≤ l can be solved in O(23ln)
by dynamic programming techniques, where n is the number of vertices of
graph.
For more details see for instance [1], [5], [6], and [12].
Theorem 5 For any fixed k, the problem of finding independence number
of the graphs P (n, k) can be solved by an algorithm with running time O(n).
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Proof By Theorem A, we only need to show that for a given number k,
the treewidth of P (n, k) is bounded. Consider the following tree decompo-
sition of P (n, k) of width 4k + 3. Without loss of generality we can only
consider the case where n > 2k+ 1. Let T be the path of order n− 2k− 1
and define X1, X2, . . . , Xn−2k−1 as follows:
X1 = {u1, v1, u2, v2, . . . , uk+1, vk+1, un−k, vn−k, un−k+1, vn−k+1, . . . , un, vn},
X2 = (X1 \ {u1, v1}) ∪ {uk+2, vk+2},
X3 = (X2 \ {un, vn}) ∪ {un−k−1, vn−k−1},
X4 = (X3 \ {u2, v2}) ∪ {uk+3, vk+3},
X5 = (X4 \ {un−1, vn−1}) ∪ {un−k−2, vn−k−2}, and so on.
Notice that in each step we remove two elements and add two other ele-
ments. Therefore |Xi| = 4k+4 for all i. One can easily see that (X,T ) is a
tree decomposition for P (n, k) where X = {X1, X2, . . . , Xn−2k−1}. Thus,
tw(P (n, k)) ≤ 4k + 3 and by Theorem A, the proof is complete.
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❍
❍❍n
k
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
5 4 4
6 6 4
7 6 5 5
8 8 6 8
9 8 7 7 7
10 10 8 10 8
11 10 8 9 9 8
12 12 9 12 9 12
13 12 10 11 11 10 10
14 14 11 14 11 14 12
15 14 12 13 12 12 12 12
16 16 12 16 14 16 13 16
17 16 13 15 14 14 15 14 13
18 18 14 18 15 18 14 18 16
19 18 15 17 16 16 17 15 15 15
20 20 16 20 16 20 16 20 17 20
21 20 16 19 18 18 18 17 18 17 16
22 22 17 22 18 22 19 22 18 22 20
23 22 18 21 19 20 19 19 21 20 19 18
24 24 19 24 21 24 22 24 19 24 21 24
25 24 20 23 21 22 21 21 23 20 21 20 20
26 26 20 26 22 26 23 26 21 26 22 26 24
27 26 21 25 23 24 23 23 24 22 24 24 22 21
28 28 22 28 23 28 24 28 24 28 23 28 25 28
29 28 23 27 25 26 26 25 25 24 27 25 24 24 23
30 30 24 30 25 30 25 30 27 30 24 30 26 30 28
31 30 24 29 26 28 28 27 26 27 29 25 27 27 25 24
32 32 25 32 28 32 27 32 30 32 26 32 28 32 29 32
33 32 26 31 28 30 29 29 28 28 30 27 30 30 29 27 26
34 34 27 34 29 34 30 34 31 34 29 34 28 34 30 34 32
35 34 28 33 30 32 30 31 30 30 31 29 33 30 30 30 29 28
36 36 28 36 30 36 33 36 32 36 32 36 29 36 31 36 33 36
37 36 29 35 32 34 32 33 33 32 32 32 35 30 33 34 33 30 29
38 38 30 38 32 38 34 38 33 38 35 38 31 38 33 38 34 38 36
39 38 31 37 33 36 34 35 36 34 33 35 36 32 36 35 33 33 32 31
40 40 32 40 35 40 35 40 34 40 38 40 35 40 33 40 35 40 37 40
41 40 32 39 35 38 37 37 38 36 35 35 37 34 39 35 36 37 36 34 32
42 42 33 42 36 42 36 42 36 42 39 42 37 42 34 42 37 42 38 42 40
43 42 34 41 37 40 39 39 39 38 37 37 38 37 41 35 39 40 38 38 35 34
44 44 35 44 37 44 38 44 39 44 40 44 40 44 36 44 38 44 39 44 41 44
45 44 36 43 39 42 40 41 40 40 40 39 39 41 42 37 42 40 39 40 39 37 36
46 46 36 46 39 46 41 46 42 46 41 46 43 46 40 46 38 46 40 46 42 46 44
47 46 37 45 40 44 41 43 41 42 43 41 40 42 43 39 45 41 42 44 43 42 39 37
48 48 38 48 42 48 44 48 45 48 42 48 46 48 42 48 39 48 44 48 43 48 45 48
49 48 39 47 42 46 43 45 43 44 46 44 42 42 44 42 47 40 45 45 42 43 42 40 39
50 50 40 50 43 50 45 50 46 50 43 50 47 50 45 50 41 50 43 50 44 50 46 50 48
51 50 40 49 44 48 45 47 45 46 48 45 44 44 45 46 48 42 48 45 45 47 47 45 42 40
52 52 41 52 44 52 46 52 47 52 45 52 48 52 48 52 45 52 43 52 46 52 47 52 49 52
53 52 42 51 46 50 48 49 48 48 49 47 47 46 46 49 49 44 51 46 48 50 47 46 47 44 42
54 54 43 54 46 54 47 54 48 54 48 54 49 54 51 54 48 54 44 54 49 54 48 54 50 54 52
55 54 44 53 47 52 50 51 51 50 50 49 50 48 47 49 50 48 53 45 51 50 48 50 50 48 45 44
56 56 44 56 49 56 49 56 49 56 51 56 50 56 54 56 50 56 46 56 49 56 49 56 51 56 53 56
57 56 45 55 49 54 51 53 53 52 51 51 53 51 49 49 51 51 54 47 54 50 51 54 52 51 51 47 45
58 58 46 58 50 58 52 58 51 58 54 58 51 58 55 58 53 58 50 58 48 58 53 58 52 58 54 58 56
59 58 47 57 51 56 52 55 54 54 52 53 56 54 51 51 53 55 55 49 57 51 54 55 51 53 53 51 49 47
60 60 48 60 51 60 55 60 54 60 57 60 52 60 56 60 56 60 55 60 49 60 54 60 53 60 55 60 57 60
61 60 48 59 53 58 54 57 55 56 54 55 58 54 54 53 53 56 56 53 59 50 57 55 54 57 57 56 54 50 48
62 62 49 62 53 62 56 62 57 62 58 62 54 62 57 62 59 62 55 62 51 62 54 62 55 62 56 62 58 62 60
63 62 50 61 54 60 56 59 56 58 56 57 59 56 57 55 54 56 57 56 60 52 60 57 57 60 56 56 56 56 52 50
64 64 51 64 56 64 57 64 60 64 59 64 57 64 58 64 62 64 58 64 56 64 53 64 60 64 57 64 59 64 61 64
65 64 52 63 56 62 59 61 58 60 59 59 60 58 60 58 56 56 58 60 61 54 63 56 60 60 57 60 61 60 57 54 52
66 66 52 66 57 66 58 66 61 66 60 66 60 66 59 66 63 66 61 66 60 66 54 66 59 66 58 66 60 66 62 66 64
67 66 53 65 58 64 61 63 60 62 62 61 61 60 63 62 58 58 60 63 62 58 65 55 63 60 60 64 61 59 59 60 55 53
68 68 54 68 58 68 60 68 62 68 61 68 63 68 60 68 64 68 64 68 61 68 56 68 59 68 62 68 61 68 63 68 65 68
69 68 55 67 60 66 62 65 63 64 65 63 62 62 66 63 62 60 60 63 63 61 66 57 66 63 63 65 60 63 64 63 60 57 55
70 70 56 70 60 70 63 70 63 70 62 70 66 70 61 70 65 70 67 70 63 70 61 70 58 70 65 70 62 70 64 70 66 70 68
71 70 56 69 61 68 63 67 66 66 67 65 63 65 68 63 64 62 61 63 64 65 67 59 69 62 66 65 63 67 66 64 64 63 59 56
72 72 57 72 63 72 66 72 64 72 64 72 69 72 63 72 66 72 70 72 66 72 65 72 59 72 64 72 64 72 66 72 67 72 69 72
73 72 58 71 63 70 65 69 68 68 68 67 65 66 69 65 67 65 63 63 67 69 68 63 71 60 69 65 66 70 65 66 67 66 65 60 58
74 74 59 74 64 74 67 74 66 74 67 74 70 74 66 74 67 74 71 74 69 74 68 74 61 74 64 74 69 74 66 74 68 74 70 74 72
75 74 60 73 65 72 67 71 69 70 69 69 67 68 70 67 70 69 65 65 67 70 69 68 72 62 72 68 69 70 66 70 71 69 69 66 62 60
76 76 60 76 65 76 68 76 69 76 70 76 71 76 69 76 68 76 72 76 72 76 68 76 66 76 63 76 70 76 67 76 69 76 71 76 73 76
77 76 61 75 67 74 70 73 70 72 70 71 70 70 71 69 73 72 69 67 67 70 70 70 73 64 75 67 72 70 69 74 70 69 70 69 69 64 61
Table 1: Independence number of P (n, k), n ≤ 77.
15
Acknowledgement
The authors would like to thank the referee for careful reading of this paper
and very helpful comments. And the authors like to thank professor E. S.
Mahmoodian for suggesting the problem and very useful comments. We
also thank Nima Aghdaei, and Hadi Moshaiedi for their computer program
and algorithm to create presented table of α(P (n, k)).
References
[1] Stefan Arnborg and Andrzej Proskurowski. Linear time algorithms for
NP-hard problems restricted to partial k-trees. Discrete Appl. Math.,
23(1):11–24, 1989.
[2] Babak Behsaz, Pooya Hatami, and Ebadollah S. Mahmoodian. On
minimum vertex covers of generalized Petersen graphs. Australas. J.
Combin., 40:253–264, 2008.
[3] Arash Behzad, Mehdi Behzad, and Cheryl E. Praeger. On the dom-
ination number of the generalized Petersen graphs. Discrete Math.,
308(4):603–610, 2008.
[4] Mehdi Behzad, Pooya Hatami, and Ebadollah S. Mahmoodian. Min-
imum vertex covers in the generalized Petersen graphs P (n, 2). Bull.
Inst. Combin. Appl., 56:98–102, 2009.
[5] Hans L. Bodlaender. A tourist guide through treewidth. Acta Cyber-
net., 11(1-2):1–21, 1993.
[6] Hans L. Bodlaender. Dynamic programming on graphs with bounded
treewidth. In Automata, languages and programming (Tampere, 1988),
volume 317 of Lecture Notes in Comput. Sci., pages 105–118. Springer,
Berlin, 1988.
[7] Frank Castagna and Geert Prins. Every generalized Petersen graph
has a Tait coloring. Pacific J. Math., 40:53–58, 1972.
[8] Harold S. M. Coxeter. Self-dual configurations and regular graphs.
Bull. Amer. Math. Soc., 56:413–455, 1950.
[9] Joseph Fox, Gera Ralucca, and Pantelimon Staˇnicaˇ. The independence
number for the generalized Peterson graphs. Ars Combin., to appear.
[10] Michael R. Garey and David S. Johnson. Computers and intractability.
W. H. Freeman and Co., San Francisco, Calif., 1979. A guide to the
16
theory of NP-completeness, A Series of Books in the Mathematical
Sciences.
[11] Javad Ebrahimi B., Nafiseh Jahanbakht, and Ebadollah S. Mahmood-
ian. Vertex domination of generalized Petersen graphs. Discrete Math.,
309(13):4355–4361, 2009.
[12] Neil Robertson and Paul D. Seymour. Graph minors. II. Algorithmic
aspects of tree-width. J. Algorithms, 7(3):309–322, 1986.
[13] Alice Steimle and William Staton. The isomorphism classes of the
generalized Petersen graphs. Discrete Math., 309(1):231–237, 2009.
[14] Mark E. Watkins. A theorem on Tait colorings with an application to
the generalized Petersen graphs. J. Combinatorial Theory, 6:152–164,
1969.
[15] Douglas B. West. Introduction to Graph Theory. Prentice-Hall, Inc,
United States of American, 2001.
17
