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Constructibility of the Set of Polynomials with a
Fixed Bernstein–Sato Polynomial: an Algorithmic
Approach
ANTON LEYKIN†
School of Mathematics, University of Minnesota, Minneapolis, MN 55455
Let n and d be positive integers, let k be a field and let P(n, d; k) be the space of the
non-zero polynomials in n variables of degree at most d with coefficients in k. Let B(n, d)
be the set of the Bernstein–Sato polynomials of all polynomials in P(n, d; k) as k varies
over all fields of characteristic 0. G. Lyubeznik proved that B(n, d) is a finite set and
asked if, for a fixed k, the set of the polynomials corresponding to each element of B(n, d)
is a constructible subset of P(n, d; k).
In this paper we give an affirmative answer to Lyubeznik’s question by showing that
the set in question is indeed constructible and defined over Q, i.e. its defining equations
are the same for all fields k. Moreover, we construct an algorithm that for each pair
(n, d) produces a complete list of the elements of B(n, d) and, for each element of this
list, an explicit description of the constructible set of polynomials having this particular
Bernstein–Sato polynomial.
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1. Introduction
Throughout this paper k is a field of characteristic 0, Rn(k) = k[x1, . . . , xn] is the ring
of polynomials in n variables and An(k) = k〈x1, . . . , xn, ∂1, . . . , ∂n〉 is the corresponding
Weyl algebra, i.e. an associative k-algebra generated by x’s and ∂’s with the relations
∂ixi = xi∂i + 1 for all i.
For every polynomial f∈ Rn(k) there are b(s) ∈ k[s] and Q(x, ∂, s) ∈ An(k)[s] such
that
b(s)fs = Q(x, ∂, s) · fs+1. (1)
For the proof of existence of such b(s) 6= 0 (see, Bjo¨rk, 1979, for example). The poly-
nomials b(s) for which equation (1) exists form an ideal in k[s]. The monic generator of
this ideal is denoted by bf (s) and called the Bernstein–Sato polynomial of f , which was
first introduced by Bernstein in Bernstein (1972). A good introduction to the D-modules
theory, may be found in Bjo¨rk (1979).
The simplest characteristics of a polynomial f are its degree d and its number of
variables n. This paper is motivated by the following natural question: what can one say
about bf (s) in terms of n and d? We give what may be regarded as a complete answer to
this question. Namely, we describe an algorithm that for fixed n and d gives a complete
list of all possible Bernstein–Sato polynomials and, for each polynomial b(s) in this list,
a complete description of the polynomials f such that bf (s) = b(s).
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Let P(n, d; k) be the set of all the non-zero polynomials of degree at most d in n
variables with coefficients in k and let P (n, d; k) be P(n, d; k) modulo the equivalence
relation f ∼ g ⇔ f = c ·g for some 0 6= c ∈ k. Note that bf (s) = bg(s) if f ∼ g. We view
P (n, d; k) as the set of the k-rational points of the projective space P(n, d; k) ∼= PN−1k
where N is the number of monomials in n variables of degree at most d. Lyubeznik (1997)
defined B(n, d) as the set of all the Bernstein–Sato polynomials of all the polynomials
from P(n, d; k) as k varies over all fields of characteristic 0 and he proved that B(n, d) is
a finite set. He also asked if the subset of P(n, d; k) corresponding to a given element of
B(n, d) is constructible. In this paper we show that the corresponding subset of P(n, d; k)
is indeed constructible thus giving an affirmative answer to Lyubeznik’s question. The
constructible sets in question turn out to be definable over Q, i.e. their defining equations
and inequalities are the same for all fields k.
A crucial ingredient in our proof is the fact, very recently discovered by Oaku (1997)
that there is an algorithm that, given a polynomial f , returns its Bernstein–Sato poly-
nomial bf (s). Using Oaku’s algorithm we have developed an algorithm that computes
the complete set of the Bernstein–Sato polynomials B(n, d) for each pair (n, d) and for
each b(s) ∈ B(n, d) constructs a finite number of locally closed sets Vi = V ′i \ V ′′i ,
where V ′i and V
′′
i are Zariski closed subsets of P(n, d;Q) defined by explicit polynomial
equations with rational coefficients, such that for every field k of characteristic 0, the
subset of P (n, d; k) having b(s) as the Bernstein–Sato polynomial is the set of k-rational
points of
S(b(s), k) = (∪iVi)⊗SpecQ Speck ⊂ P(n, d;Q)⊗SpecQ Speck = P(n, d; k).
A similar approach applies also to computing the Bernstein–Sato polynomial of a
polynomial with parameters. Namely, one can prove that the number of different possible
Bernstein–Sato polynomials in this case is finite and the stratum for each of them is a
constructible set in the space of parameters.
Moreover, using a similar technique we develop an algorithm for computing the an-
nihilator of 1fs in An(k), which, provided such s is known that
1
fs generates Rn(k)f ,
gives a presentation of Rn(k)f as an An(k)-module (see Example 4.5). This algorithm
is particularly important for U. Walther’s algorithmic computation of local cohomology
modules (Walther, 1999).
These applications are discussed in Section 4.
It should be mentioned that the question of the constructibility of the stratification by
Bernstein–Sato polynomials was treated in the analytic setup in case of deformations of
hypersurfaces with isolated singularities (Brianc¸on et al., 1992, Theorem 3.3).
The results of this paper are a part of my thesis. I would like to thank my advisor
Gennady Lyubeznik for suggesting this problem to me, as well as the referees for their
helpful comments.
2. Preliminaries
In this section we have collected the ingredients of the main algorithm of the paper.
We define the canonical form of a constructible set, consider parametric Gro¨bner bases
for Weyl algebras, give a description of Oaku’s algorithm for computing the Bernstein–
Sato polynomial, and finally discuss the rationality of the roots of the Bernstein–Sato
polynomial.
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2.1. constructible sets
We recall that a set is constructible iff it is a finite union of locally closed sets and a
set is locally closed iff it is the difference of two closed sets.
Lemma 2.1. Let C be a constructible subset of a k-variety X. Then C may be presented
uniquely as a disjoint union
⋃m
i=1(V
′
i \V ′′i ), where for all i the sets V ′i and V ′′i are closed,
V ′1 ⊃ V ′′1 ⊃ V ′2 ⊃ V ′′2 ⊃ · · · ⊃ V ′m ⊃ V ′′m and no two sets in this chain have an irreducible
component in common. We call it a canonical presentation of C as a union of locally
closed subsets.
Proof. Let d(C) be the maximal dimension of an irreducible component in C¯. Let
V ′1 = C¯ and V
′′
1 = V ′1 \ C and let C ′ = C ∩ V ′′1 . Note that d(C ′) < d(C) and we
may assume by induction on d that the chain V ′2 ⊃ V ′′2 ⊃ · · · ⊃ V ′m ⊃ V ′′m such that
C ′ =
⋃m
i=2(V
′
i \ V ′′i ) exists and is unique. Then V ′1 ⊃ V ′′1 ⊃ V ′2 ⊃ V ′′2 ⊃ · · · ⊃ V ′m ⊃ V ′′m is
the unique chain for C, which satisfies the condition in the statement.
Remark 2.2. There is an algorithmic way for constructing such a presentation, starting
with C presented as a union of nonempty sets Wα \ (W (1)α ∪ · · · ∪W (hα)α ), where Wα and
W
(i)
α are closed irreducible subsets and Wα ⊃ W (i)α for all i. Let d(C) = maxα dimWα
(which agrees with the definition in the proof of the theorem).
Let V ′1 be the union of all maximal elements in the set {Wα} and V ′′1 be the union of
all W (i)α that are minimal with the following property: there is a set of pairs {(αj , ij)}lj=1
such thatWα1 is a component of V
′
1 ,W
(il)
αl =W
(i)
α andW
(ij)
αj ⊃Wαj−1 for all j = 2, . . . , l.
Now d(C \ (V ′1 \ V ′′1 )) is less than d(C), therefore, we may assume again by induction on
d that we are able to construct the rest of V ′i and V
′′
i .
Lemma 2.3. Let X be a variety and f : X → Y a map into any finite set Y . Then
f−1(y) is constructible for every y ∈ Y iff for every closed irreducible subvariety X ′ ⊂ X
there is an open U ⊂ X ′ such that f |U is a constant function.
Proof. Assume the second part holds. Take any y ∈ Y and let us prove that Z = f−1(y)
is constructible. Let n = dimX and assume the lemma is proved for dimensions less then
n. First of all, since X is a finite union of its irreducible components, and a subset of
X is constructible iff its intersection with every irreducible component of X is, we may
proceed assuming that X is irreducible. Let U be an open subset of X such that f(u) = y′
for all u ∈ U . There are two possibilities:
(i) if y′ 6= y then Z ⊂ X \ U , which has dimension less than n and, therefore, Z is
constructible by the induction assumption applied to the map f |X\U : X \ U → Y .
(ii) in case y = y′ the set (Z\U) ⊂ (X\U) is constructible by the induction assumption
again, hence so is Z = U ∪ (Z \ U).
It remains to check the case dimX = 0, in which f−1(y) is a finite set of points and is
certainly constructible.
Conversely, assume that f−1(y) is constructible for every y ∈ Y . Let X ′ ⊂ X be a
closed irreducible subvariety. Then X ′ =
⋃
y∈Y X
′
y, where X
′
y = (f
−1(y)∩X ′), and, since
Y is a finite set and X ′ is irreducible, there exist y such that the closure of X ′y is equal
to X ′. But X ′y is constructible, hence it contains a nonempty open subset of X
′. 2
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2.2. parametric Gro¨bner bases
Here we describe an approach to computing parametric Gro¨bner bases in Weyl alge-
bras. A good source on computing Gro¨bner bases in non-commutative algebras is Kandri-
Rody and Weispfenning (1990). For a discussion of parametric Gro¨bner bases, which leads
to the notion of comprehensive Gro¨bner bases, (see Weispfenning, 1992) for the commuta-
tive case and (Kredel and Weispfenning, 1991) for the case of solvable algebras. However,
everything that is needed for this paper is stated and proved in this section.
Let C = k[a¯] (a¯ = {a1, . . . , am}) be the ring of parameters and R = C〈y¯, x¯, ∂¯〉 be
the ring of non-commutative polynomials in y¯ = {y1, . . . , yl}, x¯ = {x1, . . . , xn} and
∂¯ = {∂1, . . . , ∂n} with coefficients in C, where x¯ and ∂¯ satisfy the same relations as in a
Weyl algebra and y¯ is contained in the center of R.
Definition 2.4. For a prime P in C, we shall call the natural map C → k(P ) as well
as the induced map R = C〈y¯, x¯, ∂¯〉 → k(P )〈y¯, x¯, ∂¯〉, where k(P ) is the residue field at P ,
the specialization at the point P and denote both maps by σP .
The next result is similar to Oaku’s Proposition 7 in Oaku (1997).
Let < be an order on monomials in a¯, y¯, x¯ and ∂¯ such that every ai is  than any
of xj , yj or ∂j (i.e. the order < eliminates xj , yj and ∂j). Assume G is a finite Gro¨bner
basis of an ideal I of R, then we claim that σP (G) = {σP (g) | g ∈ G} is a Gro¨bner basis
of σP (I) in σP (R) for “almost” every P ∈ SpecC.
In order to make this statement precise, we need to make some definitions. For a
polynomial f let inM(f) be the initial monomial inC(f) the initial coefficient such that
in(f) = inC(f) · inM(f) the initial term of f . Also for f ∈ R let inM∗(f) ∈ 〈y¯, x¯, ∂¯〉 and
inC∗(f) ∈ C be the initial monomial and the initial coefficient of f viewed as a polynomial
in x, y, ∂ with coefficients in C with respect to ≺, the restriction of < to 〈y¯, x¯, ∂¯〉.
One obvious observation is that a specialization σP : (R,<) → (σP (R),≺) preserves
the order.
Lemma 2.5. Let Q be an ideal contained in I and let h =
∏
g∈G\Q inC∗(g) ∈ C. Then
σP (G \Q) is a Gro¨bner basis of σP (I) for every prime P ⊃ Q not containing h.
Proof. Notice that if any g ∈ G \Q has inC∗(g) ∈ Q then the statement of the lemma
becomes trivial.
Assume inC∗(g) /∈ Q for all g ∈ G \ Q. Consider any prime P ⊃ Q not containing h.
Take a polynomial f ′ =
∑
g∈G\Q
[αg]
[βg]
σP (g) in the ideal of σP (R) generated by σP (G),
where αg, βg ∈ C, βg /∈ P and [. . .] stands for an equivalence class in C/P . Set γ =∏
g∈G βg then (
∑
g∈G\Q
γαg
βg
g) is in the ideal I of R. Let f be the latter sum where all
terms with coefficients in Q are set to zero. Then f ′ = 1[γ]σP (f) and inM∗(f) = inM(f
′).
We have inM(g)|inM(f) for some g ∈ G \Q, which means that inM∗(g)|inM∗(f). Now,
inM(σP (g)) = inM∗(g), because inC∗(g) /∈ P . Thus inM(σP (g))|inM(σP (f)), which
proves that σP (G) is a Gro¨bner basis.
Remark 2.6. (i) The statement of the lemma is true for reduced Gro¨bner bases as well.
The proof works almost verbatim.
(ii) Clearly, inC∗(g) /∈ Q for all g ∈ G \Q. Thus if Q is prime, then h /∈ Q, hence the
set of primes containing Q but not containing h is nonempty.
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The lemma leads to the following:
Algorithm 2.7.
Input: F ′ : a finite set of generators for a prime ideal Q ⊂ C.
F : a finite set of generators of a left ideal I ⊂ R containing Q,
Output: G : a (reduced) Gro¨bner basis in R with respect to <,
h : an exceptional polynomial in C \Q,
such that for any P ∈ Spec(k[a1, . . . , am]), P ⊃ Q and h /∈ P
the ideal σP (I) ⊂ σP (R) has a σP (G) as a (reduced) Gro¨bner
basis with respect to ≺.
(1) Compute a Gro¨bner basis G of I +QR (which is generated by F ∪ F ′).
(2) Return G and h =
∏
g∈G\Q inC∗(g).
Remark 2.8. If all polynomials in F ′ and all C-coefficients of all elements of F are
homogeneous, then so is the exceptional polynomial h, because all operations preserve
homogeneity.
2.3. Oaku’s algorithm
The original algorithm of Oaku for computing the Bernstein–Sato polynomial appeared
in Oaku (1997). However there exist several modifications of the algorithm (see, Saito
et al., 2000, for example). For our needs a version of the algorithm described in Walther
(1999) will be utilized.
Let f ∈ Rn(k). Denote by Annfs the ideal of all elements in An(k)[s] annihilating fs.
The following algorithm is Algorithm 4.4. from Walther (1999) with L = (∂1, . . . , ∂n).
Algorithm 2.9.
Input: f : a polynomial in Rn(k),
Output: {P ′j}: generators of Annfs
(1) Set Q =
{
∂i + dfdxi ∂t, t− f
}
.
(2) Introduce new variables y1 and y2 and the weight w such that w(t) = w(y1) = 1,
w(∂t) = w(y2) = −1, w(xi) = w(∂i) = 0. Homogenize all qi ∈ Q (i = 1, . . . , n+ 1)
using y1 with respect to the weight w. Denote the homogenized elements qhi .
(3) Compute a Gro¨bner basis for the ideal generated by qh1 , . . . , q
h
n+1, 1 − y1y2 in
An+1[y1, y2] with respect to an order eliminating y1, y2.
(4) Select the operators {Pj}b1 in this basis which do not contain y1, y2.
(5) For each Pj , if w(Pj) > 0 then replace Pj by P ′j = ∂
w(Pj)
t Pj else replace Pj by
P ′j = t
−w(Pj)Pj .
(6) Return the operators {P ′j}b1.
The following is Algorithm 4.6 in Walther (1999).
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Algorithm 2.10.
Input: f : a polynomial in Rn(k),
Output: bf (s) the Bernstein–Sato polynomial of f .
(1) Determine Annfs following Algorithm 2.9.
(2) Find a reduced Gro¨bner basis for the ideal Annfs + An[s] · f using an order that
eliminates x and ∂.
(3) Return the unique element in the basis contained in k[s].
2.4. rationality of the roots
The first paper that discussed the rationality of the roots of the Bernstein–Sato polyno-
mials was Malgrange (1975) by B. Malgrange. Using resolution of singularities, Kashiwara
in Kashiwara (1976/77) proved that the roots of local Bernstein–Sato polynomials are
rational when k = C. In Mebkhout and Narva´ez-Macarro (1991, Proposition 4.2.1) it is
proved that the Bernstein–Sato polynomial bf (s) is the lowest common multiple of the
local Bernstein–Sato polynomials. Hence the roots of bf (s) are rational if k = C.
In particular, it follows that bf (s) ∈ Q[s]. The fact that the roots are rational for every
k is well-known to experts, but we have not been able to find a published proof, so we
prove it in the next proposition.
Proposition 2.11. Let k be a field, char k = 0. Then for every f ∈ Rn(k) the roots of
the Bernstein–Sato polynomial bf (s) are rational.
Proof. The crucial fact is that if K ⊂ k is a subfield containing all the coefficients
of f , then the coefficients of bf (s) computed over k belong to K. This is because upon
examining every step of Oaku’s algorithm one sees that all calculations are done in K.
Let K be a finite extension of Q containing the coefficients of f . Since one can embed K
into C, the Bernstein–Sato polynomial of f over K is the same as over C. Now we are
done by Kashiwara’s result in conjunction with Mebkhout and Narva´ez-Macarro (1991).
3. The Main Results
Consider P(n, d; k) with the coordinate ring C = k[a¯], where a¯ = {aα : |α| ≤ d}. Let
f =
∑
|α|≤d aαx
α.
Definition 3.1. Let b(s) ∈ B(n, d). The set S(b(s), k) ⊂ P(n, d; k) is defined as the set
of all the points P ∈ P(n, d; k) such that bσP (f)(s) = b(s). (We view points in P(n, d; k)
as homogeneous primes in C. See Definition 2.4 for σP (f).)
Lyubeznik’s proof that B(n, d) is finite can be summarized as follows. Let the space of
parameters X = Spec A be an irreducible variety with A a quotient ring of Q[a¯]. We
consider the Bernstein–Sato polynomial b(s) of polynomial f from the beginning of this
section seen as a polynomial over the field of fractions of A. Using the rationality of b(s)
and clearing the denominators, we obtain a functional equation
Q(a, x, ∂, s)fs+1 = h(a)b(s)fs.
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This shows that outside the zeroes of h ∈ A, the Bernstein–Sato polynomial divides b(s).
Hence there are only finitely many possibilities for b(s) outside the zeros of h, while the set
of zeros of h has a smaller dimension than X. This allows an induction argument for the
finiteness of B(n, d). But to prove constructibility one needs to find such h that, outside
its zeroes, the Bernstein–Sato polynomial equals b(s). This is the idea of the proof.
Let Q be a homogeneous prime in C. Then σQ(f) is a polynomial with coefficients in
a field, hence bfQ(s) may be computed. What would happen if we run Algorithm 2.10
trying to compute bfQ(s) “lifting from k(Q), the fraction field of C/Q, to C” every single
step of the algorithm? Notice that σQ : C → k(Q) has C/Q as its image. Since the steps
of the algorithm that do not involve Gro¨bner bases computation do not involve division
either, we have to worry only about the two steps that deal with Gro¨bner bases. Suppose
for these two steps we used Algorithm 2.7 with F ′ generating Q, in particular we obtained
the exceptional polynomials h1 and h2, both in C. Set h = h1h2 ∈ C, then the output,
which is going to be bσQ(f)(s), is also the Bernstein–Sato polynomial of σP (f) for every
P ⊃ Q such that h /∈ P . Thus we have
Algorithm 3.2.
Input: f : a polynomial in Rn(C),
F ′: generators of a homogeneous prime ideal Q,
Output: b(s): a polynomial in Q[s],
H: generators of a homogeneous ideal in C such that
b(s) = bσP (f)(s) for every point P ∈ V ′\V ′′ 6= 0,
where V ′ = V (Q) and V ′′ = V (H) (V ′′ ⊂ V ′ ⊂ P(n, d; k)).
(1) Compute the polynomial b(s) and the exceptional polynomial h as described above.
(2) Return b(s) and {h} ∪ F ′.
Proposition 3.3. If we consider C ′ = C ⊗k k′ and f ⊗k 1 ∈ Rn(C ′), where k′ is
an extension of k, then b(s) is the Bernstein–Sato polynomial for any point in the set
(V ′ ⊗Spec k Spec k′) \ (V ′′ ⊗Spec k Spec k′).
Proof. Let Q be as above, then QC ′ may not be prime anymore. Nevertheless, assume
the computation above was done for f⊗1 ∈ Rn(C ′) and QC ′ as input. This computation
“stays within k”, i.e. no operation introduces an element outside the old ring. The output
of the algorithm would be the same as before, and we claim that for every prime P ′ ⊃ QC ′
not containing h ⊗ 1 the Bernstein–Sato polynomial of σP (f ⊗ 1) is equal to bσQ(f)(s).
This is guaranteed by Lemma 2.5. 2
Remark 3.4. One can prove easily that (V ′ ⊗Spec k Spec k′) \ (V ′′ ⊗Spec k Spec k′) is
nonempty (although we will not use this fact in the sequel) by showing that:
(i) QC ′ is the intersection of its associated primes {Qi} ⊂ Spec C ′,
(ii) no Qi contains h⊗ 1, for otherwise Qi ∩ C = Q contains h.
The next theorem gives an affirmative answer to Lyubeznik’s question about the con-
structibility of the set S(b(s), k) of Definition 3.1.
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Theorem 3.5. The set S(b(s), k) is constructible for every b(s).
Proof. The proof follows from the algorithm. For the function φ : P(n, d; k)→ B(n, d),
φ(P ) = bσP (f)(s) the following is true. For every projective V
′ ⊂ P(n, d; k) there is an
open set U = V ′ \V ′′ ⊂ V ′ such that f |U is a constant function. Therefore we may apply
Lemma 2.3. 2
Algorithm 3.2 leads to the main algorithm of the paper.
Algorithm 3.6. Input: n, d ∈ N.
Output: The set of pairs L = {(b(s), S(b(s)))| b(s) ∈ B(n, d)}, where S(b(s))
=S(b(s),Q) ⊂ P(n, d;Q).
(1) Set L := ∅, f :=∑|α|≤d aαxα .
(2) Define the recursive procedure BSP(Q), where Q ∈ Spec(Q[a¯]).
BSP(Q) := {
Apply Algorithm 3.2 to V (Q) and f
to get an ideal I in C and b(s) ∈ Q[s];
IF there is a pair (b(s), S) ∈ L
THEN replace it by (b(s), S ∪ (V (Q) \ V (I)))
ELSE L := L ∪ {(b(s), V (Q) \ V (I))};
IF V (I) 6= ∅ THEN {
Find the minimal primes {Qi} associated to I;
FOR each Qi DO BSP(Qi) ;
}
}
(3) Run BSP(0).
Remark 3.7. This algorithm returns some presentations for constructible sets S(b(s),Q),
the canonical presentations for which may be obtained by using the algorithm discussed
in Remark 2.2.
Corollary 3.8. The set S(b(s), k) is defined over Q, i.e. there exist ideals Ii ⊂ Q[a¯]
and Ji ⊂ Q[a¯] (i = 1, . . . ,m) such that for any field k
S(b(s), k) =
⋃
i
(V ′i \ V ′′i ),
where V ′i = V (k[a¯]Ii) is the zero set of the extension of Ii and V
′′
i = V (k[a¯]Ji) is the
zero set of the extension of Ji.
Proof. Since the core part of algorithm above is Algorithm 3.2, the statement of the
corollary follows from Proposition 3.3 applied to the extension k of Q. 2
Remark 3.9. Given a polynomial with parameters one can use a similar approach to
compute the stratification of the parameter space corresponding to the set of all possible
Bernstein–Sato polynomials (see Examples 4.3 and 4.4).
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The annihilators Ann(fs) are computed using Algorithm 2.9 and the same technique as
in the algorithm above. The output is a set of pairs {(Ii, Vi)}, where Ii are the ideals in
An(k)[a¯][s] and Vi are locally closed sets, such that for any polynomial f with coefficients
in k that corresponds to a point P ∈ Vi the ideal Ann(fs) equals σP (Ii), the ideal Ii
specialized to P .
After doing the above steps, the real life algorithm that produces Example 4.5 com-
presses its output in the following way. If (Ii, Vi) and (Ij , Vj) are two different pairs such
that σP (Ii) = σP (Ij) for all P ∈ Vj then these two are replaced by the pair (Ii, Vi ∪ Vj).
Remark 3.10. The stratification of the parameter space constructed by such compu-
tation is not unique. This is so because the annihilators, as opposed to Bernstein–Sato
polynomials, depend on the parameters, making it possible to slice the space of param-
eters in many ways.
4. Examples
Our algorithms have been implemented as scripts written in the Macaulay 2 program-
ming language (see Grayson and Stillman). In this section we give some examples of
actual computations and discuss possible uses of the results of computation.
Example 4.1. If n = 2 and d = 2 then
f = a20x2 + a11xy + a02y2 + a10x+ a01y + a00,
so P (2, 2; k) is the set of the k-rational points of the projective space P(2, 2; k) = P5k
with the homogeneous coordinate ring k[aij ], i, j = 0, 1, 2. It takes our program less than
20 minutes on 300 MHz Pentium-II machine to produce
B(2, 2) =
{
1, s+ 1, (s+ 1)2, (s+ 1)
(
s+
1
2
)}
and give a description of the corresponding constructible sets of polynomials from B(2, 2)
which is essentially equivalent to the following:
• bf (s) = 1 iff f ∈ V1 = V ′1 \ V ′′1 , where V ′1 = V (a1,1, a0,1, a0,2, a1,0, a2,0), while
V ′′1 = V (a0,0),
• bf (s) = s + 1 iff f ∈ V2 = (V ′2 \ V ′′2 ) ∪ (V ′3 \ V ′′3 ), where V ′2 = V (0), V ′′2 = V (γ1),
V ′3 = V (γ2, γ3, γ4), V
′′
3 = V (γ3, γ4, γ5, γ6, γ7, γ8),
• bf (s) = (s+ 1)2 iff f ∈ V ′4 \ V ′′4 , where V ′4 = V (γ1), V ′′4 = V (γ2, γ3, γ4),
• bf (s) = (s + 1)
(
s + 12
)
iff f ∈ V ′5 \ V ′′5 , where V ′5 = V (γ3, γ4, γ5, γ6, γ7, γ8), while
V ′′5 = V (a1,1, a0,1, a0,2, a1,0, a2,0),
where γi may be looked up in this list:
γ1 = a0,2a21,0 − a0,1a1,0a1,1 + a0,0a21,1 + a20,1a2,0 − 4a0,0a0,2a2,0,
γ2 = 2a0,2a1,0 − a0,1a1,1,
γ3 = a1,0a1,1 − 2a0,1a2,0,
γ4 = a21,1 − 4a0,2a2,0,
γ5 = 2a0,2a1,0 − a0,1a1,1,
γ6 = a20,1 − 4a0,0a0,2,
γ7 = a0,1a1,0 − 2a0,0a1,1,
γ8 = a21,0 − 4a0,0a2,0.
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It is not hard to see that this computation agrees with the well-known result that
bf (s) = 1 iff f is constant, bf (s) = s + 1 iff f is non-constant and non-singular, and
bf (s) = (s+ 1)2
(
resp. −bf (s) = (s+ 1)
(
s+ 12
))
iff f can be reduced to xy (resp. x2) by
a linear change of variables.
Example 4.2. If n = 2 and d = 3 then
f = a3,0x3 + a2,1x2y + a1,2xy2 + a0,3y3
+a2,0x2 + a1,1xy + a0,2y2 + a1,0x+ a0,1y + a0,0,
so P (2, 3; k) is the set of the k-rational points of P(2, 3; k) = P9k with the homogeneous
coordinate ring that involves 10 variables. Our program exhausts all available memory,
128 Mb, of the computer after about 3 hours and stops without producing an answer.
However, a somewhat creative use of our program enables us to give a complete list of
all the elements of B(2, 3) (but not the explicit descriptions of the constructible sets
corresponding to each element of B(2, 3)):
Since for any nonsingular polynomial its Bernstein–Sato polynomial is equal to s + 1,
it remains to consider the case where our f ∈ P(2, 3; k) possesses a singularity at some
point (x0, y0). Keeping in mind that the Bernstein–Sato polynomial is stable under any
linear substitution of variables, we may get rid of its linear part via the substitution
x 7→ x− x0, y 7→ y − y0, i.e. f takes the form
f = (ax3 + bx2y + cxy2 + dy3) + (a′x2 + b′xy + c′y2).
Now it is easy to see that by homogeneous linear transformation the quadratic part
may be shaped to one of the forms 0, xy, x2. Therefore it is enough to compute the
Bernstein–Sato polynomial for the following polynomials:
f1 = ax3 + bx2y + cxy2 + dy3,
f2 = (ax3 + bx2y + cxy2 + dy3) + xy,
f3 = (ax3 + bx2y + cxy2 + dy3) + x2.
Our program returns the complete sets of possible Bernstein–Sato polynomials for f1 in
22 minutes, for f2 in 16 minutes and for f3 in 21 minutes. Of course, in each of the three
cases our program produces an explicit description of the corresponding constructible set
in A4k (each fi contains four indeterminate coefficients) for each element b(s) ∈ Bfi . We
omit these and list only the Bernstein–Sato polynomials:
Bf1 =
{
(s+ 1)2
(
s+
2
3
)(
s+
4
3
)
,
(s+ 1)2
(
s+
1
2
)
,
(s+ 1)
(
s+
2
3
)(
s+
1
3
)}
;
Bf2 = { (s+ 1)2 };
Bf3 =
{
(s+ 1)
(
s+
7
6
)(
s+
5
6
)
,
(s+ 1)2
(
s+
3
4
)(
s+
5
4
)
,
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(s+ 1)2
(
s+
1
2
)
,
(s+ 1)
(
s+
1
2
)}
.
Thus
B(2, 3) =
{
(s+ 1)2
(
s+
2
3
)(
s+
4
3
)
,
(s+ 1)2
(
s+
1
2
)
,
(s+ 1)
(
s+
2
3
)(
s+
1
3
)
,
(s+ 1)2,
(s+ 1)
(
s+
7
6
)(
s+
5
6
)
,
(s+ 1)2
(
s+
3
4
)(
s+
5
4
)
,
(s+ 1)
(
s+
1
2
)
,
s+ 1,
1
}
.
The efficiency of the algorithm and the current efficiency of computer hardware and
software obstruct us from getting a complete description of the constructible sets that
correspond to the polynomials above.
Here are a couple of examples of the computation for polynomials with parameters.
Example 4.3. Let f = x3 + ax+ b+ cy4 + y2, then
• b(s) = (s+ 1) for V (0) \ (V (a3c2 + 274 b2c2 − 278 bc+ 2764)∪V (4a3 + 27b2)),
• b(s) = (s+1)2 for (V (a3c2+ 274 b2c2− 278 bc+ 2764)∪V (4a3+27b2)) \ (V (a, 4bc− 1)∪
V (a, b)),
• b(s) = (s+ 1)(s+ 56)(s+ 76) for V (a, 4bc− 1) ∪ V (a, b).
(Computation time = 1 min 45 sec)
Example 4.4. Let f = x2 + axy + by2 + z3 + cx4, then
• b(s) = (s+ 1)(s+ 43)(s+ 53) for V (0) \ V (a2 − 4b),
• b(s) = (s+1)(s+ 43)(s+ 53)(s+ 1312)(s+ 1712)(s+ 1912)(s+ 2312) for V (a2−4b)\V (c, a2−4b),
• b(s) = (s+ 1)(s+ 56)(s+ 76) for V (a, b) ∪ V (c, a2 − 4b).
(Computation time = 6 minutes)
Using a technique similar to that for computing Bernstein–Sato polynomials, we con-
structed an algorithm for computing of Annfs, the annihilator ideal of fs in An(k)[s],
for all f ∈ P (n, d; k). By this we mean an explicit subdivision of P(n, d; k) into a finite
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union of constructible subsets and for each such subset V, an explicit finite set of elements
β1, β2, . . . ∈ An(k)[ai1...in ][s] with i1 + · · ·+ in ≤ d, such that Ann(fs) = (β′1, β′2, . . .) for
every f ∈ V , where β′i is the image of βi under the specialization of the ai1...in to the
corresponding coefficients of f .
Example 4.5. To make the results obtained for P (2, 2; k) compact we need the following
polynomials:
β1 = a1,1x1∂1 + 2a0,2x2∂1 − 2a2,0x1∂2 − a1,1x2∂2 + a0,1∂1 − a1,0∂2,
β2 = a1,1a2,0x21∂1 + a
2
1,1x1x2∂1 + a0,2a1,1x
2
2∂1 − 2a22,0x21∂2 − 2a1,1a2,0x1x2∂2
−2a0,2a2,0x22∂2 − a21,1sx2 + 4a0,2a2,0sx2 + a1,0a1,1x1∂1 + a0,1a1,1x2∂1
−2a1,0a2,0x1∂2 − 2a0,1a2,0x2∂2 − a1,0a1,1s+2a0,1a2,0s+ a0,0a1,1∂1 − 2a0,0a2,0∂2,
β3 = a2,0x21∂2 + a1,1x1x2∂2 + a0,2x
2
2∂2 − a1,1sx1 − 2a0,2sx2 + a1,0x1∂2
+a0,1x2∂2 − a0,1s+ a0,0∂2,
β4 = a21,1x1∂1 − 4a0,2a2,0x1∂1 + a21,1x2∂2 − 4a0,2a2,0x2∂2 − 2a21,1s
+8a0,2a2,0s− 2a0,2a1,0∂1 + a0,1a1,1∂1 + a1,0a1,1∂2 − 2a0,1a2,0∂2,
β5 = a1,1∂1 − 2a2,0∂2,
β6 = 2a2,0x1∂2 + a1,1x2∂2 − 2a1,1s+ a1,0∂2,
β7 = ∂1,
β8 = 2a0,2x2∂2 − 4a0,2s+ a0,1∂2,
β9 = ∂2,
β10 = 2a2,0x1∂1 − 4a2,0s+ a1,0∂1,
β11 = a2,0x21∂1 − 2a2,0sx1 + a1,0x1∂1 − a1,0s+ a0,0∂1,
γ1 = a0,2a21,0 − a0,1a1,0a1,1 + a0,0a21,1 + a20,1a2,0 − 4a0,0a0,2a2,0,
γ2 = 2a0,2a1,0 − a0,1a1,1,
γ3 = a1,0a1,1 − 2a0,1a2,0,
γ4 = a21,1 − 4a0,2a2,0,
γ5 = a20,1 − 4a0,0a0,2,
γ6 = a0,1a1,0 − 2a0,0a1,1,
γ7 = a21,0 − 4a0,0a2,0.
Here are all the possible annihilators together with their strata:
• Ann(fs) = (β1, β2, β3) for f ∈ (V ′1 \ V ′′1 ) ∪ (V ′2 \ (V ′′2,1 ∪ V ′′2,2)), where V ′1 =
V (0), V ′′1 = V (γ1), V
′
2 = V (γ2, γ3, γ4), V
′′
2,1 = V (a1,1, a0,2, a0,1) and V
′′
2,2 =
V (γ2, γ3, γ4, γ5, γ6, γ7);
• Ann(fs) = (β1, β4) for f ∈ V ′3 \ V ′′3 , where V ′3 = V (γ1), while V ′′3 = V (γ2, γ3, γ4);• Ann(fs) = (β5, β6) for f ∈ V ′4 \ (V ′′4,1 ∪ V ′′4,2) where V ′4 = V (γ2, γ3, γ4, γ5, γ6, γ7),
V ′′4,1 = V (a1,0, a2,0, a1,1, γ5) and V
′′
4,2 = (a1,1, a0,2, a0,1, γ7);• Ann(fs) = (β7, β8) for f ∈ V ′5 \ V ′′5 , where V ′5 = V (a1,0, a2,0, a1,1, γ5), while
V ′′5 = V (a1,1, a0,1, a0,2, a1,0, a2,0);• Ann(fs) = (β9, β10) for f ∈ V ′6 \ V ′′6 , where V ′6 = V (a1,1, a0,2, a0,1, γ7), while
V ′′5 = V (a1,1, a0,1, a0,2, a1,0, a2,0);• Ann(fs) = (β9, β11) for f ∈ (V ′7 \ V ′′7 ) ∪ V ′8 , where V ′7 = V (a1,1, a0,2, a0,1), V ′′7 =
V (a1,1, a0,2, a0,1, γ7) and V ′8 = V (a1,1, a0,1, a0,2, a1,0, a2,0);
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