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1. l1 ノルム最適化に基づくセルオートマトンモデルの同定法　（第 3章）
2. 分割統治法による計算負荷の軽減　（第 4章)
3. 分割統治法に基づく同定法の一般化　（第 5章）





るため，スパース（疎）な解を得やすいという特徴をもつ l1 ノルム最適化 [21]として定






























論文中の 1i，0i j，Ii は，それぞれサイズが iで要素が全て 1の列ベクトル，i jの零行













a11B : : : a1mB
:::
:::
an1B : : : anmB
377777777775
と定義する．
実数 xに対し，それ以下の最大の整数を与える floor関数を bxcと表記する．
ベクトル x 2 Rn の l0 ノルムは xの非零の要素の個数を表し，kxk0 と表記する．さらに
l1 ノルム
Pn
i=1 jxijを kxk1 と表記する．
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ベクトル xについて，x  0は全ての要素が非正であることを表すとする．















a1    am
i> 2 Rm と b = hb1    bni> 2 Rn に対するミンコフス
キー和を









a1    an
i> を引数とする max関数について，






有限のセル空間 CK := f1; 2 : : : ; Kg上で有限離散状態 SL := f0; 1; : : : ; L   1gの状態遷移
を表現するセルオートマトンを対象とする．セル cx (ただし x 2 CK)の時刻 t での状態を
U(t; x) 2 SL と記すとき，セル cx の時刻 t + 1での状態 U(t + 1; x)はセル cx の近傍の N 個
のセルの状態に依存して決まるものとする．その状態遷移が関数 F(u)を用いて次のよう
に表現できるとする











377777777775 2 SNL ; (2.2)
t1;    ; tN 2 f0; 1; : : : ; tg ; (2.3)
x1;    ; xN 2 CK : (2.4)
セル cx の近傍は (tl; xl) の組の集合 (l = 1; : : : ; N) で定義され，集合には同一の組がない
（重複するものがない）と仮定し，この関数 cx ! f(t1; x1); : : : ; (tN ; xN)gは，セル cx によら
ず不変であるとする．さらにセル空間には周期境界条件を設け，空間の両端同士は接続さ
れているとする．x + xl  0，N < x + xl となる場合は x + xl の代わりに，
x + x0l 2 CK ; x + x0l  x + xl (mod N) (2.5)
を用いて (tl; x0l ) をセル cx の近傍の組とする．状態遷移関数 F(u) は max 関数の加減算
で構成され，関数の引数は近傍の状態 U(t; x)の ane 式であるとする．交通渋滞の再現
[5, 6, 7]や進行波の挙動の解析 [8]に用いられる実用上有用なセルオートマトンモデルの
状態遷移関数は上述の構造を有している．このとき，例えば表 2.1に示す入出力関係を表




表 2.1 状態遷移関数 F(x; y)














セルオートマトンモデルの同定手順は，状態遷移関数の近傍の数 N と近傍 (tl; xl)を同






本論文では近傍が既に同定されており，近傍の状態と U(t + 1; x)の状態の関係を表す真
理値表が得られているとして，その状態遷移を表現する状態遷移関数 F(u)を l1 ノルム最
適化に基づいて同定する方法を説明する．
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3.2 状態遷移関数の定義と同定問題
























2 SNL ; (3.1)
f j 2 S ; j 2 f1; : : : ;mg (3.2)
で与えられたとし，


















2 SN+1L ; (3.5)




u1 : : : um
i






377777777775 2 SmL (3.8)
に対して，(3.3)式を満足させる係数ベクトル g j と h j を見つける問題へ帰着する．
3.3 l1 ノルム最適化問題
状態遷移関数 F(u) の引数である ane 関数の係数ベクトル g j に重複したものがある
とき，すなわち，k , jなる k について，g j = gk が存在するとき，gk を削除しても状態
遷移関数 F(u)の出力は変化しない．係数ベクトル h j についても同様である．この点で，
8
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ane関数を決定する係数ベクトル g j と h j の多くが重複し削除できる，すなわち，max
関数の引数となる ane関数の種類が少なくなることが簡単な状態遷移関数の獲得のため
には望ましい．
このとき，ane 関数の種類を直接最小化する代わりに，係数ベクトル g1; : : : ; gm，
h1; : : : ; hm の多くを零ベクトルとし，重複させることが，重複しない ane関数の種類の
最小化に寄与すると考えられる．これを考慮すると係数ベクトルの非零の要素数を最小に
するための l0 ノルム最適化問題を考えることが適切であるが，一般的に l0 ノルム最適化
問題を解くことは困難である．そこで本論文では，ベクトルの要素の絶対和を最小とす













を定義すると，(3.9)式を求める l1 ノルム最適化問題は (3.7)式と (3.8)式を用いて
minimize kxk1 (3.10)
subject to A(U)x  0; (3.11)



















3777777777775 = u>j h j (3.15)
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u>j gi = u
>
j g j; (3.16)
max
i=1;:::;m
u>j hi = u
>
j h j (3.17)
でもあるから，全ての i , jについて
u>j gi   u>j g j  0; (3.18)
u>j hi   u>j h j  0 (3.19)
が成立しなくてはならない．したがって，A(U)と C(U)は










 (Im   1me>m) 
 u>m
377777777775 ; (3.21)









l1 ノルム解 x を用いて構成した状態遷移関数 F(u) は，重複する ane 関数や冗長な
ane関数を含む場合がある．これらを削除することで，さらに簡潔な表現が可能となる．
重複する ane関数は，最適解 xから得られる m組の係数ベクトル g j と h j を逐次探索
することで抽出される．探索により抽出された重複する係数ベクトル g j と h j を削除した
とき，互いに異なる P種類の g j と Q種類の h j がそれぞれ
g˜l; l = 1; 2; : : : ; P; (3.24)




































を i行 l列の要素とする行列 ˜G 2 f0; 1gmP と ˜H 2 f0; 1gmQ を定義し，これらの各行が少
なくとも 1つの「1」を持つように（ゼロの要素のみの行が存在しないように）なるべく







2 f0; 1gP+Q; (3.29)
!0g 2 f0; 1gP; (3.30)










!0  12m (3.33)
へ帰着できる．(3.32)式の最適解 !0g の i番目の要素が 1であるとき，行列 ˜G の最小被覆
問題の解の列集合の要素の一つが i列である，すなわち，最小の種類の ane関数で (3.26)
式の右辺第一項の max関数を表現するためには ane関数 u>g˜i を用いればよいことがわ
かる．同様に，!0h の i番目の要素が 1であるとき，最小の種類の ane関数で (3.26)式
の右辺第二項の max関数を表現するためには ane関数 u> ˜hi を用いればよい．したがっ
て l1 ノルム最適解 xから最小の種類の ane関数で状態遷移関数を表現するために用い
る ane関数が抽出でき，簡略化された状態遷移関数を得る．
(3.32)式の 0-1整数計画問題は，次に示す理由から最適解 xから定まるそれぞれ m個
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の ane関数 g j と h j を全て用いて，
Gi; j :=
8>>>>>>>>><>>>>>>>>>:
























2 f0; 1g2m; (3.36)
!g 2 f0; 1gm; (3.37)








!  12m (3.39)
と本質的に等価であるため，重複する ane 関数の探索と削除は不要である．行列
G 2 f0; 1gmm は ˜G 2 f0; 1gmP を構成する P種類の列ベクトルのみで構成され，m > Pの
場合は必ず重複する列ベクトルを持つ．このとき，重複する列ベクトル同士は互いに列支
配的であり，行列Gが等しい列ベクトルを二つ以上持つことは，最小被覆問題の解（行列
の被覆に必須な列ベクトル集合）には影響しない．行列 H 2 f0; 1gmm と ˜H 2 f0; 1gmQ の
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節の数値例については，目的関数として係数ベクトルの l2 ノルムを選んだ場合に得られ
たモデルとの比較を行い，提案手法で得られたモデルの方が簡潔となることを示す．
セルオートマトンモデル同定のための l1 ノルム最適化計算には，MATLAB R 用の最適
化計算ソフト cvx[27]を使用し，(3.32)式の 0-1整数計画問題には cvxのソルバの 1つで
ある mosek[28]を用いた．
3.5.1 2状態 2近傍のセルオートマトンモデル
2状態 2近傍セルオートマトン (L = 2, N = 2，m = LN = 4)の状態遷移が
U =
h
u1 u2 u3 u4
i


































































 (I4   14e>4 ) 
 u>4
377777777775 2 S32242 (3.45)
で定まる．
l1 ノルム最適化問題を解くと係数ベクトルは
















; j = 1; 2; 3; 4 (3.49)
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となった．このとき kxk0 = 4である．これらの解より，
u>g j =
8>>>>><>>>>>:
u>g1 = 0; j = 1; 4
u>g2 =  u1 + u2; j = 2
u>g3 = u1   u2; j = 3
(3.50)
u>h j = 0; j = 1; 2; 3; 4 (3.51)
であるから，(3.4)式の状態遷移関数 F(u)は
F(u) = F(u1; u2) = max
2666666664 0u2   u1
u1   u2
3777777775   max h03i (3.52)

















0 1 1 1
i> (3.54)
を得る．したがって，(3.52)式は







を確認できる．(3.32)式ではなく，行列G 2 f0; 1g44 と H 2 f0; 1g44 を用いて (3.39)式を
解いた場合も同様の結果を得ることができた．
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3.5.2 3状態 3近傍のセルオートマトンモデル
3状態 3近傍 (L = 3，N = 3，m = LN = 27)の状態遷移が
U =
h




0 0 2 2
0 0    2 2
0 1 1 2
1 1 1 1






































なお紙面のスペースを節約するために (3.57) 式と (3.58) 式の表現を用いた．u>j は
j   1 = 0; : : : ; 26を 3桁の 3進数で表記したときの各桁の値を要素とするベクトルになっ
ている．例えば， j = 8すなわち j   1 = 7(10) = 021(3) は u>8 = [0 2 1]で， j = 23すなわち
j   1 = 22(10) = 211(3) は u>23 = [2 1 1]で表現される．すなわち
u j =
26666666666666666664
$ j   1
9
%

































 (I27   127e>27) 
 u>27





0 0 0 1
i>
; j 2 Jg1h
0 0 0:5 0:5
i>
; j 2 Jg2h
0 0 1 0
i>
; j 2 Jg3h
0 0:5 0 0
i>
; j 2 Jg4h
 1 1 1  1
i>
; j 2 Jg5h
1  1 0 0
i>
; j 2 Jg6h
0:5 0 0 0
i>
; j 2 Jg7h
0:3 0:2 0 0
i>





 1 0 0 1
i>
; j 2 Jh1h
 1  1 1 0
i>
; j 2 Jh2h
 1 0 0:5 0
i>
; j 2 Jh3h
 0:7 0:5  0:3 0
i>
; j 2 Jh4h
 1 0:5 0 0
i>
; j 2 Jh5h
 1 0:2 0:3 0
i>
; j 2 Jh6h
0 0 0 0
i>
; j 2 Jh7h
0 1  1  1
i>
; j 2 Jh8
(3.64)
を得た．このとき kxk0 = 71である．紙面の制約上，(3.63)式，(3.64)式では，計算結果の
小数点以下二桁を四捨五入したものを記している．また，(3.63)式，(3.64)式のインデッ
16
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クス jの集合を
Jg1 := f1; 4; 10; 13g
Jg2 := f2; 5; 11; 14g
Jg3 := f3; 6; 12; 15; 18; 21; 24; 27g
Jg4 := f7; 16; 17g
Jg5 := f8; 9g
Jg6 := f19; 20g
Jg7 := f22; 23g
Jg8 := f25; 26g
(3.65)
Jh1 := f1; 2; 4; 5g





Jh7 := f10; 11; 13; 14; 15; 17; 18; : : : ; 24; 26; 27g





u>g˜1 = 1 j 2 Jg1
u>g˜2 = 0:5u3 + 0:5; j 2 Jg2
u>g˜3 = u3; j 2 Jg3
u>g˜4 = 0:5u2; j 2 Jg4
u>g˜5 =  u1 + u2 + u3   1; j 2 Jg5
u>g˜6 = u1   u2; j 2 Jg6
u>g˜7 = 0:5u1; j 2 Jg7




u> ˜h1 =  u1 + 1; j 2 Jh1
u> ˜h2 =  u1   u2 + u3; j 2 Jh2
u> ˜h3 =  u1 + 0:5u3; j 2 Jh3
u> ˜h4 =  0:7u1 + 0:5u2   0:3u3; j 2 Jh4
u> ˜h5 =  u1 + 0:5u2; j 2 Jh5
u> ˜h6 =  u1 + 0:2u2 + 0:3u3; j 2 Jh6
u> ˜h7 = 0; j 2 Jh7
u> ˜h8 = u2   u3   1; j 2 Jh8
(3.68)
を得る．(3.4)式で表現される状態遷移関数は (3.67)式の 8種類の u>g˜i を含む max関数
と (3.68)式の 8種類の u> ˜hi を含む  max関数とで次式のように表現できる．
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(3.67)式，(3.68)式で計算される行列 ˜G 2 f0; 1g278 と ˜H 2 f0; 1g278
˜G =
266666666666666666666666666666666666666666666666666666666666666666666666666666666666666666666666666666664
1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0
0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0
1 1 1 0 1 0 0 0
0 0 1 0 1 0 0 0
1 0 0 1 1 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0
1 0 0 0 0 1 0 0
1 1 1 0 0 1 0 0
0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0
0 0 1 0 0 0 0 0
1 0 0 1 0 0 0 0
1 1 1 1 1 0 0 0
0 0 1 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 1 0 0
1 0 0 0 0 1 1 0
1 1 1 0 0 1 1 0
0 0 1 0 0 0 0 0
1 0 0 1 0 0 1 1
1 1 1 1 0 0 1 1




1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 1 1 0 0 0
1 0 1 0 1 1 0 0
1 1 1 0 1 1 0 0
1 0 0 1 1 0 0 1
1 0 1 1 1 1 0 0
1 0 1 0 1 1 0 0
1 0 0 0 0 0 1 0
1 1 0 0 0 0 1 0
0 1 0 0 0 0 0 0
1 0 0 1 0 0 1 1
1 0 0 1 0 0 1 0
1 1 1 0 0 1 1 0
0 0 0 0 0 0 0 1
1 0 0 1 1 1 1 1
1 0 1 1 1 1 1 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 1 0
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 1
















1 1 0 0 0 0 1 1
i> (3.73)
























 u1   u2 + u3
0
u2   u3   1
37777777777775 (3.74)
へ簡略化できることが分かる．上式が (3.57)式を満たすことは容易に確認できる．(3.32)
式ではなく，行列 G 2 f0; 1g2727 と H 2 f0; 1g2727 を用いて (3.39)式を解いた場合も同様
の結果を得ることができた．
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比較のために，目的関数を kxk2 として解を求めたところ，kxk0 = 212となり解がスパー
ス性を持たなかった．l2 ノルム最適解 xからは 26種類の g j と 23種類の h j を得たため，
行列 ˜G 2 f0; 1g2726 と ˜H 2 f0; 1g2723 を用いて (3.32)式の最小被覆問題を解くと，9種類
のベクトル g j と 9種類のベクトル h j に簡略化できた．しかし，l1 ノルム最適解の 4種類
の g j と 4種類の h j より多く，l1 ノルム最適解を用いた方が簡略化できることが分かる．
解のスパース性と状態遷移関数を構成する関数の数が少ないという観点において，提案手
法の方がより簡潔な状態遷移関数を求められていることが示せた．
なお，最適解から得られる関数 g jと h jは重複する個数も数に入れるとそれぞれm = LN




注意 1 (3.73)式が最小被覆問題の解であることは，(3.70)式の行列 ˜G の被覆には 1，3，
5，6列が必須で，かつ， ˜G の行を被覆するために十分な行であることと，同様の理由で
(3.70)式の行列 ˜H の被覆問題では，1，2，7，8列が解となることから容易に確認できる．




ない場合には適用できない．また，(3.69)式の max関数において，u1; u2 = 0; 1; 2に対し8>><>>:u>g˜2 = 0:5u3 + 0:5  u>g˜1 = 1 u3 = 0u>g˜2 = 0:5u3 + 0:5  u>g˜3 = u3 u3 = 1; 2 (3.75)
が常に成り立ち，さらに8>>>>><>>>>>:
u>g˜4 = 0:5u2  u>g˜1 = 1
u>g˜7 = 0:5u1  u>g˜1 = 1
u>g˜8 = 0:3u1 + 0:2u2  u>g˜1 = 1
(3.76)
も常に成り立つので，これらの左辺 u>g˜2，u>g˜4，u>g˜7，u>g˜8 は max関数から除去でき
る．また，(3.69)式の  max関数で，u1 = 1，u2 = 2，u3 = 0のとき
u> ˜h8 = u2   u3   1  u> ˜h4 =  0:7u1 + 0:5u2   0:3u3 (3.77)
となり，それを除くすべての u2; u3 = 0; 1; 2に対し8>><>>:u> ˜h1 =  u1 + 1  u> ˜h4 =  0:7u1 + 0:5u2   0:3u3 u1 = 0; 1u> ˜h7 = 0  u> ˜h4 =  0:7u1 + 0:5u2   0:3u3 u1 = 2 (3.78)
19
第 3章 l1 ノルム最適化に基づく CAモデル同定法 3.6第 3章のまとめ
が常に成り立つ．さらに u1; u2; u3 = 0; 1; 2に対し8>>>>><>>>>>:
u> ˜h1 =  u1 + 1  u> ˜h3 =  u1 + 0:5u3
u> ˜h1 =  u1 + 1  u> ˜h5 =  u1 + 0:5u2
u> ˜h1 =  u1 + 1  u> ˜h6 =  u1 + 0:2u2 + 0:3u3
(3.79)
が常に成り立つので，これらの右辺 u> ˜h3，u> ˜h4，u> ˜h5，u> ˜h6 は  max関数から削除す
ることができる．この結果からも，(3.73) 式が最小被覆問題の解であることが確認でき





L状態 N 近傍セルオートマトンの状態遷移を表す状態遷移関数を LN = m個の ane関
数を引数としてもつ max関数の加減算で定義することによってセルオートマトンモデル
同定問題を 2m組の ane関数の係数を求める問題に帰着させ，これらの係数を求める問
題を l1 ノルム最適化問題として定式化した．l1 ノルム最適化の目的関数を求めるべき係
数を要素として持つベクトル xの l1 ノルムとすることで，スパース解を得ることが可能











O(4m3(N + 1)) = O(4L3N(N + 1)) = O(L3N); (4.1)
O(2m2(N + 1)) = O(2L2N(N + 1)) = O(L2N) (4.2)
である．したがって，対象とするセルオートマトンの有限離散状態 L と近傍 N が増え
るにしたがって，制約条件を記述する行列のサイズは指数関数的に増加する．例えば，
N = 5; L = 3であっても，A(U) 2 S11809829163 ，C(U) 2 Z2432916，であり，数値計算ソフ














図 4.1 分割統治法の分割部分．原問題は L個のサブ問題に分割可能で，このとき入力
u1 の値を固定している．
図 4.2 L個のサブ問題を解いて得た解より L個の状態遷移関数が得られる．これらを
足し合わせることで，状態遷移関数 F を得る．
4.2 状態遷移関数の定義と同定問題
原問題の制約条件を表現する (3.20)式と (3.22)式の行列 A(U)と C(U)のサイズを縮小
するために，(3.10)式と (3.12)式の最適化問題（原問題）を分割統治法によって図 4.1に


































2 S2L; l 2 f1; : : : ; Ng (4.6)
と定義し，g(k1)i ; h(k1)i 2 RN と y(k1)1 ; z(k1)1 2 R2 である.
原問題の解より得られる状態遷移関数 F(u)とサブ問題を解いて得られる状態遷移関数
F(k1) の間には
F(u) = F(0)(u) +    + F(L 1)(u); (4.7)
F(k1)(u j) =
8>><>>: f j j 2 J(k1)0 otherwise ; (4.8)






























1    u(1)m0
i






377777777775 2 Sm0L ; (4.14)
に対して，(4.8)式を満足させる係数ベクトル x(k1) と w(k1) を見つける問題となる．
ところで， j 2 f1; 2; : : : ;mgには常に





2 f0; 1gN(N 1) (4.16)
を満たす i 2 f1; 2; : : : ;m0gが存在するため，不等式制約条件を考慮する際は，上式を満た
す ui について考えるのみで十分である．
4.3 サブ問題が表す l1 ノルム最適化問題









subject to A(U(1))x(k1)  0; (4.18)




























(i) j 2 J(k1)の場合，8>><>>: u(1)>i g(k1)i + uˆ(k1)>y(k1)1  0 u(1)>i g(k1)i + uˆ(k1)> z(k1)1  0 ; (4.22)8>><>>: u(1)>i h(k1)i + uˆ(k1)>y(k1)1  0 u(1)>i h(k1)i + uˆ(k1)> z(k1)1  0 (4.23)
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i   u(1)>i h(k1)i = f j (4.24)
が成り立つ．
(ii) j 2 J(k1   1); : : : ; j 2 J(0)の場合，8>><>>:u(1)>i g(k1)i   uˆ(k1 1)>y(k1)1  0u(1)>i h(k1)i   uˆ(k1 1)>y(k1)1  0 (4.25)
の二組を満たせば
uˆ(u j1)>y(k1)1   uˆ(u j1)>y(k1)1 = 0 (4.26)
が成り立つ．
(iii) j 2 J(k1 + 1); : : : ; j 2 J(L   1)の場合，8>><>>:u(1)>i g(k1)i   uˆ(k1+1)> z(k1)1  0u(1)>i h(k1)i   uˆ(k1+1)> z(k1)1  0 (4.27)
の二組を満たせば
uˆ(u j1)> z(k1)1   uˆ(u j1)> z(k1)1 = 0 (4.28)
が成り立つ．したがって，A(U(1))と C(U(1))は (3.21)式と (3.23)式と同様に
A(U(1)) : SNm0L ! S2m
022Nm0
L ; (4.29)
C(U(1)) : SNm0L ! Zm
02Nm0 (4.30)
と定義され，行列 B(k1)1 は














































サブ問題の解 x(k1) と w(k1) より，
F(u) = F(0)(u) +    + F(L 1)(u)
= max G(0)(u)   max H(0)(u) +    + max G(L 1)(u)   max H(L 1)(u) (4.34)
が得られる．max関数同士または-max関数に成り立つ分配法則 [7]
max a + max b = max(a  b); (4.35)
 max a   max b =  max(a  b) (4.36)
を用いると，(4.34)式は






















(4.37) 式の右辺は重複する ane 関数や削除可能な ane 関数を含む場合があるため，
これを 3.4節の最小被覆問題を用いて探索し，(3.3)式を満たすために必要な関数のみを抽
出することで，簡略化された状態遷移関数 F(u)を得る．ただし，
G(0)(u)      G(L 1)(u) 2 R(m0+2)L ; (4.38)
H(0)(u)      H(L 1)(u) 2 R(m0+2)L (4.39)




G1 := G(0)(u)  G(1)(u); H1 := H(0)(u)  H(1)(u) (4.40)
を定義し，G1 と H1 へ (3.39)式の最小被覆問題を適用し簡略化する．ここで，最小被覆問
題の解から冗長な ane関数や重複する ane関数，すなわち，削除可能な ane関数が判
別される．G1 と H1 から削除可能な ane関数を全て削除することで残った ane関数を
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用いてG1 ; H1 を定義する．第二ステップはG2 := G1 G(2)(u)，H2 := H1 H(2)(u)へ
最小被覆問題を適用し削除可能な ane関数を探索／削除する．こうして得られた結果が
G2 ; H2 となる．これを段階的に適用していき，第 iステップでは，Gi := Gi 1 G(i)(u)，
Hi := Hi 1   H(i)(u) へ最小被覆問題を適用し削除可能な ane 関数を探索／削除する．








F(u) = max GL 1    max HL 1  (4.43)
が簡略化された状態遷移関数として得られる．
Algorithm 1 G()(u)と H()(u)の簡略化









with G1 and H1
we define G1 ; H1  that factors are chosen as the required ane functions by the solution
of (3.39)
for i = 2 to L   1 do
Gi := Gi 1   G(i)(u); Hi := Hi 1   H(i)(u)
and solve (3.39) with Gi and Hi









セルオートマトンモデル同定のための l1 ノルム最適化計算には，MATLAB R 用の最適
化計算ソフト cvx [27]を使用する．
2状態 2近傍 (L = 2, N = 2，m = LN = 4)セルオートマトンの状態遷移が
U =
h
u1 u2 u3 u4
i









































で与えられたとする．このとき L = 2より，F(u)を求める原問題は u1 の値が 0と 1に固


























3777777777777775 2 R4 (4.49)
となる．







































































 (I2   12e>1 ) 
 u>1
I2 













 diag U(1)> W(k1)
































































h(0)i = 02; i = 1; 2









h(1)i = 02; i = 1; 2


























































F(u) = F(0)(u) + F(1)(u)






























F(u) = max G(0)(u)  G(1)(u)   max H(0)(u)  H(1)(u); (4.67)













 u1 + u2 + 1
u1 + u2   1









































1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
37777777777775 2 f0; 1g416; (4.70)
H =
26666666666664
0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0
0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1































" u1 + u2 + 1














L状態 N 近傍セルオートマトンモデル同定問題を解くための l1 ノルム最適化分割統治
法に基づき，L個のサブ問題に分割し，L個のサブ問題の解から得られた L個の状態遷移
関数を加え合わせることで原問題の状態遷移関数を得る手法を示した．これにより，計算

















4 章では，分割統治法で F(u) を導出する最適化問題を L 個に分割する方法を示した．
この分割統治法は，サブ問題の最適化問題にも再帰的な適用でき，原問題の分割から最大
で N 回分割可能である．N 回目の分割の際には，m個のサブ問題が生成される．
本章では，状態遷移関数 F(k1;:::;kp)(u)を求める最適化問題への分割統治法の適用をより
一般的に記述する．図 5.1は，p   1回目の分割で得られたサブ問題の一つをさらに L個
のサブ問題に分割する様子を表す．この p回目の分割 (p = 1; : : : ; N)では入力ベクトル u
の第一要素 u1 から第 p要素 up の値を固定する．図 5.2は，あるサブ問題を L 個のサブ
問題に分割し，これら L個の l1 ノルム最適化問題の解から得られた L個の状態遷移関数
を足し合わせることで，分割前のサブ問題の解から得られる状態遷移関数となることを表
している．
原問題の解から得られる状態遷移関数 F(u)，p   1回目と p回目の分割で得られる最適
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図 5.1 状態遷移関数 F(k1 ;:::;kp 1)(u) を求める最適化問題は，状態遷移関数 F(k1 ;:::;kp)(u)
を求める L個のサブ問題に分割可能である．

















8>><>>: f j j 2 J(k1; : : : ; kp)0 otherwise ; (5.3)




















































37777777777775 2 Rp; (5.10)
と定義し，g(k1;:::;kp)i ; h
(k1;:::;kp)











































1    u(p)m0
i
2 S(N+1 p)m0L ; (5.14)
f (k1;:::;kp) :=
2666666666664
fk1 mL ++kp mLp +1
:::
fk1 mL ++kp mLp +m0
3777777777775 2 Sm0L (5.15)
に対して，(5.3)式を満足させる係数ベクトル x(k1;:::;kp) と w(k1;:::;kp) を見つける問題となる．
また， j 2 f1; 2; : : : ;mgには常に





2 f0; 1g(N p)N ; (5.17)
を満たす i 2 f1; 2; : : : ;m0gが存在するため，不等式制約条件を考慮する際は，上式を満た
す ui について考えるのみで十分である．
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5.3 サブ問題が表す l1 ノルム最適化問題







subject to A(U(p))x(k1;:::;kp)  0; (5.19)






































 0 ; (5.22)
を満足することに加えて，さらに以下の三つの場合についての不等式制約条件を考慮する
必要がある．






i   u(p)>i h(k1;:::;kp)i = f j (5.25)
が成り立つ．
(ii) j < J(k1; : : : ; kp)かつ u jl < kl の場合，8>><>>:u(p)>i g(k1;:::;kp)i   uˆ(uil 1)>y(k1;:::;kp)l  0u(p)>i h(k1;:::;kp)i   uˆ(uil 1)>y(k1;:::;kp)l  0 (5.26)
の二組を満たせば
uˆ(u jl)>y(k1;:::;kp)l   uˆ(u jl)>y(k1;:::;kp)l = 0 (5.27)
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が成り立つ．
(iii) j < J(k1; : : : ; kp)かつ u jl > kl の場合，8>><>>:u(p)>i g(k1;:::;kp)i   uˆ(u jl+1)> z(k1;:::;kp)l  0u(p)>i h(k1;:::;kp)i   uˆ(u jl+1)> z(k1;:::;kp)l  0 (5.28)
の二組を満たせば
uˆ(u jl)> z(k1;:::;kp)l   uˆ(u jl)> z(k1;:::;kp)l = 0 (5.29)
が成り立つ．したがって，A(U(p))と C(U(p))は (3.21)式と (3.23)式と同様に
A(U(p)) : S(N+1 p)m0L ! S2m
022(N+1 p)m0
L ; (5.30)
C(U(p)) : S(N+1 p)m0L ! Zm
02(N+1 p)m0 ; (5.31)
と定義され，B(kl)(U(p))は (4.32)式より



































0 0 kl + 1 1
i
3777777777777777775 (5.34)
と定義される．このとき，特に p = N の場合は A(UN) = 022 となることに注意されたい．
これら L個の l1ノルム最適化問題の解から構成される F(k1;:::;kp 1;0)(u); : : : ; F(k1;:::;kp 1;L 1)(u)
を足し合わせることで (5.1) 式より F(k1;:::;kp 1)(u) が導出される．同様にして Lp 1 個の
F(k1;:::;kp 1)(u)を導出し足し合わせることで，(5.2)式より F(u)が求まる．すなわち，原問
題を解かずに F(u)を得る．原問題を p回分割し Lp 個のサブ問題を解くとき，制約条件
を表現する行列 A(U)と C(U)の空間的複雑度について，以下の定理が成り立つ．
定理 1 提案手法を用いると，原問題を直接解く場合と比較して空間的複雑度は最大で
1=L2N と 1=LN に低減される．
A(U)と C(U)の空間的複雑度はそれぞれ，
O(4m3(N + 1)) = O(4L3N(N + 1)) = O(L3N); (5.35)
O(2m2(N + 1)) = O(2L2N(N + 1)) = O(L2N) (5.36)
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である．一方，A(U(p))，B(k1)(U(p)); : : : ; B(kp)(U(p))と C(U(p))の計算的複雑度は
O(4m03(N   p + 1)) = O(4L3(N p)(N   p + 1)) = O(L3(N p)); (5.37)
O(p  16m0f((N   p + 1)m0 + 2)g)
= O(16pLN pfLN p(N   p + 1) + 2g) = O(pL2(N p)); (5.38)
O(2m02(N   p + 1)) = O(2L2(N p)(N   p + 1)) = O(L2(N p)) (5.39)
となり，A(U(p))，B(k1)(U(p)); : : : ; B(kp)(U(p))と C(U(p))について Lp 個の最適化問題の計算
的複雑度の合計は，
O(Lp  4m03(N   p + 1)) = O(Lp  4L3(N p)(N   p + 1)) = O(L3N 2p); (5.40)
O(Lp  p  16m0f((N   p + 1)m0 + 2)g
= O(Lp  16pLN pfLN p(N   p + 1) + 2g)
= O(16pLNfLN p(N   p + 1) + 2g) = O(pL(2N p)); (5.41)
O(Lp  2m02(N   p + 1)) = O(Lp  2L2(N p)(N   p + 1)) = O(L2N p) (5.42)
である．特に p = N のとき，A(U)と C(U)それぞれに対する各サブ問題における低減比
のオーダーは
O





















































































= F(0;:::;0)(u) +    + F(L 1;:::;L 1)(u)
= max G(0;:::;0)(u)   max H(0;:::;0)(u)













F(u) = max ˆG(u)   max ˆH(u) (5.50)





377777777775 2 R(m0+2p)Lp (5.51)





377777777775 2 R(m0+2p)Lp (5.52)
と書き直したとき，二つのベクトル ˆG(u)と ˆH(u)において，入力ベクトル u j; ( j = 1; : : : ;m)
に対して最大値をとる m組の ane関数 Gj(u)と Hj (u)
Gj(u j) := max ˆG(u j); (5.53)
Hj (u j) := max ˆH(u j); (5.54)
Gj(u j)   Hj (u j) = f j (5.55)
が得られる．一方，残った (m0 +2p)Lp  m個の ane関数は入力ベクトル u j に対し ˆG(u j)
と ˆH(u j)の中で最大値とならないため， ˆG(u)と ˆH(u)から削除可能であることが分かる．
したがって，0-1 整数計画問題 (3.32) 式を解くことで少なくとも (m0 + 2p)Lp   m 個の
ane関数が削除できる．しかし，(5.51)式と (5.52)式は要素数が (m0 + 2p)Lp であり，一
40
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般的にこのサイズの 0-1整数計画問題 (3.32)式を解くことは難しい．そこで G(k1;:::;kp)(u)
と H(k1;:::;kp)(u)の上付き添え字を







1CCCCCA ; i = 1; : : : ;m0 (5.56)
と付け替え，Algorithm 1内の i = 2 to L   1を i = 2 to Ppl=1(L   1) mLl に変更し簡略化を
行う．
ところで，(5.47)式は m組の G1; : : : ;Gm と H1; : : : ; Hm を用いて












377777777775 2 Rm (5.59)
とも記述可能である．さらに，(5.58)式と (5.59)式は明らかに
Gj(u j)   Hj (u j) = f j; (5.60)
Gi (u j)  Gj(u j)  0; (5.61)
Hi (u j)   Hj (u j)  0 (5.62)




原問題の分割を一回目とし，サブ問題の分割が N 回目となるとき，すなわち，m = LN
個のサブ問題が得られたとき，状態遷移関数 F(k1;:::;kN )(u)は (5.6)式 (5.10)式より














3777777775 2 R2N+1; (5.65)
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図 5.3 ane関数 uˆ(u jk+1)>y(k1 ;:::;kN )k が g(k1 ;:::;kN )1 と h(k1 ;:::;kN )1 に対し満たすべき不等式制約条件












uˆ(uN )> z(k1;:::;kN )N
3777777777775 2 RN ; (5.67)









(i) j 2 J(k1; : : : ; kN)，すなわち，u jl = kl の場合8>><>>: g(k1;:::;kN )1 + uˆ(uil)>y(k1;:::;kN )l  0 g(k1;:::;kN )1 + uˆ(uil)> z(k1;:::;kN )l  0 ; (5.69)8>><>>: h(k1;:::;kN )1 + uˆ(uil)>y(k1;:::;kN )l  0 h(k1;:::;kN )1 + uˆ(uil)> z(k1;:::;kN )l  0 ; (5.70)
の二つの不等式制約条件を満たすとき
g(k1;:::;kN )1   h(k1;:::;kN )1 = f j (5.71)
が成り立つ．
(ii) j < J(k1; : : : ; kN)かつ u jl < kl の場合，8>><>>:g(k1;:::;kN )1   uˆ(uil 1)>y(k1;:::;kN )l  0h(k1;:::;kN )1   uˆ(uil 1)>y(k1;:::;kN )l  0 (5.72)
の二組を満たせば
uˆ(u jl)>y(k1;:::;kN )l   uˆ(u jl)>y(k1;:::;kN )l = 0 (5.73)
が成り立つ．
(iii) j < J(k1; : : : ; kN)かつ u jl > kl の場合，8>><>>:g(k1;:::;kN )1   uˆ(uil+1)> z(k1;:::;kN )l  0h(k1;:::;kN )1   uˆ(uil+1)> z(k1;:::;kN )l  0 (5.74)
の二組を満たせば
uˆ(u jl)> z(k1;:::;kN )l   uˆ(u jl)> z(k1;:::;kN )l = 0 (5.75)
が成り立つ．
このとき，(5.71)式を満たす g(k1;:::;kN )1 と h(k1;:::;kN )1 2 Rは無数に存在する．また，図 5.3
は uˆ(ul)>y(k1;:::;kN )l が満たすべき制約不等式条件を満たした状態を表し，このような直線
は (5.71) 式を満たす g(k1;:::;kN )1 と h(k1;:::;kN )1 に対し，無数に存在する．同様に，図 5.4 は
uˆ(ul)> z(k1;:::;kN )l が満たすべき制約不等式条件を満たした状態を表し，このような直線は
(5.71)式を満たす g(k1;:::;kN )1 と h(k1;:::;kN )1 に対し，無数に存在する．したがって，(i)(iii)の











述したとき，状態遷移を表現するために必要不可欠な ane 関数は高々 m 個しか
ない．
となる．これらの結果から，サブ問題は必ず可解であり，最適解から構成される状態遷移
関数を統合することで得た (5.2)式の状態遷移関数は，必ず (3.10)式の l1 ノルム最小化問
題の制約条件を満たす構造をもつ．したがって，原問題である (3.10)式の l1 ノルム最小
化問題は必ず可解であることが明らかとなった．
5.6 数値例
(4.44)式 (4.46)式で与えられた 2状態 2近傍セルオートマトンの状態遷移を考える．
4.5 章で考えた二つのサブ問題をさらに二つに分割する．すなわち，四つのサブ問題を
解く．
MATLAB R 用の最適化計算ソフト cvx [27]を使用する．
このとき，l1 ノルム最適化問題は (5.14)式と (5.15)式より

























F(0;0)(u) := max G(0;0)(u)   max H(0;0)(u)
F(0;1)(u) := max G(0;1)(u)   max H(0;1)(u)
F(1;0)(u) := max G(1;0)(u)   max H(1;0)(u)





































































































































































g(1;0)1 = 1; h
(1;0)
1 = 0




y(1;0)2 =  z(1;0)2 =
h
 1 0
i> ; (5.100)8>><>>:g(1;1)1 = 0; h(1;1)1 = 0y(1;1)l =  z(1;1)l = 02 (5.101)
となった．このとき，P1k1=0 P1k2=0 kx(k1;k2)k0 + kw(k1;k2)k0 = 12である．これらの解より，
G(0;0)(u) = H(0;0)(u) = 05 (5.102)




















F(u) = F(0)(u) + F(1)(u)





















































(5.106) 式の max 関数と  max 関数をそれぞれ一つにまとめると，それぞれ 54 = 625












"  u1   u2
u1 + u2   2
#
(5.112)

































L 状態 N 近傍セルオートマトンの状態遷移関数を同定する第 4 章の分割統治法を一
般化しサブ問題をさらに分割する方法を説明した．この分割統治法の一般化では，最大
m = LN 個のサブ問題が生成されることとなり，解くべき最適化問題の数は増えたが，全
体的な計算負荷は O(L3N)と O(L2N)から A(U(p))，B(k1)(U(p)); : : : ; B(kp)(U(p))と C(U(p))の
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