Analysis of random censored life-time data along with some related stochastic covariables is very important in several applied sciences like medical research, population studies and planning etc. The parametric estimation technique commonly used under this set-up is based on the efficient but non-robust likelihood approach.
Introduction
It is essential to analyze the life-time data in many applied sciences including medical sciences, population studies, planning etc. For these survival analyses, researchers often cannot observe the full data because some of the respondents may leave the study in between or some may be still alive after the study period. Statistical modelling of such data involves the idea of censored distribution and random censoring variables. Mathematically, let Y 1 , . . . , Y n be n independent and identically distributed (i.i.d.) observations from the population with unknown life-time distribution G Y . We assume that the observations are censored by a censoring distribution G C independent of G Y and C 1 , . . . , C n denote n i.i.d. sample observations from G C . We only observed the portion of Y i s (right) censored by C i s, i.e., we observed Z i = min (Y i , C i ) and δ i = I(Y i ≤ C i ), i = 1, . . . , n, where I(A) denotes the indicator function of the event A. Based on these data (Z i , δ i ), our aim is to get inference about the lifetime distribution G Y . Suppose Z (i,n) denotes the i-th order statistics in {Z 1 , · · · , Z n } and δ [i,n] is the value of corresponding δ (i-th concomitant). The famous product-limit (non-parametric) estimator of G Y under this set-up was derived by Kaplan and Meir (1958) which is given by
It can be seen that, under suitable assumptions, the above product-limit estimator is in fact the maximum likelihood estimator of the distribution function in presence of censoring and enjoys several optimum properties. Many researchers have proved several such properties and also extended it for different complicated inference problems with censored data; for example, see Petersen (1977) , Chen et al. (1982) , Campbell and Földes (1982) , Wang et al. (1986) , Tsi et al. (1987) , Dabrowsk (1988) , Lo et al. (1989) , Zhou (1991) , Cai (1998) , Sattern and Datta (2001) among many others.
In this present paper we further assume the availability of a set of uncensored covariables X ∈ R p that are associated with our target response Y ; i.e., for each respondent by X [i,n] . Under this set-up, Stute (1993) has extended the Kaplan-Meir product limit (KMPL) estimator G Y (y) to obtain a non-parametric estimate of the joint multivariate distribution function G given by
where the weights are calculated as
n − j n − j + 1 δ [j,n] .
Note that when there is no censoring at all, i.e., δ i = 1 for all i, then W in = 1 n for each i so that G Y (y) and G(x, y) coincide with respective empirical distribution functions. Further, above estimator is also self-adjusted in presence of any ties in the data.
These give the framework for non-parametric inference based on the censored data with covariates. Stute (1993 Stute ( , 1996 proved several asymptotic properties like strong consistency, asymptotic distribution of G(x, y) and related statistical functionals. The main purpose of our present paper is to make use of those results to develop more efficient parametric estimation method with specific attention to the robustness against outlying observations. Such parametric models are used by many researchers to analyze the survival data more efficiently. However, the robustness issue with the survival data has got prominent attention very recently; clearly there are growing size and availabilities of survival data in recent biomedical and other industries which often may contain few erroneous observations or outliers and it is very difficult to sort out those observations in presence of the complicated censoring schemes. Some recent attempts have been made to obtain the parametric estimation techniques based on survival data without any covariates that are robust with respect to outliers and model misspecification. For example, Wang (1999) has derived the properties of M-estimators for univariate life-time distributions and Basu et al. (2006) have developed a more efficient robust parametric estimator by minimizing the density power divergence measure (Basu et al., 1998) . These estimators, along with the automatic control for the effect of outlying observations, provide a compromise between very efficient classical parametric estimators like maximum likelihood or method of moment and inefficient non-parametric or semi-parametric approaches, if there is no significant loss of efficiency under the pure data. Present paper extends this idea to develop such robust estimators of the model parameters for distribution of censored response variable given covariates and that of the covariates also. It does not follow directly from existing literature as we need to change the laws of large number and central limit theorem for censored data suitably in presence of covariates.
The rest of the paper is organized as follows: We start with a brief review of background concepts and results about the non-parametric estimator G(x, y) and the minimum density power divergence estimators in Section 2. Next we consider a parametric set-up for the censored lifetime data with covariates as described above and propose the modified minimum density power divergence estimator for the present set-up in Section 3; its application in the context of censored regression and the performances in terms of both efficiency and robustness are also illustrated through appropriate simulation studies in Section 3. In Section 4 we derive theoretical asymptotic properties for a general class of estimators, containing the minimum density power divergence estimator also, under the present set-up; this general class of estimators is indeed a suitable extension of the M-estimators. Finally, we end the paper with a short concluding remark in Section 5.
Preliminary Concepts and Results

Asymptotic Properties of G(x, y)
One of the main barriers to derive any asymptotic results based on survival data was the unavailability of limit theorems, like law of iterated logarithm, law of large number, central limit theorem etc., under censorship. This problem has been solved recently mainly through the works of Stute and Wang; see Stute and Wang (1993) , Stute (1995) for such limit theorems for censored data without covariates and Stute (1993 Stute ( , 1996 for similar results in presence of covariables. In this section, we will briefly describe some results from the later works with covariates that will be needed in this paper.
Assume the set-up of life-time variable Y censored by an independent censoring vari- (A2) The random variable δ = I(Y ≤ C) and X are conditionally independent given Y, i.e. whenever actual life-time is known the covariates provide no further information on censoring. More precisely, P (Y ≤ C|X, Y ) = P (Y ≤ C|Y ). Now, consider a real valued measurable function φ from R p+1 to R k and define
This functional S n forms the basis of several estimators under this set-up. The results presented below describe its strong consistency and distributional convergence; see Stute (1993 Stute ( , 1996 for their proofs and details.
Proposition 2.1 [Strong Consistency (Stute, 1993)] Suppose that φ(X, Y ) is integrable and Assumptions (A1) and (A2) hold for the above mentioned set-up. Then we have, with probability one and in the mean,
where τ G Z denote the least upper bound for the support of G Z given by
and A denote the set of atoms (jumps) of G Z .
Above convergence can be written in a simpler form, by defining
Then, the convergence in (2) yields
Further, note that the independence of Y and C gives τ Consider the above mentioned set-up with Assumption (A2) and suppose that the mea-
.
Then we have, as n → ∞,
where
where γ 1 and γ 2 are vectors of the same length as φ and are defined as
Note that a consistent estimator of the above asymptotic variance can be obtained by using the corresponding sample covariance and by replacing the distribution functions in the definitions of γ 0 , γ 1 and γ 2 by their respective empirical estimators.
The Density Power Divergence and Corresponding Estimators
The density power divergence based statistical inferences have become quite popular nowa-days due to their strong robustness properties and high asymptotic efficiency without using any non-parametric smoothing. The denisty power divergence measure between any two densities g and f (with respect to some common dominating measure) is defined in terms of a tuning parameter α ≥ 0 as (Basu et al., 1998) ,
When we have n i.i.d. samples Y 1 , . . . , Y n from a population with true density function g, modeled by the parametric family of densities F = {f θ : θ ∈ Θ ⊂ R p }, the minimum density power divergence estimator (MDPDE) of the parameter θ is to be obtained by minimizing the density power divergence between the data and the model family; or equivalently by minimizing 
Robust Minimum Density Power Divergence Estimation (MDPDE) under Random Censoring with Covariates
Model and Estimating Equation
Let us consider the set-up of Section 1. We are interested in getting some inference about the distribution of the lifetime variable Y and its relation with the covariates (through the distribution G Y |X ) based on the survival data with covariates (Z i , δ i , X i ). Sometimes one may also be interested in the distribution G X of the covariates. As noted earlier, this paper focuses on the parametric approach of inference; so we assume two model family of distributions for G Y |X and G X given by F X = {F θ (y|X) : θ ∈ Θ ⊆ R q } and The most common and popular method of estimation is the maximum likelihood estimator (MLE) that is obtained by maximizing the probability of observed data (Z i , δ i , X i ) with respect to the parameters (θ, γ). However, in spite of several optimal properties, the MLE has well-known drawback of the lack of robustness. As noted in previous section, the minimum density power divergence estimator can be used as a robust alternative to the MLE with no significant loss in efficiency under pure data for several common problems. Motivating from these, specially from the work of Basu et al. (2006), here we consider the minimum density power divergence estimator (MDPDE) of (θ, γ) obtained by minimizing the objective function (6) for the joint density of the variables (Y, X) and a suitable estimator of this joint distribution. Let us denote the density of F θ (y|X)
by f θ (y|X) and so on. Then the joint model density of (X, Y ) is f θ (y|x)f X,θ (x). As an estimator of their true joint distribution G we use the KMPL G(x, y), because of its optimality properties as described in Section 2.1. Thus, for any α > 0, the objective function to be minimized with respect to (θ, γ) is given by
For the case α = 0, the MDPDE of (θ, γ) is to be obtained by minimizing the objective function given by lim α↓0 H n,α (θ, γ), or equivalently
The estimator obtained by minimizing (8) is nothing but the maximum likelihood estimator of (θ, γ) under the present set-up. Therefore, the proposed MDPDE is indeed a generalization of the MLE.
The estimating equation of the MDPDE of (θ, γ) are then given by
For α > 0, routine differentiation simplifies the estimating equations to yield
being the score functions corresponding to θ and γ respectively. For α = 0, the corresponding estimating equation obtained by differentiating H n,0 has the simpler form given by
which can also be obtained from Equations (9) and (10) by substituting α = 0; note that, at α = 0, ζ θ = 0 and ζ γ = 0. Therefore, Equations (9) and (10) represent the estimating equations for all MDPDEs with α ≥ 0.
Definition 3.1 Consider the above mentioned set-up. The minimum density power divergence estimator of (θ, γ) based on the observed data
by the simultaneous root of the equations (9) and (10) . If there are multiple roots of these equations, the MDPDE will be given by the root which minimizes the objective function (7) for α > 0, or (8) for α = 0.
Clearly, the MDPDE is Fisher consistent by its definition and the estimating equations (9) and (10) are unbiased at the model. Further, there will not be any problem of root selection in case of multiple root, which is a general issue in the inferences based on estimating equation. This is because we have a proper objective function in the case of MDPDE.
Note that the MDPDE estimating equations (9) and (10) can also be written as
where ψ(y, x; θ, γ) = (ψ 1,α (y, x; θ, γ), ψ 2,α (y, x; θ, γ)) T with
This particular estimating equation (11) is similar to that of the M-estimator for i.i.d. noncensored data with covariates (they in fact become the same if G is the empirical distribution function). So, extending the concept of Wang (1999), we can define the general M-estimator of θ and γ based on any general function
as the solution of estimating equation (11) . However, to make it an unbiased estimating equation, we consider only the ψ-functions for which ψ(y, x; θ, γ)dG(x, y) = 0.
Definition 3.2 Consider the above mentioned parametric set-up for censored data with stochastic covariates. Also, consider a general ψ-function (13) satisfying the condition (14) . An M-estimator of (θ, γ) corresponding to this general ψ-function based on the observed data (Z i , δ i , X i ), i = 1, . . . , n, is defined as the root of the estimating equation (11) .
Note that any general M-estimator is also Fisher consistent and is based on an unbiased estimating equation, by definition. But, in general, they may suffer from the problem of multiple roots and need a proper numerical techniques (like bootstrapping)
to get a well-defined M-estimator. So, in this paper, we restrict our attention mainly to examine the properties of the robust MDPDE corresponding to the particular ψ-function defined in (12) . However, we derive theoretical asymptotic properties of the general Mestimators in Section 4 and deduce the properties of MDPDEs from those general results in Section 4.2. However, before that, in Section 3.2 we illustrate the applicability of the present set-up and the proposed MDPDEs in the context of censored regression along with a small simulation study to examine the robustness of corresponding MDPDEs in Section 3.3.
Application: Regression model with censored response and stochastic Covariates
Consider the problem of censored regression with stochastic covariables which is possibly the most popular inference problem under the set-up considered in this paper. More precisely, let us assume the linear regression model
where Y i is the censored response (or, lifetime), X i is a p-variate stochastic auxiliary variable associated with the response, θ is the vector of unknown regression coefficients and ǫ i is the error in specified linear model. We assume that the errors ǫ i s are independent and identically distributed with distribution function F e and X i s are independent of the errors having distribution function F X,γ . Then, the conditional distribution of the response variable Y i given X i is F θ (y|X i ) = F e (y−X T i θ), but instead of observing the true response Y i we only observe incomplete censored response (Z i , δ i ) as defined in Section 1. Our objective is to estimate (θ, γ) robustly and efficiently.
This inference problem clearly belongs to the set-up considered in this paper and frequently arises in reliability studies and medical research. The MDPDEs give a robust solution to this problem, which can be obtained easily by solving the estimating equations (9) and (10). Here we present the detail working for one particular example of model families F X and F ′ . The case of other model families can also be tackled similarly.
Suppose the response variable is exponentially distributed with mean depending on the covariates by the relation E[Y |X] = X T θ; then F X = Exp(X T θ) : θ ∈ R p . Further, for simplicity, let the auxiliary variables are independent to each other and nor-mally distributed so that F ′ = {N p (γ, I p ) : γ ∈ R p }. In this case, the objective function H n,α (θ, γ), to be minimized in order to obtain the MDPDE, has a simpler form given by
and
Note that the first integral in (16) is the expectation of a simple function of a multivariate normal random variable and can be easily computed using standard numerical integration techniques. Therefore, we can simply minimize the above objective function numerically to obtain the minimum density power divergence estimator for any α ≥ 0.
Alternatively, we can also obtain the MDPDE by solving the estimating equations (9) and (10) which can also be simplified in this particular situation as
The case of α = 0 (MLE) can be simplified further where the estimator of γ becomes independent of the parameter θ. Note that, at α = 0, the above estimating equations have the form
Solving, we get that
which deos not depend on θ.
Numerical Illustrations
Consider the exponential regression model with randomly censored data and normal covariables as discussed in the previous subsection. For simulation exercise, we consider only one covariable so that X is a univariate normal random variable with mean γ (scalar) and variance 1. Then a covariate sample of size n is generated from N (γ, 1) distribution and given the value x of the covariate we simulate the (lifetime) response variable from an exponential distribution with mean θx under a random censoring scheme; the true values of the parameters are taken to be θ = 1 and γ = 5. Here we consider the simple exponential censoring distribution, but the censoring rate is determined to keep the expected proportion of censoring at 10 or 20% under the true distribution. Under the exponential censoring distribution with mean τ , i.e., C ∼ Exp(τ ), the expected proportion of censoring under the true distribution Exp(θx) can be seen to be
So to make this proportion equal to 10% or 20%, we need to take τ = 9θx and τ = 4θx
respectively (with θ = 1 for our simulation study).
Then we compute the MDPDE of (θ, γ) numerically and repeat the process 1000
times to obtain the empirical estimates for the total absolute bias (sum of the absolute biases of θ and γ) and the total MSE (sum of the MSEs of θ and γ) of the MDPDE with respect to the target value (1, 5) . One can measure the performance of the proposed MDPDE with respect to several choice of tuning parameter α and with the maximum likelihood estimator (MLE) at α = 0 by comparing these empirical bias and MSEs.
At first we consider only the pure sample without any contamination and compare the efficiencies of the MDPDEs for different α with the MLE (at α = 0). The empirical estimates of efficiency are computed from the total MSEs and are reported in Table 1 along with the total absolute bias for different α and different censoring proportions. It is clear from the table that the efficiency of the MDPDE decreases as α increases but the loss in efficiency is not so significant at smaller positive values of α. Further, for any fixed α both the total absolute bias and MSE increase as the censoring proposring increases. an Exp(5x) distribution (θ = 5) under the same censoring scheme as before; for contamination in the covariates, we simulate observations from another normal distribution with mean 10 and variance 1. The empirical bias and MSE of the estimators are reported in Tables 2 and 3 respectively. Clearly, note that the total absolute bias as well as the total MSE increases for any fixed α as the contamination proportion increases. However, these changes are rather drastic at smaller values of α and stabilize as α increases. In other words, the MDPDE with larger α ≥ 0.3 can sussefully ignore the outliers to generate robust inference. 
Asymptotic Properties
Consider the models and set-up described in Section 3. First, we derive the asymptotic properties of the general M-estimator (θ n ,γ n ) of (θ, γ) as defined in Definition 3.2 based on a (random) censored sample of size n. Let us assume that the true distributions belong to the corresponding model families with (θ 0 , γ 0 ) being the true parameter value.
and λ G (θ, γ) = ψ(y, x; θ, γ)dG(x, y).
Then λ n (θ, γ) is the empirical version of λ G (θ, γ); also by definition λ n (θ n ,γ n ) = 0 and λ G (θ 0 , γ 0 ) = 0. In order to prove the asymptotic consistency and normality of the general M-estimator (θ n ,γ n ), we use the results of Section 2. So, we will assume that the assumptions (A1) to (A4) holds true with φ replaced by ψ. Further, let us assume
(A6) The variance matrix Σ ψ , as defined in (4) with φ replaced by ψ, exists finitely (with all entries finite). 
(ii) Under Assumptions (A2) to (A6), the asymptotic distribution of
is normal with mean 0 and variance matrix Σ ψ .
Strong Consistency and Asymptotic Normality of General M-estimators
Wang (1999) has proved the strong consistency and asymptotic normality results for the M-estimators based on only censored variable with no covariables. This section extend the theory to the case where covariables are present along with the censored response.
The extensions are in the line of the corresponding results with no censoring (see Huber, 1981; Serfling, 1980) . Further note that whenever γ is known the asymptotic properties ofθ n follows from just a routine application of the results derived in Wang (1999) ; so here we assume γ to be known and derive the joint distribution of M-estimator of θ and γ. These results provide a general (asymptotic) theoretical framework to study the properties of a wide class of estimators of (θ, γ) depending on the estimating equations.
Denote the j-th component of the function ψ by ψ j for j = 1, . . . , q +r. Also, consider following (stronger) conditions on the nature of the function ψ.
(A7) ψ(y, x; θ, γ) is continuous in (θ, γ) and also bounded. (i) There exists a sequence of M-estimators {(θ n ,γ n )} satisfying the empirical estimating equation λ n (θ, γ) = 0 that converges with probability one to (θ 0 , γ 0 ).
(ii) Further if (A9) also holds true, then any sequence of M-estimators {(θ n ,γ n )} satisfying λ n (θ, γ) = 0 converges with probability one to (θ 0 , γ 0 ).
Note that the first part (i) of (i) g(y, x, θ, γ) is continuous at (θ 0 , γ 0 ) uniformly in (y, x).
(ii) As δ → 0,
(Here || · || denotes the euclidean norm).
(iii) g is continuous in (y, x) for (θ, γ) in a neighborhood of (θ 0 , γ 0 ), and
(Here || · || v denotes the total variation norm).
(iv) g(y, x, θ, γ)dG(x, y) is continuous at (θ, γ) = (θ 0 , γ 0 ), and g is continuous in (y, x) for (θ, γ) in a neighborhood of (θ 0 , γ 0 ), and
g(y, x, θ, γ)dG(x, y) is continuous at (θ, γ) = (θ 0 , γ 0 ), and
uniformly for (θ, γ) in a neighborhood of (θ 0 , γ 0 ).
Assume that the conditions (A1), (A2) and (A10) hold for g. Then, for any sequences
Theorem 4.4 Consider the above set-up and assume that ψ is differentiable with respect to (θ, γ) in a neighborhood of (θ 0 , γ 0 ) and the matrix
exists finitely and is non-singular. Further assume that the assumptions of Lemma 4.3
hold for g(y, x, θ, γ) = Λ ij G (θ 0 , γ 0 ), the (i, j)-th element of Λ G (θ 0 , γ 0 ), with i, j = 1, . . . , q + r. Then, under Assumptions (A2) to (A6) we have, for any sequence of M-estimators {(θ n ,γ n )} satisfying λ n (θ, γ) = 0 that converges in probability to (θ 0 , γ 0 ),
Proof: Since ψ is differentiable in (θ, γ) , so is the function λ n (θ, γ). So an application of multivariate mean value theorem yields
and λ G (θ 0 , γ 0 ) = 0. Hence we get,
However, it follows from Lemma 4.3 that each term of ΛĜ(ζ 1n , ζ 2n ) convergence in probability to the corresponding term of Λ G (θ 0 , γ 0 ). Then, an application of Slutsky's theorem and Part (ii) of Lemma 4.1 completes the proof of the theorem.
It is to be noted that the asymptotic normality of the M-estimators require more conditions than that required for its strong consistency in terms of differentiability properties of the ψ function, but it avoid the strong assumptions (A7) -(A9) used in Theorem 4.2. In fact, to obtain the asymptotic distributional convergence of any sequence of Mestimators in this case, it is just enough to ensure their convergence to the true parameter value in probability. All the related conditions used here are in the same spirit with that used in Wang (1999) have been no covariables are present and were discussed extensively in that paper. Theorem 4.5 Suppose the conditions of Theorem 4.4 hold true and let ( θ n , γ n ) is any √ n-consistent estimate of the true parameter value (θ 0 , γ 0 ). Then, the one-step M-
has the same distribution as that of the M-estimator (θ n ,γ n ) derived in Theorem 4.4.
Properties of the MDPDE
Note that, the MDPDE is a particular M-estimator with the ψ-function given by (12) Here, we extend their approach further for the present case of censored data with covariates. Let us also relax the assumption that the true distribution G belongs to the model family in the sense of assumption (D1) below. Define
so that the MDPDE of (θ, γ) is to be obtained by minimizing
with respect to the parameters. Further, the ψ-function for the MDPDEs as given by Equation (12) satisfies
Now, let us assume the following conditions:
(D1) The supports of the distributions F θ and F X,γ for any value of X are independent of the parameters θ and γ respectively. The true distribution G(x, y) is also supported on the set A = {(x, y) : f θ (y|x)f X,γ (x) > 0}, on which the true density g is positive.
(D2) There exists an open subset ω of the parameter space that contains the best fitting parameter (θ 0 , γ 0 ) and for all (θ, γ) ∈ ω and for almost all (x, y) ∈ A, the densities f θ and f X,γ are thrice continuously differentiable with respect to θ and γ respectively.
(D3) The integrals f θ (y|x) 1+α f X,γ (x) 1+α dxdy and f θ (y|x) α f X,γ (x) α dG(x, y) can be differentiated three times and the derivatives can be taken under the integral sign. Further the ψ-function under consideration is finite.
(D4) The matrix
exists finitely and is non-singular.
(D5) For all (θ, γ) ∈ ω, each of the third derivatives of V (y, x, θ, γ) with respect to (θ, γ)
is bounded by a function of (x, y), independent of (θ, γ), that has finite expectation with respect to the true distribution G. Theorem 4.6 Under Assumptions (A1), (A2), (A5) and (D1)-(D5), there exists a sequence of solutions {(θ n ,γ n )} of the minimum density power divergence estimating equations (9) and (10) with probability tending to one, that is consistent for the best fitting parameter (θ 0 , γ 0 ).
(Then, the asymptotic normality of this sequence {(θ n ,γ n )} follows from Theorem 4.4 under the assumptions of that theorem.)
Proof: We follow a similar argument to that in the proof of Theorem 6.4.1(i) of Lehman (1983). Consider the behavior of H n (θ, γ), as a function of (θ, γ), on a sphere Q a having center (θ 0 , γ 0 ) and radius a. Then, to prove the existence part, it is enough to show that, for sufficiently small a,
with probability tending to one, for any point (θ, γ) on the surface of Q a . Hence, for any a > 0, H n (θ, γ) has a local minimum in the interior of Q a and the estimating equations of the MDPDE have a solution {(θ n (a),γ n (a)} within Q a , with probability tending to one. Now a Taylor series expansion of H n (θ, γ) around (θ 0 , γ 0 ) yields
where ζ i and ζ 0 i are the i-the component of the parameter vectors (θ, γ) and (θ 0 , γ 0 ) respectively for all i = 1, . . . , q + r, and (θ * , γ * ) lies in between (θ, γ) and (θ 0 , γ 0 ) with respect to the euclidean norm. A direct extension of the arguments presented in the proof of Theorem 3.1 of Basu et al. (2006), we get, with probability tending to one, on
3 , for all a > 0;
, for all a < a 0 with some c, a 0 > 0;
and |S 3 | < ba 3 , for all a > 0 with some b > 0, using the assumptions (D1)-(D5) and Lemma 4.1 whenever necessary. Combining these, we get
which is less that zero whenever a < c b+q+r proving (21) holds. Finally, to show that one can choose a root of the estimating equations of MDPDEs independent of the radius a, consider the sequence of roots closest to the best fitting parameter (θ 0 , γ 0 ), which exists by continuity of H n (θ, γ) as a function of (θ, γ). This sequence will also be consistent completing the proof of the theorem. 
Other M-estimators with Different ψ-Functions and Related Issues
Although our main focus in this paper is to study one particular M-estimator, namely the minimum density power divergence estimator (MDPDE), it opens the scope of many However, as pointed out in Wang (1999) , an optimum ψ-function for the complete data might not enjoy similar optimality for the censored data, even if there is no covariable presence. The main reason is that the lifetime variables are are not usually symmetric and neither belongs to a location-scale family; rather it is usually assymmetric. The case of censored data with covariates, as considered here, is much more complicated and we can not directly pick a ψ-function from the theory of complete data. Wang (1999) presented some example of ψ-function in the context of censored data with no covariates that can be extended in the present case with several covariables. However, their usefulness and optimality both in terms of efficiency and robustness need to be verified for the censored data cases with or without covariates. There need a lot of research in this area to suggest an optimum ψ-function under any suitable criteria of robustness or efficiency based on censored data.
However, we believe that the minimum density power divergence estimator proposed here is quite sufficient for most practical situations since it produces highly robust estimators with only a slight loss in efficiency compared to the maximum likelihood estimator However, these empirical suggestions need further justification based on more elaborative simulation and theoretical aspects. In case of complete data, some such justifications of the data driven choice of α is given by Hong and Kim (2001) and Warwick and Jones (2005) . Their work might have been generalized to the case of censored data, although it is not very easy, in order to solve this issue of selecting α. We hope to pursue this in our future research.
Conclusion
The present paper proposes the minimum density power divergence estimator under the parametric set-up for censored data with covariables to generate highly efficient and robust inference. The applicability of the proposed technique is illustrated through appropriate theoretical results and simulation exercise in the context of censored regression with stochastic covariates. Further, the paper provide the asymptotic theory for a general class of estimators based on the estimating equation which opens the scope of studying many such estimators in the context of censored data in presence of some stochastic covariates.
