We present a model for atmospheric wind circulation in binary millisecond pulsar (MSP) companions, showing how the optical light curve (LC) and radial velocities (RV) are sensitive to the wind flow, causing LC orbital phase shifts and asymmetries, as observed for several 'spider' MSP. Velocity widths of spectral lines offer additional opportunities for measuring surface wind speed. As examples, we fit optical data for a black widow pulsar J1959+2048 and a redback pulsar J2215+5135; the wind heating models (WH) are statistically strongly preferred over direct heating (DH) for both objects, although the latter is even better fit with a heated spot. In general, WH effects tend to increase the inferred orbital inclination i and decrease the inferred companion center-of-mass radial velocity amplitude K c ; both effects decrease the inferred neutron star mass. Even with such a decrease, we find large masses for the two neutron stars: 2.18 ± 0.09M and 2.28 +0.10 −0.09 M , respectively (for the modest surface speeds fit from the bulk heat flow; supersonic photospheric winds can slightly change these values). These are among the highest masses known, and our improved modeling increases confidence that the results are important for understanding the dense matter equation of state.
INTRODUCTION
Black widows (BWs) and redbacks (RBs), together known as 'spiders', are binary systems of millisecond pulsars (MSPs) and low-mass companions in tight < 1 d orbits, with the companion heated and evaporated by the pulsar spindown power. Since the discovery of BW PSR J1959+2048's companion, it has been known that the heating pattern and the resulting light curve are important probes of the binary geometry (Djorgovski & Evans 1988 , Callanan et al. 1995 and the mass of the MSP (Aldcroft et al. 1992 , Van Kerkwijk et al. 2011 . With the advent of the Fermi LAT sky survey and attendant follow-up searches, the number of known 'spiders' has greatly increased. We now have detailed light curves of many of these objects (Draghis et al. 2019) . Standard light curve modeling assumes direct pulsar irradiation of the companion, which then re-emits thermal radiation. Thus, in this picture, the optical light curve is symmetric about a maximum at pulsar inferior conjunction.
While rough measurements of the optical modulation are broadly consistent with this picture, more detailed light curves often show significant peak asymmetries (Stappers et al. 2001 ) and phase-shifts (Schroeder & Halpern 2014) . Several elaborations to the heating model have been introduced to explain such effects, including companion irradiation by an asymmetric intrabinary shock (IBS; Romani & Sanchez 2016) or propagation of shock particles to heat a companion magnetic pole (Sanchez & Romani 2017) . Here we discuss another effect, companion super-winds, that can advect the pulsar heat and affect the light curves and phaseresolved spectroscopy. Such winds have a direct analog in similar surface circulation inferred for the so-called 'hot Jupiters'.
In this paper, we present a model for global wind circulation in spider companions, starting in §2 from simple analytic expressions that illustrate the principal effects, without following the detailed hydrodynamics. We describe an efficient numerical realization in the ICARUS light curve fitting code ( §3), and include a treatment of the modification of the companion radial velocity curve. We next apply this model to two spider pulsars ( §4). The results certainly show dramatic improvement over arXiv:2002.12483v1 [astro-ph.HE] 27 Feb 2020 direct heating fits, but since other models (e.g. the heated magnetic pole described above) can induce asymmetry we compare with a simple hot-spot model. In one BW example, the wind model is mildly preferred; for the RB example, the spot model provides a better fit. Interestingly both models give very similar binary parameters, including inclination and mass, implying that these fits can be robust to the physical details of the heating. However, we conclude by describing the observational improvements needed to distinguish the physical situation.
WIND HEAT REDISTRIBUTION MODEL
There is increasing evidence that many hot Jupiters display winds with a strong equatorial eastward flow (Showman & Guillot 2002 , Seager et al. 2005 ; see Heng & Showman 2015 for a recent review). We might expect similar winds for the spider companions. Although exoplanets can have similar orbital periods (e.g. 4.3h for K2-137b; Smith et al. 2017 ) and stellar temperatures (e.g. ∼ 3400 K for WASP-33b; von Essen et al. 2015) , spider companions have relatively high masses, strong sub-photospheric heating and short orbital periods (strong Coriolis effects), so we might expect the global wind effects to be even stronger for these objects. Also, since the only significant visible light source in these systems is the heated companion, optical photometry and spectra can probe these effects more directly than possible for hot Jupiters. These factors make the spiders interesting for the probe of global circulation effects.
In a simple heuristic model, we assume that a tidally locked companion is heated on the dayside by pulsar irradiation (with a given parcel receiving a flux ∝ cos Ψ, with Ψ the angle between the local normal and the direction to the pulsar). The interior also provides heat which produces a characteristic un-irradiated night side temperature T N . Finally, the heated gas is assumed to flow along the line of constant companion latitude θ (in the E-W direction) which transports heat from the point of absorption. A gas parcel re-emits this heat at some temperature T . We normalize all temperatures to a characteristic T 0 ≡ (L P /4πσa 2 ) 1/4 at the sub-pulsar point, with L P the isotropically radiated pulsar luminosity and a the orbital separation. This results in a dimensionless energy balance equation for the companion temperature profileT ≡ T /T 0 along a given latitude (see Cowan & Agol 2010) dT
where Φ is the azimuth angle from the sub-pulsar point, f p (Φ) is the pulsar flux at this angle, and ≡ τ rad ω adv is the ratio of radiation time to advection time. For strict tidal locking, = 0, meaning no wind energy transport across the star. Super-rotating (Eastward-going) winds have > 0 while sub-rotating winds have < 0. Numerical simulations of planetary atmospheres show that often the wind at equatorial region moves from the substellar point in eastward direction (blue arrow in Fig.  1 ), whereas the wind at mid-latitudes extending up to poles move in the westward direction (see e.g. Cowan & Agol 2010) . While the detailed physics is not fully understood, this zonal global wind structure can be traced to the asymmetry of the Coriolis forces (Dobbs-Dixon & Lin 2008).
Analytic Approximate Model
Here we describe the asymptotic behaviour of Eq. (1), and numerically compute the temperature profile for a simple spherical symmetrical companion and isotropic pulsar flux. In the limit of → 0, the term dT/dΦ → 0, thus Eq. (1) simply reduces to the temperature profile corresponding to direct heating
In the opposite limit when 1, the left-hand term in Eq. (1) vanishes, thus giving
For a spherical companion the flux from pulsar at fixed angle θ is f P (Φ) ∝ max(cos Φ, 0), and Eq. (1) becomes
The resulting temperature profile for different choices of has been plotted in Fig. 2 . From Figure 2 , it is clear that affects the heating pattern in three major ways: i) smaller (i.e. τ rad τ advec ) results in large temperature contrasts, whereas larger tends to horizontally homogenize temperature, increasing the night side temperature, ii) the temperature profile becomes more asymmetric about the maximum with increasing , and iii) the temperature peak shifts in phase with increasing . The phase shift of temperature maximum is to the left for > 0 and to the right for < 0. To mimic the latitudinal variation in the wind, we posit a reversal at an angle θ c to the companion equator. With > 0 and large θ c , the model goes to a uniformly super-rotating companion wind.
Characteristic Parameters for Companion Irradiation
Here we discuss physical parameters governing potential wind circulation in BWs and RBs. A main quantity of interest is the speed of heat redistribution for a given , v w = R * ω adv = R * /τ rad . We can estimate the radiative cooling time τ rad by
with ρ the density, c P the specific heat capacity and H the thickness of the heated, advecting atmosphere layer. The radiative parameters are set by the properties of the companion heating zone. The observed photon emission of the MSP is dominated by the LAT γ-ray flux, with a SED peaking at ∼ 3 − 10 GeV, representing a modest ∼ 1 − 30% fraction of the pulsar spindown power. We assume here that these photons dominate the companion heating, although the bulk of the pulsar emission is in the relativistic magnetized wind and, as noted above, the high energy particles from this wind (possibly reprocessed in an IBS) can also be important for the companion heating. For a direct heating model dominated by high energy γ-ray photons, we expect the energy E 0 to be deposited in an electromagnetic shower below the companion photosphere with energy distributed as
with a = 1 + b[ln(E 0 /Ec) + 0.5], b ≈ 0.5, critical energy E c ≈ 0.7GeV/(1 + Z) and the depth z in units of the radiation length in matter of atomic number Z and atomic mass A
This means that for the MSP γ-rays, the energy is deposited over a depth Σ ∼ (10 − 12)X 0 ≈ 700g cm −2 . If we take column density ρH = Σ and use
For an ionized solar abundance plasma at temperature 5000T 5000 K, we get an approximate heat flow speed of
or equivalently ω rad ≈ (9.7 h) −1 T 3 5000 . This is the bulk motion averaged over the heated layer; the surface photospheric speed may be larger or smaller and in general may show a complex flow pattern. Since C s = 8T 1/2 5000 km s −1 the bulk heat flow is subsonic at Mach number M ∼ 0.25 T 5/2 5000 except for very strong winds on very hot companions. Since we believe that in most cases BW and RB heating drives significant mass loss which forms the IBS shock, at some point above the photosphere, there must be an escape velocity outflow with v > 440(M/R) 1/2 km s −1 , with M and R in solar units.
Compared to hot Jupiters, a larger heating depth means that a large mass is involved in the flow and lower velocities can still effect very large heat re-distributions. The resulting surface brightness changes induce very substantial departures from the radial velocities expected from a uniformly direct heated companion (let alone from an unheated companion star where the center of light velocity v CoL will be the same as the center of mass velocity v CoM ). The ∼ km s −1 shifts associated with the actual surface flow are more difficult to detect with current instrumentation.
Numerical Implementation
We have implemented this wind transport model in the ICARUS code of Breton et al. (2012) . In this code, the star surface is represented by a triangular tessellation. For every triangular tile, we collect all other tiles which fall within a latitude width of ∆θ 0 . For each tile we assign E-W and W-E neighbors. To each tile, we then apply Eq. (1), in discretised form
where ∆Φ i = |Φ i − Φ i±1 |, and index i + 1 and i − 1 denote the E-W and W-E neighbour of i, respectively. The above equation reduces to the simple finite difference expression in the limit when ∆Φ i /| | 1, but yields better convergence when the number of tiles in each latitudinal band is small (e.g. close to the poles of the star). Finally, in order to find the equilibrium temperature of all tiles, we repeatedly apply Eq. (10), each time with an updated temperature, until the system relaxes. This procedure is followed for each latitude θ on the companion.
In our modeling, we allow the night time temperature T N to be a free parameter; for RB this represents core nuclear luminosity, for BW tidal heating or deep circulation may provide the night side heat.
LIGHT CURVE AND RADIAL VELOCITY EFFECTS
From the relaxed companion temperature distribution, one can obtain light curves for a given viewing angle at binary inclination i. The detailed shape of the light curve will be highly sensitive to and θ c . For θ c → π/2 and > 0, the peak of the light curve will shift to earlier binary phase; for θ c → 0, φ max increases. When θ c takes on intermediate values, the contribution from opposing velocity flows at equatorial and midlatitudes moves heat toward the night side at both the dawn and dusk limbs. The net effect can be a broader light curve with little or no peak shift. This has been clearly shown in the top panels of Figure 3 .
Radial velocity measurements provide another probe of atmospheric circulation. Just as for light curves, heat redistribution directly affects the radial velocity curve for finite . Recall that direct heating reduces the radial velocity amplitude K by moving the center of light toward the nose of the companion. Figure 3 shows the decrease from the center of mass K c . Wind effects mitigate this, by moving heat away from the nose. In general, this increases the radial velocity amplitude from the DH case (but not to the CoM RV). However note that since the WH light curves are asymmetric, for some phases the flux weighted companion velocity competes with the orbital motion. This can lead to small regions of RV decrease (esp. > 0, φ B ≈ 0.8 − 0.9).
The ratio ω adv /Ω of wind speed to the companion rotation speed is an important factor in determining spectral distortion from the wind compared to distortions created by simple companion co-rotation. Large ω adv /Ω implies larger WH RV distortions. Since ω adv /Ω ∼
(assuming that the star is tidally locked and Ω ∼ a −3/2 ), the inferred spectral distortion for a fixed wind parameter should be largely independent of the binary period, but should increase with pulsar heating power.
Observationally, the light curve distortions of the WH model translate directly to substantial non-sinusoidal terms in the radial velocity curves that can be measured in high-quality spectroscopic data. But any effect that redirects heating flux to these zones (e.g. magnetically ducted IBS particles (Sanchez & Romani 2017) or other star-spot inducing effects, see van Staden & Antoniadis 2016) will produce similar RV curve distortions. Accordingly, when showing application to two spiders in §4 we compare WH effects with those from a simple hot spot (HS). Surface motions produce radial velocity shifts in addition to the illumination-induced effects. For small v W K the changes are subtle and the non-sinusoidal pattern is similar to that induced by heating-induced temperature shifts. Interestingly, the effects on the kinematic line widths can be more striking, since, for ≥ 0, the surface velocity acts in opposition to the projected rotational velocity, resulting in broadened lines (here the RMS line width, equivalent to a Gaussian σ). For < 0, the phase variations are smaller and the line widths are decreased. The bottom panel of Fig. 3 shows how sensitivity produces phase variable line widths. Thus, high S/N high-resolution spectra may test the kinematic effects of WH with line-broadening studies. Note that we have computed simple flux-weighted broadening; additional effects from the lines' equivalent width temperature sensitivity can (modestly) modify these results. We discuss such effects below.
Finally, since these are relatively faint, short-period binaries, inevitably the spectroscopic exposure times t obs will be a modest fraction of P B . While distortions of the RV curve will be negligible for t obs < P B /20, the effects on the velocity width are large. Figure 4 illustrates this. Since the radial motion during the integration is largest when the surface velocity distribution is smallest, and vice-versa, integration time smearing decreases the variation σ(φ B ) unless the exposures are quite short. However, orbit-averaged surface velocity-induced width changes are relatively insensitive to t obs /P b .
APPLICATIONS OF THE MODEL

PSR J1959+2048
PSR J1959+2048 (hereafter J1959) is a BW system with a P = 1.6 ms,Ė = 1.6 × 10 35 erg s −1 pulsar in a P b = 9.1 hr orbit with a ∼ 0.03 M companion. For the photometric fits, we use BV RIK s magnitudes from Reynolds et al. (2007) and an assumed extinction A V = 0.82, and for spectral analysis, we use radial velocity measurements published in Van Kerkwijk et al. (2011, hereafter VBK11) . This is the original BW pulsar and is of especial interest, since VBK11, with an approximate treatment of DH effects, infer that it may have a pulsar mass as large as 2.4 ± 0.12M . Table 3 shows the result of optical light curve fitting assuming three models: a standard direct heating model (DH), a model with atmospheric circulation (WH), and direct heating with a simple multiplicative hotspot (HS) which adjusts the underlying temperature by a factor (1 + A HS ) distributed as a Gaussian 2 over radius r HS , located at (θ HS , φ HS ), with (0,0) the sub-pulsar point at the nose. When looking at the light curves, one can see that the phase shift in the maximum is small, al-though the peak is somewhat broadened and there is excess flux at phases φ ≈ 0.75 − 0.9, especially in the bluer bands. The WH model accommodates this with an intermediate θ c ∼ 20 • , adjusting the maximum shape with little overall phase shift. The HS model in contrast adds blue flux in a narrow phase range by hiding a small, unrealistically hot (5.3 × T ) spot in the Southern hemisphere, which pops out of eclipse to be visible only near φ ≈ 0.9. There appears to be no good HS solution with the spot in the Northern (visible) hemisphere. Thus while WH improves the fit by adjusting the LC over a broad phase range, the HS improvements come from a small region of phase. This is geometrically allowed but it seems more plausible to associate such narrow phase structure with an added non-thermal flux (or photometry errors). With fewer parameters WH is in any event statistically preferred: the DH model likelihood is just 0.5% while the HS likelihood is 11%, according to the Akaike Information Criterion (AIC). Since the interpretation is also more physically plausible than a tuned eclipsing hot spot, we infer that WH is the best model for this data set. However it is important to note that, according to Table 3 , WH and HS have very similar values for the binary parameters. The principal difference is a somewhat lower base (night side) temperature for WH. Distance and therefore L p are somewhat lower for DH than the other models. The top panel of Fig 5 shows data (and other light curve models) compared with the best-fit WH model. The lower three panels show the fit residuals for the various models. An improved test of the model would require more data, especially for the brighter I, Ks colors and especially towards the light curve minima, where the characteristic WH asymmetry is strongest. Hot spot models are best probed with bluer colors, so high quality B or u light curves covering maximum would also be useful.
We also analyzed the radial velocity data tabulated by Van Kerkwijk et al. (2011) , which were measured against a G2 stellar template. The observed radial velocity amplitude K o is sensitive to the heating pattern as well as surface speeds. As pointed out by LSC18, absorption line equivalent widths depend on photospheric temperature (and density), and so different species are weighted by different EW (T ) across the face of the companion, giving different measured radial velocity amplitudes. To estimate the true center of mass velocity K c , we fit the data assuming illumination determined by the several heating models. In the case of the WH model, we also consider a finite photosphere speed following the heat motion fit by the photospheric model fit. Each model generates K o curves, using the EW (T ) weight-ing (here using LSC18's MgI EW (T ) for the metal linedominated template weighting, extrapolated to lower T eff using archival template spectra, as needed) which are fit to the tabulated velocities. Although we do not perform a simultaneous photometry fit, we do marginalize the spectroscopic fit over the geometrical parameters from the end of the photometric MCMC chains, sampling ∼ 2σ uncertainties. Thus, the mass errors do include all uncertainties in the model fitting, spectroscopic and photometric. We have confirmed that these agree well with simple estimates for the masses produced by the propagation of the individual parameter errors. The results for the fitting are shown in Table 3 , and the radial velocity curves along with their residuals for different models are presented in Fig. 6 . With our base model of WH with v w = 0 (and MgI EW weighting), the best fit K c is ∼ 338 km/s, slightly smaller than ∼ 340 km/s predicted with the simple phase-shift model. This small decrease in K c for our base model together with a small increase in i (see Table 3 ) brings our estimated mass down to 2.18 M from 2.29 M . Interestingly, if we allow the surface speed to be a free parameter in our model, its best fit value is ∼ 33 km/s, which is ∼ 4× larger than the sound speed, and > 40× the estimate of Eq. (9). We also check the statistical likelihood of the three models. According to the AIC, the DH, HS and WH model (with no surface speed) are not distinguished. WH with the large 33 km/s surface flow is preferred (zero velocity models have an AIC relative likelihood of 0.04%). The result of this large surface speed is a decrease in K c to ∼ 326 km/s, and therefore a decrease in the estimated neutron star mass to ∼ 1.95 M . However, given that the night phase spectroscopy is very limited, that Mach∼ 4 flow would be quite puzzling and that the preference for finite velocity is not highly statistically significant, we still consider zero speed WH to be our preferred model; additional spectroscopy is needed before large surface speeds should be invoked.
PSR J2215+5135
PSR J2215+5135 is a P s = 2.61 ms,Ė = 5 × 10 34 erg s −1 'redback' MSP in a 4.14 h orbit about a ∼ 0.3 M companion. Optical photometry shows a large day-night flux difference, indicating that the companion star is strongly irradiated by the pulsar. Moreover, there is evidence of an orbital phase-shift in the light curve maximum of this system (see Schroeder & Halpern 2014; Romani et al. 2015, hereafter RGFK15) , so heating asymmetries are strongly indicated. The system parameters are also of interest since Linares et al. (2018, hereafter LSC18) RGFK15 infered a much larger inclination and, hence a smaller M N S = 1.6M .
LSC18 present William Herschel Telescope (WHT) ACAM g r i measurements from two nights, along with some IAC-80 g r magnitudes. To ensure that the photometry is on a consistent flux and phase scale, we downloaded the WHT J2215 images and associated calibration frames from the archive, calibrated the images and performed photometry on the pulsar and a grid of nearby field stars. These field stars have PanSTARRS catalog fluxes, so we converted these to SDSS g r i magnitudes and used these to calibrate our pulsar photometry. The exposure midpoint times were barycentered and phased with a LAT ephemeris that allows an accurate pulse fold from 2008.7 to 2017.1 (L. Nieder, private communication). The resulting light curves are consistent with those of LSC18, but have estimated photometric systematic errors smaller than δm ≈ 0.03 mag and negligible phase uncertainty. We were not able to obtain the IAC-80 frames. These are interesting because they fill in gaps in the WHT light curves, but all we can do is use the photometry and estimated arrival phases plotted by LSC18. We find that substantial zero point shifts are needed (δg = 0.029 mag and δr = 0.034 mag) to match the IAC magnitudes to the WHT data at the phase overlaps. This may be attributed to fluxing errors, but might also be due to intrinsic variability between epochs. Indeed the WHT data also show evidence for variation between the two nights (see below). Accordingly, we use only the WHT data in the fits, but plot the IAC points for comparison. We also found some PanSTARRS DR2 individual detections of the pulsar (PS2: 14 in g , 7 in r and 12 in i ) so, for completeness, we converted these to SDSS magnitudes and phased the resulting points. The results were broadly consistent with the expected magnitudes, but had much larger errors and, since they were obtained over several years, may well include substantial source variability. We thus ignore these in further analysis. LSC18 find that the light curve fit is significantly improved by allowing an extra flat spectrum ∼ 35 − 70µJy, phase-independent flux to be added to each filter. We do not find such a large added flux, but we do notice a significant increase in the flux of the second WHT night (September 01, 2014), which we cannot attribute to a calibration error. We can fit this as a flat spectrum f 2 ∼ (1.2 ± 0.2)µJy addition. The overall model also prefers a ∆m r ∼ 0.031 ± 0.001 mag offset in the night two magnitudes and so we include this as a free parameter in the fits, covering a possible photometric zero-point error. The night one WHT data are consistent with no veiling flux. In fitting these data, we fixed A V to 0.40, as estimated from 3D dust maps (Green et al. 2018 ). If fitted as a free parameter, we find A V ∼ 0.42 ± 0.03. As noted above we allow a veiling flux (and r calibration offset) for night two. Table 2 shows the best fit parameter results. We start with simple direct heating (DH) model. This model is completely unacceptable unless we allow an arbitrary phase shift ∆φ (as an additional free parameter). The wind model parameters give a super-rotating equatorial wind and sub-rotating mid-latitude wind which result in the overall phase-shift of the light curve maxima by ∆Φ max ∼ −0.009. While the χ 2 decrease of this model is large, an even better fit is obtained with a simple hot spot model, invoking a plausible 60% temperature increase in a 15 • radius spot to effect a similar phase shift. Note that the best-fit second-night veiling flux and r zero-point shift are the same for all the models; our results for i and T N are quite independent of the presence or absence of this small veiling flux, although the fit quality improves significantly when these parameters are included. AIC prefers HS over WH at the 10 −5 level, despite the higher number of parameters (this is possible, because of the many degrees of freedom). We conclude that for this RB a hot spot (likely associated with a magnetic pole) model is preferred. Fig. 7 shows the light curve for the best fit WH model as a solid line and dotted lines for the DH+phase shift and HS models in panels 1 and 3 respectively. Fit residuals for the three models are shown in the lower panels. The upper panels show that the largest model differences happen to be at φ = 0.3 − 0.6, where we have only the less reliable IAC-80 data; clearly precision photom- For the spectroscopic analysis, we re-measured the DEIMOS/LRIS Keck spectra of RGFK15. For comparison, we also examined the radial velocities obtained from Balmer and MgI-triplet absorption lines reported by LSC18. Although we did not re-measure their spectra, we used the archive exposure times and our ephemeris to recompute the phases of the exposure midpoints, with negligible error. The phases are quite close to those of LSC18, although we do note that they omitted measurements of one of their spectra (at φ B = 0.199). HI and MgI absorption line strengths are weighted differently across the face of the companion, giving different observed K o radial velocity amplitudes for the same K c . Since J2215 displays a large range of T eff through the orbit, this can be a substantial effect. To follow such effects, we extracted radial velocities cross-correlating against G0 and K0 templates, where the cross correlation is dominated by neutral metal lines, such as the MgI triplet. To follow the Balmer velocities, we cross correlated with an A2 template (comparable to the temperature at maximum), restricting to ±100Å around Hαβγδ.
We thus model the observed velocities with model K o computed for a given K c , by averaging up the radial velocities over the companion surface elements, weighted by the received g + r flux (our dominant spectral range) times the temperature-dependent EW (T ) of LSC18 for Balmer and MgI lines, as appropriate, and fit to the cross-correlation velocities. As for J1959, the fits are marginalized over the photometric parameter uncertainties. We show the radial velocity curves along with their residuals for different models in Fig. 8 , and also report the results as the corresponding Center-of-Mass radial velocity K c , v w and systemic velocity Γ c (see Table 3 ). Our templates were not well calibrated to the local standard of rest, so the Γ c are not meaningful -indeed we find small shifts between the different templates. Our base wind fit assumes negligible surface velocity v w , but we can also allow a finite surface speed. Here '+' indicates global circulation in the direction of the local heating flow (e.g. positive at equatorial latitudes and negative at mid-latitudes, for super-rotation). In this case, we obtain the best fit v w ∼ −30 ± 15 km/s. This is five times larger in magnitude than estimated in Equation (9), with a direction opposite to the heat flow. We also check the statistical likelihood of the three models. According to the AIC, the DH model and the WH model (with no surface speed) have likelihoods of 62% and 81%, respectively, compared to the WH model with surface speed. Thus for the RV data alone no model is strongly preferred.
In view of the results in Figures 3 and 4 , we would like to better constrain v w by using the companion line widths. Unfortunately, our J2215 spectra lack the S/N to allow detailed profile fitting of the strong Balmer lines, even at maximum, and the individual weak metal lines are much too noisy for such analysis. We attempted to extract mean line widths from the cross-correlation analysis. To do this, we applied σ = 0 − 100km/s artificial broadening to the spectra of the G-type comparison star, simultaneously observed through the slit, added Poisson noise to return the con-volved spectrum to its original signal to noise level, then applied cross-correlation analysis to these spectra. This gives the spectrum-by-spectrum dependence of the cross-correlation width on the companion velocity dispersion, Unfortunately, with 0.62Å/pixel (Resolution ≈ 89km/s) for our Keck spectra, we lacked the resolution to probe the expected σ = 50 − 60 km/s line widths. In the best set of Keck LRIS data covering φ B = 0.51 − 0.74, we found a mean width of σ = 74±5(scatter)±4(calib. variability)km/s. But since the cross-correlation peak width showed little to no sensitivity below σ = 50 km/s, we conclude that the evidence for larger companion velocity widths is weak, at best. Higher spectral resolution data, with good S/N will be needed to make the required measurements.
Comparison with Previous Fits
For J1959, our direct heating fits are quite similar to those of VBK11. Our best fit i is slightly smaller than their i = (65 ± 2) • estimate, but our smaller CoM correction (assuming MgI-like equivalent width weighting) more than compensates, leaving a smaller mass. The superior WH fit implies a slightly larger i and a further 1σ decrease in the best-fit pulsar mass to 2.18±0.09M : nearly identical values are found for the best-fit HS model. If we allow large surface velocity in the WH model, the mass can drop below 2.0M , but this requires a highly supersonic photosphere speed, larger than the mean speed of the heating zone estimated in Eq. (9). Supersonic motions are modeled for hot Jupiter winds (see Fromang et al. 2016) , so flows with Mach numbers of a few may be possible on strongly heated spider companions. It is less clear that the surface photospheric speeds can exceed the speed of bulk heat transport in the absorption zone (Eq. 9). However one can imagine a Hadley cell-like circulation with larger, mildly supersonic speeds in the photospheric layers averaging to slower heat transport via return flow in deeper layers. In principle, one might have a surface overshoot giving a negative photospheric velocity (as fit for J2215), but this seems rather contrived.
Improved photometry can distinguish the WH and HS heating patterns. High precision photometry near orbital minimum can detect the characteristic asymmetry imposed by wind flow, while more detail measurements of blue colors near maximum are sensitive to hot spots. For example, the small M NS ≈ 1.7M allowed by the magnetically ducted heating model of Sanchez & Romani (2017) resulted from a very small particle-heated region needed to allow d well under 2kpc. High precision B or u photometry should reveal such structure, which is not indicated in the present analysis. Most impor-tant, though, are improved spectroscopic constraints on WH surface motions. Figure 6 suggests that RV measurements during the night half of the orbit, where departures from a sinusoid are large, could help. Alternatively, high-resolution measurements of line shape near mid-day could be useful.
For J2215, our fit of i = 58.1 • for the simple phaseshift model differs slightly from the equivalent value of i ∼ 63.9 • in LSC18. Since these are both measured principally from the WHT photometry and because of the potential importance of the source for neutron star mass measurements, we discuss the origin of this discrepancy in the appendix. In RGFK15, a much larger i was found. We refit the 2010-2011 Schroeder & Halpern (2014) MDM photometry analyzed in that paper with the DH model and confirm that this fit gives i ≈ 88 • and T N ≈ 6300 K; howver, as noted by LSC18, this T N is inconsistent with the night-side spectra. This was evidently due to a large veiling flux at that epoch. Including such a flat spectrum component, which the model fits to 11.9 ± 0.1µJy, the inclination drops to i = 62.4 ± 2.4 • and T N drops to (5850 ± 100) K. The fit improves by ∆χ 2 = −15. The large 2010-2011 veiling flux can, therefore, explain the fit values (and small neutron star mass) inferred in RGFK15. In contrast, our 2015 Keck spectra set a limit of ∼ 1.5µJy on the line veiling flux at Ca H & K at that epoch.
We conclude that in spider binaries there can be an important, and variable, veiling flux. When bright, this can substantially affect the light curve minima. With a blue non-thermal spectrum this might be plausibly associated with the IBS. Detailed studies of spider light curves should allow for such veiling. Since IBS emission might not be phase independent, it may be challenging to isolate this emission from light curves alone. But veiling may certainly be revealed by high-quality phaseresolved spectra. For example, our Keck data show that at our spectroscopic epoch we did not experience the very large (35 − 70µJy) veiling flux quoted by LSC18.
We find that our observed J2215 radial velocity amplitudes are quite similar to those of LSC18, for both neutral metal lines and Balmer-dominated estimates. However, the model corrections to K c are quite different and we discuss this discrepancy in the appendix. We infer that, with a DH model one should derive an unphysically large ∼ 3M mass for the pulsar and that LSC18's treatment may be in error. However, the WH model fit gives an interesting, but plausible 2.28 +0.10 −0.09 M neutron star mass, assuming small surface velocities. The HS model mass is very similar. Coincidentally this is close to the value quoted by LSC18. Because WH and HS produce large decreases in χ 2 over DH models and explain the otherwise arbitrary phase of maximum, we believe that such models, with their more reasonable mass, are strongly preferred.
As for J1959, if highly supersonic surface motions are allowed, we can accommodate a somewhat smaller mass, just consistent with 2M at the 1σ level (although in this case the motion would need to be, implausibly, opposite to the bulk heat flow). Improved spectroscopy to measure or bound such unexpectedly large surface motion is certainly desirable.
CONCLUSION
We have examined global wind circulation in 'spider'type companion-evaporating pulsars, finding that the light curves and radial velocity curves of these objects can be significantly affected by wind heat advection. By applying a simple energy transport model, we see that the resulting synthetic light curves can explain otherwise puzzling light curve maximum phase shifts and asymmetries. These effects are sensitive to the ratio of the radiative and advective times in the sub-photospheric heating zone. These winds are analogous to those inferred for hot Jupiters, albeit at higher companion temperatures. However, in the MSP case, we have no optically bright primary star to contend with; the optical signal comes purely from the wind-affected object. This means that detailed photometry and spectroscopy allow much more sensitive probes of the wind dynamics than can be obtained for the hot Jupiters.
Global winds (and likely any model with large scale flows) move heat away from the sub-pulsar point. This moves the center of light closer to the center of mass, reducing the correction from the former (observed) quantity. In addition, the heat flow tends to broaden the light curve peak from direct heating models. This allows models with higher inclination i to fit the photometric data. Together, these two effects tend to decrease the masses from those inferred from direct heating models. They also naturally lower the required T N , which is surprisingly high for many BWs. Thus, these effects are quite important to consider when measuring spider pulsar masses. Importantly, global wind flow introduces characteristic asymmetries in the light curves, radial velocities, and line width variation, so that high-quality observations can provide excellent tests for these effects.
We have applied our model to a BW (PSR J1959+2048) and a RB (PSR J2215+5135), both of which show strong pulsar irradiation, and compared our model with a heuristic model of a heated star spot. For the BW J1959, the WH model is significantly preferred, by both the photometric and spectroscopic fits; the fit gives us useful constraints on the wind parameters ( and θ c ). For the RB J2215, while the WH improves greatly over a direct heating fit, a simple star spot model is even better. Since RB companions are low mass fullyconvective stars, we expect that the rapid rotation will drive powerful dynamos, giving rise to strong magnetic fields and, possibly, poles heated by particle precipitation. Indeed, light curve asymmetries attributable to star spot seem relatively common for RB. We can speculate that BWs have, in some cases, weaker convection and surface fields. With weaker fields, large-scale heat transport by winds may be a plausible means of introducing asymmetry. More examples should be studied, and more detailed light curves and spectra are needed to infer the physical origin of the asymmetric heat distribution (as described above) before one should make a generalization.
Applying the revised heating pattern from the WH photometry models also allows improved fits to the radial velocity data. As expected, the WH model implies smaller neutron star masses: 2.18 ± 0.09M for J1959 and 2.28 +0.10 −0.09 M for J2215. For the latter, the HS fit is even better giving a very similar 2.24 ± 0.09 M ; WH and HS fits reduce the mass from a very large, likely unphysical DH value. However, while decreased, these masses are still interestingly large. Both exceed 2M at the 2σ level (2.7σ level for J2215), and exceed the present largest mass from Shapiro delay in pulsar timing (2.14 +0.10 −0.09 M for J0740+6620, Cromartie et al. 2019) . At face value, our measurements can thus be very important for constraining the equation of state at supernuclear densities.
Since details of the surface heating are important in computing spider masses from optical photometry and spectroscopy, such masses naturally engender less confidence than those directly from pulsar timing. But as the sophistication of our companion modeling improves, and physically motivated models provide increasingly accurate descriptions of the optical data, confidence in these results may increase. Global winds are an excellent example, with good physical motivation for heat transport from the sub-pulsar point and rather direct analogs observed in hot Jupiters. Our model, amenable to direct data fits, can produce a marked improvement in describing the photometric data. Since the principal effect is from the revised heating pattern, any model that similarly improves the match to the photometric data (e.g. an arbitrary collection of star spots, or heating by IBS flux) will result in similar values for the binary parameters.
Our study also points to the importance of epoch variability in these binaries. In particular, it seems that the veiling flux can change from year to year. There is also evidence in RB (e.g. van Staden & Antoniadis 2016) that the heating asymmetries can vary; this is naturally expected if we attribute this to magnetic poles in a rapidly evolving dynamo. However, we might also expect global wind patterns to be highly turbulent and variable. This means that for neutron star mass measurements it is safest to extract light curve constraints on the detailed heating pattern at the same epoch as the critical radial velocity measurements. Carefully flux calibrated spectra are, at minimum, needed to check that the light curve is in a similar state.
However, at this point the largest model mass uncertainty in our study is the absence or presence of supersonic photospheric flows. At the sub-pulsar point sound speed (8 km/s for J1959 and 10 km/s for J2215) the corresponding mass shifts are ±0.07M and ±0.05M , respectively. These are important for precision values but do not dramatically change our conclusions. These kinematic effects can be probed by higher resolution optical spectroscopy. Already, our improved companion modeling, including the effect of global winds, bolsters confidence that these spider binaries are among the most massive neutron stars known. Additional spectroscopy can put the physical assumptions of these models to the test, checking the high masses and better probing the nature of the wind-or spot-induced light curve asymmetries.
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APPENDIX
We have noted above differences with the model fits of LSC18 for PSR J2215+5135. Since we start with very similar data sets, we have attempted to trace the origin of these discrepant fit values. The first is the modest difference in the fit inclination, our i ∼ 58.1 • versus their i ∼ 63.9 • . To understand this discrepancy, we attempted to duplicate LSC18's analysis by combining the IAC-80, N1 and N2 magnitudes (with the arbitrary amplitude shifts they allow between all data sets and filters) into a single light curve for each color. Fitting these combined light curves, we obtained a best-fit inclination of i ∼ 62.0 ± 2.5 • , consistent with the value in LSC18. The remaining difference may be due to the fact that they binned the photometry into 37 (g , i ) and 28 (r ) phase bins before fitting. We note that our phase-shifted unbinned DH fit has fewer parameters and is statistically preferred (but is in any case superseded by our WH/HS fits).
For the velocities our corrections from K o to K c are quite different, especially for the MgI case. LSC18 in fact find K c < K MgI for this case. We do not find this to be consistent with the heating pattern, which would require the MgI line flux to be very strongly concentrated to the back (night) side. At any given phase the absorption line radial velocity is computed by a weighted sum over the s tiles of the companion surface
where f s is the surface thermal flux directed at the observer and, as emphasized by LSC18, the absorption line equivalent width EW s are a function of the local surface temperature. For consistency, we use the particular EW (T ) relationships plotted by LSC18. While the MgI EW is indeed largest at the low night side temperatures, the larger day side fluxes f s keep the absorption line centroids from night side domination. To reproduce the LSC18 K c values, we had to modify the weighting. The simplest possibility is to drop the f s terms (weight the lines only by equivalent width). Alternatively, one might erroneously include the veiling flux in f s so that the effective night side flux was a larger fraction of the day flux, while erroneously having a large absorption line equivalent width. However, to induce backside dominance one requires the veiling flux to be > 300µJy, substantially larger even than LSC18's suggested value. Finally, if temperatures on the front side are large enough one can indeed reduce EW s even at the terminator so that the backside dominates. In practice, we found that this required pulsar heating fluxes L P > 5 × 10 35 erg s −1 , again even larger than found by LSC18 (and much larger than the total spindown luminosity); it is in any case difficult to see how such high T could be consistent with the observed light curve colors.
We speculate that they may have made one of the errors noted above -for example ignoring f s in the weights then gives K c (MgI) = 395±8 km s −1 for their observed MgI velocities. In this case, LSC18's Balmer K c (B) = 429±9 km s −1 would be 4σ away from their MgI value; with combined fitting giving an intermediate value of K c = 411.2 ± 6.0 km s −1 , used in their mass estimate. Similarly the large L p error gives K c (MgI) = 400 ± 8 km s −1 , still 4σ from the Balmer value of 432 ± 9 km s −1 (combining to K c = 414 ± 6 km s −1 ). In contrast, with the correct weighting we get K c (MgI) =
