We consider typical Lagrange and Markov dynamical spectra associated to horseshoes on surfaces. We show that for a large set of real functions on the surface, the minima of the corresponding Lagrange and Markov dynamical spectra coincide and are given by the image of a periodic point of the dynamics by the real function. This solves a question by Jean-Christophe Yoccoz.
Introduction
The classical Lagrange spectrum (cf. [CF89] ) is defined as follows: Given an irrational number α, according to Dirichlet's theorem the inequality α − On the other hand, for a fixed irrational α, better results can be expected. We associate, to each α, its best constant of approximation (Lagrange value of α), given by k(α) = sup k > 0 : α − p q < 1 kq 2 has infinitely many rational solutions Then, we always have k(α) ≥ √ 5. The Lagrange spectrum is the set L = {k(α) : α ∈ R \ Q and k(α) < ∞}. * Partially supported by CNPq.
Let α be an irrational number expressed in continued fractions by α = [a 0 , a 1 , . . . ]. Define, for each n ∈ N, α n = [a n , a n+1 , . . . ] and β n = [0, a n−1 , a n−2 , . . . ]. Using elementary continued fractions techniques it can be proved that k(α) = lim sup n→∞ (α n + β n ).
The study of the geometric structure of L is a classical subject, which began with Markov, proving in 1879 ( [Mar79] ) that
where k n is a sequence (of irrational numbers whose squares are rational) converging to 3 -more precisely, the elements k n of L∩(−∞, 3) are the numbers the form 9 − 4 z 2 , where z is a positive integer such that there are other positive integers x, y with x ≤ y ≤ z and x 2 + y 2 + z 2 = 3xyz. Another interesting set is the classical Markov spectrum defined by (cf. |f (x, y)| −1 : f (x, y) = ax 2 + bxy + cy 2 with b 2 − 4ac = 1 .
It is possible to prove (cf. [CF89] ) that L and M are closed subsets of the real line with L ⊂ M and that L ∩ (−∞, 3) = M ∩ (−∞, 3). Both the Lagrange and Markov spectrum have a dynamical interpretation. This fact is an important motivation for our work.
Let Σ = (N * ) Z and σ : Σ → Σ the shift defined by σ((a n ) n∈Z ) = (a n+1 ) n∈Z . If f : Σ → R is defined by f ((a n Notice that √ 5, which is the common minimum of L and M, is the image by f of the fixed point (. . . , 1, 1, 1, . . . ) of the shift map σ.
This last interpretation, in terms of a shift, admits a natural generalization of Lagrange and Markov spectrum in the context of hyperbolic dynamics (at least in dimension 2, which is the focus of this work).
We will define, as in [MI16] , the Markov and Lagrange dynamical spectra associated to a hyperbolic set as follows. Let M 2 be a surface and ϕ : M 2 → M 2 be a diffeomorphism with Λ ⊂ M 2 a hyperbolic set for ϕ (which means that ϕ(Λ) = Λ and there is a decomposition T Λ M 2 = E s ⊕ E u such that Dϕ| E s is uniformly contracting and Dϕ | E u is uniformly expanding). In this paper we will asume that Λ is a horseshoe: it is a compact, locally maximal, hyperbolic invariant set of saddle type (and thus Λ is not an attractor nor a repellor, and is topologically a Cantor set). Let f : M 2 → R be a continuous real function, then the Lagrange Dynamical Spectrum associated to (f, Λ) is defined by
and the Markov Dynamical Spectrum associate to (f, Λ) is defined by
Here we prove the following theorem, which solves a question posed by Jean-Christophe Yoccoz to the author in 1998:
Remark : In the previous statement, a horseshoe means a compact, locally maximal (which means that it is the maximal invariant set in some neighbourhood of it), transitive hyperbolic invariant set of saddle type (and so it contains a dense subset of periodic orbits). Acknowledgements: I would like to thank Carlos Matheus, Davi Lima and Sandoel Vieira for helpful discussions on the subject of this paper. I would also like to thank the anonymous referee for his very valuable comments and suggestions, which helped to substantially improve this work.
Preliminaries from dynamical systems
If Λ is a hyperbolic set associated to a C 2 -diffeomorphism, then the stable and unstable foliations F s (Λ) and F u (Λ) are C 1+ε for some ε > 0. Moreover, these foliations can be extended to C 1+ε foliations defined on a full neighborhood of Λ(cf. the comments at the end of section 4.1 of [PT93] , pp. 60). We will consider the following setting. Let Λ be a horseshoe of ϕ. Let us fix a geometrical Markov partition {R a } a∈A with sufficiently small diameter consisting of rectangles R a ≃ I s a × I u a delimited by compact pieces I s a , resp. I u a , of stable, resp. unstable, manifolds of certain points of Λ (cf. [Shu86, pp 129] or [PT93] for more details). The set B ⊂ A 2 of admissible transitions consist of pairs (a 0 , a 1 ) such that ϕ(R a 0 ) ∩ R a 1 = ∅. So, we can define the following transition matrix B which induces the same transitions than
Let Σ A = {a = (a n ) n∈Z : a n ∈ A for all n ∈ Z}. We can define the homeomorphism of Σ A , the shift, σ : Σ A → Σ A defined by σ((a n ) n∈Z ) = (a n+1 ) n∈Z .
Let Σ B = a ∈ Σ A : b ana n+1 = 1 , this set is a closed and σ-invariant subspace of Σ A . Still denote by σ the restriction of σ to Σ B . The pair (Σ B , σ) is called a subshift of finite type of (Σ A , σ). Given x, y ∈ A, we denote by N n (x, y, B) the number of admissible strings for B of length n + 1, beginning at x and ending with y. Then the following holds N n (x, y, B) = b n xy . In particular, since ϕ| Λ is transitive, there is N 0 ∈ N * such that for all x, y ∈ A, N N 0 (x, y, B) > 0. Subshifts of finite type also have a sort of local product structure. First we define the local stable and unstable sets: (cf. [Shu86, chap 10])
is 0 when a n = b n and 1 otherwise.
If ϕ is a diffeomorphism of a surface (2-manifold), then the dynamics of ϕ on Λ is topologically conjugate to a subshift Σ B defined by B, namely, there is a homeomorphism Π : Σ B → Λ such that, the following diagram commutes If p = Π(θ) ∈ Λ, we say that θ is the kneading sequence of p. Next, we recall that the stable and unstable manifolds of Λ can be extended to locally invariant C 1+ε -foliations in a neighborhood of Λ for some ε > 0. Therefore, we can use these foliations to define projections π 
associated to Λ. The stable and unstable Cantor sets K s and K u are C 1+ε -dynamically defined / C 1+ε -regular Cantor sets, i.e., the C 1+ε -maps
for y ∈ R a 1 ∩ ϕ(R a 0 ) and
for z ∈ R a 0 ∩ ϕ −1 (R a 1 ) are expanding of type Σ B defining K s and K u in the sense that
• the domains of g s and g u are disjoint unions
where I s (a 1 , a 0 ), resp. I u (a 0 , a 1 ), are compact subintervals of I s a 1 , resp. I u a 0 ;
• for each (a 0 , a 1 ) ∈ B, the restrictions g s | I s (a 0 ,a 1 ) and g u | I u (a 0 ,a 1 ) are C 1+ε diffeomorphisms onto I s a 0 and I u a 0 with |Dg s (t)| > 1, resp. |Dg u (t)| > 1, for all t ∈ I s (a 0 , a 1 ), resp. I u (a 0 , a 1 ) (for appropriate choices of the parametrization of I s a and I u a );
• K s , resp. K u , are the maximal invariant sets associated to g s , resp. g u , that is,
(see section 1 of chapter 4 of [PT93] and chapter 1 of [MY10] for more informations on regular Cantor sets associated to horseshoes in surfaces).
Moreover, we will think the intervals I u a , resp. I s a , a ∈ A inside an abstract line so that it makes sense to say that the interval I u a , resp. I The stable and unstable Cantor sets K s and K u are closely related to the geometry of the horseshoe Λ: for instance, the horseshoe Λ is locally diffeomorphic to the Cartesian product of the two regular Cantor sets K s and K u (since the stable and unstable foliations of Λ are of class C 1 ). Moreover, the Hausdorff dimension of any regular Cantor set coincides with its box dimension. It follows that
where HD stands for the Hausdorff dimension (cf. Proposition 4 in [PT93, chap. 4] and the comments before it). In the paper [AGCM18], we were interested in the fractal geometry (Hausdorff dimension) of the sets
For this reason, we will also study the fractal geometry of
Proofs
We may study the subsets Λ t introduced above through its projections
on the stable and unstable Cantor sets of Λ. It follows from the proof of Theorem 1.2 of [AGCM18] (see remarks 1.3, 1.4 and 2.10 of [AGCM18] ) that (even in the non-conservative case) the box dimensions , and so is equal to 0. It follows that, for any ǫ > 0, there is a locally maximal subhorseshoe (of finite type)Λ ⊂ Λ with Λ t 0 ⊂Λ and HD(Λ) < ǫ (we may fix a large positive integer m and takeΛ as the set of points of Λ in whose kneading sequences all factors of size m are factors of the kneading sequence of some element of Λ t 0 -the number of such factors grow subexponentially in m since the box dimension of Λ t 0 is 0, so the Hausdorff dimension of Λ is small when m is large by the estimates on fractal dimensions of [PT93, chap. 4]). Proposition 1. Let k > 1 be an integer. If HD(Λ) < 1/2k, then, for any r ∈ N ∪ {∞}, there is a dense set (in the C r topology) of C r real functions f such that, for some c > 0,
, ∀p, q ∈Λ (and in particular f |Λ is injective; moreover, its inverse function is (1 − 1/k)-Hölder).
Proof. Given a smooth function f , there are, as in Proposition 2.7 of [AGCM18] , arbitrarily small perturbations of it whose derivative does not vanish at the stable and unstable directions in points ofΛ, so we will assume that f satisfies this property.
Given a Markov partition {R a } a∈A with sufficiently small diameter as before, we may perturb f by adding, for each a, independently, a small constant t a to f in a small neighbourhood ofΛ ∩ R a (notice that the compact sets (Λ ∩ R a ) are mutually disjoint).
= ∅ has box dimension smaller than 1/k < 1, and so, for almost all t a , t b , the perturbed images f (Λ∩R a )+t a and f (Λ∩R b )+t b are disjoint.
Consider now parametrizations of small neighbourhoods of the pieces R a according to which the stable leaves ofΛ are C 1 close to be horizontal and the unstable leaves ofΛ are C 1 close to be vertical, and such that, in the coordinates given by these paramerizations, f (x, y) is C 1 close to an affine map f (x, y) = ax + by + c, with a and b far from 0 (these parametrizations exist since the pieces R a are chosen very small, so f is close to be affine in R a ). Then we may consider, in each coordinate system as above, perturbations of f of the type f λ (x, y) = f (x, λy), where λ is a parameter close to 1.
Given ρ > 0 small, a ρ-decomposition ofΛ ∩ R a is a decomposition of it in a union of rectangles I −kr -decomposition which belong to different rectangles of the 2 −(k−1)r -decomposition (and so have distance at least of the order of 2 −(k−1)r ), the measure of the interval of values of λ such that the images by f λ of the two rectangles of the 2 −kr -decomposition have distance smaller than 2 −kr is at most of the order of 2 −kr /2 −(k−1)r = 2 −r . Since the box dimension ofΛ is d < 1/2k, the number of pairs of rectangles in the 2 −kr -decomposition is of the order of (2 −kr ) −2d = 2 2dkr , and so the the measure of the set of values of λ such that the images of some pair as before of two rectangles of the 2 −kr -decomposition have non-empty intersection is at most of the order of 2 2dkr · 2 −r = 2 −(1−2dk)r ≪ 1 (notice that 2dk < 1). The sum of these measures for all r ≥ r 0 is O(2 −(1−2dk)r 0 ) ≪ 1, and so there is λ close to 1 such that, if ǫ is small and p, q ∈Λ ∩ R a are such that |p − q| ≥ ǫ then |f (p) − f (q)| is at least of the order of ǫ k/(k−1) (consider r in the above discussion such that 2 −(k−1)r is of the order of ǫ). This implies the result: for some c > 0, |f (p) − f (q)| ≥ c · |p − q| k/(k−1) , ∀p, q ∈Λ. It follows that f |Λ is injective and its inverse function g is (1 − 1/k)-Hölder: indeed, it satisfies |g(x) − g(y)| ≤ (c −1 |x − y|) (1−1/k) , for any x, y ∈ f (Λ).
Let ϕ : M → M be a diffeomorphism of a compact 2-manifold M and let Λ be a horseshoe for ϕ.
We recall the following remark from [MI16] :
, then, since f is a continuous function, there is a neighborhood U of y 0 such that
This contradicts the definition of a = f (y 0 ).
for only one value of p ∈Λ such that the restriction of ϕ to the closure of the orbit of p is minimal.
Proof. Let p ∈ Λ be such that f (p) = min M(f, Λ), which is unique since f |Λ is injective. We have f (ϕ j (p)) < f (p) for all integer j such that ϕ j (p) = p. If some subsequence ϕ n k (p) converges to a point q such that p does not belong to the closure of the orbit of q, f (p) does not belong to the image by f of the closure of the orbit of q and so the Markov value of the orbit of q is strictly smaller than f (p), a contradiction. This implies that the restriction of ϕ to the closure of the orbit of p is minimal and, in particular, f (p) is the Lagrange value of its orbit, so we also have f (p) = min L(f, Λ).
Let Λ be a horseshoe associated to a C 2 -diffeomorphism ϕ. We define X ⊂ C 0 (M, R) as the set of real functions f for which
where p = p(f ) ∈ Λ is a periodic point of ϕ and there is ε > 0 such that, for every q ∈ Λ which does not belong to the orbit of p, sup n∈Z f (ϕ n (q)) > f (p) + ε.
Proof. Suppose that f ∈ X. If ε > 0 is as in the definition of X, let g ∈ C 0 (M, R) such that |g(x) − f (x)| < ε/3, ∀x ∈ M. Then we have sup n∈Z g(ϕ n (p)) = g(p) < f (p) + ε/3 ≤ f (p) + ε/3, for some pointp in the (finite) orbit of p. Moreover, for every q ∈ Λ which does not belong to the orbit of p, since g(ϕ n (q)) > f (ϕ n (q)) − ε/3, we have
Proof of the Main Theorem: Let t 0 = min M(f, Λ). Fix a large positive integer K and consider a locally maximal subhorseshoeΛ ⊂ Λ with Λ t 0 ⊂Λ and HD(Λ) < 1/2K. We take symbolic representations of points of Λ associated to a Markov partition of Λ. We will assume that f satisfies the conclusions of Proposition 1 (replacing k by K). We will prove that, under these conditions, we have f ∈ X, which will conclude the proof, since, if f ∈ X, then clearly min M(f, Λ) = min L(f, Λ) is isolated in M(f, Λ), and thus also in L(f, Λ) (and X is C 0 -open, by Proposition 3). Since the restriction of f toΛ is injective, by Proposition 2 there is a unique p ∈ Λ such that f (p) = t 0 , and the restriction of ϕ to the closure of the orbit of p is minimal. Let θ = (. . . , a −2 , a −1 , a 0 , a 1 , a 2 , . . . ) be the kneading sequence of p. Assume by contradiction that p is not a periodic point.
We will consider the following regular Cantor sets, which we may assume, using parametrizations, to be contained in the real line: 
Analogously, given a finite sequence ( 
, in coordinates given by extended local stable and unstable foliations of the horseshoeΛ (here, the point p has coordinates (x, y) = (0, 0); we will use this local form in small neighbourhoods of p, i.e, for |x| and y small).
Let k = 0 such that a k = a 0 . We define
There are 0 < λ 1 < λ 2 < 1 such that the norm of the derivative of ϕ restricted to a stable direction and the inverse of the norm of the derivative of ϕ restricted to a unstable direction always belong to (λ 1 , λ 2 ). We say that k > 0 is a weak record if d k < d j for all j with 1 ≤ j < k such that a j = a 0 . We will construct the sequence 0 < k 1 < k 2 < . . . of the records. Let k 1 be the smallest k > 0 with a k = a 0 and, given a record k n , k n+1 will be the smallest weak record k > k n with d k < min{|a/b|, |b/a|} · λ a k+1 , a k+2 , . . . )) < f (p). We say that k is left-happy if k is leftgood but not right-good or if k is left-good and right-good and d(π a k+1 , a k+2 , . . . ), p). We say that k is right-happy if k is right-good but not left-good or if k is left-good and right-good and d(π a k+1 , a k+2 , . . . ), p). Notice that k cannot be simultaneously left-happy and right-happy. We say that an index k > 0 is cool if it is left-happy or right-happy and a k+j = a j for every j with |j| ≤ K. By the minimality, we have lim d kn = 0, and, since f (ϕ j (p)) < f (p) for all j = 0, for all large values of n, k n is cool.
If k is a cool index then we define its basic cell as follows: if k is left-happy, we take r k to be the positive integer r such that a k−j = a −j for 0 ≤ j < r and a k−r = a −r , and s k to be the smallest positive integer s such that min{|a/b|, |b/a|} · λ
Analogously, if k is right-happy, we take s k to be the positive integer s such that a k+j = a j for 0 ≤ j < s and a k+s = a s , and r k to be the smallest positive integer r such that min{|a/b|, |b/a|} · λ
The basic cell of k is the finite sequence (a k−r k , . . . , a k−1 , a k , a k+1 , . . . , a k+s k ) indexed by the interval [−r k , s k ] of integers (so that the index 0 in this interval corresponds to a k ). Notice that r k n+1 > r kn and s k n+1 > s kn for every n large. We define the extended cell of k as the finite sequence (a k−r k , . . . , a k−1 , a k , a k+1 , . . . , a k+s k ) indexed by the interval [−r k ,s k ] of integers, wherẽ r k := ⌊(1 + 2/K)r k ⌋ ands k := ⌊(1 + 2/K)s k ⌋. A crucial remark is that, since f satisfies the conclusions of Proposition 1 and f (ϕ j (p)) < f (p) for all j = 0, • There is a positive integer r 0 such that for every m > 0 which is not cool (in particular if a m = a 0 ), and any point q ∈Λ whose kneading sequence (. . . , b −1 , b 0 , b 1 , . . . ) satisfies b j = a m+j for −r 0 ≤ j ≤ r 0 , we have f (q) < f (p). Indeed, there is a constantr such that, if m > 0 is not cool, then (a m−r , . . . , a m−1 , a m , a m+1 , . . . , a m+r ) = (a −r , . . . , a −1 , a 0 , a 1 , . . . , ar). We have f (ϕ m (p)) < f (p), and, if r 0 is much larger thanr, if q is a point inΛ whose kneading sequence (.
, and so f (q) < f (p) (recall that f is injective inΛ).
• For any cool index k > 0, if (a k−r k , . . . , a k−1 , a k , a k+1 , . . . , a k+s k ) is the extended cell of k, and q ∈Λ is any point whose kneading sequence (.
, ∀p, q ∈Λ, by definition of the extended cells, f (p) does not belong tho the convex hull of the image by f of the image by Π of the cylinder {(. . . , b −1 , b 0 , b 1 , . . . )|b j = a k+j , −r k ≤ j ≤s k }, which contains the point f (ϕ k (p)) < f (p). We now show the following Claim: There is a positive integer m such that we never have (a −mt , . . . , a −1 , a 0 , a 1 , . . . , a mt−1 ) = γ 2m = γγ . . . γ (2m times), for any finite sequence γ, where t = |γ|. Indeed, take a positive integer k 0 such that λ k 0 2 < λ 1 , a large positive integer m 0 (with m 0 ≥ max{r 0 , K}) and m = m 0 k 0 . Suppose by contradiction that (a −mt , . . . , a −1 , a 0 , a 1 , . . . , a mt−1 ) = γ 2m for some γ = (c 1 , c 2 , . . . , c t ). We may assume that γ is not of the form α n for a smaller sequence α (otherwise we may replace γ by α). The Markov valuet 0 of Π(γ) = Π(. . . γγγ . . . ), which is larger than t 0 , is attained at c 1 . Indeed, if 2 ≤ j ≤ t, either j −1 is not cool or the extended cell of j −1 (centered in c j ) is contained in γ 3 , so f (ϕ j−1 (Π(γ))) < f (p) = t 0 . Take the maximum values of m 1 , m 2 ≥ m for which ( a −m 1 t , . . . , a −1 , a 0 , a 1 , . . . , a m 2 
, a m 2 t+2 , . . . )) (the suffix (a m 2 t , a m 2 t+1 , a m 2 t+2 , . . . ) helps diminishing the value of f ) and
, where γ t = (c t , . . . , c 2 , c 1 ) (the prefix (a −m 1 t−1 , a −m 1 t−2 , . . . ) also helps diminishing the value of f ). Thus, by comparison, and using the previous remark on extended cells, if we delete from each factor of (. . . , a −1 , a 0 , a 1 , . . . ) equal to (a −(m 1 +1)t , . . . , a −1 , a 0 , a 1 , . . . , a (m 2 +1)t−1 ) the factor (a 0 , a 1 , . . . , a t−1 ) = γ, we will reduce the Markov value of the sequence, a contradiction (notice that the number of consecutive copies of γ in a factor of (. . . , a −1 , a 0 , a 1 , . . . ) is bounded, sincet 0 > t 0 ). This concludes the proof of the Claim.
Notice that we can assume that K is much larger than m 2 (K > 5m 2 is enough for our purposes), by reducingΛ, if necessary.
In order to conclude the proof we will have two cases: (i) There are arbitrarily large values of n for which k n is left-happy. In this case we will show that, for such a large value of n, the periodic point q ofΛ whose kneading sequence (. . . , b −1 , b 0 , b 1 , . . . ) has period (a 0 , a 1 , . . . , a kn−1 ) (and so satisfies b m = a m (mod kn) , for all m; notice that, sinceΛ is locally maximal and p ∈Λ, we have q ∈Λ for n large) has Markov value smaller than t 0 , a contradiction. In order to do this, notice that if r kn > 2m 2 k n , then we get a contradiction by the previous Claim. If there is 0 < k < k n which is cool and satisfies r k > 2m 2 k or s k > 2m 2 (k n − k), we also get a contradiction by the previous Claim. Otherwise, except perhaps for the terms whose indices are multiple of k n , any term equal to a 0 in the periodic sequence with period (a 0 , a 1 , . . . , a kn−1 ) has a neighbourhood in this periodic sequence which coincides with the extended cell of a corresponding element of the original sequence (. . . , a −1 , a 0 , a 1 , . . . ), and so the Markov value of the point corresponding to this periodic sequence is smaller than t 0 . For the terms whose indices are multiple of k n (which correspond to the point q), ifŝ is the positive integer such that a kn+j = a j for 0 ≤ j <ŝ and a kn+ŝ = aŝ, then b j = a j for all 0 ≤ j < k n +ŝ, and so d(π
(ii) For all n large, k n is right-happy. In this case we will show that, for n large, the periodic point q ′ ofΛ whose kneading sequence (. . . , b
. . ) has period (a kn , a kn+1 , . . . , a k n+1 −1 ) (and so satisfies b m = a m (mod k n+1 −kn)+kn , for all m; notice that, sinceΛ is locally maximal and p ∈Λ, we have q ′ ∈Λ for n large) has Markov value smaller than t 0 , a contradiction. In order to do this, notice that if r k > 2m 2 (k − k n ) for some k which is cool and satisfies
2 (k n+1 − k) for some k which is cool and satisfies and k n ≤ k < k n+1 , then we get a contradiction by the previous Claim. Otherwise, ex-cept perhaps for the terms whose indices are multiple of k n+1 − k n , any term equal to a 0 in the periodic sequence with period (a kn , a kn+1 , . . . , a k n+1 −1 ) has a neighbourhood in this periodic sequence which coincides with the extended cell of a corresponding element of the original sequence (. . . , a −1 , a 0 , a 1 , . . . ), and so the Markov value of the point corresponding to this periodic sequence is smaller than t 0 . For the terms whose indices are multiple of k n+1 − k n (which correspond to the point q ′ ), ifr is the positive integer such that a k n+1 −j = a −j for 0 ≤ j <r and a k n+1 −r = a −r , then b j = a k n+1 +j for all − min{r, k n+1 − k n + r kn } < j ≤ 0 and b j = a kn+j for 0 ≤ j ≤s kn (notice that b j = a j for 0 ≤ j < s kn , but b s kn = a s kn ), and so, by the definition of
). Now we concluded that p and θ = (. . . , a −2 , a −1 , a 0 , a 1 , a 2 , . . . ) are periodic. Let α = (a 0 , a 1 , . . . , a s−1 ) be a minimal period of θ. If f / ∈ X then, for each positive integer n, there is a point q n ∈ Λ which does not belong to the orbit of p such that sup r∈Z f (ϕ r (q n )) ≤ f (p) + 1/n. Given a kneading sequence (. . . , c −2 , c −1 , c 0 , c 1 , c 2 , . . . ) of some point of Λ, we say that k ∈ Z is a regular position of it if there is an integer j such that c k+i = a j+i (mod s) for 1−s ≤ i ≤ 1, and that k is a strange position otherwise. Since q n does not belong to the orbit of p, there is k n ∈ Z which is a strange position of the kneading sequence of q n . Let q n := ϕ kn (q n ). Then 0 is a strange position of its kneading sequence. Take a subsequence of (q n ) converging to a pointq ∈ Λ. Then 0 is a strange position of the kneading sequence of q (and thusq does belong to the orbit of p) and sup r∈Z f (ϕ r (q)) ≤ f (p). This implies (since f is injective inΛ and f (p) is the smallest element of L(f, Λ)) that f (ϕ r (q)) < f (p), ∀r ∈ Z and lim sup r→+∞ f (ϕ r (q)) = lim sup r→−∞ f (ϕ r (q)) = f (p). Letθ = (. . . , b −2 , b −1 , b 0 , b 1 , b 2 , . . . ) be the kneading sequence ofq, and let m and m 0 be as in the Claim. We should have factors ofθ with (arbitrarily large) positive indices equal to α 2m , and, analogously, we should have factors ofθ with negative indices equal to α 2m . This implies that there is a factor ofθ of the form α 2m βα 2m , where β is a finite sequence which is not of the form α r for any positive integer r, and which me may assume not to contain any factor of the form α 2m (otherwise we find a smaller factor with these properties). We claim that if z ∈ Λ is a point whose kneading sequence is periodic with period α 2m β then f (ϕ r (z)) < f (p), ∀r ∈ Z, and so, since z is periodic, sup r∈Z f (ϕ r (z)) < f (p), a contradiction. In order to do this, we use an argument somewhat analogous to the proof of the Claim: let j such that (b j , b j+1 , . . . , b j+M ) = α 2m βα 2m , where M = 4ms + b − 1, with b = |β|. Since f (ϕ j+(2m−m 0 )s−i (q)) < f (p) for 1 ≤ i ≤ 2s and f (ϕ j+(2m+m 0 )s+b+i (q)) < f (p) for 1 ≤ i ≤ 2s, we have that f (π u (α j βα)) < f (p) (so the suffix β helps diminishing the value of f ) and f (π s ((α t ) j β t α t )) < f (p) for every j ≥ 0 (so the prefix β helps diminishing the value of f ). So, for the positions corresponding to a 0 in α 2m , we use the fact that β helps diminishing the value of f both as a suffix and as a prefix in order to show that the corresponding values of f are smaller than f (p). For the other positions, including the positions inside β, we use the extended cell argument in order to show that the corresponding values of f are also smaller than f (p). This concludes the proof.
