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をある空間へマッピングする手法が存在する．前述の手法は Co-training や Self-training がある．























 Planetoid は半教師あり深層学習手法として 2016 年に提案されたものである．この手法では，
訓練データとラベルなしデータの集合と用例文間の関係を表すグラフを入力し入力データから学
習と推論を行う(Zhilin，William and Ruslan 2016)． 



































間で共通する単語の数の比率を求める．一文に含まれる単語ベクトルの集合 A と B が与えられた
場合，一致する要素の比率 Jを表す．  
J(A,B)=|A∩B|/|A∪B|,  (0 ≤ J(A,B) ≤ 1) 
 




















度の最も高いジャンルと SVM の精度比較実験を行う． 
 
４.１ 実験データ 
本研究における対象単語は，Semeval2010 日本語 WSD タスクデータである対象単語の 50






















語義なし用例文を追加した場合に対する実験結果を表 1 に示す．表 1 の結果を見ると，各
ジャンルの精度では PM の語義曖昧性解消精度が最も高くなったが，BCCWJ 全ての文書追
加の結果より低くなった．また，PB や OC は追加可能な用例文の数が OW や PM よりも多
かったにも関わらず，語義曖昧性解消の精度が低くなった． 
 











 表 2：PM と SVM の語義曖昧性解消精度 
対象単語 PM SVM 対象単語 PM SVM 
117  相手  80% 84% 34522  強い  94% 92% 
166  会う 90% 88% 34626  手  78% 78% 
545  上げる  60% 60% 35478  出る 60% 56% 
755  与える  70% 70% 35881  電話  80% 80% 
1889  生きる  94% 94% 37713  取る  28% 28% 
2843  意味  46% 48% 40289  乗る  70% 72% 
2998  入れる 72% 76% 40333  場合  86% 88% 
5167  大きい  98% 94% 40699  入る 66% 66% 
5541  教える  40% 52% 41135  はじめ  96% 96% 
8783  可能  62% 48% 41138  始める 90% 88% 
9590  考える 98% 98% 41150  場所  96% 94% 
9667  関係  96% 96% 41912  早い 70% 70% 
10703  技術  84% 82% 43494  一  94% 92% 
14411  経済  98% 98% 44126  開く  84% 84% 
15615  現場  74% 74% 46086  文化  98% 98% 
17877  子供  68% 64% 47634  他  100% 100% 
20676  時間  82% 82% 48488  前  84% 76% 
21128  市場  58% 60% 49355  見える  70% 70% 
22293  社会  86% 84% 49812  認める 76% 76% 
24646  情報  82% 82% 50038  見る 82% 72% 
26839  進める 62% 92% 51332  持つ  86% 86% 
27236  する 66% 78% 51409  求める  70% 64% 
31166  高い 86% 86% 51421  もの  88% 88% 
31472  出す  42% 36% 52310  やる  96% 96% 
31640  立つ  56% 58% 52935  良い 52% 46% 
  
 50単語の平均精度 76.88% 76.8% 
 
 次にジャンル別で最も語義曖昧性解消精度の高かった PM の詳細結果と訓練データとテ
ストデータのみを使用した SVM の詳細結果を表 2 に示す．表 2 の結果を見ると，PM の 50
単語の平均精度がSVMより高くなっている．SVMより精度が高くなった単語は16個あり，
中でも「可能」と「見る」は 10％以上精度が向上している．SVM より精度が下がってしま
った単語は 10 個あり，中でも「進める」，「する」や「教える」は 10％以上精度が下がった． 
 
６．考察  
 実験結果より，各ジャンルの精度比較では PM が最も高い精度を出したが，BCCWJ 全
ての文書追加した結果より低くなったため，ジャンルを限定して語義なし用例文を追加し





がないと考えられる．また，表 2 の実験結果から PM の 50 単語の平均精度が SVM より高
くなっているため，PM を使用した半教師あり語義曖昧性解消は学習データ不足の改善に有
効であると考えられる． 
 PM の次に精度の高かった OW は偏った内容であることから，訓練データやテストデー
タと近い文が少なくなったと考えられる．そのため，OW の用例文を追加した場合は語義
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