This paper is devoted to a study of local linear independence of refinable vectors of functions. A vector of functions φ = (φ 1 , . . . , φ r )
Clearly, if none of φ 1 , . . . , φ r is identically zero, local linear independence implies global linear independence.
The concept of local linear independence plays an important role in spline interpolation. In [25] , Schoenberg observed that the shifts of a cardinal B-spline are locally linearly independent. In [1] de Boor and Höllig considered box splines on the mesh generated by the three directions e 1 , e 2 , and e 1 + e 2 , where e 1 and e 2 are the two coordinate unit vectors on IR 2 . They proved that the shifts of such a box spline are locally linearly independent.
In general, Jia [13] , and Dahmen and Micchelli [3] showed that global linear independence and local linear independence are equivalent for a box spline. Moreover, the shifts of a box spline are globally linearly independent if and only if all bases in its defining set of vectors have determinant ±1.
The concept of local linear independence is also important to wavelet analysis. Local linear independence was used as a basic tool in the study of wavelet approximation by DeVore, Jawerth, and Popov in [7] , and by Jia in [14] . In order to construct wavelets on the interval, Meyer [22] and Lemarié [21] investigated linear independence of the shifts of a refinable function over the unit interval [0, 1] .
Let φ be a compactly supported function in L 2 (IR), the space of square integrable functions on IR. We say that φ is refinable if it satisfies the following refinement equation:
where each a(k) is a complex number and a(k) = 0 except for finitely many k. The sequence a = (a(k)) k∈Z Z is called the refinement mask. It is well known that most wavelets are generated from refinable functions.
The global linear independence of refinable functions is closely related to the concepts of stability and orthonormality. They are well understood in wavelet analysis. In [2] , Cohen gave a characterization of orthonormality of univariate refinable functions in terms of the mask. By using the transfer operator associated with the mask, Lawton [19] provided another characterization of orthonormality. Lawton's method was extended to characterize the stability and orthonormality of multivariate refinable functions in [20] , and of refinable vectors of functions in [26] . Another approach for the stability and global linear independence was presented by Jia and Wang [17] . The advantage of this approach can be seen from its nice application to self-similar tilings [29] . This approach has been extended to multivariate refinable functions in [11] and [12] .
Compared with the well-developed situation of global linear independence, little is known on local linear independence of refinable functions. Suppose the shifts of φ form an orthonormal system. Under this condition, Meyer [22] showed that the shifts of φ are linearly independent over the interval [0, 1] . His result was extended by Lemarié [21] [6] . Consider the refinement equation
There exists a unique solution φ to this refinement equation such thatφ(0) = 1. Then φ is continuous and supported on [0, 2] . It was shown in [6] that φ| [0, 1] is the Cantor-Lebesgue function on [0, 1] and φ(x) = φ(2 − x) for 1 ≤ x ≤ 2. In particular,
Therefore, the shifts of φ are locally linearly dependent. However, the shifts of φ are globally linearly independent. This can be proved directly by using the definition of global linear independence. Concerning refinable functions with dilation factor N ≥ 3, we refer the reader to Zhou [29] and Ron [24] for global linear independence, and to Wang [28] for local linear independence.
In this paper we are mainly interested in refinable vectors of multivariate functions. 
where each a(α) is an r × r complex matrix and a(α) = 0 except for finitely many α.
In general, global linear independence and local linear independence are not equivalent for refinable vectors of functions. The following is such an example. Let φ 1 be the function given by φ 1 (x) := max{1 − |1 − x|, 0}, x ∈ IR, and let φ 2 be the function given by
T satisfies the following refinement equation: Since φ 1 (x) = φ 2 (x) for 0 < x < 1/2, the shifts of φ 1 and φ 2 are not locally linearly independent. But the shifts of φ 1 and φ 2 are globally linearly independent. This can be proved directly by using the definition of global linear independence. In Section 4, we shall
give an example to show that even orthogonality does not imply local linear independence in the vector case.
Global linear independence and local linear independence are not equivalent for multivariate refinable functions even in the scalar case (r = 1). This will be seen from an example in Section 4.
The purpose of this paper is to investigate the local linear independence of refinable vectors of multivariate functions. In Section 2 we give a necessary and sufficient condition for the shifts of φ 1 , . . . , φ r to be locally linearly independent over the unit cube (0, 1) s . In This study is significant for construction of wavelets on the interval (see [22] ). In our study we shall employ the ideas in the work of Micchelli [23] , Hardin and Hogan [10] , and Hogan and Jia [12] .
We assume that the mask a is supported on [0, N ] s , where N is a positive integer.
In other words,
Thus, for each x, Φ(x) ∈ C rN s ×1 is an K × 1 block matrix. We may also fix an order for the set K.
By E we denote the set {0, 1} s of all vertices of the unit cube [0, 1] s . For ε ∈ E, let A ε be the block matrix given by
By using the refinement equation (1.1), we can easily verify that
In particular, Φ(0) = A 0 Φ(0) and Φ(e/2) = A e Φ(0), where e denotes (1, · · · , 1) ∈ IR s .
Moreover, for ε 1 , ε 2 , . . . , ε n ∈ E, we have
When n = 0, A ε 1 A ε 2 · · · A ε n is understood to be the identity matrix of the size rN s .
Henceforward we let V be the minimal common invariant subspace of {A ε : ε ∈ E} generated by Φ(e/2).
such that the columns of M form a basis for V .
Lemma 2.1. Let ε 1 , . . . , ε n be in E, and let c = c α1 , . . . , c αr α∈K
if and only if
for all x in the cube
Consequently, φ j (x + α) = 0 for all x ∈ I if and only if row j of block α of the block matrix
In particular, φ j is identically zero if and only if row j of block α of the block matrix M is zero for every α ∈ K.
Proof. For x ∈ [0, 1) s , we have
c αj φ j (x + α).
, where
. . , η m belong to E. Note that V is the minimal common invariant subspace of {A ε :
ε ∈ E} generated by Φ(e/2). We have
If (2.1) is valid, then cΦ(x) = 0, and hence
But the set
is dense in the cube I. Therefore, (2.2) holds true for all x ∈ I, since φ is continuous.
Conversely, suppose (2.2) is valid for all x ∈ I. Then cΦ(x) = 0 for all x ∈ I. In particular, cΦ(x) = 0 for
are from E. Consequently,
In other words, (2.1) is true.
In particular, for a fixed pair (α, j), if we choose c to be the 1 × rN s vector such that c αj = 1 and its other components are 0, then cA ε 1 · · · A ε n M = 0 is equivalent to saying that row j of block α of the block matrix
By what has been proved, this happens if and only if φ j (· + α) vanishes on I.
Finally, the last statement of the theorem is verified by choosing I to be the cube
The following theorem gives a necessary and sufficient condition for the shifts of φ 1 , . . . , φ r to be linearly independent over the unit cube (0, 1) s . of {1, . . . , d} such that
Theorem 3.1. The shifts of φ 1 , . . . , φ r are locally linearly independent if and only if, for all n with 0 ≤ n ≤ 2 d and all ε 1 , . . . , ε n ∈ {0, 1} s , the nonzero rows of the matrix
Proof. Let us first establish the necessity part of the theorem. Suppose there exist ε 1 , . . . , ε n ∈ {0, 1} s such that the nonzero rows of the matrix A ε n · · · A ε 1 M are linearly dependent. Let
Note 
where each J ε m ,...,ε 1 is a subset of {1, . . . , d}. The total number of distinct subsets of {1, . . . , d} is 2 d . But n > 2 d . So there exist s and t with 0 ≤ s < t ≤ n − 1 such that J ε s ,...,ε 1 = J ε t ,...,ε 1 . Consequently,
It follows that
Note that the length of (ε n , . . . , ε t+1 , ε s , . . . , ε 1 ) is less than n. By the induction hypothesis, there exists a subset J of {1, . . . , d} such that The steps are repeated until either the shifts of φ 1 , . . . , φ r are shown to be locally linearly dependent or until all exterior matrices are inactive. In the latter case the condition of Theorem 3.1 is satisfied and so the shifts of φ 1 , . . . , φ r are locally linearly independent. Now any two interior matrices correspond to distinct elements of F. Since the elements of F are subsets of {i 1 , . . . , i δ }, the number of interior matrices is at most 2 δ . Since a new interior matrix is added at each step, the procedure must terminate. Note that after each step the number of exterior matrices is one more than the number of interior matrices.
So after the final step the number of external matrices is at most 2 δ + 1. Thus the total number of matrices which are calculated is at most 2 δ+s + 1 ≤ 2 d+s + 1.
The following theorem gives useful sufficient conditions for the local linear independence of φ 1 , . . . , φ r . It corresponds to the case of above procedure when all exterior matrices are inactive after only two steps, i.e., we need calculate only M and A ε M for ε ∈ E. (b) A ε | V is invertible for every ε ∈ E.
Proof. In light of condition (a), the number of nonzero rows of M is dim(V ). Hence, the number of zero rows of M is d − dim(V ). Suppose n ≥ 1 and ε 1 , . . . , ε n are from E.
Since V is invariant under every A ε , the number of zero rows of
Consequently, the number of nonzero rows of A ε n · · · A ε 1 M is at most dim(V ).
On the other hand, by condition (b) we have rank (A ε n · · · A ε 1 M ) = dim(V ). Therefore, the nonzero rows of A ε n · · · A ε 1 M are linearly independent. By Theorem 3.1 we conclude that the shifts of φ 1 , . . . , φ r are locally linearly independent.
In order to apply our general theory to concrete problems, we have to find Φ(0). Since factor. In particular, this is the case when φ is continuous and the shifts of φ 1 , · · · , φ r are globally linearly independent (see [15] ). We know that local linear independence implies global linear independence provided none of φ 1 , . . . , φ r is identically zero. But the latter can be easily checked by using the last statement of Lemma 2.1. So, without loss of any generality, we always assume that no φ j is identically zero. §4. Examples
In this section we use the results of the previous section to check local linear independence for several examples. The first example is taken from the paper [8] of Donovan, Geronimo, Hardin, and Massopust, and the second one is taken from the paper [16] of Jia, Riemenschneider, and Zhou. In the third and fourth examples we examine local linear independence for some classes of refinable spline functions. In the fifth example, we show that orthogonality does not imply local linear independence in the vector case. Finally, we present a bivariate example where the continuous refinable function is globally linearly independent, but locally linearly dependent.
Example 4.1. Consider the following vector refinement equation:
where
and h 1 , h 2 , h 3 , h 4 are given by
Suppose the parameter t satisfies |t| < 1. Under this condition, it was shown in [8] that the refinement equation (4.1) has a unique continuous solution φ = (φ 1 , φ 2 ) T such that
We claim that the shifts of φ 1 and φ 2 are locally linearly independent if and only if t = 0.
Let A 0 and A 1 be the 6 × 6 matrices given by
We have Φ(0) = (0, 0, 0, 1, 0, 0) T and Φ(1/2) = A 1 Φ(0) = (1, h 3 , 0, h 3 , 0, 0) T . Let V be the common invariant subspace of A 0 and A 1 generated by Φ(1/2). Then V = span {e 1 , e 2 , e 4 }.
Let M be the matrix [e 1 e 2 e 4 ]. With respect to the basis {e 1 , e 2 , e 4 } of V , A 0 | V and A 1 | V have the following matrix representations:
We have 
and s, t, λ are real numbers. Suppose λ = 1/4 + 2st, st = 0, and −3/4 < st < 1/4. Under these conditions, it was shown in [16] that the refinement equation (4.2) has a unique
Then the shifts of φ 1 and φ 2 are locally linearly independent if and only if st = −1/4.
Proof. We have Proof. We observe that φ spans S in the sense that any element of S is a finite linear combination of integer shifts of φ 1 and φ 2 . Now suppose that ψ = (ψ 1 , ψ 2 ) T is any pair of functions which spans S. Since ψ(·/2) lies in S, ψ(·/2) is a finite linear combination of shifts of ψ 1 and ψ 2 , and it follows that ψ is a refinable vector of functions. Take any
Since ψ spans S, there must be two functions of form ψ j (· − k), j = 1, 2, k ∈ Z Z, whose restrictions to I are linearly independent. If the shifts of ψ 1 and ψ 2 are locally linearly independent, then there are at most two functions of the above form whose supports contain I. Thus the shifts of ψ 1 and ψ 2 are locally linearly independent if and only if for each such interval I there are exactly two functions of the above form whose supports contain I. This is equivalent to |supp
where |S| denotes the measure of a set S ⊂ IR.
For φ = (φ 1 , φ 2 ) T as in Section 1, |supp φ 1 | + |supp φ 2 | = 3 and so the shifts of φ 1 and φ 2 are not locally linearly independent, as already seen. If we take ψ = (ψ 1 , ψ 2 ) T ,
, then clearly ψ spans S and, since |supp ψ 1 | = |supp ψ 2 | = 1, the shifts of ψ 1 and ψ 2 are locally linearly independent.
Example 4.4. Define φ = (φ 1 , φ 2 , φ 3 ) T as follows:
Let S be the space consisting of all continuous linear spline functions f with knots at Z Z/4, having compact support, and such that the jumps of its derivative f at j − 1/4 and j + 1/4
are equal for each j ∈ Z Z. Then φ spans S in the sense defined above. We claim that the shifts of φ 1 , φ 2 , and φ 3 are locally linearly dependent. Moreover, S has no locally linearly independent generators. Proof. By the definition of φ 1 and φ 2 we see that the vector φ = (φ 1 , φ 2 ) T is refinable.
It is well known that φ 2 is an orthogonal wavelet. In other words, the shifts of φ 1 and φ 2 are orthonormal (see, e.g., [5] ). But, by (4.3) and (4.4), we have φ 1 (x) = b(0)φ 1 (2x) and φ 2 (x) = b(2N − 1) φ 1 (2x) for 0 < x < 1/2.
Therefore, the shifts of φ 1 and φ 2 are linearly dependent over (0, 1/2). Observe that the mask a satisfies the basic sum rule:
α∈Z Z 2 a(ε + 2α) = 1, ∀ε ∈ E.
