Abstract. In this work the problem of temporal video lecture fragmentation in meaningful parts is addressed. The visual content of lecture video can not be effectively used for this task due to its extremely homogeneous content. A new method for lecture video fragmentation in which only automatically generated speech transcripts of a video are exploited, is proposed. Contrary to previously proposed works that employ visual, audio and textual features and use time-consuming supervised methods which require annotated training data, we present a method that analyses the transcripts' text with the help of word embeddings that are generated from pre-trained state-of-the-art neural networks. Furthermore, we address a major problem of video lecture fragmentation research, which is the lack of large-scale datasets for evaluation, by presenting a new artificially-generated dataset of synthetic video lecture transcripts that we make publicly available. Experimental comparisons document the merit of the proposed approach.
Introduction
As multimedia based e-learning systems and online video-lecture databases grow rapidly, accessing and searching lecture video content becomes an important and challenging task. A key challenge is enabling fine-grained access to the lectures, i.e. accessing the video fragments that satisfy the needs of the user, rather than entire lectures. This brings up the problem of lecture video fragmentation, i.e. how to segment video lectures in logical and meaningful parts in order to enable easy access. Video lecture fragmentation differs from the classic video segmentation approaches, since in lecture videos the changes in visual content are usually scarce and are not necessarily associated with semantic transitions in the videos.
A typical lecture video includes a speaker in front of a blackboard or a projector display, in which presentation slides are projected while the speaker comments on them. In most cases the camera is static and focuses only on the speaker and possibly also the slides. Camera movements are scarce and mainly smooth. In most cases the only noteworthy visual changes are the slide transitions. As a general observation, the main subject of a lecture video may often be relatively broad (e.g. "Neural Networks", "Information Retrieval" etc.), but during the lecture a lot of different sub-topics are usually analyzed. It is vital to find an efficient and fast way to fragment lecture videos in parts, in a way that each part corresponds to a different sub-topic that can be indexed and searched efficiently. Figure 1 illustrates an example of a typical lecture video. The visual content is quite unchanged during the entire video and cannot be associated with the subtopics that are analyzed in this video. The corresponding slides, if available, could provide hints about the sub-topics; but, in many cases slides are not provided or are not used at all in a lecture. In contrast, speech transcripts can always be easily generated from an ASR system and they contain the key information for lecture video fragmentation, due to the detailed information that they convey. The majority of state-of-the-art methods in video lecture fragmentation, e.g. [4] [14] , utilize various video modalities, i.e. visual, audio, SRTs and information based on the presentation slides. However, previous research [10] [14] on lecture video fragmentation has shown that the performance of fragmentation methods that use the textual information extracted from lecture videos exceeds the corresponding performance of visual-based methods, when annotated lecture videos that could be used for training a supervised classifier are absent. In most cases, the visual part of a video segment is not associated with the semantic content that this segment deals with. For example, in the illustrated segments of Figure  1 , it is impossible to determine subject transitions from the frame changes, while the information from transcripts and video slides could be used for video fragmentation. This is the reason why many previous works as well as the proposed approach exploit the spoken content of lecture video.
The major challenges in video lecture fragmentation are i) the consistency of the visual content (in most cases a static video scene with a speaker in front of a blackboard or a projector screen), which makes almost impossible to use the visual content for quality video fragmentation [14] , ii) the lack of a proper evaluation dataset, due to manual annotation being time consuming, and the exact location of the fragment boundaries being often a matter of subjective assessment.
In this work a new video lecture fragmentation method, using only textual information of a video lecture derived from its transcripts, is proposed. State-of-the-art techniques from the ad-hoc video search and text analysis fields are utilized. Furthermore, neural networks with pre-trained word embeddings are utilized for textual representation. Our method is cost-effective, since it is only based on textual information. Furthermore, a large synthetically-generated dataset of video lectures, created by following an approach inspired from the document segmentation domain, is utilized for performance evaluation. The dataset is specifically designed for the temporal video lecture fragmentation problem and is made publicly available. The key contributions of the proposed work are:
-Inspired from state-of-the-art works on ad-hoc video search, new approaches to text analysis for cue extraction are examined. -Word embeddings instead of traditional bag-of-words approaches are utilized. Taking into consideration the previous literature, this is the first work that exploits word embeddings on the lecture video fragmentation problem. -A large-scale dataset of artificially-generated lectures, which is made available online, is created, and used for experimentation.
Related Work
Several works have been proposed in previous years dealing with lecture video related issues, such as lecture video indexing, retrieval, recommendation and segmentation. In [11] an automated lecture video indexing system is proposed. Boosted deep convolution neural networks are used to correlate lecture slide images with candidate video frames. In [18] slide-based video segmentation combined with OCR and ASR analysis are used for lecture video indexing and video search. Multi-modal language models are proposed in [5] for lecture video retrieval. The co-occurrence of words in the spoken content and the video slides are modeled by latent variable models for efficient multi-modal lecture video retrieval. Recommendation systems for educational videos have also been proposed. In [1] the Videopedia system is designed to recommend educational videos using topic extraction from video transcripts as well as from video metadata. In earlier years a few approaches attempted to address the problem of temporal lecture video fragmentation. Those were based on audio-visual features combined with linguistic analysis methods [13] . [10] address the problem by exploiting textual features. The performance of different types of natural language processing methods are evaluated and their performance is compared. More recently, in [15] a method based on visual and textual analysis is presented. Lecture videos with known fragment boundaries are utilized in order to train SVMs using color histograms of video frames. Moreover, textual cues from the presentation slides and video transcripts are extracted. However, this approach in order to train SVMs requires already annotated (with ground-truth fragmentation information) lecture videos, which are scarce. In [4] a solution which segments lecture video by analyzing its supplementary synchronized slides using an OCR system is presented. Similarly, [17] uses slide transition recognition, text localization and OCR techniques in order to determine fragment boundaries. In [2] a supervised method using visual features along with transcripts is proposed. The authors of [2] trained SVMs in order to find events on a lecture video, e.g. "speaker writing on the blackboard" or "slide presentation". Fragment boundaries were derived from these events. In [14] a method which utilizes Wikipedia articles is presented. Transcript blocks and Wikipedia text are matched w.r.t the topics that a lecture video examines. Additionally, similar to [15] color histograms of the visual content are used for training SVMs.
As the majority of the proposed methods for lecture video segmentation exploits textual information that is extracted from some modality (audio or visual), either exclusively or in combination with visual information, the text-based part of the task could also be approached as a text segmentation problem. Text segmentation is the problem of dividing documents in such way that each part is a self-contained piece of text dealing with a different sub-topic. In [7] GRAPHSEG is presented. This is an unsupervised graph based text segmentation method that exploits word embeddings and the semantic relatedness of text parts to construct a semantic relatedness graph, where each node represents a sentence and each edge is the semantic relatedness between two nodes. Then the maximal cliques of the graph determine the text segments. In contrast to previous text segmentation works, in [9] the task is addressed as a supervised learning problem. Using a large labeled dataset from Wikipedia corpus, an hierarchy model of two LSTN based sub-networks is trained. The first network calculates the text representation, while the second network estimates the segmentation boundaries.
The majority of previous works on lecture video fragmentation require the use of either supplementary materials of the lecture videos (e.g. sideshows), or annotated datasets for supervised training. Furthermore, the evaluation is performed in small datasets whose size ranges from 3 to 20 manually-annotated lecture videos. The method proposed in this work overcomes these problems by exploiting only one audio modality of the lecture video, and requiring no lecture-specific training data. Moreover, the introduction of a large-scale generated lecture video dataset enables the reliable evaluation of the proposed method and its comparison with previous approaches.
Proposed Method
We propose a lecture fragmentation method that relies on the transcripts (SRT files) of a video lecture. Video transcripts can be easily generated by any off-theshelve automatic speech recognition system (ASR); research on speech recognition is not the subject of this work, and therefore will not be further examined. Figure 2 illustrates the pipeline of the proposed method. A transcript is a sequence of text parts, each one being followed by the start and end time of the corresponding spoken content in the video's audio track. To briefly explain our pipeline, the textual information derived from a transcript is utilized to extract meaningful textual cues, which are phrases or terms that the original text contains. These cues are characteristic of the original text; they capture very concisely the essence and the meaning of that text. The transcript text is used as input to our method, which outputs a set of time boundaries of the video fragments. Transcript textual parts are processed in order to extract meaningful textual cues. Two different methods for cue extraction are examined. The first method is a state-of-the-art work [14] in video lecture segmentation that uses Noun Phrases as cues. The second one is based on the textual analysis and textual decomposition component of an ad-hoc video search system [12] . Then, these cues are vectorized in a way that each textual part is represented as a single vector. Again, two different approaches are examined for transforming the extracted cues in a vector space. Finally, to fragment each lecture video, a sliding-window-based method is used in order to detect time boundaries. These boundaries define the final set of temporal video fragments.
Text processing and cue extraction
Standard Natural Language Processing (NLP) techniques are used in order to process the SRTs text. Text cleaning methods, such as stop-word removal, punctuation and tag cleaning are applied, followed by text lowercase conversion, in order to reduce vocabulary size. Consequently, the Stanford POS tagger [16] is used for part of speech tag extraction and the Stanford Named Entity Recognizer (NER) [6] for named entity extraction (e.g. names, organizations etc).
These tags are used to find cue phases and words that can encapsulate the information of a text part. Two different approaches are examined to this end. The first approach is the method of [14] , based on which Noun Phrases (NP) are extracted from the available text. A "noun phrase" is basically a noun, plus all the words that surround and modify the noun, such as adjectives, relative clauses and prepositional phrases. The motivation behind choosing to examine this method is that in [10] the performance of several different textual features was examined, and it was shown that NP performance is better than that of other textual feature extraction methods. The second approach we examine is inspired from the query analysis and decomposition method of an ad-hoc video search (AVS) system [12] . Specifically, in [12] task-specific NLP rules are used in order to extract textual cues from a text part. For example, "Noun-Verb-Noun" sequences are searched for in the text. Such a triad can encapsulate more information than one word by itself. Both the obove approaches produce a set of words or phrases C = [c 1 , c 2 , . . . , c t ], where t is the number of extracted cues in a textual part, which characterizes this particular part.
Cue representation
To represent the extracted cues in a vector space, two different representations are adopted.
First, a Bag-of-words approach with an N-gram language model, which uses the extracted cues as sequences of the model. For a specific part of text, the tf-idf weighting of the cues C extracted form this part of text is calculated, to produce a vector
, where d is the total number of distinct cues in the whole transcript, i.e. the dictionary of the language model.
As a cue representation alternative, Word2Vec is utilized, a state-of-the-art neural-network-based word embedding method that transforms words into a semantic vector space. Word2Vec represents every word w i of a phrase or other piece of text as a continuous vector V wi word2vec = [v 1 , v 2 , . . . , v n ] in a low dimensional space R n , which captures lexical and semantic properties of words. As global representation of a text part, V C word2vec , the average word vector approach is followed, which averages the vectors of each word of each cue that has been extracted from this text part.
Each one of the aforementioned approaches results in a vector that represents a specific part of text, making the comparison of text parts easy.
Video fragmentation
To find meaningful fragments in a video transcript we follow a method similar to TextTiling [8] , as it was described in [14] , using textual sliding windows and measuring the similarity of neighbor windows.
A sliding window (W i ) of N words moves across the entire text of a transcript with a certain step of N/6 words. On each step the similarity between two neighboring windows (W i , W i+1 ) is calculated. For each sliding window we follow the cue extraction process which is described above and each window is represented as a set of cues, C i and C i+1 respectively. For each window a vector V C is calculated using one of the two approaches described in the cue representation subsection above. Finally, the cosine similarity is utilized to calculate the similarity between two neighbor windows.
Following the similarity calculation between adjacent windows across the entire transcript, an one-dimensional signal y = f (x), where x represents time and the y represents two neighboring windows similarity score, is produced. Subsequently, the valleys and peaks (local minima and maxima) of the signal are detected. The deepest valleys are assigned as candidates for segment boundaries. The depth of a valley is calculated based on the distances from the peaks on both sides of the valley. Let val be the value of the signal in a local minimum, peak 1 the value of the signal in the closest peak on the left and peak 2 the value in the closest peak on the right. The depth of a valley depth val is calculated as: depth val = (peak 1 − val) + (peak 2 − val). depth val indicates how big the change in this particular time interval is. We make the assumption that when depth val is high, the semantic content of the windows on the two sides of the local minimum is highly dissimilar and therefore this time point is assigned as a fragment boundary.
Then, a fixed number of k valleys with the largest depth val can be selected as the boundaries of the fragments. As an alternative, valleys with depth val larger than a threshold,
where µ is the mean of the signal's values in all local minima, σ is the standard deviation and m a multiplier, are selected as the actual fragment boundaries. In Figure 3 a sample of the fragmentation procedure results are presented. The curve represents the similarity between two neighboring windows, while the dots indicate the selected valleys with the largest depth value, which are the extracted fragment boundaries.
Experimental Results

Dataset
An important problem in the development and evaluation of video lecture fragmentation methods is the lack of annotated datasets, due to the difficultly and the time-consuming nature of manual annotation. Moreover, constructing such datasets is a difficult task due to the subjectiveness of defining fragment boundaries. In most of the cases it is not clear where exactly a fragment boundary exists, even to lecturer. Thus, in a 1-2 hour lecture, where the transcripts of free continuous speech of a speaker are available, the fragmentation results will be quite arbitrary even if coming from a human expert.
To overcome this problem, we choose to follow an approach well-known in the document segmentation field. Following [3] , in which document fragments of various lengths were concatenated and formed new documents, we have created a new dataset 1 of artificially-generated lectures. We used 1498 transcript files from the world's biggest academic online video repository, the VideoLectures.NET. These transcripts correspond to lectures from various fields of science, such as Computer science, Mathematics, Medicine, Politics etc. We split all transcripts in random fragments, the duration of which ranges between 4 and 8 minutes. A synthetic lecture is then created by combining exactly 20 randomly-selected parts. The first 300 such artificially-generated lectures were chosen for assembling our test dataset. Each such lecture file has a mean duration of about 120 minutes, and the overall dataset contains about 600 hours of artificially-generated lectures. Every pair of consecutive fragments in these lectures originally comes from different videos, consequently the point in time where such two fragments are joined is a known ground-truth fragment boundary. All these boundaries form the dataset's ground truth. We should stress that we do not generate the corresponding video files for the artificially-generated lectures (only the transcripts) and we do not use in any way the visual modality for finding the fragments.
Evaluation measures
To evaluate the performance of our video lecture fragmentation method, the Precision, Recall and F −Score measures were employed. In order to account for possible small differences between a ground truth fragment boundary F GT and a predicted one F P R , we assign a score to every (F GT , F P R ) q pair, (q = 1, . . . , Q), where Q is the total number of all pairs, which is calculated as follows:
0 otherwise 1 Large-scale video lecture dataset and ground truth fragmentation available at https: //github.com/bmezaris/lecture_video_fragmentation
In practice, this score introduces an error window to our calculations. We must mention that every F GT can be associated with just one F P R . Precision (P ) is defined as the fraction of the sum of all (F GT , F P R ) q pair scores over the number of the retrieved boundaries and Recall (R) is defined as the fraction of the sum of all (F GT , F P R ) q pair scores over the number of the ground-truth boundaries:
where L is the total number of predicted boundaries F P R , and O is the number of ground-truth boundaries F GT . The F-Score is calculated by the standard formula: F-Score = 2 · P · R/(P + R).
Results
In this subsection, our experimental results are presented. We evaluate the combination of the two cue extraction methods i) NP and ii) AVS, with the two different representations i) BoW and ii) Word2vec embeddings, as described in Section 3. First, we evaluate the performance of our method using a fixed number of 19 calculated fragment boundaries per video, which means we produce exactly 20 fragments for every artificially-generated video lecture. We also measure the performance of our system while the window size N changes.
We compare our methods with two competitive works. The first one is the transcript based lecture video fragmentation of [14] , which is actually identical to the BoW-NP combination of our experiments setup, with a fixed window size of 120 words. Moreover, we compare with the supervised text segmentation method of [9] . Table 1 reports the evaluation results of the three variations of the proposed method and the performance of [14] for a set of different window sizes, in Precision, Recall and F-Score. In Table 2 the proposed methods, using the best-performing window size from Table 1 , are compared with [14] and [9] . As shown in Table 2 , the best overall performance was achieved by the combination of the text analysis using Noun Phrases and Word2Vec representation. More specifically, from Tables 1 and 2 we conclude the following:
-Using the Word2Vec model consistently leads to better performance in terms of F-Score, regardless of the cue extraction method being used. -Sliding window size matters. In contrast to previous works [10] [14] , where a window was formed by a fixed number of 120 words, we show that performance can be significantly improved by varying the window size. When this is increased, the average number of the extracted cues that a window contains is also increased. Larger windows contain more semantically similar cues or multiple instances of the same cue, and are easier to distinguish from a neighboring window. However, there is an upper limit to the optimal window size, which possibly depends on the specifics of the lectures being fragmented (i.e., the size of the ground-truth fragments). -The NP cue extraction method consistently outperforms the AVS approach. -The proposed method outperforms both [14] and [9] . Compared to the supervised segmentation method [9] , our method is significantly better despite the fact that [9] is based on training data. However, the training corpus does not have similar structure with an annotated dataset consisting of lecture video transcripts, so we assume that the lack of a proper large-scale training dataset may be the reason for the non-competitive performance of [9] . Figure 4 illustrates how the fragmentation performance is affected when we vary the number of fragments that are being generated. For this, in contrast to previous experiments, where the extracted number of fragments was fixed, in these experiments the number of fragments depends on a threshold T hr (Eq. (1)). By varying the multiplier m in (1) we can generate a variable number of fragments. The F-Score and corresponding number of fragments as a function of m are shown in Fig. 4 , while the red x indicates the F-Score achieved in the corresponding Table 2 experiment with a fixed number of 20 fragments. We observe that the F-Score is relatively insensitive to small variations in the value of m and, correspondingly, in the number of fragments that are being generated.
Conclusions
In this work we proposed a new method to fragment lecture videos in meaningful parts. Our method takes advantage of the produced speech transcripts of a video, Table 2 : Experimental comparison of the three variations of the proposed approach, for the most appropriate window size (as shown in Table 1 ), with [14] and the supervised segmentation method of [9] .
BoW AVS Word2Vec NP Word2Vec AVS BoW AVS [14] Supervised segmentation [9] and analyzes them. We examined the performance of two different text analysis methods based on literature approaches in the video fragmentation and ad-hoc video search fields. A state-of-the-art word embedding was used for text representation, outperforming the classic N-gram approaches. Finally, we developed and provide online, a new large-scale dataset that consists of artificially-generated lectures and their corresponding ground truth fragmentation, which helps to overcome the lack of datasets for lecture video fragmentation evaluation.
