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UN NUOVO INTEGRALE PER
IL PROBLEMA DELLE PRIMITIVE
BENEDETTO BONGIORNO
A Francesco Guglielmino nel Suo 70mo compleanno
We introduce a new type of integral, which solves the problem of �ndingantiderivatives but which does not contain the improper integral.
1. Introduzione.
Il problema delle primitive e` stato risolto da A. Denjoy nel 1912 e, conmetodo diverso, da O. Perron nel 1914,mediante un integrale non assolutamenteconvergente, detto integrale di Denjoy-Perron.J. Kurzweil in [12] e R. Henstock in [9] hanno fornito una nuova soluzioneper il problema delle primitive, facendo uso di un integrale di tipo Riemann,equivalente allintegrale di Denjoy-Perron e noto come integrale di Henstock-Kurzweil.Nellintento di estendere lintegrale di Henstock-Kurzweil a Rn , onde ot-tenere una versione del teorema di Gauss-Green, piu` generale di quella consen-tita dallintegrale di Lebesgue, W.F. Pfeffer ha introdotto in [20] un integraleche, sulla retta reale, pur consentendo la soluzione del problema delle primi-tive, risulta strettamente compreso tra lintegrale di Lebesgue e lintegrale diDenjoy-Perron (vedi [1]).
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Il fatto che lintegrale di Denjoy-Perron sia grande per il problema delleprimitive pone la questione di cercare il piu` piccolo integrale che integra lederivate e che include lintegrale di Lebesgue. A.M. Bruckner, R.J. Fleissner eJ. Foran hanno dato in [4] una caratterizzazione descrittiva di tale integrale.Scopo di questa nota e` di migliorare il risultato di W.F. Pfeffer. Nel n. 3viene introdotto il C-integrale (di tipo Henstock-Kurzweil) che e` strettamentecompreso tra lintegrale di Lebesgue e lintegrale di Pfeffer e che consentela soluzione del problema delle primitive. E` interessante osservare che il C-integrale non comprende lintegrale improprio di Riemann, sebbene la funzione
F(x ) =

 x
2sen 1x 2 , 0 < x ≤ 10, x = 0,
che fornisce lesempio piu` noto di primitiva non ricostruibilemediante lintegra-le di Lebesgue, sia ricostruibile mediante lintegrale improprio e sebbene nonsolo lintegrale di Denjoy-Perron ma anche lintegrale di Pfeffer comprendanolintegrale improprio di Riemann.
2. Premesse.
Linsieme dei numeri reali e` denotato con R. Dato E ⊂ R, il diametro e lamisura secondo Lebesgue di E vengono denotati con d(E) e |E |, rispettivamen-te. Sia f una funzione reale de�nita su un intervallo [a, b] ⊂ R. Se I = [α, β] sipone f (I ) = f (β)− f (α). Dato un punto x ∈ [a, b] ed un intervallo I ⊂ [a, b]si pone
r(I, x ) = |I |d(I ∪ {x}) .
Una collezione di coppie intervallo-punto P = {(I1, x1), · · · , (Ip, xp)} e`detta partizione se gli intervalli I1, . . . , Ip sono a due a due con parte internadisgiunta. Data una partizione P = {(I1, x1), . . . , (Ip, xp)} si pone
c(P) =
p�
i=1
d(Ii ∪ {xi}).
Se p�
i=1
Ii = [a, b], allora si dice che P e` una partizione di [a, b].
Data una funzione f : [a, b] → R ed una partizione P = {(I1, x1), . . . ,(Ip, xp)} si pone
σ ( f, P) =
p�
i=1
f (xi ) |Ii |.
UN NUOVO INTEGRALE PER . . . 301
Dicesi gage ogni funzione positiva δ(x ) de�nita su [a, b]. Dati una costante
ε > 0, una gage δ ed una partizione P = {(I1, x1), · · · , (Ip, xp)} si dice che Pe`
1) δ-�ne se d(Ii ∪ {xi }) < δ(xi), per i = 1, 2, · · · , p;2) ε-regolare se r(Ii , xi ) > ε , per i = 1, 2, · · ·, p;3) 1/ε-controllata se c(P) < 1/ε;4) ancorata su E se xi ∈ E, per i = 1, 2, · · ·, p;5) di Perron se xi ∈ Ii , per i = 1, 2, · · ·, p.
Si noti che se P e` una partizione di Perron di un intervallo I allorac(P) = |I |.
De�nizione 1. Si dice che una funzione f : [a, b] → R e` integrabile secondoMcShane su [a, b] se esiste una costante (detta integrale di McShane di f su
[a, b] e denotata col simbolo (Mc) � ba f (x ) dx ) tale che: dato ε > 0 esiste unagage δ soddisfacente la condizione
�����
p�
i=1
f (xi)|Ii | − (Mc)
� b
a
f (x ) dx
����� < ε,
per ogni partizione {(I1, x1), . . . , (Ip, xp)} δ-�ne di [a, b].
Lintegrale di McShane e` equivalente allintegrale di Lebesgue (vedi [17],[18], [19]).
De�nizione 2. Si dice che una funzione f : [a, b] → R e` integrabile secondoHenstock-Kurzweil su [a, b] se esiste una costante (detta integrale di Henstock-
Kurzweil di f su [a, b] e denotata col simbolo (HK ) � ba f (x ) dx ) tale che: dato
ε > 0 esiste una gage δ soddisfacente la condizione
�����
p�
i=1
f (xi )|Ii | − (HK )
� b
a
f (x ) dx
����� < ε,
per ogni partizione {(I1, x1), . . . , (Ip, xp)} di [a, b] che sia δ-�ne e di Perron.
Lintegrale di Henstock-Kurzweil e` equivalente allintegrale di Denjoy-Perron (vedi [9], [10], [11]).
De�nizione 3. Si dice che una funzione f : [a, b] → R e` integrabile secondoPfeffer su [a, b] se esiste una costante (detta integrale di Pfeffer di f su [a, b]
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e denotata col simbolo (P f ) � ba f (x ) dx ) tale che: dato ε > 0 esiste una gage δsoddisfacente la condizione
�����
p�
i=1
f (xi )|Ii | − (P f )
� b
a
f (x ) dx
����� < ε,
per ogni partizione {(I1, x1), . . . , (Ip, xp)} δ-�ne e ε-regolare di [a, b].
3. Il C-integrale.
De�nizione 4. Data una funzione f : [a, b] → R, diciamo che f e` C-integrabile su [a, b] se esiste una costante (detta C-integrale di f su [a, b]
e denotata col simbolo (C) � ba f (x ) dx ) tale che: per ogni 0 < ε < 1b−a esisteuna gage δ soddisfacente la condizione
�����
p�
i=1
f (xi )|Ii | − (C)
� b
a
f (x ) dx
����� < ε,
per ogni partizione {(I1, x1), . . . , (Ip, xp)} δ-�ne e 1/ε-controllata di [a, b].
Segue direttamente dalle de�nizioni che ogni funzione integrabile secondo
McShane e` C-integrabile (con (Mc) � ba f (x ) dx = (C) � ba f (x ) dx ) e che ognifunzione C-integrabile e` integrabile secondo Pfeffer (con (C) � ba f (x ) dx =(P f ) � ba f (x ) dx ).Il seguente esempio mostra che
1) il C-integrale non coincide con lintegrale di Pfeffer,2) il C-integrale non comprende lintegrale improprio di Riemann.
Esempio. Sia
f (x ) =


(−2)n
n , se x ∈
� n2n , n+12n �, n ≥ 3
0, altrove.
Per ogni k ≥ 3, f e` integrabile secondo Riemann su [k/2k , 1], con
� 1
k/2k
f (x ) dx = k�
n=3
(−1)n 1n .
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Quindi f e` integrabile in senso improprio su [0, 1] e, tenuto conto delleProposizioni 2.8 e 3.5 di [1], e` integrabile secondo Pfeffer con
(P f )
� 1
0 f (x ) dx = limk→∞
� 1
k/2k f (x ) dx =
∞�
n=3
(−1)n 1n .
Ora mostriamo che ∞�
n=3
(−1)n 1n non e` il C-integrale di f su [0, 1]; pertanto f
non e` C-integrabile su [a, b]. A tal �ne, dato 0 < ε < 1 e data una genericagage δ , �ssiamo m e k tali che
(1) 2m + 122m < δ(0),
(2) m+k�
n=m
2n + 1
22n +
2(m + k)
22(m+k) <
1
ε
− 1,
(3) m+k�
n=m
1
n > 4ε e
������
�
n>2(m+k)
(−1)n 1n
������ < ε.
Utilizzando il Lemma di Cousin (vedi [21], Prop. 1.2.4), determiniamo unapartizione Q∗ , di Perron e δ-�ne, di [1/2, 1]. Determiniamo, inoltre, per ogni3 ≤ n < 2(m + k), n �= 2m, 2(m + 1), · · · , 2(m + k − 1), delle partizioni Pne Qn , di Perron e δ-�ni, di [n/2n, (n + 1)/2n] e [(n + 1)/2n, (n − 1)/2n−1],rispettivamente. La partizione
P =
��
0, 2(m + k)22(m+k)
�
, 0
�
∪ P∗ ∪ Q∗ ∪
m+k�
n=m
�� 2n
22n ,
2n + 1
22n
�
, 0
�
,
ove P∗ = �
3≤n<2(m+k)n �=2m,...,2(m+k−1)
(Pn ∪ Qn),
e` una partizione di [0, 1], δ-�ne e 1/ε-controllata. Infatti, P∗ ∪ Q∗ e` δ-�ne, perde�nizione, e P \ (P∗ ∪ Q∗) e` δ-�ne per la (1). Inoltre, siccome Q∗ , Pn e Qnsono partizioni di Perron, dalla (2) segue
c(P) = 2(m + k)22(m+k) + c(P∗)+ c(Q∗) +
m+k�
n=m
2n + 1
22n <
< 1+ 1
ε
− 1 = 1
ε
.
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Daltronde
σ ( f, Q∗) = 0, σ ( f, Pn) = (−1)n 1n , σ ( f, Qn) = 0.
Da cui
σ ( f, P) = �
3≤n<2(m+k)n �=2m,...,2(m+k−1)
(−1)n 1n .
Pertanto, dalla (3) discende
�����σ ( f, P) −
∞�
n=3
(−1)n 1n
����� =
m+k�
n=m
1
2n −
������
�
n>2(m+k)
(−1)n 1n
������ >
> 2ε − ε = ε .
Quindi, essendo δ una gage arbitraria, ∞�
n=3
(−1)n 1n non e` il C-integrale di f
su[a, b]; dunque f non e` C-integrabile su [a, b].
4. C-integrabilita` delle derivate.
Nellintroduzione e` stato richiamato il noto esempio di funzione derivabilein tutti i punti di [0, 1] con derivata non sommabile, ma integrabile in senso im-proprio. Anche se si e` appena visto che il C-integrale non comprende lintegraleimproprio, tutte le derivate sono C-integrabili.
Teorema 1. Se F e` derivabile in tutti i punti di [a, b], allora F � e` C-integrabilesu [a, b] e risulta
(C)
� b
a
F �(x ) dx = F(b)− F(a).
Dimostrazione. Dato ε > 0, per ogni x ∈ [a, b] esiste una costante δ(x ) > 0tale che
(4)
����F(y)− F(x )y − x − F �(x )
���� < ε
2
2 ,
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per ogni y ∈ [a, b] soddisfacente la condizione |y − x | < δ(x ). Sia I = (α, β)un intervallo tale che d(I ∪ {x}) < δ(x ). Utilizzando la (4) si ottiene
| F(I ) − F �(x )|I | | ≤ |F(β)− F(x )− F �(x )(β − x )| +(5)
+ |F(α)− F(x )− F �(x )(α − x )| ≤
≤
ε2
2 |β − x | +
ε2
2 |α − x | ≤ ε2d(I ∪ {x}).
Sia pertanto {(I1, x1), . . . , (Ip, xp)} una partizione δ-�ne e 1/ε-controllata di[a, b]. Dalla (5) segue
�����
p
i=1
F �(xi )|Ii | − (F(b)− F(a))
����� ≤
p�
i=1
|F �(xi )|Ii | − F(Ii )| ≤
≤ ε2
p�
i=1
d(Ii ∪ {xi }) ≤
≤ ε2 · 1
ε
= ε.
5. Caratterizzazione del C-integrale inde�nito.
Utilizzando tecniche standard (vedi [16], Chapter 2) si prova che:
Teorema 2. Se f e` C-integrabile su [a, b], allora
(a) f e` C-integrabile su [a, x ], per ogni a < x < b;(b) la funzione F(x ) = (C) � xa f (t) dt e` continua;(c) dato ε > 0 esiste una gage δ tale che
p�
i=1
| f (xi )|Ii | − F(Ii )| < ε,
per ogni partizione {(I1, x1), · · · , (Ip, xp)} δ-�ne e 1/ε-controllata di[a, b].
De�nizione 5. Sia E ⊂ [a, b] e sia F una funzione continua su [a, b]. Si diceche F e` ACc su E se dato ε > 0 esistono una costante η > 0 ed una gage δtali che �i |F(Ii )| < ε per ogni partizione {(I1, x1), . . . , (Ip, xp)} δ-�ne, 1/ε-controllata, ancorata su E e soddisfacente la condizione�i |Ii | < η.
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De�nizione 6. Una funzione continua F si dice ACGc su [a, b] se esiste unasuccessione di insiemi misurabili {En} tale che [a, b] = ∪n En e tale che F e`ACc su En , per ogni n.
R.A. Gordon ha introdotto in [8] la nozione di funzione ACGδ e hadimostrato che una funzione F e` ACGδ su [a, b] se e solo se esiste f ,integrabile secondo Henstock-Kurzweil su [a, b], tale che F(x ) − F(a) =(HK ) � xa f , per ogni x ∈ [a, b].Segue direttamente dalle de�nizioni che se F e` ACGc allora e` ACGδ .
Lemma 1. Sia F una funzione ACGc su [a, b] e sia E ⊂ [a, b] con |E | = 0.Dato ε > 0 esiste una gage δ su [a, b] tale che
p�
i=1
|F(Ii )| < ε,
per ogni partizione {(I1, x1), . . . , (Ip, xp)} δ-�ne, 1/ε-controllata ed ancoratasu E .
Dimostrazione. Sia En , n = 1, 2, . . . , una successione di insiemi a due a duedisgiunti tale che [a, b] = ∪n En e tale che F e` ACc su ogni En . Dato ε > 0,sia δn una gage tale che q�
i=1
|F(Ii )| < ε2n ,
per ogni partizione {(J1, x1), . . . , (Jp, xp)} δn -�ne, 1/ε-controllata ed ancoratasu E ∩ En . Per ogni x ∈ [a, b] esiste un unico naturale n tale che x ∈ En .Poniamo δ(x ) = δn(x ). Sia {(I1, x1), . . . , (Ip, xp)} una partizione δ-�ne, 1/ε-controllata ed ancorata su E . Allora
p�
i=1
|F(Ii )| =
∞�
n=1
�
xi∈En
|F(Ii )| <
∞�
n=1
ε
2n = ε.
Teorema 3. Condizione necessaria e suf�ciente af�nche´ una funzione F siaACGc su [a, b] e` che esista f , C-integrabile su [a, b], tale che
(6) F(x )− F(a) = (C)
� x
a
f (t) dt, per ogni x ∈ [a, b].
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Dimostrazione. Necessita`. Se F e` ACGc su [a, b] allora e` ivi ACGδ . PertantoF e` quasi ovunque derivabile in [a, b] (vedi [8], Theorem 6 e [22], Chapter VII,Theorem 7.2). Sia E linsieme dei punti x ∈ [a, b] tali che F non e` derivabilein x . Siccome |E | = 0, dato ε > 0 esiste, per il lemma 1, una gage τ su [a, b]tale che p�
i=1
|F(Ii )| < ε2 ,
per ogni partizione {(J1, x1), · · · , (Jp, xp)} τ -�ne, 1/ε-controllata ed ancoratasu E . Se F e` derivabile in x , adattando opportunamente il ragionamento cheprecede la (5), si prova lesistenza di γ (x ) > 0 tale che
| F(I ) − F �(x )|I | | < ε2d(I ∪ {x})2 ,
per ogni intervallo I soddisfacente la condizione d(I ∪ {x}) < γ (x ). Posto
δ(x ) =
�
τ (x ) se x ∈ E
γ (x ) se x /∈ E
e posto
f (x ) =
� 0 se x ∈ E
F �(x ) se x /∈ E ,
per ogni partizione P = {(I1, x1), . . . , (Ip, xp)} δ-�ne ed 1/ε-controllata, si ha
p�
i=1
| f (xi )|Ii | − F(Ii )| < �
xi∈E
|F(Ii )| +�
xi �∈E
|F �(xi )|Ii | − F(Ii )| <
<
ε
2 +
�
xi �∈E
ε2d(Ii ∪ {xi })2 <
ε
2 +
ε
2 = ε.
Pertanto, nel caso particolare che P sia una partizione di [a, x ], si ha�����
p
i=1
f (xi )|Ii | − (F(x )− F(a))
����� ≤
p�
i=1
| f (xi )|Ii | − F(Ii )| < ε.
Resta cos�` provato che f e` C-integrabile su [a, b] e che vale la (6).
Suf�cienza. Per ogni naturale n, poniamo En = {x ∈ [a, b] : | f (x )| ≤ n}.Allora [a, b] = ∪n En. Mostreremo che F e` ACc su En , per ogni n. Per ilTeorema 2(c), dato ε > 0, esiste una gage δ tale che
p�
i=1
| f (xi )|Ii | − F(Ii )| < ε2 ,
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per ogni partizione P = {(I1, x1), . . . , (Ip, xp)} δ-�ne e 1/ε-controllata di[a, b]. Supponiamo che P sia ancorata su En e che�i |Ii | < ε/2n. Allora
p�
i=1
|F(Ii )| ≤
p�
i=1
| f (xi )|Ii | − F(Ii )| +
p�
i=1
| f (xi)| · |Ii | <
<
ε
2 + n
�
i
|Ii | < ε.
Pertanto F e` ACGc su [a, b].
6. Teoremi di convergenza.
Per il C-integrale valgono teoremi sulla convergenza monotona, sulla con-vergenza dominata e sulla convergenza controllata, analoghi agli omonimi teo-remi validi per gli integrali di Henstock-Kurzweil e di Pfeffer.
Teorema sulla convergenza monotona. Sia f1 ≤ f2 ≤ · · · ≤ fn · · · unasuccessione di funzioni C-integrabili su [a, b] tale che limn(C) � ba fn esiste�nito. Allora la funzione f (x ) = limn fn (x ) e` C-integrabile su [a, b] e risulta
(C)
� b
a
f (x ) dx = limn→∞(C)
� b
a
fn (x ) dx .
Dimostrazione. Siccome ogni funzione C-integrabile e` integrabile secondoHenstock-Kurzweil, dal Corollario 6.3.5 di [21] segue che ogni funzione C-integrabile non negativa e` sommabile e, dal teorema 6.3.3 di [21], segue cheogni funzione C-integrabile e` misurabile. Allora si consideri la successione difunzioni non negative
0 ≤ f2 − f1 ≤ f3 − f1 ≤ · · · fn − f1 ≤ · · ·
Per il teorema sulla convergenza monotona relativo allintegrale di Lebesgue,risulta
(7) (Mc)
� b
a
{ f (x )− f1(x )} dx = limn→∞(Mc)
� b
a
{ fn (x )− f1(x )} dx .
Intanto, siccome lintegrale di Lebesgue e` equivalente allintegrale di McShanee siccome ogni funzione integrabile secondoMcShane e` C-integrabile, per ogni
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n si ha
(Mc)
� b
a
{ fn (x )− f1(x )} dx = (C)
� b
a
{ fn (x )− f1(x )} dx =
= (C)
� b
a
fn (x ) dx − (C)
� b
a
f1(x ) dx .
Passando al limite al divergere di n e, tenuto conto che limn(C) � ba fn esiste�nito, dalla (7) segue che f − f1 e` sommabile, quindi C-integrabile. Alloraf = ( f − f1)+ f1 e` C-integrabile. Dunque
(C)
� b
a
f (x ) dx = (C)
� b
a
{ f (x )− f1(x )} dx + (C)
� b
a
f1(x ) dx =
= limn→∞(C)
� b
a
fn (x ) dx − (C)
� b
a
f1(x ) dx +
+ (C)
� b
a
f1(x ) dx = limn→∞(C)
� b
a
fn (x ) dx .
Teorema sulla convergenza dominata. Sia f1, f2, . . . , fn, . . . una successio-ne di funzioni misurabili tale che
(i) fn (x ) → f (x ) q.o. in [a, b];(ii) g(x ) ≤ fn (x ) ≤ h(x ), q.o. in [a, b], con g e h funzioni C-integrabili su[a, b];
allora f e` C-integrabile su [a, b] e risulta
(C)
� b
a
f (x ) dx = limn→∞(C)
� b
a
fn (x ) dx .
Dimostrazione. Dalla (ii) segue 0 ≤ fn−g ≤ h−g, q.o. in [a, b]. Intanto h−ge` sommabile, in quanto e` C-integrabile non negativa. Allora, per il teorema sullaconvergenza dominata relativo allintegrale di Lebesgue, f − g e` sommabile su[a, b] e risulta
(Mc)
� b
a
{ f (x )− g(x )} dx = limn→∞(Mc)
� b
a
{ fn (x )− g(x )} dx .
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Pertanto, dallidentita` f = ( f − g)+ g, segue che f e` C-integrabile su [a, b].In�ne
(C)
� b
a
f (x ) dx = (C)
� b
a
{ f (x )− g(x )} dx+ = (C)
� b
a
g(x ) dx =
=(Mc)
� b
a
{ f (x )− g(x )} dx + (C)
� b
a
g(x ) dx =
= limn→∞(C)
� b
a
fn (x ) dx − (C)
� b
a
g(x ) dx +
+ (C)
� b
a
g(x ) dx = limn→∞(C)
� b
a
fn (x ) dx .
Il teorema sulla convergenza controllata e` stato dimostrato in [3], [5], [8],[14] relativamente allintegrale di Henstock-Kurzweil e in [3] relativamenteallintegrale di Pfeffer.
De�nizione 7. Si dice che una successione di funzioni Fn e` uniformementeACGc su [a, b] se [a, b] = ∪h Eh e se, dato ε > 0, esistono, per ogni h, unacostante ηh > 0 ed una gage δh tali che
supn
�
i
|Fn(Ii )| < ε,
per ogni partizione {(I1, x1), . . . , (Ip, xp)} δh -�ne, 1/ε-controllata, ancorata suEh e soddisfacente la condizione�i |Ii | < ηh .
De�nizione 8. Si dice che una successione di funzioni Fn e` uniformementeACGδ su [a, b] se [a, b] = ∪h Eh e se, dati ε > 0 e h ∈N, esistono una costante
ηh > 0 ed una gage δh tali che supn�i |Fn(Ii )| < ε , per ogni partizione
{(I1, x1), . . . , (Ip, xp)} δh -�ne, ancorata su Eh e soddisfacente la condizione�
i |Ii | < ηh .
Segue direttamente dalle de�nizioni che ogni successione di funzioniuniformente ACGc e` uniformemente ACGδ .
Teorema sulla convergenza controllata. Sia { fn } una successione di funzioniC-integrabili su [a, b], soddisfacente le condizioni:
(i) fn (x ) → f (x ) q.o. in [a, b];(ii) la successione Fn(x ) = (C) � xa fn (t) dt e` uniformemente ACGc su [a, b].Allora f e` C-integrabile su [a, b] e risulta
(8) (C)
� b
a
f (x ) dx = limn→∞(C)
� b
a
fn (x ) dx .
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Dimostrazione. Siccome ogni funzione C-integrabile e` integrabile secondoHenstock-Kurzweil e siccome ogni successione uniformemente ACGc e` uni-formemente ACGδ , dal Teorema 4.1 di [3] segue che f e` integrabile secondoHenstock-Kurzweil su [a, b] e
(9) (HK )
� x
a
f (t) dt = limn→∞(HK )
� x
a
fn(t) dt, per ogni x ∈ [a, b].
Inoltre, per la (ii), esiste una successione {Eh} di insiemi misurabili soddisfa-cente le condizioni:
• [a, b] = ∪h Eh ,
• dato ε > 0 esistono, per ogni h, una costante ηh > 0 ed una gage δh taliche
(10) supn
�
i
|Fn(Ii )| < ε,
per ogni partizione {(I1, x1), . . . , (Ip, xp)} δh -�ne, 1/ε-controllata, ancorata suEh con�i |Ii | < ηh .
Allora, posto F(x ) = (HK ) � xa f (t) dt e, tenuto conto che
Fn(x ) = (C)
� x
a
fn (t) dt = (HK )
� x
a
fn (t) dt,
dalla (9) segue F(x ) = limn Fn(x ), per ogni x ∈ [a, b]. Quindi, per ogni h e perogni partizione {(I1, x1), . . . , (Ip, xp)} δh-�ne, 1/ε-controllata, ancorata su Ehe soddisfacente la condizione�i |Ii | < ηh , dalla (10) segue
p�
i=1
|F(Ii )| = limn→∞
p�
i=1
|Fn(Ii )| ≤ ε.
Pertanto F e` ACGc su [a, b] e, per il Teorema 3, F(x ) = (C) � xa f (t) dt perogni x ∈ [a, b]. Allora la (8) segue dalla (9).
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