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Abstract—In this study, we propose an optimal
assistive control strategy that uses estimated user’s
movement intention as the terminal cost function.
We estimate the movement intention by observing
human user’s joint angle, angluar velocity, and muscle
activities for very short period of time. A task-related
low-dimensional feature space is extracted from the
observed user’s movement data. We assume that
discrete number of optimal control laws associated
to different target tasks are pre-computed. Then,
the optimal assistive policy is derived by blending
the pre-computed optimal control laws based on the
linear Bellman combination method. Coefficients that
determine how to blend the control laws are derived
based on the low-dimensional feature value that rep-
resents the user’s movement intention. To validate our
proposed method, we conducted basketball throwing
tasks. In these experiments, subjects were asked to
throw a basketball into a hoop placed at different
throwing distances. The distances from the throwing
point to the hoop were estimated as the user’s move-
ment intention and the optimal control policies were
derived by using our proposed method. The results
showed that the basketball throwing performances of
the subjects were mostly improved.
I. INTRODUCTION
Because of the recent progress in robotics technologies,
wearable robots, such as exoskeleton robots, are expected
to physically interact with and assist humans in their
activities. As proof-of-principle, the hand exoskeleton [1],
[2], and upper and lower-body exoskeleton robots [3], [4],
[5] have been studied. For these applications, the use
of surface electromyography (EMG) can be a possible
approach to intuitively control the robots by estimating
the user’s movement intention [6], [7].
Concretely, using linearly scaled electromyography
(EMG) to derive joint torques of an assistive device is
a standard approach for an exoskeleton robot control.
However, to accomplish a given task based on this simple
EMG-based control strategy, human users need to gener-
ate highly-tuned EMG profiles by themselves. Therefore,
this standard approach can increase the computational
burden of human users nervous system even though it
may be able to reduce the physical burden. The other
popular approach to estimate human movement inten-
tion is applying a classification method to estimate an
associated movement to observed EMG signals. In this
case, EMG is only used for initiating pre-designed move-
ments. Therefore, from computational point of view, it
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Fig. 1. Schematic illustration of our approach. Optimal assistive
policy is derived by blending pre-computed optimal control laws
based on the linear Bellman combination method. How to blend
control laws are determined from estimated user’s movement in-
tention.
seems suitable approach for assistive control. However,
we can use this approach only for limited number of
discrete target tasks since all the assitive controllers
associated to the target tasks need to be pre-computed.
In this study, we develop an assistive control method
that takes advantage of the above two standard ap-
proaches. In our proposed method, We estimate the
movement intention by observing human user’s joint
angle, angluar velocity, and muscle activities for very
short period of time. A low-dimensional feature space
that is related a given task is extracted from these
observed data related to user’s movements. We assume
that discrete number of optimal control laws associated
to different tasks are pre-computed. Then, the optimal
assistive policy is derived by blending the pre-computed
optimal control laws based on the linear Bellman com-
bination method. Coefficients that determine how to
blend the control laws are derived by monitoring the
low-dimensional feature value that represents the user’s
movement intention (see Fig. 1). To validate our pro-
posed method, we conducted basketball throwing tasks.
In these experiments, subjects were asked to throw a bas-
ketball into a hoop placed at different throwing distances.
The distances from the throwing point to the hoop were
estimated as the user’s movement intention and the op-
timal control policies were derived by using our proposed
method. The results showed that the basketball throwing
performances of the subjects were mostly improved.
The rest of this paper is organized as follows. In
Section II, we have introduced the related EMG-based
control strategies for the exoskeleton robot. In Section
III, we explain our user’s goal estimation-based optimal
control approach. Section IV describes the experimental
setups. Section V describes our experimental results.
Finally, the conclusion is provided in Section VII.
II. Related works
In order to intuitively control assisitive devices such
as exoskeleton robots, regression approaches are often
used to estimate the user’s movement intention. In these
approaches, a motion intention was estimated by finding
relationships between EMG signals and joint torques
with linear or non-linear models [8], [9], [10]. In this
method, the robot can be continuously controlled accord-
ing to the monitored muscle activities. However, since the
fixed relationships were used in these regression methods,
human users need to carefully generate own EMG profiles
to cope with variety of tasks.
Another frequently used approach to estimate user’s
movement intention is using a classification method. For
example, support vector machine (SVM) [11] or linear
discriminant analysis (LDA) [12] were adopted to classify
measured information detected from human users. The
classification results were used to initiate pre-designed
control output patterns associated to the estimated class
labels.
In this study, we take the advantages of these two
approaches. We first prepare pre-optimaized assistive
control laws. Then these optimal control laws are com-
bined using linear Bellman combination method[13] to
generate continuous optimal control output for exoskele-
ton robot. Therefore, the human users do not need
to carefully generate their own EMG signals since our
method derives optimal policy for a given task estimated
from the measured data caused by user’s movements.
Furthermore, since we just combine the pre-optimized
control laws to derive the corresponding optimal policy to
the given task, the proposed approach is computationally
light and can easily derive the policy in realtime.
III. METHODS
This section introduces our approach for determining
the control policy to assist the user’s motor goal (see Fig.
2).
A. User’s motor goal estimation
To cope with the continuous change of user’s motor
goal, we first find low-dimensional feature space to deter-
mine how to combine the pre-optimized control outputs.
In this study, we used the partial least squares
(PLS) algorithm [14], [15] to find the task related low-
dimensional feature space. First, the user’s states ψ =
[ξ1, ξ2, ..., ξm]
⊤ associated with the goal labels y were
observed. Here we considered a dataset with n samples as
: Ψ= [ψ1,ψ2, ...,ψn]
⊤, and y= [y1,y2, ...,yn]
⊤. In PLS,
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pi*’
࣭ȯ >Hȟȟ@T
Feature value
Sigmoid
function
yA
wi
Estimated
goal label
Blending
ratio weights
pi*1 pi*n
Linear 
Bellman Combination
Pre-calculated
optimal control laws
...
User
Robot
Blended control policy
Control output u = [P     , P      ] ref 1 ref 2
T
Fig. 2. Proposed method
for a given sample set, the direction W ∈ Rm×j of the
j-dimensional feature space is determined such that the
sample covariance of ψi and yi is maximized in the space
of the feature as described below:
W= arg max
||r||=1
[cov(Ψr,y)]2 . (1)
The projection from the original m-dimensional feature
space to a j-dimensional space (j <m) can be performed
as follows:
µ=W⊤ψ (2)
As described above, since the subspace is selected in con-
sideration with the covariance with the class labels, the
low-dimensional features reflecting the label information
can be obtained. In this study, the user’s motor goal was
estimated directly by the regression model between the
low-dimensional feature µ and label y. The estimated
yˆ is used to determine the coefficients wi for the linear
Bellman combination in (7). To map the yˆ as blending
ratio weights wi between 0 and 1, we use the sigmoid
function as follows:
wi =
1
1+exp(−ayˆ− b)
(3)
where, the a(> 0) and b are the parameters adjusted
according to experimental conditions.
B. Optimal control based on motion intention
In this study, we considered deriving the control policy
according to the user’s motor goal as follow:
pi∗
′
=M(x,ψ),
where, pi∗
′
indicates the optimal control policy for achiev-
ing the target goal, x indicates the state variable, and ψ
reflects the user’s motor goal. The purpose here is to find
the optimal policy that achieves the user’s motor goal. A
simple method is to set an objective function correspond-
ing to the userâĂŹs target goal and optimize it. However,
creating a controller that achieves the target usually
needs either time-consuming manual tuning dependent
on experience or cost-intensive computational burden for
the optimization. In addition, it is difficult to create
a controller corresponding to each target if the targets
change continuously. Therefore, presently, we considered
reusing the optimal controllers which were obtained for
the new target by combining them as follows:
pi∗
′
= α1(x,t)pi∗1 (x,t)+ ...+αn(x,t)pi
∗
n(x,t), (4)
where, α(x,t) is the mixing coefficient, and pi∗n indicates
the sub-optimal control policy for n the component of
the motor goal task obtained by minimizing the total
cost (or objective function) v(·) as follows:
vpi(x,t) = g(x(T ))+
T−1∑
t
l(x,pi,t) (5)
pi∗← arg min
pi
vpi (6)
where, g(·) and l(·) indicate the terminal cost and instan-
taneous cost, respectively.
Assuming the availability of a collection of n finite
horizon control problems that share all setting except
the terminal cost g(x(T )) of (5), the linear bellman
combination approach [13], [16] can be used, and the
α(x,t) can be written as follows:
αi(x,t) =
wizi(x,t)∑n
i=1wizi(x,t)
. (7)
where, zi(x,t) = exp(−v∗(x,t)),v∗(x,t) = vpi
∗
(x,t), indi-
cates the feasibility of the policy for the current state,
and wi is the fixed weights to determine the goal of the
controller.
In order to derive each of the sub-optimal policies pi∗n,
we used the iterative linear-quadratic-regulator (iLQR)
method as the optimal control [17] for non-linear system
dynamics described as follows:
x(k+1) = f(x(k),u(k)). (8)
where, x indicates the state and u is the input. The
problem with optimization is to find the optimal control
policy pi∗ that minimizes the objective function (5). The
control policy is calculated as follows:
u(k)← u(k)+ δu(k)∆t (9)
where, k is the sampling number and ∆t is the sampling
time. Each iteration of the iLQR algorithm begins with
a nominal control sequence u(t) and the corresponding
trajectory x(t), and is observed by applying u(t) to the
dynamics equation (8) with x(0). The iLQR method
solves the optimization problem for non-linear system
by linearizing the system dynamics and with second-
order approximation of the objective functions around
a nominal control sequence u(k) and the corresponding
nominal trajectory x(k). Therefore, the iLQR problem
is solved using the Riccati-like equations [17] and the
control law δu(k) is
δu(k) = l(k)+L(k)δx(k), (10)
where, δx(k) , x(k)−x(k), and l(k) = −H−1(k)g(k) is
an open loop term and L(k) = −H(k)−1G(k) is the
feedback term ( see [17] for further details).
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Fig. 3. Upper-limb exoskeleton robot. Shoulder extension/flexion
(SFE) and elbow extension/flexion (EFE) are actuated by pneu-
matic artificial muscle (PAM) actuators. In this experiment, shoul-
der abduction/adduction and wrist extension/flexion joints were
defined as the free joints.
IV. Experimental setups
To validate our approach, we conducted experiments
with three healthy right handed subjects, after obtaining
informed consent from them.
A. Upper limb exoskeleton robot
In our robot experiment, the optimal policies were
derived to control two joints of the upper limb of the
exoskeleton robot (see, Fig.3): shoulder flexion/extension
(SFE), elbow flexion/extension(EFE) joints. Each joint
is actuated by pneumatic artificial muscle (PAM). As
depicted in Fig.3, the robot has the remaining two de-
grees of freedom; shoulder abduction/adduction (SAA)
and wrist flexion/adduction (SAA) joints, but in this
experiment they were set as free joints. The joint torques
are generated by a PAM as follows:
τpam = rfpam (11)
where, r is the pulley radius and fpam is the PAM force
generated by the path contraction of the spiral fibers
embedded in a pneumatic bladder. The details of the
mechanical design and the pressure-force model were
introduced in our previous studies [18], [19], [9].
In this study, we considered the dynamics of the two-
link robot model. When deriving the control policy to
assist the user’s motion, we considered the dynamics
as a system of human and robot as follows: the user’s
link weights where the center of the link mass (cal-
culated from the subject’s body parameter [20]) were
added to the robot link weights. The state variable
included the joint angle θ, angular velocity θ˙, and
measured inner pressure of PAM P for the dynamics
eq.(8): x =
[
θ1,θ2, θ˙1, θ˙2,P1,P2
]⊤
. where, the subscripts
1 and 2 at the lower right represent the shoulder and
elbow joint, respectively. The control outputs u were the
desired pressure inputs for pneumatic actuators Pref :
u=
[
Pref1,Pref2
]⊤
. Although the dynamics between the
reference pressure Pref and the measured inner pressure
P has non-linearity due to the air dynamics, we can
approximate the dynamics by the first order lag system
1m ~ 3m
GoalBall
Underhand motion
Fig. 4. Basketball goal shoot task. The subjects throw a basketball
with an underhand motion in the sitting condition. During the
experiment, the distance of the hoop was changed to 1 m, 2 m,
and 3 m, and the subjects are asked to throw the ball under the
following two conditions: wearing the exoskeleton robot but No-
Assist (NA), wearing the exoskeleton robot with Assist (A).
[18] as follows:
P =
1
1+ tcs
Pref (12)
where, tc is the time constant and is set as follows:
tc =
{
0.08 (τ˙pam > 0)
0.4 (otherwise)
In addition, the maximum pressure is set to 0.8 MPa for
safety.
The terminal cost g(·) for minimization was set as
follows:
Ea(T ) = (θ(T )−θtarget(T )) ,
Ev(T ) =
(
θ˙(T )− θ˙target(T )
)
,
g(x(T )) = CaE2a(T )+CvE
2
v(T ),
(13)
where, T is the final time, θtarget is the target angles,
and θ˙target is the target angular velocities at the point
of release of the ball for the basketball throwing task and
was calculated according to goal distance.
The instantaneous cost l(·) was set as
l(x,pi,t) = CpP 2ref (t)+CpdP˙
2
ref (t). (14)
where, Ca,Cv,Cp,Cpd were manually selected as in the
most of optimal control studies.
B. Motion Task
To evaluate our proposed approach, we set the basket-
ball goal shoot as the concrete motion task as depicted
in Fig. 4. In this task, the subjects threw a basketball
with underhand motion in the sitting condition, and the
distance of the hoop was changed to 1 m, 2 m, and 3 m.
The subjects were instructed to throw the ball only with
their arms and were asked to throw the ball under two
conditions; wearing the exoskeleton robot but No-Assist
(NA), wearing the exoskeleton robot with Assist (A). The
subjects threw the ball ten times in each condition. To
measure the timing of the release of the ball, one tactile
sensor was attached to the tip of the subject’s middle
finger.
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Fig. 5. EMG channel location. We used 8 channels to estimate the
user’s motor goal.
C. Feature selection and parameter identification based
on PLS
In order to estimate the user’s motor goal from
a slight, initial motion, the rectified and filtered
EMG signals: e, angles of the shoulder and el-
bow joint, and angular velocities generated by the
shoulder and elbow joint are used as the features:
ψ =
[
e1,e2,e3,e4,e5,e6,e7,e8,θ1,θ2, θ˙1, θ˙2
]⊤
(totally 12-
dimension). The EMG signals were measured from the
right arms of the subjects. Figure 5 shows the EMG
locations probed to measure the muscle activities using
8 sensor channels (Ch1: e1, Ch2: e2, Ch3: e3, Ch4: e4,
Ch5: e5, Ch6: e6, Ch7: e7, Ch8: e8). We used Ag/AgCl
bipolar surface EMG electrodes. Using the encoder of the
upper-limb exoskeleton robot system, we simultaneously
obtained both the angles and angular velocities of the
shoulder and elbow joint.
During the basketball goal shooting motion, the point
at which the angular velocity of the shoulder joint ex-
ceeds the threshold is defined as the motion start point.
This is because we observed the tendency of the shoulder
joint to move earlier than the elbow in this task, from
the preliminary experiment. Moreover, the threshold was
set to 0.2 from the preliminary experiment. The average
value of each data tens of milliseconds before the motion
start point is used as the feature value ψ. In particular,
the EMG signals are activated 60−100 ms prior to the
actual limb movements [21], and this latency is set by
the cross validation of the training-data.
In this study, the sensor values were acquired as the
training data when the exoskeleton robot assisted the
motion for shooting the goal at a distance of 1 m and 3 m,
assuming that the goal is known. With the corresponding
labes y = 1 and y = 3 (1: 1 m throw, 3: 3 m throw), a
projection matrixW for calculating the one-dimensional
feature µ ∈R by PLS was derived.
V. RESULTS
In this section, we first show the simulation results,
and subsequently, the results of the online assist control
Fig. 6. Simulation results of the representative state transitions
generated by the optimal control policy in 1 m and 3 m throw
condition.
Fig. 7. State transition results from blended control policy and
optimal control policy in 2 m goal shoot condition.
based on the user’s motor goal estimation.
A. Simulation results
Figure 6 shows the simulation results of the state tran-
sition generated by the optimal control policies. Error
between the target and generated angles and angular
velocities at the release point in final time were as follows:
Shoulder joint angle is 0.003 rad, angular velocity is 0.034
rad/s, elbow joint angle is 0.003 rad, angular velocity is
0.013 rad/s in the 1 m ball throw condition, whereas, in
the 3 m ball throw condition, the shoulder joint angle is
0.0076 rad, angular velocity is 0.0066 rad/s, elbow joint
angle is 0.0023 rad, and angular velocity is 0.0036 rad/s.
Similar results were obtained for dynamics in other users,
and moreover, the errors were small. From these results,
we could get the optimal control policy to realize the
target state which is necessary for the release point of
the basketball.
Figure 7 shows the state transition results from the
blending method of the optimal control policy for 2 m
goal shot. To calculate the blended control policy for the
2 m goal shot condition, the weight parameters were set
as w1 = 0.5 and w2 = 0.5, where, the w1 and w2 repre-
sents the weights for blending the optimal control policy
of the 1 m and 3 m goal shot conditions, respectively.
For comparison, the state transition result by optimal
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PLS and the corresponding user’s motor goals.
control policy for the 2 m goal shot condition is also
shown. Error between the target and generated angles of
release point in final time were as follows: shoulder joint
angle, 0.019 rad; angular velocity, 0.0031 rad/s; elbow
joint angle, 0.0081 rad and angular velocity, 0.0042 rad/s,
with optimal control policy, and shoulder joint angle,
0.0038 rad; angular velocity, 0.0067 rad/s; elbow joint
angle, 0.015 rad, and angular velocity, 0.09 rad/s, with
the blended control policy. The final state was close to the
target. The result indicates the usefulness of the blended
policy for the new goal shot condition.
B. Feature extraction and weight determination based on
PLS
We validated the tendency of the PLS results. Figure
8 shows the representative tendency of the feature values
of one subject obtained by PLS and the corresponding
user’s motor goals. The parameters for PLS were trained
by using the 1 m and 3 m goal shot data, and tested
with the 2 m goal shot data. This figure indicates that
the feature values and goal labels have order according
to the distance condition. This tendency was seen in
other subjects as well. Therefore, it was shown that the
estimated goal label yˆ can be used as a user’s motor goal
calculated by (3). In this study, based on these results,
we set the user’s motor goal for the 1 m goal shot as
w1 =1−w2 and the 3 m goal shot as w2 = 11+exp(−ayˆ−b) .
If the user intends to throw at a distance of 1 m, the
weight w1 is high and the w2 is small. Conversely, if the
user intends to throw at a distance of 3 m, the weight
w1 decrease and the w2 increases.
C. Online control results of basketball goal shoot
In this subsection, we describe the experimental results
of the basketball goal shooting test with our proposed
assist control approach.
To verify the effect of the assist, we observed the
amplitudes of the rectified and filtered EMG signals. Fig-
ure. 9 shows the average and standard deviation %MVC
%
 M
V
C
2m throw1m throw 3m throw
**
n.s
**
** **
**
** **
** = p < 0.01
**
NA   ANA   A NA   A NA   A NA   A NA   A NA   A NA   A NA   A
Fig. 9. Average and standard deviation of MVC for all EMG signals
thrown 10 times.
TABLE I
Goal shoot rate of each condition
sub1
NA A
1m throw 100% 100%
2m throw 100% 50%
3m throw 0% 50%
sub2
NA A
1m throw 90% 100%
2m throw 0% 100%
3m throw 0% 0%
sub3
NA A
1m throw 100% 80%
2m throw 10% 60%
3m throw 0% 70%
(%Maximum Voluntary Contraction) of all EMG signals
generated during the 10 times the ball was thrown.
The %MVC was the normalized muscle activity for each
muscle separately, by using the maximum value of the
rectified and low-pass filtered EMG signal: %MVC =
e/emax. We applied the Welch’s t-test between the MVC
of NA and A conditions. Among most of the subjects, we
found that the average MVCs significantly decreased un-
der condition A as compared to condition NA. Although
the 3 m distance goal shot with condition A in subject 1
did not show a significant difference, it can be confirmed
that the average MVCs tended to decrease compared
to condition NA. These results show that the control
policies derived by our proposed approach successfully
assist the user’s ball throwing motions.
Table I shows the goal shoot rate when throwing the
ball ten times in each of the conditions, by each subject.
When throwing the ball at a distance of 1 m, the shoot
rate under the NA and A conditions did not change
much for all subjects, And therefore, It was considered
that the goal distance was close and easy task. However,
it was observed that the assist control did not disturb
the ball throwing motion. This was the result of correct
estimation of the user’s motor goal. At a goal distance
of 2 m, the subjects 2 and 3 had higher shoot rate as
compared to the NA condition. This indicates that the
goal shoot can be made with high accuracy and less
effort in condition A as compared to the NA condition.
On the contrary, in the subject 1, although the user’s
motor goal was accurately estimated, the shoot accuracy
was lower in condition A than in NA condition. This
might be because the 2 m goal shoot distance would
have been an easy task for this user. Therefore, although
the exoskeleton robotic assistance reduced the effort of
the motion, it may not have affected the goal shoot
accuracy. At a goal distance of 3 m, the subjects 1 and
3 demonstrated that the shoot rate under condition A
is higher compared to that in condition NA with lower
effort. With respect to subject 2, the shoot rate remained
at 0% even under condition A, and this goal distance task
seems to be quite difficult even though the robot assisted
the motion.
From these results, it was shown that our proposed
approach is effective in assisting the control for motion
that requires speed and accuracy.
To further evaluate the shoot rate with our proposed
approach, it can be beneficial to explicitly take the con-
trol of other joints, e.g., shoulder abduction/adduction,
wrist joint, into account. In addition, in this research,
the relationship between the feature values and userâĂŹs
motor goals is ordered, extending our method to cope
with the tasks where the relationship is complicated
would be one of the interesting directions as a part of
future study.
VI. CONCLUSIONS
Our findings indicated that the proposed approach
for controlling the assistive exoskeleton robot was suc-
cessful in the simulated and actual basketball shooting
experiments. The effort required to throw the ball was
lower under the assisted condition than under the other
conditions, with accuracy increasing as task difficulty in-
creased in most participants. These results demonstrate
that our proposed approach effectively allows for robot-
assisted control of motions requiring speed and accuracy.
In this study, control policies were blended using a
linear Bellman combination approach. That is, control
policies for the 2-m condition were derived based on the
optimal control policies for the 1-m and 3-m conditions.
Our findings suggest that this approach can be used
for the coordination of new tasks [13], although further
studies are required to examine this hypothesis. Future
studies should also consider extending this approach to
handle a variety of motions that require greater degrees
of freedom.
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