ABSTRACT The applications of extreme learning machine (ELM) to the hyperspectral-image (HSI) classification have attracted a great deal of research attention because of its excellent performance and fast learning speed. However, conventional ELM is unable to achieve satisfactory accuracy since it only exploits the spectral information to conduct the HSI classification. To address the above issues, we propose a novel classification algorithm based on both spectral and multiscale spatial information, referred to as ELM with enhanced composite feature (ELM-ECF). To be specific, we adopt the original ELM, exploit a multiscale spatial weighted-mean-filtering-based approach to extract multiple spatial information, and use the majority vote method to select the final classification result. The proposed ELM-ECF significantly improves the classification accuracy of the original ELM. Experimental results on three public HSIs (i.e., Indian Pines data set, Pavia University data set, and Salinas data set) illustrate that the proposed ELM-ECF outperforms a variety of the state-of-the-art HSI classification counterparts in terms of classification accuracy.
I. INTRODUCTION
Hyperspectral images (HSIs) contain a significant amount of spectral and spatial information. Typically, the information of scene structures is always included in a HSI dataset. Moreover, each pixel of a given HSI includes a spectral curve vector [1] . 1 Thanks to the rich information and characteristics, HSIs have been widely applied in many fields, e.g., environmental mapping, crop analysis, geological research, and mineral identification [2] . In the aforementioned applications, all the pixels of a HSI require to be classified so as to distinguish their corresponding scenestructure information. Due to the high dimensionality of HSIs and limited number of training samples, some problems, such as the well-known Hughes phenomenon [3] , [4] , may occur in the feature extraction and classification process of HSIs. Therefore, how to achieve desirable classification accuracy with limited number of training samples is still a challenging task.
With an aim to improving the accuracy of HSI classification, a number of outstanding methods, e.g., principal 1 ''pixel'' and ''sample'' may be used interchangeably in this paper. component analysis (PCA) [5] , [6] , segmented autoencoder [7] , singular spectrum analysis (SSA) [8] - [11] , extended morphological attribute profiles (EMAP) [12] , and deep learning [13] - [15] , have been developed in the aspects of feature extraction and dimensionality reduction [16] , [17] . On the other hand, some typical algorithms, e.g., support vector machine (SVM) [18] - [23] , sparse representation [24] , [25] , kernel-based algorithms [26] , [27] , semisupervised algorithms [28] - [31] , extreme learning machine (ELM)-based algorithms [1] , [32] - [36] , and some have been proposed in the aspect of data classification [37] . Among these algorithms, of particular interest are the ELM-based algorithms. As a new learning algorithm for single-hiddenlayer feedforward neural network (SLFN), the ELM was first proposed by Huang et al. in [32] and quite different from other SLFNs. During the training process of traditional SLFNs, all the weights and biases need to be tuned iteratively, which is usually solved by gradient-based iterative techniques, such as back-propagation (BP) algorithm. Unfortunately, the BP algorithm usually suffers from several critical drawbacks, such as local minima, over-fitting, and slow convergence [38] . By contrast, ELM has various advantages to guarantee fast classification. To be specific, the hidden-layer parameters in ELM, namely input weight and bias, are randomly generated and independent of the training samples and application environments [1] . In this sense, it does not need to adjust the hidden-layer parameters once the network architecture is determined. Recently, through minimizing the training errors and the norm of output weights, a general ELM has been proposed to achieve better classification performance [33] .
With these remarkable advantages, the ELM has been extensively investigated in the past five years [1] , [33] , [39] - [43] . For example, Cervellera and Maccio [41] have exploited an ELM-based approach to resolve densityestimation problems. Huang et al. [33] have applied the ELM to the fields of multiclass classification. Nevertheless, the accuracy of original ELM is not high in HSI classification because it only exploits the spectral information. To overcome this disadvantage, some improved versions of ELM have been proposed [1] , [36] , [43] , [44] . Especially, Zhou et al. [1] have proposed a general ELM with composite kernel (GELM-CK) and a kernel-based ELM with composite kernel (KELM-CK) for HSI classification, which is able to acquire better performance. In the GELM-CK, each pixel includes both the spatial and spectral features, in which the spatial feature is defined as the mean of adjacent pixels of the extracted pixel. In GELM-CK, the spatial/spectral kernel is specified by the multiplications of a random hidden-layer output matrix corresponding to the spatial/spectral information and its transposition. Furthermore, the CK equals the weighted summation of spatial and spectral kernels [1] . However, due to GELM-CK and KELM-CK can not capture accurate spatial information, their classification accuracies are still not high enough. In [36] , Cao et al. have also proposed a ELM-based classification method, in detail, the ELM is used to learn a spectral classifier, and spatial information is modeled based on loopy belief propagation (LBP) to improve the classification accuracy, this method has outstanding classification performance, but the computational complexity is relatively high.
Due to the existing of large numbers of the homogeneous areas in HSIs, many algorithms, e.g., averaging the pixels, distance similarity region algorithm and adaptive morphological region algorithm, have been designed to extract the spatial information [33] , [46] . Alternatively, since the multiscale spatial WMF algorithm [3] can effectively smoothen the homogeneous areas and improve the consistency of the adjacent pixels, it appears to be a better method to extract the spatial information of pixels.
In this paper, we propose a novel classification algorithm for HSIs, called ELM with enhanced composite feature (ELM-ECF) algorithm, which takes both the spectral and spatial information into consideration. A salient feature of the proposed ELM-ECF is that it can accomplish excellent classification accuracy with relatively low computational complexity. In the ELM-ECF, a multiscale spatial WMF-based method is exploited to extract multiple spatial features of pixels, and the majority vote method is used to merge multiple classification results into the most accurate one, the above classification results are provided by ELM uses multiple composite features, and the composite features are made up with spectral feature and different scale spatial features. Simulation results suggests that the proposed ELM-ECF achieves higher classification accuracy compared with many existing HSI classification algorithms. This makes the proposed ELM framework attractive for the HSIs including many different types of small-size homogeneous areas.
The remainder of this paper is organized as follows. In Section II, we introduce the ELM algorithm. In Section III, the new spectral-spatial classification algorithm is proposed. The experimental results and discussion are shown in Section IV. Finally, the concluding remarks are provided in Section V.
II. EXTREME LEARNING MACHINE
For N arbitrary different training samples {(
, where 
where
T is the weight vector linking the ith hidden neuron and all the input neurons, b i is the bias of the ith hidden neuron, and
T is the weight vector linking the ith hidden neuron and all the output neurons. ω i · x j is the inner product of ω i and x j . The activation function g ω i · x j + b i , which is also known as the hidden-layer feature mapping, can be defined as a nonlinear piecewise continuous function that ensures N j=1 f L x j − y j = 0. In fact, there exist many realizations of the activation function, such as threshold, sigmoid and radial basis functions. Unless otherwise stated, we use the Sigmoid function
to implement the activation function in this paper. As can be observed, β i , ω i and b i must exist so that following condition holds,
The above N equations can be also written as
where [1] , and the hidden-layer output matrix is expressed by
where the ith column of H is the output vector of the ith hidden nodes correspond to N input samples x 1 , x 2 , . . . , x N [32] . As a generalized SLFN [32] , ELM is quite different from other SLFNs. In the initialization stage of learning in ELM, the parameter pair ω j , b j is randomly generated. The hidden-layer output matrix H can be derived once the weight vector ω j and basis b j are fixed [47] . Therefore, training a SLFN means that finding the least-squares solutionβ of the linear system Hβ = Y [32] , i.e.,
The smallest norm least-squares solution of linear system (5) can be expressed asβ
where H † is the Moore-Penrose generalized inverse of matrix H [45] . Y is the label information matrix of training samples.
Once theβ of ELM is obtained, the output function of ELM can be written as
where h (x) is the hidden-layer output matrix related to test samples.
III. PROPOSED ELM-ECF
Normalization is a necessary preprocessing process for HSI classification, because it can not only maintain the differences between pixels, but also make the data of HSIs image located in the range of [0, 1] to improve the classification accuracy. Many normalization approaches have been proposed [33] . Thanks to the simplicity and consistency of the max method, we adopt this stable normalization algorithm in this paper. Exploiting the max method, the normalized feature element is defined as
is the j-th feature element of the i-th pixel x i , and max(x ij ) represents the maximum value of all dN feature elements in the HSI.
B. MULTISCALE SPATIAL WMF FEATURES
In a HSI, different materials have different reflections or absorptions at a certain spectral band [46] . Hence, we can identify and classify the materials based on their spectral curves. However, in fact, it is extremely difficult to distinguish complex HSI pixels via the spectral feature, especially for the pixels having similar spectral fearure [46] . For example, in Indian Pines dataset, the material ''Soybean'' includes three subclasses, i.e., ''Soybean-notill'', ''Soybeanmitill'', and ''Soybean-clean''. The three subclasses possess very similar spectral feature, but different spatial neighborhood structures (i.e., spatial feature). Hence, it is hard to identify the differences among them if only the spectral information is exploited. In this sense, the spatial information must be taken into account to help identify the subtle critical differences among the aforementioned pixels [46] . In general, the adjacent pixels of a given pixel x i in a HSI share similar spectral characteristics and belong to the same class [1] . Hence, the spectral feature of these adjacent pixels can be exploited to serve as the spatial feature of x i so as to further improve the classification accuracy. Motivated by such an idea, many algorithms have been designed to extract the spatial information of HSIs. There exists several different methodologies to extract the spatial feature. For instance, the spatial information is expressed as the mean of spectral features of pixels around the pixel x i [1] .
However, the calculation algorithm of spatial information in [1] is not able to accurately reflect the spatial neighborhood structure when the background pixels or interferential pixels are located around the pixel x i . In order to mitigate the above negative effect, we conceive a multiscale spatial WMF [3] algorithm to extract spatial feature of HSI pixels. To be specific, the spatial filtering can increase the consistency of adjacent pixels. Moreover, the weighted algorithm can not only emphasize the neighboring pixels similar to x i , but also effectively resist the background and noisy points.
We define that the squared neighborhood pixels of a given pixel x i as
is the pixel coordinate of pixel x i , a = ( − 1) /2, and is the width of neighborhood window and must be set as different odd numbers in order to match different homogenous regions. Specifically, the pixels in the spatial neighborhood N (x i ) are expressed by x i0 , x i1 , x i2 , . . . , x ie , where x i0 = x i and e = 2 − 1 is the number of neighbors of x i . The spatial WMF feature of x i can be written as
2 is the weight that measures the spectral distance of the neighborhood pixels of x i , and γ 0 reflects the degree of filtering. In this paper, γ 0 is set to be 0.2, as in [3] .
C. PROPOSED ELM WITH ENHANCED COMPOSITE FEATURE
In the proposed ELM-ECF, once the HSI data is normalized, we first extract the spectral and spatial information of HSI pixels. Given a pixel x i , the spatial features x s i can be calculated using (10) , and spectral features x ω i is spectral curve vector of x i (see Section II). Once the spatial feature x s i and the spectral feature x ω i are obtained, one can further determine VOLUME 6, 2018
the network architecture by generating the weight vector ω j and basis b j . Based on the above parameters, the ELM hidden-layer output matrices (i.e., H s and H ω ) corresponding to the spatial feature and spectral feature can be computed, respectively, according to (4) . Combining the spectral and spatial information yields the hidden-layer output matrix of the proposed ELM-ECF, which can be expressed as
where µ ∈ (0, 1) is the combination coefficient to balance the spatial and spectral information. This parameter µ is of great importance to determine the accuracy of HSI classification, and thus the effect of it will be thorough discussed in Section IV. After the hidden-layer output matrix of ECF is computed, its corresponding expansion coefficientβ can be measured using (6) . As a result, the output function of ELM-ECF is given as
where (x) is the hidden-layer output matrix corresponding to the testing pixels. Supposing that H s and H ω are the output matrices corresponding to spatial and spectral information of testing samples, respectively. Subsequently, we have
Due to multiscale spatial WMF method provides multiscale spatial features, we can obtain different classification results from ELM utilizes different scale spatial features. In order to merge distinct classification results into a final one, the majority vote method [46] is used to select the most correct result form several results provided by ELM-ECF.
As can be easily observed, the proposed ELM-ECF methods inherit the fast-classification advantages of ELM. In particularly, for the ELM-ECF, all the parameters ω and b in ELM-ECF are defined at the beginning of training process, and thus there is no need to modify these parameters in whole training process. Furthermore, the proposed ECF algorithm can provide more accurate spatial information with respect to the state-of-the-art algorithms. The detailed classification procedures of ELM-ECF are presented in Algorithm 1.
IV. EXPERIMENTAL RESULTS

A. HYPERSPECTRAL DATASETS
To investigate the classification performance of the proposed ELM-ECF, we consider three typical hyperspectral datasets, i.e., Indian Pines, University of Pavia, and Salinas. The detailed information of the three datasets is shown as follows.
1) INDIAN PINES
This dataset is composed of 145 × 145 pixels and 220 spectral bands [3] . Due to the atmospheric affection, 20 spectral bands can be ignored. This image scene includes two-thirds agriculture, one-third forest, as well as some infrastructure. There are 10249 labeled pixels in this dataset, which can be 
Step 3. / * Testing procedure * / 6.
Calculate the output function of ELM: 
2) UNIVERSITY OF PAVIA
This image scene is related to the University of Pavia. The dataset has 610 × 340 pixels and 115 spectral bands [46] . After discarding 12 noisiest bands, there exist 103 spectral bands. The dataset contains 9 classes and 42776 labeled samples. The ground-truth map of this dataset is shown in Fig. 2. 
3) SALINAS
This dataset consists of 512 × 217 pixels and 224 spectral bands [1] . After discarding 20 water absorption and noisy bands, 204 bands are utilized for classification. There are 16 classes and 54129 labeled samples in total. The ground-truth map of this dataset is presented in Fig. 3 .
In all experiments, the numbers of training pixels in the three HSIs mentioned in Section IV-A are set as follow: i) For the Indian Pines dataset, about 10% of the labeled pixels are randomly selected as training set; ii) For the University of Pavia dataset, about 9% of the labeled pixels are randomly selected as training set; and iii) For Salinas dataset, about 2% of the labeled pixels are randomly selected as training set. The pixels that do not belong to the training set serve as testing pixels. The detailed numbers of training and testing pixels in each class of the three datasets are presented in the forthcoming Table 1, Tables 2, and Tables 3, respectively. B. BENCHMARK ALGORITHMS AND PARAMETER SETTING ELM [32] , GELM [33] , SVM [22] , SVM-CK [19] KELM, GELM-CK and KELM-CK [1] serve as the benchmark algorithms to measure the performance the proposed ELM-ECF. In general, the performance of classification algorithms can be measured by the following metrics: i) class accuracy (CA): The fraction of correctly testing samples in a class; ii) overall accuracy (OA): The fraction of correctly classified testing samples in a HSI; iii) average accuracy (AA): The average classification accuracy for all classes; iv) Kappa coefficient (κ): The degree of classification agreement; vi) computational cost (CC): The time cost of each feature-extractionand-classification process. In this paper, all experiments are performed using MATLAB R2014a on a computer with 3.2GHz CPU and 16.0GB RAM. In the preprocessing stage, we normalize all the data according to (8) .
Furthermore, the number of hidden-layer nodes L of GELM-based methods is set as 1000, the window widths of GELM-CK and KELM-CK is set as 9 according to [1] , and their combine coefficient µ will be evaluated in the next subsection. While, for the proposed ELM-ECF, the window widths are set as [5, . . . , 15], majority vote is utilized to select the final classification results, the number of hiddenlayer nodes L and combine coefficient µ will also be discussed and fixed in the next subsection.
Besides, the general Gaussian radial basis function (RBF) kernel for SVM, KELM, SVM-CK, and KELM-CK is
, where σ η = 2 q is the width of the ''η'' RBF kennel, and q = {−4, −3, . . . , 4}, η ∈ {spatial, spectral}. For sake of achieving outstanding classification performance, we adopt the three crossvalidation with a grid search algorithm to select the optimal penalty parameter C and kennel width σ η for KELM, SVM, GELM, SVM-CK, GELM-CK and KELM-CK where C = 10 p and p = {0, 1, . . . , 5} [1] .
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C. DISCUSSION ABOUT THE IMPACT OF KEY PARAMETERS ON CLASSIFICATION ACCURACY
In this section, we discuss the impact of two key parameters (i.e., L, µ) on the HSI classification accuracy of ELM-ECF.
1) EXPERIMENT 1
In this experiment, we investigate the impact of the number of hidden-layer nodes L on the classification performance of the proposed ELM-ECF. Fig. 4 shows OAs curves versus the number of hidden-layer nodes L for ELM-ECF, where parameters used are µ = 0.90. We can observe that the best OA can be obtained for Indian pines dataset when L equals 450. On the other hand, for University of Pavia and Salinas datasets, excellent OAs can be guaranteed if L exceeds 1500 and 600 respectively. Due to the above reason, we set L = 450 for Indian pines dataset, L = 1500 for University of Pavia, and L = 600 for Salinas dataset in the proposed ELM-ECF.
2) EXPERIMENT 2
In this experiment, we explore the impact of the combination coefficient µ on the classification performance. Fig. 5 depicts the OAs curves versus the combination coefficient µ for the proposed ELM-ECF, GELM-CK and KELM-CK. In this figure, L is set as 1000 for GELM-CK according to [1] , while this parameter for ELM-ECF has been determined in the previous experiment. Referring to this figure, the OA of ELM-ECF increases obviously when µ reaches 0.98. Meanwhile, for GELM-CK and KELM-CK, the changes of OAs is very small. Besides, the proposed ELM-ECF outperforms the GELM-CK and KELM-CK when the combination coefficient is sufficiently large, especially for Pavia University dataset. For example, when µ = 0.98, the ELM-ECF achieves an OA of 99.75% while the GELM-CK and KELM-CK accomplish the OAs of 99.01% and 99.31% respectively. In order to get better classification results, µ of ELM-ECF is assumed to be 0.98, and µ of GELM-CK and KELM-CK is set as 0.8 in the remaining experiments unless otherwise stated.
D. PERFORMANCE COMPARISON BETWEEN PROPOSED AND OTHER EXISTING CLASSIFICATION ALGORITHMS
As a further insight, we compare the classification performance of the proposed ELM-ECF and seven outstanding classification algorithms, i.e., ELM, GELM, KELM, SVM, SVM-CK, GELM-CK and KELM-CK. The mean of the five performance metrics (i.e., CA, OA, AA, κ, and CC) corresponding to the above seven classification algorithms are listed in Tables 1∼3. Moreover, the classification maps  corresponding to Tables 1, Tables 2, and 3 are respectively shown in Fig. 6, 7, 8 . As observed from the three tables, among the four spectralinformation-based algorithms, SVM and KELM show better classification performance than ELM and GELM, because the kernel-aided algorithms is insensitive to the curve of dimensionality. However, the two kernel-aided algorithms are amenable to more computational cost than ELM and GELM algorithms. For example, in Pavia University dataset, SVM and KELM consume classification times up to 100.3 and 26.8 seconds respectively, while the ELM and GELM only just need 1.57 and 10.1 seconds to do so, respectively. This is because that the randomly generated activation function used in ELM and GELM saves much time compared with the kernel function in KELM and SVM.
When spatial information is incorporated into the spectral information, the classification performance of spectralinformation-based algorithms can be significantly improved, especially for the classes with a small number of training samples. In particular, for class 7 of Indian Pines dataset, the CA increases from 11.3% to 95.7% when the ELM-ECF is used instead of ELM. Similar conclusions can also be made for other classes with a few training samples (e.g., class 1 and 16). Furthermore, we can see that the proposed ELM-ECF outperform other CK-aided classification algorithms (i.e., SVM-CK and GELM-CK) in terms of classification result. In detail, in the Table 1 , the OA of the proposed ELM-ECF is 98.8%, while the OA of GELM-CK and KELM-CK are 97.9% and 98.2%, respectively. Moreover, the CC of ELM-ECF is still low, which is 5 times faster than SVM-CK. One can also observe similar results from Tables 2  and Table 3 . Therefore, the proposed ELM-ECF has highest accuracy among all the classification algorithms. Meanwhile, the training accuracies of ELM-ECF are almost 100% in three HSI datasets, which can verify the good classification performance of the proposed ELM-ECF.
V. CONCLUSION
In this work, we have proposed a novel ELM framework that includes enhanced composite feature (ECF) for HSI classification, which referred to as ELM-ECF. The proposed ELM-ECF classifies the pixels according to both the spectral and spatial feature. Distinguished from the GELM-CK and KELM-CK, the proposed ELM-ECF only uses an original ELM, but exploits a multiscale spatial WMF-based approach to extract multiple spatial features, the multiple spatial features and the fixed spectral feature can make up multiple composite features. ELM uses multiple composite features its input, and obtains several classification results, finally, the majority vote method is used to choose the most accurate classification result. Through such an algorithm, the acquired multiscale spatial features provide a more accurate characterization of the real feature of pixels. Therefore, the proposed ELM-ECF not only inherits the low-complexity benefit of ELM, but realizes excellent classification performance as well. Experimental results have indicated that the proposed ELM-ECF possesses both more powerful classification capability with respect to the well-performing GELM-CK and KELM-CK. In the future work, we will explore the feasibility of other potential methodologies, such as feature fusion methodology, to further boost the accuracy of HSI classification. 
