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RESUMO
Neste trabalho, estudamos os me´todos de estat´ıstica bayesiana e ma´xima entropia na
ana´lise de dados em eventos de raios co´smicos. Inicialmente, fizemos um resumo sobre o
desenvolvimento da f´ısica de raios co´smicos no qual descrevemos alguns resultados teo´ricos
e experimentais recentes. A seguir, apresentamos uma breve revisa˜o do me´todo bayesiano
e o aplicamos na determinac¸a˜o da composic¸a˜o em massa dos prima´rios em eventos de
raios co´smicos. Ale´m disso, introduzimos o me´todo de ma´xima entropia e propomos um
me´todo de parametrizac¸a˜o do perfil longitudinal de chuveiros atmosfe´ricos extensos. Em
todas as aplicac¸o˜es, foram mostrados os algoritmos desenvolvidos e os resultados obtidos
a partir de dados de eventos simulados. Os resultados indicaram que tais me´todos podem
ser utilizados satisfatoriamente como ferramentas na ana´lise de dados em eventos de raios
co´smicos.
ABSTRACT
In this work, we study bayesian statistics and maximum entropy methods in cosmic
ray events data analysis. At first, we summarized developments in cosmic rays physics,
describing some recent theoretical and experimental results. We present a brief review of
bayesian method and apply it to obtain mass composition of primary cosmic ray events.
Moreover, we introduce the maximum entropy method and propose a method for the
parametrization of the longitudinal profile of extensive air showers. In all applications,
the algorithms developed and the results obtained from simulated events were shown.
The results suggested that such methods can be satisfactorily used as tools in cosmic ray
data analysis.
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Introduc¸a˜o.
Pode-se dizer que o objetivo geral do processo de infereˆncia indutiva e´ o de, a partir de
uma distribuic¸a˜o de probabilidades a priori, atualiza´-la em uma distribuic¸a˜o a posteriori
quando novas informac¸o˜es tornam-se dispon´ıveis. Dois me´todos destinados a esse fim sa˜o
discutidos nesse trabalho: o me´todo baseado no teorema de Bayes e o outro baseado no
princ´ıpio de maximizac¸a˜o da entropia (MaxEnt), sendo a escolha entre os dois definida
pela natureza da informac¸a˜o que esta´ sendo processada.
O teorema de Bayes e´ utilizado em situac¸o˜es que envolvem a infereˆncia sobre determi-
nado paraˆmetro θ com base no conhecimento de valores observados de outras quantidades
x - os dados - e em alguma relac¸a˜o conhecida entre x e θ. Por outro lado, quando a
informac¸a˜o a ser incorporada ao problema toma forma de um conjunto de valores me´dios
de func¸o˜es da varia´vel de interesse, utiliza-se o me´todo de Ma´xima Entropia [1].
O uso de me´todos bayesianos e de ma´xima entropia tornou-se cada vez mais popular
na ana´lise estat´ıstica moderna, com aplicac¸o˜es em numerosos campos cient´ıficos. Prova
disso pode ser encontrada ao observarmos os trabalhos apresentados no 37o MaxEnt (In-
ternational Workshop on Bayesian Inference and Maximum Entropy Methods in Science
and Engineering). Esse e´ um evento mundial, realizado a cada ano em diversos locais
diferentes, que, em 2017, ocorreu no Brasil. Nesse workshop, bem como nos eventos de
anos anteriores, podem ser encontrados trabalhos envolvendo o uso dos me´todos de in-
fereˆncia bayesiana e de ma´xima entropia em a´reas como astronomia, astrof´ısica, qu´ımica,
teoria da comunicac¸a˜o, cosmologia, estudo do clima, cieˆncias da terra, mecaˆnica de flui-
dos, gene´tica, geof´ısica, processamento de imagem, nanocieˆncias, termodinaˆmica, f´ısica
de part´ıculas, mecaˆnica quaˆntica, robo´tica, cieˆncias sociais, dentre outras [2].
Em nosso trabalho, aplicamos os me´todos de infereˆncia bayesiana e de ma´xima entropia
na ana´lise de dados em eventos de raios co´smicos. As discusso˜es e os resultados obtidos
foram dispostos no texto da seguinte forma: no cap´ıtulo 1, apresentamos uma revisa˜o da
f´ısica de raios co´smicos, mostrando um histo´rico com as principais descobertas na a´rea,
os processos f´ısicos presentes no desenvolvimento de chuveiros atmosfe´ricos extensos, os
modelos de interac¸a˜o de baixas e altas energias utilizados para descrever os raios co´smicos
e as te´cnicas experimentais usualmente empregadas na detecc¸a˜o e estudos dos chuveiros.
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No cap´ıtulo 2, apresentamos o teorema de Bayes e seu uso como ferramenta de in-
fereˆncia estat´ıstica, ilustrando sua aplicabilidade em problemas comuns na f´ısica. A seguir,
descrevemos detalhadamente uma aplicac¸a˜o do me´todo bayesiano para a determinac¸a˜o da
composic¸a˜o qu´ımica de prima´rios de chuveiros de raios co´smicos de ultra-altas energias.
Finalizamos o cap´ıtulo discutindo os resultados obtidos para os casos estudados.
No terceiro cap´ıtulo, nos dedicamos ao estudo do princ´ıpio de maximizac¸a˜o da en-
tropia. Iniciamos com a deduc¸a˜o da expressa˜o da entropia de Shannon, descrevendo as
propriedades que a definem. Enunciamos o princ´ıpio de Jaynes e apresentamos uma se´rie
de aplicac¸o˜es introduto´rias para o me´todo de ma´xima entropia. Descrevemos o algo-
ritmo desenvolvido que gera distribuic¸o˜es de ma´xima entropia e, finalmente, o utilizamos
com o intuito de produzir uma parametrizac¸a˜o para os perfis longitudinais de chuveiros
atmosfe´ricos. Os resultados alcanc¸ados sa˜o descritos e discutidos ao final do cap´ıtulo.
Em seguida, apresentamos as concluso˜es gerais e espec´ıficas obtidas e apresentamos
algumas perspectivas e desdobramentos decorrentes do trabalho. Finalizamos a tese com
as refereˆncias bibliogra´ficas utilizadas para elaborac¸a˜o do texto.
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Cap´ıtulo 1
Raios Co´smicos de Altas Energias.
1.1 Histo´rico
A F´ısica de raios co´smicos desempenha um importante papel na˜o so´ na astrof´ısica, mas
tambe´m em f´ısica de part´ıculas elementares. No final do se´culo XIX, a teoria do eletro-
magnetismo de Maxwell ainda estava sendo testada experimentalmente. A` comprovac¸a˜o
de que os raios cato´dicos eram constitu´ıdos por part´ıculas negativamente carregadas, os
ele´trons, seguiu-se a identificac¸a˜o da radiac¸a˜o ionizante, constitu´ıda pelas part´ıculas α e
β e os raios γ.
Para os estudos posteriores envolvendo as radiac¸o˜es ionizantes foi utilizado o ele-
trosco´pio de folhas de ouro. Um eletrosco´pio carregado perde gradualmente sua carga,
porque um pequeno nu´mero de mole´culas de ar esta´ sendo continuamente ionizado devido
a radiac¸a˜o ionizante. A taxa com que o eletrosco´pio e´ descarregado pode ser utilizada
para medir a quantidade de radiac¸a˜o presente.
A partir de diversos estudos, incluindo os de Wilson em 1910 [4], concluiu-se que a
radiac¸a˜o ionizante era altamente penetrante e que era decorrente de decaimentos naturais
espontaˆneos de materiais presentes no solo. Em 1910, Wulf [5] levou um eletrosco´pio ate´
o alto da Torre Eiffel, descobrindo uma diminuic¸a˜o na taxa de ionizac¸a˜o muito menor do
que o esperado, concluindo haver uma fonte de radiac¸a˜o ionizante ale´m da presente na
crosta terrestre.
A comprovac¸a˜o da origem extraterrestre de parte da radiac¸a˜o se deu em 1912 quando
Hess, realizando voos de bala˜o a 5 km, detectou um aumento na taxa de ionizac¸a˜o, indi-
cando um aumento no fluxo da radiac¸a˜o ionizante com a altitude e, ale´m disso, verificando
que tal radiac¸a˜o era muito mais energe´tica do que as fontes terrestres conhecidas. Em
1925, Millikan apelidou essa radiac¸a˜o extraterrestre de raios co´smicos.
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Em 1929, Skobeltsyn observou os primeiros rastros deixados por raios co´smicos em
uma caˆmara de nuvem. Tais rastros na˜o apresentavam qualquer desvio na trajeto´ria dos
raios co´smicos mesmo na presenc¸a de um campo magne´tico, indicando energias acima de
15 MeV.
Em 1936, Anderson e Neddermeyer anunciaram a descoberta de uma part´ıcula alta-
mente penetrante com massa entre um ele´tron e um pro´ton. Esta part´ıcula, chamada
inicialmente de meso´tron, foi a primeira candidata a part´ıcula de Yukawa, a qual seria
responsa´vel pela interac¸a˜o atrativa entre pro´tons e neˆutrons no nu´cleo atoˆmico. Logo
percebeu que esses mu´ons, como sa˜o chamados agora, interagiam muito fracamente com
nu´cleos para serem a part´ıcula Yukawa.
Em 1939, ocorria um grande acontecimento para o estudo dos raios co´smicos: a des-
coberta dos chuveiros atmosfe´ricos extensos (CAE’s), feita por Pierre Auger [6]. Usando
contadores Geiger separados por longas distaˆncias - ate´ algumas centenas de metros, Au-
ger e seus colaboradores observaram a chegada simultaˆnea de milhares de part´ıculas as
quais, corretamente interpretaram, seriam part´ıculas secunda´rias resultantes da interac¸a˜o
de um u´nico raio co´smico de energia em torno de 1015 eV com mole´culas do topo da
atmosfera, que causaram uma cascada de part´ıculas menos energe´ticas.
Em 1947, os ka´ons (K) foram descobertos, a partir de experimentos envolvendo caˆmaras
de nuvem em balo˜es de grande altitude. No mesmo ano, a ana´lise de trac¸os de emulso˜es
nucleares levaram a descoberta por Powell, Lattes, Occhialini do me´son-pi, dessa vez a
part´ıcula que tinha sido prevista anteriormente Yukawa (onze anos antes). Entre 1952 e
1953, as part´ıculas Ξ− e Σ tambe´m foram descobertas pela observac¸a˜o dos trac¸os deixados
por raios co´smicos em caˆmaras de bolhas e nuvens.
Dois grupos, de forma independente, teorizaram que ha´ um limite superior de energia
no espectro de raios co´smicos, em que ha´ uma queda su´bita e drama´tica no seu fluxo.
Em dois trabalhos distintos publicados em 1966, Kenneth Greisen da Universidade de
Cornell e G.T. Zatsepin e V.A. Kuz’min da Academia de Cieˆncias da URSS previram que
essa mudanc¸a no espectro ocorreria a uma energia de cerca de 6 × 1019 eV [7, 8]. Esta
caracter´ıstica no espectro viria a ser chamada de corte GZK, em homenagem a Greisen,
Zatsepin, e Kuz’min.
Em 1967, Kenneth Greisen liderou um grupo de f´ısicos que desejava estudar os CAE’s
observados por Auger. Greisen percebeu que a passagem de um grande nu´mero de
part´ıculas carregadas no chuveiro excitaria as mole´culas de nitrogeˆnio da atmosfera que
emitiriam, assim, radiac¸a˜o no ultravioleta que poderia ser detectada. Esse me´todo recebeu
o nome de te´cnica de fluoresceˆncia [9].
A Universidade de Utah construiu um detector de fluoresceˆncia em 1976 em Volcano
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Ranch, Novo Me´xico. Em 1981, o sucesso desse projeto foi seguido por um projeto
melhorado em Proving Grounds U.S. Army Dugway em Utah. O experimento foi chamado
de Fly’s Eye, uma vez que as fotomultiplicadoras hexagonais que captavam a luz dos
chuveiros atmosfe´ricos lembravam o olho composto de uma mosca. O experimento de Fly’s
Eye reportou ter observado um CAE com energia da part´ıcula prima´ria de 3.2×1020 eV em
1991 [10], o ate´ enta˜o mais energe´tico evento de raio co´smico ja´ registrado. O experimento
Fly’s Eye encerrou suas operac¸o˜es em 1992.
Entre 1993 e 1996, um proto´tipo de um projeto melhorado de Fly’s Eye chamado de
High Resolution Fly’s Eye (HiRes) foi posto em funcionamento, utilizando um me´todo
h´ıbrido de observac¸a˜o dos chuveiros, envolvendo tanto te´cnicas de fluoresceˆncia quanto
detectores de solo. O experimento HiRes coletou dados por cerca de 6 anos e meio,
terminando suas operac¸o˜es em Abril de 2006.
Em 1995, um grupo de f´ısicos de 15 pa´ıses organizou a Colaborac¸a˜o Pierre Auger, pro-
jeto que combina as duas te´cnicas mais importantes na detecc¸a˜o de chuveiros atmosfe´ricos:
um conjunto de 1600 detectores de Cherenkov na a´gua e 24 telesco´pios de fluoresceˆncia
espalhados por uma a´rea de 3000 km2. O projeto Auger vem contribuindo de forma rele-
vante na elucidac¸a˜o das questo˜es mais importantes da f´ısica de raios co´smicos, entre elas,
a existeˆncia, ou na˜o, do corte GZK e o miste´rio acerca das poss´ıveis fontes astrof´ısicas
capazes de acelerar os raios co´smicos ate´ essas energias [11].
1.2 F´ısica.
O estudo dos raios co´smicos de ultra-alta energia (RCUAE) contribui para a resoluc¸a˜o de
importantes questo˜es sobre processos astrof´ısicos ainda na˜o completamente compreendidos
quase um se´culo apo´s a descoberta dos raios co´smicos. A pesquisa em raios co´smicos
envolve diversos to´picos de grande interesse, tais como a explicac¸a˜o do espectro dos raios
co´smicos, a composic¸a˜o qu´ımica dos prima´rios, anisotropia, mecanismos de propagac¸a˜o e
acelerac¸a˜o, dentre outros.
1.2.1 Espectro.
As figuras 1.1 e 1.2 mostram o resultado acumulado de diversos experimentos em raios
co´smicos. Como pode ser visto, conforme a energia aumenta, a frequeˆncia com que ocor-
rem tais eventos diminui drasticamente. O fluxo de raios co´smicos, que e´ a medida
relacionada ao nu´mero de part´ıculas por unidade de a´rea por unidade de tempo, pode
variar desde 1 part´ıcula por cm2por segundo para raios co´smicos de energia em torno de
108eV ate´ 1 part´ıcula por km2 por se´culo, para energias na faixa de 1018 eV.
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Figura 1.1: Espectro de energia dos raios co´smicos. Os dados referem-se aos resultados
de diversos experimentos, incluindo os do Observato´rio Pierre Auger. Fonte [3]
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Figura 1.2: Espectro de energia dos raios co´smicos de ultra-altas energias. Na regia˜o de
ultra-alta energia, o fluxo de raios co´smicos e´ de cerca de apenas 1 part´ıcula por km2 por
se´culo. Fonte [3]
Empiricamente, o fluxo de raios co´smicos pode ser descrito aproximadamente por uma
lei de poteˆncia:
1. Raios Co´smicos de Altas Energias. 22
N(E)dE ∝ E−γdE (1.1)
Na figura, a linha tracejada e´ a que representa o ı´ndice espectral γ = 3. No ”joelho”,
regia˜o de energia entre 1015 eV e 1016 eV, γ ≈ 2.7. Ale´m dessa regia˜o, γ chega a aproxi-
madamente 3.2, retornando a um valor pro´ximo de 2.5, em 6×1018 eV. Acima de 6×1019
eV , o fluxo cai novamente. Essa caracter´ıstica do espectro, chamada de corte GZK e´ um
limite superior teo´rico para o fluxo de raios co´smicos.
Conforme a energia dos raios co´smicos aumenta e o fluxo diminui, me´todos de ob-
servac¸a˜o direta ja´ na˜o sa˜o poss´ıveis para coletar eventos suficientes para uma estat´ıstica
confia´vel. Medidas indiretas sa˜o realizadas, enta˜o, em que a part´ıcula prima´ria do raio
co´smico na˜o e´ observada diretamente, mas, em vez disso, as part´ıculas produzidas na sua
interac¸a˜o com as mole´culas de ar da atmosfera. Observac¸o˜es indiretas sa˜o feitas medindo
a densidade e o tempo de chegada aos detectores de solo de ele´trons e mu´ons produzidos
nos CAE’s ou pela ana´lise da luz produzida na atmosfera pela excitac¸a˜o das mole´culas de
nitrogeˆnio em raza˜o da passagem de part´ıculas carregadas.
A energia, direc¸a˜o de chegada, e composic¸a˜o devem, enta˜o, ser deduzidos pelos me´todos
de reconstruc¸a˜o adequados para o tipo de detector. Na regia˜o de energia em torno do joe-
lho, arranjos de detectores de solo que medem o fluxo de part´ıculas carregadas sa˜o usados
para fazer observac¸o˜es. O tamanho do arranjo de detectores pode ser ta˜o grande quanto
va´rias centenas de km2 para medir os raios co´smicos de mais alta energia. Na regia˜o dos
RCUAE’s, telesco´pios de fluoresceˆncia de grande abertura sa˜o capazes de detectar luz a
grandes distaˆncias do chuveiro. Ha´ tambe´m te´cnicas h´ıbridas de detecc¸a˜o, que combinam
telesco´pios de fluoresceˆncia com tanques no solo, como os do Observato´rio Pierre Auger.
1.2.2 Composic¸a˜o.
A determinac¸a˜o da composic¸a˜o qu´ımica dos raios co´smicos e´ uma das questo˜es mais com-
plexas e de maior interesse atualmente. Identificar quais part´ıculas ou nu´cleos compo˜em
os prima´rios dos chuveiros pode ajudar na compreensa˜o de quais sa˜o as fontes de RC,
seus mecanismos de acelerac¸a˜o. A composic¸a˜o dos raios co´smicos inclui, essencialmente,
todos os elementos no tabela perio´dica. A Figura 1.3 mostra as abundaˆncias relativas dos
elementos qu´ımicos no sistema solar e nos raios co´smicos de origem gala´ctica.
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Figura 1.3: Comparac¸a˜o entre as abundaˆncias qu´ımicas relativas de raios co´smicos medi-
dos na Terra e as abundaˆncias solares. As abundaˆncias foram normalizadas a` do sil´ıcio.
Fonte [12]
As abundaˆncias relativas de raios co´smicos sa˜o bastante similares a`s abundaˆncias
me´dias do meio estelar da gala´xia. Em relac¸a˜o a distribuic¸a˜o dos elementos encontra-
dos no sistema solar, ha´ uma superabundaˆncia de nu´cleos leves tais como Li, Be e B e
uma sub-abundaˆncia de H e He, quando comparadas com as abundaˆncias gala´cticas. Uma
forma de entender a composic¸a˜o de raios co´smicos e´ assumir que suas abundaˆncias relativas
coincidam com a composic¸a˜o me´dia gala´ctica e que os nu´cleos pesado sa˜o transformados
em nu´cleos mais leves conforme se propagam no espac¸o interestelar. As abundaˆncias ele-
mentares e isoto´picas dos raios co´smicos sa˜o importantes para compreender os modelos
de nucleoss´ıntese das estrelas, sua evoluc¸a˜o e as origens dos raios co´smicos gala´cticos.
Em baixas energias, quando o fluxo e´ grande, a composic¸a˜o pode ser determinada
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diretamente. Ja´ em altas energias, a composic¸a˜o deve ser inferida pela observac¸a˜o das
propriedades dos CAE’s. Para o caso espec´ıfico da te´cnica de fluoresceˆncia, a profundidade
do ma´ximo do chuveiro (xmax) e suas flutuac¸o˜es sa˜o varia´veis que podem ser usadas para
estudar a composic¸a˜o do prima´rio. O valor de xmax sofre maiores flutuac¸o˜es para chuveiros
de pro´ton que para os chuveiros de ferro, por exemplo.
A colaborac¸a˜o Haverah Park encontrou uma frac¸a˜o de ferro de 66% em torno do
intervalo de energia de 0.2 - 1 EeV [13], resultados em acordo aos encontrados em Akeno
[14]. Em energias acima de 1019eV , os estudos de composic¸a˜o qu´ımica ainda sa˜o bastante
inconclusivos. AGASA mediu um limite superior na frac¸a˜o de ferro de 35% no intervalo
de 1019 - 1019.5 eV e 76% no intervalo de 1019.5 – 1020 eV [15]. Em oposic¸a˜o, HiRes teˆm
medido a transic¸a˜o de uma componente mais pesada para uma mais leve no intervalo de
0.1 EeV - 1 EeV e a manutenc¸a˜o de uma componente leve acima de 1 EeV [16].
Em estudos da colaborac¸a˜o HiRes, a ana´lise de chuveiros observados numa faixa es-
treita de energia, tem mostrado grandes flutuac¸o˜es de xmax, compat´ıveis com chuveiros
de pro´ton. Independente dos modelos teo´ricos hadroˆnicos usados, essa comparac¸a˜o das
larguras das distribuic¸o˜es de xmax dos eventos reais com as distribuic¸o˜es dos dados simu-
lados sugere que a composic¸a˜o qu´ımica no intervalo entre 1017 eV a 1018 eV seja dominada
por nu´cleos leves, principalmente pro´tons [16].
Contudo, a identificac¸a˜o da part´ıcula prima´ria de cada evento e´ complicada em vir-
tude das flutuac¸o˜es no desenvolvimento dos chuveiros, o nu´mero pequeno de paraˆmetros
mensura´veis e a incerteza nos modelos de interac¸a˜o hadroˆnica. Podemos fazer estimativas
em termos da regia˜o de nu´mero atoˆmico a` qual o prima´rio pertence.
1.3 Acelerac¸a˜o e Propagac¸a˜o de Raios Co´smicos.
As principais questo˜es sobre os RCUAE’s sa˜o como e onde eles sa˜o acelerados. A part´ıcula
mais energe´tica ja´ detectada, presumivelmente um pro´ton ou um nu´cleo, tinha uma ener-
gia de 50 joules, da ordem de grandeza da energia de objetos macrosco´picos e mais de
8 ordens de grandeza maior do que as maiores energias produzidas por aceleradores de
part´ıculas.
Ha´ dois modelos gerais de fontes aceleradores de RCUAE’s: os modelos botton-up e
top-down. Os modelos bottom-up preveem cena´rios em que part´ıculas criadas com energias
relativamente pequenas em fontes conhecidas, como supernovas, nu´cleos de gala´xias ativas,
pulsares, sa˜o aceleradas ate´ ultra altas energias atrave´s de extensas regio˜es do espac¸o a
partir da forc¸a de Lorentz. Os modelos top-down envolvem a existeˆncia de part´ıculas X
supermassivas, previstas em teorias f´ısicas ale´m do modelo padra˜o, criadas por defeitos
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topolo´gicos, como cordas co´smicas, monopolos. Segundo esses modelos, o decaimento
dessas part´ıculas X produziriam quarks e le´ptons. Os quarks produziriam jatos, le´ptons
massivos insta´veis e tambe´m decairiam, causando uma cascata de fo´tons energe´ticos,
neutrinos e le´ptons leves. Essa cascata de part´ıculas tambe´m incluiria um pequeno nu´mero
de pro´tons e neˆutrons que poderiam se tornar part´ıculas ultraenerge´ticas.
Ale´m disso, os modelos bottom-up possuem cena´rios que incluem uma u´nica acelerac¸a˜o
em campos eletromagne´ticos muito intensos, que podem ser encontrados pro´ximos a ob-
jetos compactos, como estrelas de neˆutrons ou discos de acrec¸a˜o de buracos negros. Um
segundo cena´rio e´ representado por um modelo de acelerac¸a˜o difusa e estoca´stica, tambe´m
conhecido como acelerac¸a˜o de Fermi. Nesse cena´rio, as part´ıculas ganham energia gradu-
almente pelos inu´meros encontros com plasmas magnetizados em movimento.
A figura 1.4 e´ conhecida como diagrama de Hillas [17] e mostra o tamanho e a inten-
sidade dos campos magne´ticos de objetos astrof´ısicos necessa´rios para acelerar pro´tons e
nu´cleos de ferro ate´ energias da ordem de 1020 eV.
Figura 1.4: Diagrama de Hillas. Tamanho e intensidade do campo magne´tico de poss´ıveis
fontes de raios co´smicos de ultra-alta energia. Os objetos abaixo das linhas diagonais na˜o
possuem a combinac¸a˜o das duas caracter´ısticas para acelerar pro´tons ou nu´cleos de ferro
a energias ultra-altas. Fonte [3].
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Hillas mostrou que a energia ma´xima adquirida por uma part´ıcula de carga Ze que
atravessa uma regia˜o de tamanho R e´:
Emax ≈ βZ
(
B
µG
)(
R
1kpc
)
1018eV (1.2)
onde B e´ a intensidade do campo magne´tico, β = v/c e´ a velocidade da onda de choque
que acelera a part´ıcula. Assim, o campo magne´tico necessita ser suficientemente grande
para confinar os RC’s no interior do objeto co´smico. Da mesma forma, o tamanho da
fonte precisa ser grande para que as part´ıculas possam adquirir energia suficiente antes de
escaparem. Na figura anterior, objetos astrof´ısicos abaixo da linha na˜o tem combinac¸a˜o de
tamanho e intensidade de campo magne´tico suficiente para acelerar part´ıculas a energias
ultra altas.
1.3.1 Propagac¸a˜o.
Em 1965, foi observada pela primeira vez a radiac¸a˜o co´smica de fundo de 2.7 K, por
Penzias e Wilson [18]. Um ano depois, de forma independente, Greisen [7], nos EUA, e
Kuz’min e Zatsepin [8], na antiga URSS, previram uma supressa˜o no espectro de energia
dos raios co´smicos em torno de 6 × 1019 eV, devido a` interac¸a˜o de part´ıculas de altas
energias com os fo´tons de 2.7 K.
As principais reac¸o˜es de pro´tons ultraenerge´ticos com fo´tons da radiac¸a˜o co´smica de
fundo sa˜o as seguintes:
p+ γ → n+ pi+ (1.3)
p+ γ → p+ pi0 (1.4)
p+ γ → p+ e+ + e− (1.5)
Os limiares de energia para produc¸a˜o de pares (Eq. 1.5) e fotoproduc¸a˜o de p´ıons (Eq.
1.4) sa˜o 1018 eV e 1019.6 eV, respectivamente, com os livres caminhos me´dios de 1 Mpc
e 6 Mpc. Contudo, o processo de criac¸a˜o de pares e´ menos significante que o processo
de fotoproduc¸a˜o de p´ıons, em decorreˆncia da pequena perda de energia para produc¸a˜o de
pares (0.1%) quando comparada a perda referente ao processo de fotoproduc¸a˜o (20%).
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O comprimento de atenuac¸a˜o para pro´tons com energias acima do limiar de foto-
produc¸a˜o (≈ 1019.6 eV) e´ diminu´ıdo, em virtude das perdas de energia, sendo menor que
300 Mpc. Dessa forma qualquer poss´ıvel fonte de RCUAE’s, acima desta energia, deve
estar a uma distaˆncia inferior a 300 Mpc da Terra. Para energias maiores, esta distaˆncia
e´ menor. Um pro´ton co´smico com energia de 1020.5 eV implicara´ em fontes com uma
distaˆncia inferior a ≈ 50 Mpc. Portanto, as contribuic¸o˜es ao espectro de energia de RC’s
(> 5 x 1019 eV) devem ser dominadas por fontes pro´ximas a` Terra.
A perda de energia de pro´tons com diferentes energias iniciais em func¸a˜o da distaˆncia
de propagac¸a˜o e´ ilustrada na figura 1.5. Para distaˆncias superiores a 100 Mpc, verifica-se
que a energia observada e´ inferior a 1020 eV, na˜o importando a energia inicial do pro´ton
co´smico. E´ importante evidenciar que tal reduc¸a˜o de energia deve-se a muitas coliso˜es
do pro´ton com os γ2.7K e para cada interac¸a˜o reduz-se a energia incidente inicial de 10 a
20%. Desta forma, a probabilidade de um pro´ton na˜o interagir com o meio no qual ele se
propaga, torna-se desprez´ıvel.
Figura 1.5: Corte GZK. Part´ıculas carregadas com E > 5× 1019 eV viajara˜o no ma´ximo
100 Mpc antes de sua energia cair abaixo do limiar. Fonte [3]
No caso de nu´cleos pesados de massa A, o processo de foto desintegrac¸a˜o e´ importante
[19] tambe´m:
1. Raios Co´smicos de Altas Energias. 28
A+ γ → (A− 1) +N (1.6)
A+ γ → (A− 2) + 2N (1.7)
sendo N um nu´cleon (i.e., pro´ton ou neˆutron). Caso o RC seja um nu´cleo pesado, o
comprimento de atenuac¸a˜o e´ menor que o do pro´ton, em virtude da fotodesintegrac¸a˜o
do nu´cleo na radiac¸a˜o co´smica de fundo (na regia˜o do infravermelho). Portanto, a perda
de energia ocorre mais rapidamente para os nu´cleos quando comparada a de um pro´ton
co´smico.
No caso dos raios co´smicos serem raios gamas, o processo de criac¸a˜o de pares devido a`
interac¸a˜o com a radiac¸a˜o co´smica de fundo (infravermelho, micro-ondas e ra´dio) e´ ainda
mais importante. A probabilidade de que gamas ultraenerge´ticos alcancem a Terra e´
muito pequena, ja´ que o comprimento de interac¸a˜o dos gamas possui valores inferiores a
100 Mpc em um intervalo de energia bastante grande, de 1012.5 eV a 1022 eV.
1.3.2 Chuveiro Atmosfe´rico Extenso (CAE).
Devido ao fluxo extremamente baixo dos RCUAE’s, me´todos diretos de detecc¸a˜o 1 na˜o
sa˜o realisticamente poss´ıveis e medidas indiretas devem ser aplicadas. Quando um raio
co´smico de alta energia entra na atmosfera terrestre ele pode interagir com um a´tomo de
nitrogeˆnio ou oxigeˆnio, transferindo parte de sua energia cine´tica em uma colisa˜o inela´stica
e iniciando uma reac¸a˜o em cadeia de processos de produc¸a˜o de part´ıculas secunda´rias,
podendo chegar a ≈ 1010 secunda´rios, que resultam em um CAE. A cada colisa˜o, o
secunda´rio produzido carrega uma porc¸a˜o menor de energia do raio co´smico prima´rio.
Quando a energia individual dos secunda´rios atinge um valor em torno de 80 MeV, a
probabilidade de interac¸a˜o do secunda´rio com mole´culas do ar se iguala a` probabilidade
de absorc¸a˜o por a´tomos do ar, o que faz com que o chuveiro comece a morrer.
Costuma-se representar um CAE a partir de treˆs componentes: eletromagne´tica,
hadroˆnica e muoˆnica, embora tenhamos uma componente de neutrinos. A figura 1.6
ilustra um chuveiro iniciado por um pro´ton. O prima´rio colide com uma mole´cula do ar
resultando em uma variedade de part´ıculas prima´rias tais como p´ıons, ka´ons, neˆutrons e
pro´tons. Os nu´cleons secunda´rios e os p´ıons carregados, que tem energia acima de 1 GeV
continuam as coliso˜es nucleares, criando mais part´ıculas hadroˆnicas. Os p´ıons neutros
tem meia-vida muito curta, 8.4 x 10−17 segundos, e decaem em dois raios gamas, os quais
iniciam a cascata eletromagne´tica. P´ıons carregados decaem em mu´ons, antes que possam
1Medidas em estac¸o˜es espaciais, sate´lites, balo˜es estratosfe´ricos, dentre outros.
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sofrer qualquer interac¸a˜o, iniciando a cascata muoˆnica. Mu´ons interagem fracamente com
a mate´ria e perdem energia apenas por ionizac¸a˜o, a maioria deles alcanc¸ando o solo antes
de deca´ırem, devido aos efeitos de dilatac¸a˜o no tempo.
Figura 1.6: Esquema de um CAE iniciado por um pro´ton. A componente eletromagne´tica
e´ composta por ele´trons e fo´tons que criam luz de fluoresceˆncia; a componente hadroˆnica e´
o nu´cleo do chuveiro, e a componente muoˆnica interage fracamente com o meio, podendo
ser detectada por detectores de suerf´ıcie. Fonte [3].
A cascata eletromagne´tica e´ a maior componente do CAE e a mais importante para
os me´todos de detecc¸a˜o por fluoresceˆncia. Um pro´ton de alta energia inicia a cascata pela
produc¸a˜o de um par ele´tron-po´sitron. Cada le´pton cria um raio gama via bremsstrahlung
que produz outro par ele´tron-po´sitron, continuando a cascata. Em um chuveiro hadroˆnico,
raios gamas adicionais sa˜o criados pelo decaimento de p´ıons neutros. Uma maneira simples
de entender as propriedades ba´sicas de um CAE e´ usando um modelo de partic¸a˜o simples
[20,21], como ilustrado pela figura 1.7.
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Figura 1.7: Modelo de partic¸a˜o simples de uma cascata eletromagne´tica. Fonte [20].
No limite de alt´ıssimas energias, os comprimentos de radiac¸a˜o para o bremsstrahlung
e a produc¸a˜o de pares sa˜o praticamente ideˆnticos [5]. Podemos, enta˜o, definir um com-
primento de interac¸a˜o λ. A cada distaˆncia λ, uma dessas reac¸o˜es acontece e cada uma
das part´ıculas criada leva metade da energia da part´ıcula que a criou. Se o gama, que
iniciou a cascata com energia E0, produz um par ele´tron-po´sitron, cada le´pton carrega
E0/2. Cada uma dessas part´ıculas emite um fo´ton de bremsstrahlung e esse fo´ton mais
os gamas recentemente criados levam E0/4 da energia. Portanto, a cada comprimento de
interac¸a˜o, a energia me´dia por part´ıcula cai pela metade, enquanto o nu´mero de part´ıculas
na cascata dobra. A uma profundidade x, o nu´mero de interac¸o˜es (partic¸o˜es) e´ n = x/λ
e o nu´mero de part´ıculas no chuveiro e´:
N(x) = 2n = 2x/λ (1.8)
A energia por part´ıcula pode ser expressa, enta˜o, em func¸a˜o de x e λ:
E(x) =
E0
2x/λ
(1.9)
A produc¸a˜o de part´ıculas continua ate´ que a energia por part´ıculas atinja um valor
abaixo do valor limite para o qual na˜o podem mais ser criadas part´ıculas via bremss-
trahlung e produc¸a˜o de par. Essa energia e´ chamada de energia cr´ıtica, Ec e vale 81
MeV/c [22]. Abaixo dessa energia, N(x) comec¸a a diminuir. Esse ponto do chuveiro e´
chamado de ma´ximo do chuveiro, xmax. Portanto:
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N(xmax) = Nmax =
E0
Ec
(1.10)
Obtemos, assim, uma expressa˜o para xmax:
xmax = λ
ln(E0/Ec)
ln 2
(1.11)
1.3.3 A te´cnica de fluoresceˆncia.
A` medida que part´ıculas carregadas atravessam a atmosfera, elas excitam mole´culas de
N2 do ar, que permanecem em um estado excitado tipicamente entre 10 e 50 ns. Ao
relaxarem, as mole´culas de nitrogeˆnio emitem fo´tons de ultravioleta numa faixa de 300 a
400 nm, com treˆs picos proeminentes em 337, 357 e 391 nm [9].
Um ele´tron de 1,4 MeV produz cerca de 3,25 fo´tons / metro emitidos isotropicamente
[23]. Um t´ıpico chuveiro de 1 EeV produzira´ cerca de 109 ele´trons no ma´ximo de seu
desenvolvimento, de modo que um grande nu´mero de fo´tons UV deve ser produzido em
um chuveiro, mesmo para eficieˆncias na produc¸a˜o de fluoresceˆncia abaixo de 1%.
Os detectores de fluoresceˆncia do ar observam a luz de fluoresceˆncia gerada pelos
chuveiros. Eles utilizam um sistema de imagens o´pticas de forma semelhante a uma caˆmera
para capturar os fo´tons de fluoresceˆncia do chuveiro e, usando um espelho, aumentar a
eficieˆncia da coleta de luz e focar a imagem em um conjunto de fotomultiplicadoras.
A grande vantagem da te´cnica de fluoresceˆncia esta´ em poder observar o desenvol-
vimento do chuveiro ao longo de sua passagem pela atmosfera, ao contra´rio da u´nica
medida realizada em um detector de superf´ıcie. No entanto, algumas partes do chuveiro
podem na˜o estar vis´ıveis ao detector de fluoresceˆncia devido a`s condic¸o˜es atmosfe´ricas ou
sensibilidade do detector. Por essa raza˜o, o perfil de part´ıculas carregadas em func¸a˜o da
profundidade de um chuveiro e´ ajustado de tal forma que permita sua extrapolac¸a˜o para
regio˜es do chuveiro que na˜o sa˜o diretamente medidas. Tradicionalmente, para parametri-
zar o desenvolvimento de chuveiros utiliza-se a func¸a˜o de Gaisser-Hillas [24], que pode ser
expressa como:
N(x) = Nmax
(
x− x0
xmax − x0
)(xmax−x0)/λ
exp(
xmax − x
λ
) (1.12)
onde Nmax, xmax, x0 e λ sa˜o paraˆmetros do ajuste.
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Uma da propostas do presente trabalho e´ propor um me´todo alternativo de caracte-
rizac¸a˜o dos perfis de CAE’s utilizando um formalismo baseado no Princ´ıpio da Ma´xima
Entropia (MaxEnt). No pro´ximo cap´ıtulo, apresentaremos as bases teo´ricas do me´todo e
sua aplicac¸a˜o na caracterizac¸a˜o de perfis longitudinais.
1.4 Simulac¸a˜o de CAE’s.
1.4.1 Introduc¸a˜o.
A ana´lise de dados experimentais de CAE’s, o planejamento de experimentos na a´rea e a
reconstruc¸a˜o dos chuveiros exigem uma modelagem teo´rica das cascatas que se desenvol-
vem quando uma part´ıcula de alt´ıssima energia entra na atmosfera. Para tais ca´lculos,
utilizaremos o programa CORSIKA (COsmic Ray SImulation for KAscade) que realiza
ca´lculos de Monte Carlo que simulam o desenvolvimento de CAE’s iniciados por pro´tons,
fo´tons, nu´cleos ou qualquer outra part´ıcula.
Deve-se ter em mente que, embora as interac¸o˜es eletromagne´ticas que descrevem, por
exemplo, fenoˆmenos de perda de energia por ionizac¸a˜o e demais processos envolvendo
ele´trons e fo´tons, ale´m dos modelos que calculam as razo˜es de decaimento de part´ıculas
insta´veis representarem teorias bem estabelecidas no contexto atual da f´ısica de part´ıculas,
as interac¸o˜es hadroˆnicas ainda sa˜o as maiores fontes de incertezas, fato esse demonstrado
a partir do grande nu´mero de modelos de interac¸a˜o concorrentes existentes e, inclusive,
disponibilizados pelo CORSIKA.
Nesse trabalho, na˜o nos deteremos na ana´lise da influeˆncia dos modelos de interac¸a˜o
hadroˆnica na reconstruc¸a˜o dos CAE’s. O que se quer mostrar aqui e´ o uso de ferramentas
e me´todos estat´ısticos ( em espec´ıfico, os me´todos bayesianos e de ma´xima entropia) na
busca de informac¸o˜es que nos auxiliem na ana´lise experimental de aspectos gerais dos chu-
veiros, como a reconstruc¸a˜o de perfis e o estudo de paraˆmetros relacionados a` composic¸a˜o
qu´ımica do prima´rio. Consideramos que nessas ana´lises, a escolha do modelo de interac¸a˜o
na˜o seja decisiva para testar a proposta de aplicabilidade dos me´todos estat´ısticos ora
mencionados.
O CORSIKA inicialmente havia sido desenvolvido para o experimento KASCADE
[25, 26] em Karlsruhe. Seu uso, no entanto, se estendeu posteriormente para diversos
outros experimentos, incluindo o projeto AUGER, podendo ser utilizado para simulac¸o˜es
de experimentos envolvendo luz cherenkov (E0 ≈ 1012 eV) ate´ os mais energe´ticos eventos
de raios co´smicos (E0 > 10
20) eV.
Inicialmente, o CORSIKA dispunha de treˆs programas principais. O primeiro deles
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utilizava a rotina ISOBAR [27], que era um modelo de interac¸a˜o hadroˆnica simples a
baixas energias. O segundo, desenvolvido por Capdevielle [28], HDPM, inspirado no
modelo a partons dual descreve interac¸o˜es de pro´tons a altas energias. O terceiro programa
utilizava o co´digo EGS4 [29], que tratava da simulac¸a˜o da componente eletromagne´tica dos
chuveiros. Posteriormente, diversas outras rotinas foram sendo incorporadas ao programa.
Em sua versa˜o mais recente (fevereiro de 2016), as interac¸o˜es hadroˆnicas de altas
energias podem ser tratadas utilizando-se um dos oito modelos dispon´ıveis: o modelo a
partons dual (Dual Parton Model) DPMJET [30]; o modelo HDPM, ja´ descrito anteri-
ormente; o modelo de cordas de quark-glu´ons QGSJET01 [31]; o modelo de minijatos
SIBYLL [32,33]; o modelo VENUS [34] e o modelo NEXUS [35], que combina algoritmos
do VENUS e QGSJET01 com novas ideias, baseadas nos dados obtidos pelas colaborac¸o˜es
H1 e Zeus. Os u´ltimos modelos inclu´ıdos foram o EPOS LHC (v3400) [36] (que consiste
em uma atualizac¸a˜o do modelo NEXUS, a partir da ana´lise de dados obtidos pelo LHC) e
o modelo QGSJET II-04 [37], o qual apresenta um tratamento para interac¸o˜es Pomeron-
Pomeron a qualquer ordem incluindo diagramas de loop.
Com relac¸a˜o a`s interac¸o˜es hadroˆnicas a baixas energias, esta˜o dispon´ıveis os seguintes
co´digos: FLUKA [38], que consiste em um modelo refinado que leva em conta diversos
fenoˆmenos nucleares; GHEISHA [39] e o modelo UrQMD [40], que descreve microscopi-
camente as coliso˜es a baixas energias envolvendo ha´drons e nu´cleos. As interac¸o˜es de
ele´trons e fo´tons podem ser tratadas pelo co´digo EGS4 ou usando a fo´rmula anal´ıtica
NKG.
Diversos paraˆmetros podem ser escolhidos e modificados antes do in´ıcio dos ca´lculos,
tais como: tipo de part´ıcula prima´ria, sua energia, o aˆngulo de incideˆncia, ale´m de
paraˆmetros atmosfe´ricos, dentre outros. O CORSIKA e´ capaz de reconhecer 50 dife-
rentes tipos de part´ıculas elementares. Todas as part´ıculas produzidas podem interagir,
aniquilar-se e decair produzindo part´ıculas secunda´rias. Tais part´ıculas sa˜o definidas no
programa a partir de alguns paraˆmetros, tais como: o fator de Lorentz, os aˆngulos zenitais
e azimutais da trajeto´ria, o tempo desde que a primeira interac¸a˜o do prima´rio ocorreu e
as treˆs coordenadas espaciais.
1.4.2 Processos F´ısicos Envolvidos.
Propagac¸a˜o das part´ıculas no meio.
Quando uma part´ıcula do chuveiro se propaga, tanto a energia quanto a direc¸a˜o de
propagac¸a˜o sa˜o alteradas de acordo com o tipo de part´ıcula e da pro´pria energia ini-
cial da part´ıcula. Part´ıculas carregadas, por exemplo, perdem energia por ionizac¸a˜o,
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enquanto part´ıculas neutras propagam-se no meio sem perda de energia. Ale´m da io-
nizac¸a˜o, part´ıculas carregadas interagem com campos coulombianos criados pelos nu´cleos
dos a´tomos. Essa interac¸a˜o produz mu´ltiplas deflexo˜es a pequenos aˆngulos, fenoˆmeno para
o qual se da´ o nome de Espalhamento Mu´ltiplo Coulombiano. Deve-se levar em conta,
tambe´m, deflexo˜es das part´ıculas carregadas pelo campo magne´tico da Terra. Apresenta-
mos abaixo alguns desses mecanismos f´ısicos.
• Perda de Energia por Ionizac¸a˜o.
A perda de energia por ionizac¸a˜o de uma part´ıcula carregada que atravessa um com-
primento λ de mate´ria e´ dada pela equac¸a˜o de Bethe-Bloch:
dE =
λγ2z2
γ2 − 1κ1(ln(γ
2 − 1)− β2 + κ2) (1.13)
onde β = v/c, γ e´ o fator de Lorentz, z e´ a carga da part´ıcula ionizante, κ1 e κ2
sa˜o duas constantes tabeladas [41]. Esta expressa˜o e´ usada para calcular a perda de
energia por ionizac¸a˜o ao longo da trajeto´ria da part´ıcula. Mu´ons de alta energia sofrem
perdas de energia tambe´m por bremsstralung e produc¸a˜o de par. Ambos os processos sa˜o
desprez´ıveis para energias de ate´ 2 TeV, mas tornam-se cada vez mais importantes com
o aumento da energia dos mu´ons.
• Bremsstrahlung muoˆnico.
A sec¸a˜o de choque diferencial para a emissa˜o de um fo´ton bremsstrahlung de energia
k a partir de um mu´on de energia E e´ dada por:
dσ
dυ
=
N
υ
(
4
3
− 4
3
υ + υ2
)
Φ(δ) (1.14)
onde υ = k/E, N e´ uma constante de normalizac¸a˜o e δ e´ o valor mı´nimo de momentum
transferido ao nu´cleo:
δ =
m2µ
2E
υ
1− υ (1.15)
Uma aproximac¸a˜o para a func¸a˜o Φ(δ), sugerida em [42], e´ a seguinte:
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Φ(δ) = ln
(189mµ/me)Z
−1/3
1 + (189
√
e/me)δZ−1/3
, Z > 10 (1.16)
Φ(δ) = ln
2
3
(189mµ/me)Z
−2/3
1 + (189
√
e/me)δZ−1/3
, Z < 10 (1.17)
• Produc¸a˜o de par e+e−.
A sec¸a˜o de choque diferencial dupla para a emissa˜o de um par e+e− em um meio de
nu´mero de carga Z por um mu´on de energia E e massa mµ e´ dada por:
d2σ
dυdρ
= α4
2
3pi
(Zλ)2
1− υ
υ
(Φe + (me/mµ)
2Φµ) (1.18)
onde α = 1/137 e´ a constante de estrutura fina, λ = 3.8616 x 10−11 cm e´ o comprimento
de onda Compton do ele´tron, υ = (E+ + E−)/E e´ a frac¸a˜o da energia transferida ao
par, sendo E± e me, respectivamente, a energia e massa das part´ıculas e±. As fo´rmulas
completas para Φe e Φµ podem ser encontradas em [42].
• Deflexa˜o pelo Campo Magne´tico da Terra.
Uma part´ıcula de carga Z e momentum ~p percorrendo uma distaˆncia L em uma regia˜o
que possui um campo magne´tico ~B, sofre uma deflexa˜o cuja direc¸a˜o e´ perpendicular ao
plano varrido pelos vetores ~B e ~p. O aˆngulo α para pequenas deflexo˜es e´, aproximada-
mente, igual a:
α ≈ LZ |~p×
~B|
p2
(1.19)
• Espalhamento Mu´ltiplo Coulombiano.
Part´ıculas carregadas sa˜o espalhadas predominantemente pelo campo coulombiano de
nu´cleos do meio. Como esses nu´cleos sa˜o muito mais massivos que as part´ıculas espa-
lhadas, a direc¸a˜o da trajeto´ria pode ser alterada, mas na˜o sua energia. No CORSIKA, o
processo de espalhamento coulombiano e´ considerado apenas para mu´ons. A distribuic¸a˜o
angular resultante e´ descrita pelo modelo de Molie`re [43]. Para pequenos aˆngulos de de-
flexa˜o, pode-se usar uma aproximac¸a˜o gaussiana. A distribuic¸a˜o angular projetada sera´
dada, enta˜o por:
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θ0 =
13.6MeV
βcp
z
√
x/X0[1 + 0.038 ln(x/X0)] (1.20)
onde p, βc e z sa˜o, respectivamente, o momentum, a velocidade e a carga da part´ıcula
incidente e x/X0 e´ o comprimento do meio de espalhamento em unidades de radiac¸a˜o.
• Radiac¸a˜o Cherenkov.
A radiac¸a˜o Cherenkov e´ produzida por part´ıculas com velocidade maior que a da
velocidade da luz v naquele meio, sendo v(h) = c/n(h), onde n(h) e´ o ı´ndice de refrac¸a˜o a
uma altura h. Para que o processo ocorra, as part´ıculas do chuveiro devem possuir uma
energia mı´nima Emin, dada por:
Emin =
0.511√
2δ
(1.21)
onde, δ = 1 − n e Emin e´ expressa em MeV. O nu´mero Nc de fo´tons emitidos em um
comprimento s, a determinado aˆngulo θc e´ dado calculado por:
dNc
ds
= 2piα
∫
sen2θc
λ2
dλ (1.22)
Na equac¸a˜o acima, α e´ a constante de estrutura fina e θc, medido em relac¸a˜o a` direc¸a˜o
da part´ıcula carregada, e´ dado por:
θc = arccos
1
βn
(1.23)
onde β = v/c.
• Decaimento de Part´ıculas.
A maioria das part´ıculas produzidas a altas energias sa˜o insta´veis e podem decair
em outras part´ıculas esta´veis ou insta´veis. P´ıons neutros e me´sons η tanto quanto todos
os demais estados ressonantes tem um tempo de vida ta˜o curto que as interac¸o˜es sa˜o
desprez´ıveis ate´ que elas decaiam. Neˆutrons podem tratados como part´ıculas esta´veis
dado o tempo de vida muito longo. Para todas as outras part´ıculas insta´veis ha´ uma
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competic¸a˜o entre processos de interac¸a˜o e decaimento. Na tabela 1.1, apresentamos os
modos e razo˜es de decaimento para diversas part´ıculas tratadas pelo CORSIKA.
Tabela 1.1: Modos e razo˜es de decaimento para part´ıculas tratadas pelo CORSIKA
Modo de decaimento Taxa (%) Modo de decaimento Taxa (%)
P´ıons Ba´rions Estranhos e Ressonaˆncias
pi0 → γ + γ 98.8 Λ→ p+ pi− 64.2
pi0 → e+ + e− + γ 1.2 Λ→ n+ pi0 35.8
pi± → µ± + νµ 100 Σ+ → p+ pi0 51.64
Mu´ons Σ+ → n+ pi+ 48.36
µ± → e± + νe + νµ 100 Σ0 → n+ Λ + γ 100
Ka´ons Σ− → n+ pi− 100
K± → µ± + ν 63.5 Ξ0 → Λ + pi0 100
K± → pi± + pi0 21.2 Ξ− → Λ + pi− 100
K± → pi± + pi± + pi∓ 5.6 Ω− → Λ +K− 67.8
K± → pi0 + e± + ν 4.8 Ω− → Ξ0 + pi− 23.6
K± → pi0 + µ± + ν 3.2 Ω− → Ξ− + pi0 8.6
K± → pi0 + pi0 + pi± 1.7 ∆++ → p+ pi+ 100
K0S → pi+ + pi− 68.6 ∆+ → p+ pi0 66.7
K0S → 2pi0 31.4 ∆+ → n+ pi+ 23.3
K0L → pi± + e∓ + ν 27.1 ∆0 → n+ pi0 66.7
K0L → pi± + µ∓ + ν 21.8 ∆0 → p+ pi− 23.3
K0L → pi+ + pi− + pi0 12.4 ∆− → n+ pi− 100
Me´sons η K∗0 → K+ + pi− 66.7
η → γ + γ 39.13 K∗0 → K0L + pi0 16.7
η → 3pi0 32.09 K∗0 → K0S + pi0 16.7
η → pi+ + pi− + pi0 23.84 K∗± → K± + pi0 66.7
η → pi+ + pi− + γ 4.94 K∗± → K0L + pi± 16.7
K∗± → K0S + pi± 16.7
Modificac¸o˜es recentes no CORSIKA permitem levar em conta a produc¸a˜o e propagac¸a˜o
de ha´drons pesados nos chuveiros. Foram disponibilizadas subrotinas para simular a
produc¸a˜o de quarks pesados na primeira interac¸a˜o do prima´rio no chuveiro e para tratar
suas coliso˜es com nu´cleos de ar. A descric¸a˜o da f´ısica da produc¸a˜o e propagac¸a˜o de
ha´drons pesados, dos modelos empregados no CORSIKA e dos efeitos da incorporac¸a˜o
desses fenoˆmenos no desenvolvimento dos chuveiros sa˜o encontrados em [44].
• Sec¸o˜es de Choque.
A distaˆncia percorrida por uma part´ıcula ate´ que sofra uma interac¸a˜o inela´stica ou
decaimento e´ determinada, respectivamente, pela sec¸a˜o de choque de uma interac¸a˜o
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hadroˆnica e pela probabilidade de decaimento. Nas simulac¸o˜es dos chuveiros, um compri-
mento para o decaimento e um para uma interac¸a˜o sa˜o determinados independentemente
de forma aleato´ria e o menor entre os dois e´ escolhido para determinar se a part´ıcula
ira´ decair ou interagir. E´ necessa´rio o conhecimento do livre caminho me´dio para diver-
sas part´ıculas, em va´rias situac¸o˜es. Em seguida, fazemos um breve resumo de algumas
interac¸o˜es nas quais sa˜o calculados os respectivos livres caminhos me´dios.
As reac¸o˜es entre ele´trons e fo´tons sa˜o tratadas utilizando-se o EGS4 (Eletron Gamma
Shower System version 4) ou com a fo´rmula anal´ıtica NKG (Nishimura Kamata Greisen).
O primeiro permite a simulac¸a˜o das componentes do chuveiro levando em conta diver-
sas interac¸o˜es tais como: espalhamento Bhabha, bremsstrahlung, espalhamento Møller e
espalhamento mu´ltiplo coulombiano (de acordo com a teoria de Molie`re). Ale´m disso,
raios gama podem sofrer espalhamentos Compton, produc¸a˜o de par e+e- bem como efeito
fotoele´trico.
Uma descric¸a˜o detalhada dos processos f´ısicos os quais essas part´ıculas podem sofrer
pode ser encontrada em [29]. A partir da opc¸a˜o NKG e´ poss´ıvel realizar ca´lculos de
maneira mais ra´pida sem grande custo computacional, perdendo no entanto, acura´cia na
informac¸a˜o acerca das part´ıculas eletromagne´ticas. Com ela e´ poss´ıvel a obtenc¸a˜o do de-
senvolvimento longitudinal do chuveiro, bem como a distribuic¸a˜o lateral de ele´tron.
a) Mu´ons
Interac¸o˜es inela´sticas hadroˆnicas de mu´ons sa˜o raras e sa˜o omitidas no CORSIKA.
Como ja´ discutido anteriormente, os mu´ons podem apenas decair, sofrer bremsstrahlung
e interagir na produc¸a˜o de pares. As sec¸o˜es de choque para bremsstrahlung e produc¸a˜o de
pares podem ser encontradas em [42]. As parametrizac¸o˜es usadas sa˜o retiradas do co´digo
do GEANT4 [45].
b) Nu´cleon - ar a altas energias.
Dependendo do modelo de interac¸a˜o, diferentes parametrizac¸o˜es sa˜o usadas. Em todos
os casos, a sec¸a˜o de choque e´ tomada como sendo a me´dia ponderada das sec¸o˜es de choque
das componentes do ar:
σn−ar =
3∑
i=1
niσn−Ni (1.24)
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onde ni e´ a frac¸a˜o atoˆmica de cada componente i. O livre caminho me´dio para essa
interac¸a˜o e´, enta˜o, dado por:
λint = mar/σn−ar (1.25)
onde mar = 14.54 g/mol e´ o peso atoˆmico me´dio do ar, λint dado, portanto, em g/cm
2.
c) Nu´cleon-ar a baixas energias.
Para energias abaixo de 80 GeV, as sec¸o˜es de choque sa˜o interpoladas de tabelas
do GHEISHA [39], as quais compreendem interac¸o˜es ela´sticas e inela´sticas bem como
processos de captura de neˆutrons livres. Usando o modelo ISOBAR, para plab = 10
GeV/c, este permite apenas reac¸o˜es ela´sticas com uma sec¸a˜o de choque constante.
d) Demais sec¸o˜es de choque.
Ale´m das sec¸o˜es de choque acima citadas, e´ necessa´rio levar em conta as interac¸o˜es
nu´cleo-nu´cleo que, basicamente, consistem em sec¸o˜es de choque nu´cleon-nu´cleon, usando
ale´m disso uma distribuic¸a˜o de nu´cleons no nu´cleo. Isso e´ implementado no CORSIKA a
partir da teoria de Glauber [46,47].
As sec¸o˜es de choque para p´ıons e ka´ons sa˜o tratadas em analogia com a dos nu´cleons.
Ale´m das interac¸o˜es nucleares, p´ıons e ka´ons tambe´m sofrem decaimentos. Devido a
curta vida me´dia de pions neutros, sua probabilidade de interac¸a˜o e´ desconsiderada e eles
decaem imediatamente apo´s serem produzidos.
O me´son η e´ tratado da mesma maneira que me´sons pi neutros. Por terem um tempo
de vida curta, da ordem de 10−23 s, as part´ıculas ρ , κ∗ e estados ressonantes de ∆ decaem
imediatamente apo´s serem produzidos, sem deixarem trac¸o.
• Interac¸o˜es hadroˆnicas.
Como ja´ anteriormente mencionado, as interac¸o˜es hadroˆnicas sa˜o simuladas por diver-
sos modelos dependendo da energia. A seguir, fazemos um breve resumo de cada um dos
modelos, deixando as respectivas refereˆncias para consultas mais detalhadas.
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1. Modelos de interac¸o˜es a altas energias.
a. VENUS
O co´digo VENUS [34] (Very Energetic Nuclear Scattering) e´ principalmente des-
tinado ao tratamento de espalhamentos a altas energias envolvendo nu´cleon-nu´cleon,
nu´cleon-nu´cleo e nu´cleo-nu´cleo. Ele e´ baseado essencialmente na teoria de Bribov-Regge,
que consiste na troca de Pomerons simples e mu´ltiplos.
b. QGSJET01 E QGSJET-II-04
QGSJET01 [31] (Quark Gluon String Model with JETs) e´ uma extensa˜o do mo-
delo QGS [48, 49] que descreve interac¸o˜es hadroˆnicas com base na troca de Pomerons
supercr´ıticos. Os Pomerons sa˜o fragmentados de acordo com a regra de Abramovskii-
Gribov-Kancheli e formam duas cordas cada. Estas cordas, por sua vez, sa˜o fragmentadas
por um procedimento similar ao algoritmo de Lund [50]. O QGSJET01 tambe´m inclui
minijatos para descrever interac¸o˜es duras que sa˜o importantes em altas energias. A versa˜o
mais atual do modelo e´ o QGSJET-II-04, que inclui loops de Pomeron e cujas sec¸o˜es de
choque esta˜o em acordo com os dados do LHC.
c. NEXUS
O modelo NEXUS [35] (NEXt generation of Unified Scattering approach) combina
resultados dos modelos VENUS e QGSJET01 com extenso˜es que permitem uma extra-
polac¸a˜o segura ate´ altas energias, usando hipo´teses de universalidade para tratar coliso˜es
nu´cleo-nu´cleo com formalismos teo´ricos atualizados.
d. DPMJET
O DPMJET (Dual Parton Model with JETs) e´ baseado no Dual Parton Model [30] e
tambe´m se utiliza da teoria de Gribov-Regge sendo que as interac¸o˜es sa˜o descritas pela
troca de multi-Pomerons. Processos moles sa˜o descritos por um Pomeron supercr´ıtico,
enquanto que para processos duros, hard pomerons devem ser introduzidos.
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e. SIBYLL
SIBYLL [32,33] e´ um modelo minijato escrito essencialmente para uso em programas
de ana´lise de CAE’s que utilizam Monte Carlo. Para coliso˜es hadroˆnicas moles, tanto as
part´ıculas proje´teis quanto o alvo fragmentam-se em sistemas de quark-antiquark. Ape-
nas nu´cleons e antinu´cleons, p´ıons carregados e todas as quatro espe´cies de ka´ons podem
ser tratadas como proje´teis. Outras part´ıculas como ba´rions estranhos sa˜o trac¸ados, mas
apenas decaem.
f. HDPM
A HDPM e´ um gerador fenomenolo´gico desenvolvido por Capdevielle [28] e inspirado
pelo Dual Parton Model que serve como alternativa para o estudo das interac¸o˜es entre
ha´drons e nu´cleos a altas energias.
g. EPOS
EPOS [36] (Energy conserving quantum mechanical multi-scattering approach, based
on Partons, Off-shell remnants and Splitting parton ladders) da mesma forma que o
NEXUS combina resultados dos modelos VENUS e QGSJET01 com alguns incrementos
que permitem tratar interac¸o˜es em altas energias, utilizando hipo´teses de universalidade.
Comparado ao NEXUS, muitos problemas te´cnicos foram resolvidos e diversos paraˆmetros
f´ısicos foram atualizados a partir de dados recentes do RHIC e do LHC.
1. Modelos de interac¸o˜es a baixas energias.
a. GHEISHA
As rotinas do GHEISHA sa˜o destinadas a ca´lculos envolvendo energias acima de al-
gumas centenas de GeV. Todos proje´teis hadroˆnicos incluindo ba´rions com estranhezas
±1,±2 e ±3 podem ser tratados, contudo fragmentos nucleares emergentes de processos
de evaporac¸a˜o, tais como part´ıculas α, na˜o podem ser tratados pelo GHEISHA. As sec¸o˜es
de choque para interac¸o˜es ela´sticas e inela´sticas sa˜o interpoladas e extrapoladas a partir
de valores tabulados derivados de valores experimentais.
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b. ISOBAR
As rotinas do modelo ISOBAR foram escritas por Grieder [27] e sa˜o aplicadas para
energias entre 0.3 GeV e 10 GeV. Neste modelo, as coliso˜es ha´dron-nu´cleo sa˜o aproxima-
das por reac¸o˜es ha´dron-nu´cleons.
c. UrQMD
UrQMD (Ultra-relativistic Quantum Molecular Dynamics) e´ um conjunto de algo-
ritmos destinados ao tratamento de interac¸o˜es ela´sticas e inela´sticas ha´dron-nu´cleon a
baixas energias (< 80GeV ), no ar.
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Cap´ıtulo 2
Infereˆncia Bayesiana e suas
aplicac¸o˜es em ana´lise de dados.
2.1 Introduc¸a˜o.
Dois aspectos sa˜o fundamentais na abordagem bayesiana da estat´ıstica: o primeiro diz
respeito a` concepc¸a˜o que se da´ ao termo probabilidade. Nessa perspectiva, a probabili-
dade de uma determinada proposic¸a˜o e´ entendida e interpretada como sendo o grau de
convicc¸a˜o (ou de incerteza) sobre a validade da mesma. Assim, por exemplo, seja uma
determinada quantidade de interesse θ desconhecida - e, na abordagem bayesiana, vere-
mos que e´ bastante abrangente a natureza dessa quantidade. A informac¸a˜o parcial de que
dispomos sobre θ pode ser sintetizada a partir de um modelo probabil´ıstico que represente
nosso grau de incerteza a respeito do valor verdadeiro de θ.
Como esse grau de convicc¸a˜o ou incerteza depende intrinsicamente de nosso estado
de conhecimento anterior sobre a validade da proposic¸a˜o e esse estado varia de pessoa
a pessoa, o segundo aspecto fundamental na abordagem bayesiana e´ o cara´ter subjetivo
na atribuic¸a˜o de probabilidades, pois e´ natural que diferentes pesquisadores possam ter
diferentes graus de convicc¸a˜o ou incerteza sobre o paraˆmetro θ, atribuindo-lhe assim dife-
rentes modelos probabil´ısticos, que na nomenclatura bayesiana seria equivalente a atribuir
diferentes distribuic¸o˜es de probabilidade a priori, como observaremos adiante. Com tal
interpretac¸a˜o de probabilidades, o teorema de Bayes pode ser utilizado, como ficara´ claro,
como ferramenta de infereˆncia estat´ıstica, fornecendo um procedimento sistema´tico de
atualizac¸a˜o de probabilidades sempre que novas informac¸o˜es sejam processadas, em de-
terminado problema.
Para enfatizar a dependeˆncia da probabilidade com nosso estado de conhecimento
ou grau de convicc¸a˜o costuma-se escrever as probabilidades explicitando essa condic¸a˜o,
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ou seja, quando se fala da probabilidade de determinada proposic¸a˜o A, costuma-se usar
o termo p(A|I) ao inve´s de simplesmente p(A). Nesse caso, I representaria toda a in-
formac¸a˜o dispon´ıvel que temos com relac¸a˜o a` proposic¸a˜o que estamos avaliando. Por
exemplo, supondo que seja feita uma pergunta: ”Esta´ chovendo em Moscou?”e sendo
essa hipo´tese denotada por C, um brasileiro, ao responder a essa pergunta, poderia atri-
buir uma probabilidade de 50 : 50, visto que tem pouco conhecimento ou informac¸a˜o a
respeito do clima de Moscou nessa e´poca do ano, etc., ou seja, p(C|I1) = 0.5. No entanto,
um russo de Sa˜o Petersburgo, com conhecimento maior sobre as condic¸o˜es clima´ticas da
Ru´ssia, poderia atribuir p(C|I2) = 0.8 e, eventualmente, um habitante de Moscou atri-
buiria p(C|I3) = 1, ou seja, na concepc¸a˜o bayesiana, a atribuic¸a˜o de uma probabilidade
depende sempre de um estado de conhecimento anterior. No entanto, para enxugar a
notac¸a˜o nas fo´rmulas, ao longo do texto, optamos por omitir das equac¸o˜es esse paraˆmetro
I.
Nas pro´ximas sec¸o˜es, apresentaremos o formalismo matema´tico da estat´ıstica bayesi-
ana, iniciando com um breve resumo das propriedades gerais da Teoria de Probabilidade,
as quais fornecera˜o ferramentas para a deduc¸a˜o do Teorema de Bayes e das suas con-
sequeˆncias.
2.1.1 Propriedades ba´sicas em probabilidade.
Sejam A e B duas proposic¸o˜es que podem assumir apenas os valores verdadeiro ou falso.
A probabilidade de que A (B) seja verdadeira pode ser representada por p(A) (p(B)).
Essa proposic¸a˜o obedece a algumas regras:
• A probabilidade de qualquer proposic¸a˜o e´ um nu´mero entre 0 e 1:
0 ≤ p(A) ≤ 1 (2.1)
• Regra da adic¸a˜o:
p(A ∪B) = p(A) + p(B)− p(A ∩B) (2.2)
A sentenc¸a A ∩ B somente e´ verdadeira quando A e B sa˜o verdadeiras, enquanto
p(A ∪B) refere-se a` probabilidade de A ou B serem verdadeiras.
• Regra da multiplicac¸a˜o:
p(A ∩B) = p(A|B)p(B) = p(B|A)p(A) (2.3)
O termo p(A∪B) ou p(A,B) e´ a probabilidade conjunta de A e B, enquanto p(A|B)
representa a probabilidade condicional de A dado B. Se as proposic¸o˜es A e B sa˜o
probabilisticamente independentes, enta˜o, p(A|B) = p(A) e p(B|A) = p(B) e, assim:
p(A ∩B) = p(A)p(B) (2.4)
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Essas regras podem ser estendidas para o caso em que ha´ classes completas de pro-
posic¸o˜es, Hj, por exemplo. Sa˜o chamados de classes completas, os conjuntos exaustivos e
mutuamente exclusivos de proposic¸o˜es, ou seja:
∪iHj = Ω (2.5)
Hj ∩Hk = φ para j 6= k (2.6)
Ω representa o conjunto de todos os resultados poss´ıveis. Aqui vale a propriedade de
normalizac¸a˜o:
∑
j
p(Hj) = 1 (2.7)
A probabilidade total da proposic¸a˜o A pode ser escrita como:
p(A) =
∑
j
p(A,Hj) =
∑
j
p(A|Hj)p(Hj) (2.8)
A equac¸a˜o acima mostra que a probabilidade total de A depende das probabilidades
condicionais a`s proposic¸o˜es Hj e das probabilidades das proposic¸o˜es Hj.
Podemos generalizar o resultado acima estendendo a regra da probabilidade total para
uma outra classe completa de proposic¸o˜es Ei. Assim, a probabilidade total de Ei sera´
dada por:
p(Ei) =
∑
j
p(Ei, Hj) =
∑
j
p(Ei|Hj)p(Hj) (2.9)
De modo ana´logo:
p(Hj) =
∑
j
p(Ei, Hj) =
∑
j
p(Hj|Ei)p(Ei) (2.10)
Note que existe uma simetria nas equac¸o˜es anteriores:
p(Ei, Hj) = p(Ei|Hj)p(Hj) = p(Hj|Ei)p(Ei) (2.11)
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Ou, ainda:
p(Hj|Ei)
p(Hj)
=
p(Ei|Hj)
p(Ei)
(2.12)
E, finalmente:
p(Hj|Ei) = p(Ei|Hj)p(Hj)
p(Ei)
(2.13)
Este resultado e´ conhecido como teorema de Bayes. Note que, apesar do teorema
de Bayes ter sido deduzido a partir de regras ba´sicas de probabilidades, seu uso como
ferramenta de infereˆncia pode ser mais bem explorado quando interpretamos E e H
como sendo, respectivamente, observac¸o˜es (eventos) e hipo´teses (paraˆmetros). O termo
p(Ei), que na˜o depende de Hj, funciona como uma constante normalizadora de p(Hj|Ei)
e podemos reescrever o teorema como:
p(Hj|Ei) = p(Ei|Hj)∑
j p(Ei|Hj)p(Hj)
(2.14)
Normalmente, o teorema vem apresentado em sua forma mais simplificada, como segue:
p(H|E) ∝ p(E|H)p(H) (2.15)
O termo p(H) e´ chamado de distribuic¸a˜o de probabilidades a priori e representa nosso
estado de conhecimento em relac¸a˜o a` validade da hipo´tese H anteriormente a` analise dos
dados. Esse estado de conhecimento ou grau de convicc¸a˜o e´ atualizado para p(H|E),
a chamada distribuic¸a˜o a posteriori, ou posterior, que representa nosso novo estado de
conhecimento sobre H a` luz do conjunto de dados ou eventos E. A informac¸a˜o nova
introduzida pelos dados esta´ contida na func¸a˜o p(E|H), a func¸a˜o de verossimilhanc¸a, que
e´ calculada usando um modelo probabil´ıstico que representa o processo que produziu os
dados e conecta os paraˆmetros (hipo´teses) aos dados.
Note que, ao omitirmos o termo p(E), a equac¸a˜o que representa o teorema de Bayes
foi substitu´ıda por uma relac¸a˜o de proporcionalidade. Essa forma simplificada do teorema
de Bayes e´ u´til em problemas envolvendo estimac¸a˜o de paraˆmetros, ja´ que o denominador
funciona a´ı apenas como uma constante de normalizac¸a˜o. Em outras situac¸o˜es, no entanto,
como na selec¸a˜o de modelos, este termo tem papel crucial. A esse termo normalizador
p(E) da´-se o nome de distribuic¸a˜o preditiva de E.
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2.2 Infereˆncia sobre um conjunto de dados experi-
mentais e usando dados em sequeˆncia.
Os termos a priori e a posteriori referem-se sempre a`quela observac¸a˜o que esta´ proces-
sando no momento. Assim, ao observar um evento ou dado - que denotaremos de agora
em diante como x - por exemplo, x1 ∈ X, a probabilidade a posteriori sera´ dada por
p(θ|x1), onde θ e´ o paraˆmetro ou hipo´tese que desejamos inferir. Note que, caso um novo
dado x2 seja processado, de modo que sua ocorreˆncia seja independente da ocorreˆncia do
primeiro, podemos utilizar agora p(θ|x1) como uma distribuic¸a˜o a priori para θ. Apo´s o
processamento dos dois dados, a distribuic¸a˜o a posteriori final para o paraˆmetro θ seria
dada por:
p(θ|x1) ∝ p(x1|θ)p(θ) (2.16)
p(θ|x1, x2) ∝ p(x2|θ, x1)p(θ|x1)
∝ p(x2|θ, x1)p(x1|θ)p(θ)
(2.17)
Mas, usando a regra do produto, temos que:
p(x1, x2|θ) = p(x2|x1, θ)p(x1|θ) (2.18)
Ou seja, a equac¸a˜o 2.17 pode ser reescrita como:
p(θ|x1, x2) ∝ p(x1, x2|θ)p(θ) (2.19)
Essa forma final gera exatamente o mesmo resultado que uma u´nica aplicac¸a˜o do
teorema de Bayes resultaria caso fosse aplicado simultaneamente no conjunto de dados
x1, x2. Expandindo o caso para a ana´lise de um conjunto de n observac¸o˜es x1, x2, ..., xn,
ou simplesmente, ~x, conclu´ımos que podemos aplicar o teorema de Bayes da mesma forma
que no caso de um u´nico dado observado, resultando na seguinte distribuic¸a˜o a posteriori:
p(θ|~x) ∝ p(~x|θ)p(θ) (2.20)
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Usando o fato que xi sa˜o independentes, a func¸a˜o de verossimilhanc¸a total pode ser
escrita como uma produto´ria envolvendo a func¸a˜o de verossimilhanc¸a individual:
p(~x|θ) =
∏
i
p(xi|θ) (2.21)
Esse e´ um importante resultado da ana´lise bayesiana. Se os eventos sa˜o independentes,
a ordem em que as observac¸o˜es e dados sa˜o processados e´ irrelevante para o processo de
infereˆncia, sendo que os dados podem ate´ ser processados todos simultaneamente ou em
subgrupos.
2.3 Distribuic¸o˜es a Priori.
A utilizac¸a˜o de qualquer informac¸a˜o anterior a` ana´lise de dados em infereˆncia bayesiana
requer a especificac¸a˜o de uma distribuic¸a˜o a priori para a quantidade de interesse θ. Essa
distribuic¸a˜o deve representar probabilisticamente o conhecimento que se tem sobre θ antes
da realizac¸a˜o do experimento. O crite´rio de escolha da distribuic¸a˜o a priori e´ um assunto
bastante discutido na literatura bayesiana. Um apanhado geral sobre o assunto pode
ser encontrado em [51]. Com essa sec¸a˜o, na˜o temos a pretensa˜o de nos aprofundar na
questa˜o, mas ta˜o somente apresentar algumas metodologias empregadas na atribuic¸a˜o de
distribuic¸o˜es a priori.
2.3.1 Distribuic¸a˜o a priori na˜o informativa.
Ha´ situac¸o˜es experimentais em que se espera que a informac¸a˜o obtida pelos dados seja
dominante, no sentido em que a distribuic¸a˜o a priori tenha efeito mı´nimo na infereˆncia
final. A primeira ideia de uma priori na˜o informativa e´ pensar que os poss´ıveis valores de
θ sa˜o igualmente prova´veis, ou seja, podemos atribuir como priori uma distribuic¸a˜o uni-
forme, p(θ) ∝ k. Tal escolha para a distribuic¸a˜o a priori pode trazer algumas dificuldades
te´cnicas, tais como:
• Se o intervalo de variac¸a˜o de θ foi ilimitado, a distribuic¸a˜o e´ impro´pria:∫
p(θ)dθ =∞ (2.22)
• Introduzindo uma reparametrizac¸a˜o na˜o linear φ = g(θ), enta˜o p(θ) pode ser na˜o
uniforme.
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Ale´m disso, em se tratando especificamente da aplicac¸a˜o da infereˆncia bayesiana em
algum processo f´ısico, ha´ situac¸o˜es que impo˜e naturalmente restric¸o˜es ao domı´nio sobre
o qual os paraˆmetros f´ısicos podem existir, de modo que o uso da distribuic¸a˜o uniforme
na˜o e´ adequado nesses casos.
Distribuic¸o˜es na˜o informativas de Jeffreys.
Jeffreys [52] propoˆs uma classe de distribuic¸o˜es a priori na˜o informativas impro´prias,
invariantes por transformac¸o˜es de varia´veis. Na pra´tica, como estamos interessados na
distribuic¸a˜o posterior, a impropriedade da distribuic¸a˜o a priori pode ser ignorada, desde
que a distribuic¸a˜o posterior seja pro´pria.
Dada uma observac¸a˜o x, com func¸a˜o de verossimilhanc¸a associada, p(x|θ), a priori na˜o
informativa de Jeffreys tem func¸a˜o densidade dada por:
p(θ) ∝ [I(θ)]1/2 (2.23)
O termo I(θ) e´ a medida de informac¸a˜o esperada de Fisher para o paraˆmetro θ:
I(θ) = E
[
−∂
2 log p(x|θ)
∂θ2
]
(2.24)
A priori de Jeffreys assume formas espec´ıficas em alguns modelos de uso frequente,
por exemplo:
• Se θ e´ um paraˆmetro de locac¸a˜o, ou seja, p(x|θ) = f(x − θ), pode-se mostrar que,
para esses modelos, a priori de Jeffreys e´ dada por p(θ) ∝ constante. Exemplo:
modelo normal, com variaˆncia conhecida.
• Se σ e´ um paraˆmetro de escala, de modo que p(x|σ) = (1/σ)f(x/σ), pode-se mostrar
que a priori de Jeffreys e´ dada por p(σ) ∝ σ−1. Exemplo: modelo normal com me´dia
conhecida.
2.3.2 Distribuic¸o˜es a priori conjugadas.
A partir do conhecimento de θ, pode-se definir uma famı´lia parame´trica de densidades.
A ideia e´ que as distribuic¸o˜es a priori e posterior pertenc¸am a uma mesma classe de
2. Infereˆncia Bayesiana e suas aplicac¸o˜es em ana´lise de dados. 50
distribuic¸o˜es e, assim, a atualizac¸a˜o da informac¸a˜o sobre θ envolveria apenas uma mudanc¸a
nos paraˆmetros indexadores dessa classe de distribuic¸o˜es, os chamados hiperparaˆmetros.
Um caso de bastante interesse pra´tico e´ encontrado quando temos dados gerados por
um modelo binomial. Note que a distribuic¸a˜o binomial pode ser escrita como p(n|θ,N) ∝
θn(1 − θ)N−n, que tem a mesma estrutura funcional da distribuic¸a˜o Beta, definida como
B(θ, r, s) = 1
β(r,s)
θr−1(1−θ)s−1, em que os paraˆmetros r, s > 0 e o paraˆmetro θ varia entre
zero e um. A distribuic¸a˜o Beta assume diversas formas, de acordo com os valores dos
hiperparaˆmetros. Para valores grandes de r e s, a func¸a˜o Beta assemelha-se a distribuic¸a˜o
gaussiana, enquanto que, para r = s = 1, a func¸a˜o Beta reduz-se a uma distribuic¸a˜o
uniforme.
Assim, a aplicac¸a˜o do teorema de Bayes em um caso onde os dados sa˜o binomiais e
assumimos que a distribuic¸a˜o a priori e´ do tipo Beta, leva a seguinte distribuic¸a˜o posterior:
p(θ|n,N, r, s) ∝ [θn(1− θ)N−n[θr−1(1− θ)s−1]
∝ θn+r−1(1− θ)N−n+s−1 (2.25)
Note que a distribuic¸a˜o posterior obtida e´ uma distribuic¸a˜o Beta com hiperparaˆmetros
n′ = r+n e s′ = s+N−n. Ou seja, a atualizac¸a˜o da priori para a posterior envolveu apenas
a atualizac¸a˜o dos hiperparaˆmetros da distribuic¸a˜o Beta. Na tabela abaixo, mostramos
alguns outros casos de famı´lias de distribuic¸o˜es conjugadas.
Tabela 2.1: Algumas distribuic¸o˜es a priori conjugadas; x e n representam os dados e θ, o
paraˆmetro de interesse.
Modelo p(x|θ) Priori conjugada p(θ) Posterior p(θ|x)
Normal(θ, σ) Normal(µ0, σ0) Normal(µ1, σ1)
Binomial(N, θ) Beta(r,s) Beta(r + n, s+N − n)
Poisson(θ) Gamma(r, s) Gamma(r + n, s+ 1)
Multinomial(θ1, ..., θk) Dirichlet(α1, ..., αk) Dirichlet(α1 + n1, ..., αk + nk)
Deve-se, contudo, ter cautela com a possibilidade do uso indiscriminado de distri-
buic¸o˜es a priori conjugadas [53]. Essencialmente, o problema e´ que a priori conjugada
nem sempre e´ uma representac¸a˜o adequada do estado de conhecimento a priori sobre θ.
Sua utilizac¸a˜o esta´ muitas vezes associada a` tratabilidade anal´ıtica decorrente.
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2.4 Distribuic¸a˜o posterior.
A distribuic¸a˜o de probabilidades posterior ou a posteriori fornece uma descric¸a˜o completa
do nosso atual estado de conhecimento acerca do paraˆmetro de interesse, apo´s o proces-
samento dos dados dispon´ıveis. Frequentemente, no entanto, torna-se u´til representar as
informac¸o˜es contidas na distribuic¸a˜o posterior em uma estimativa pontual do paraˆmetro,
ou seja, resumir a distribuic¸a˜o posterior em um u´nico valor nume´rico que represente a me-
lhor estimativa, θ0, para o paraˆmetro. E´ importante tambe´m associar alguma informac¸a˜o
sobre o qua˜o precisa e´ a especificac¸a˜o deste nu´mero, ou seja, um intervalo de credibilidade
ou confianc¸a.
Como a densidade de probabilidades associada a um valor particular do paraˆmetro e´
uma medida do quanto acreditamos ser esse seu valor de fato, uma das poss´ıveis escolhas
de estimativa do paraˆmetro θ0 e´ o valor que maximiza a distribuic¸a˜o de probabilidades
posterior. Intuitivamente, pode-se definir como medida para o grau de confiabilidade
dessa estimativa a largura da distribuic¸a˜o em torno de θ0. E´ razoa´vel esperar que uma
distribuic¸a˜o posterior estreita em torno de θ0 indique que, com o processamento dos
dados, conseguimos ampliar de maneira substancial nosso estado de conhecimento acerca
do paraˆmetro de interesse.
Na figura 2.1, essa discussa˜o e´ ilustrada a partir da apresentac¸a˜o das distribuic¸o˜es a
priori e posterior de um paraˆmetro hipote´tico. A largura da distribuic¸a˜o a priori reflete
um alto grau de incerteza sobre o paraˆmetro θ. Apo´s o processamento e ana´lise dos dados
parte dessa ignoraˆncia ou incerteza e´ removida, refletindo em uma distribuic¸a˜o posterior
sensivelmente mais estreita.
Se denotarmos nossa quantidade de interesse por θ, com uma distribuic¸a˜o posterior
p(θ|~x) e, sendo θ0 o valor do ma´ximo global da distribuic¸a˜o posterior, ele pode ser calculado
a partir das seguintes condic¸o˜es:
(
dp(θ|~x)
dθ
)
θ0
= 0 (2.26)
E, para garantir que estejamos buscando um ma´ximo global e na˜o um mı´nimo ou um
ponto de inflexa˜o:
(
d2p(θ|~x)
dθ2
)
θ0
< 0 (2.27)
Para obtermos uma medida da confiabilidade dessa estimativa, deve-se medir, por-
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Figura 2.1: Paradigma do processo bayesiano: nosso grau de conhecimento sobre o
paraˆmetro θ e´ atualizado a partir do processamento de novas informac¸o˜es, o que e´ re-
fletido pelo estreitamento da distribuic¸a˜o posterior em relac¸a˜o a` priori.
tanto, a largura da distribuic¸a˜o em torno de θ0. Isso pode ser feito, como e´ feito tradi-
cionalmente, ou seja, expandindo a distribuic¸a˜o posterior - ou, mais apropriadamente, o
logaritmo da distribuic¸a˜o posterior - em se´rie de Taylor, ignorando contribuic¸o˜es de ordem
superior a θ2. Assim, usando L = log[p(θ|~x)] e efetuando a expansa˜o em torno de θ = θ0,
teremos:
L = L(θ0) +
1
2
(
d2L
dθ2
)
θ0
(θ − θ0)2 + ... (2.28)
O primeiro termo da expansa˜o e´ constante e pode ser desprezado. O termo linear e´ nulo
porque expandimos a distribuic¸a˜o em torno do ma´ximo. O termo quadra´tico, portanto, e´
o fator dominante na determinac¸a˜o da largura da distribuic¸a˜o. Podemos aproximar enta˜o
a distribuic¸a˜o posterior para:
p(θ|~x) ∝ exp
[
1
2
(
d2L
dθ2
)
θ0
(θ − θ0)2
]
(2.29)
Essa e´ uma distribuic¸a˜o normal N(µ, σ), em que σ e´ dado por:
σ =
(
d2L
dθ2
)−1/2
θ0
(2.30)
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Ao utilizarmos, portanto, uma aproximac¸a˜o gaussiana para a distribuic¸a˜o posterior,
nossa infereˆncia sobre o paraˆmetro θ pode ser resumida a partir de dois valores nume´ricos,
a melhor estimativa θ0 e uma medida da credibilidade acerca dessa estimativa, σ, que pode
ser interpretada como sendo o desvio padra˜o:
θ = θ0 ± σ (2.31)
Os conceitos desenvolvidos anteriormente sa˜o u´teis principalmente em situac¸o˜es nas
quais as distribuic¸o˜es posteriores obtidas sa˜o sime´tricas. Quando lidamos com distri-
buic¸o˜es posteriores altamente assime´tricas, outros estimadores para o paraˆmetro θ podem
ser mais representativos, dentre eles o valor me´dio ou esperado de θ, denotado por E(θ),
definido :
E(θ) =
∫
θp(θ|~x)dθ (2.32)
Nesses casos, ao inve´s de σ, pode-se definir um intervalo de credibilidade. Como a
a´rea sob uma distribuic¸a˜o posterior entre dois valores θ1 e θ2 e´ proporcional ao quanto
acreditamos que o valor real do paraˆmetro θ se encontre nessa regia˜o, o intervalo mais
estreito que compreenda, digamos, 95% dessa a´rea pode representar uma medida sens´ıvel
da incerteza dessa estimativa. Assumindo que a distribuic¸a˜o posterior esteja normalizada,
devemos encontrar θ1 e θ2 tais que:
p(θ1 < θ < θ2|~x) =
∫ θ2
θ1
p(θ|~x)dθ ≈ 95% (2.33)
onde a diferenc¸a entre θ2 e θ1 e´ a menor poss´ıvel. A regia˜o θ1 < θ < θ2 e´ chamada de
intervalo de credibilidade de 95% mais estreito e indica que a probabilidade a posteriori
de que θ esteja no intervalo de θ1 e θ2 e´ de 0,95.
Em casos ainda mais complexos, onde ha´ distribuic¸o˜es posteriores multimodais, o uso
de estimativas pontuais como as citadas anteriormente, ou mesmo, intervalos de credibi-
lidade podem na˜o ser apropriado. Nessas situac¸o˜es, deve-se ter em mente que somente
a distribuic¸a˜o posterior completa pode fornecer informac¸o˜es para que infereˆncias sejam
realizadas.
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2.5 Marginalizac¸a˜o.
O teorema de Bayes pode ser generalizado para o caso em que ha´ na˜o somente um, mas
um conjunto de paraˆmetros de interesse, digamos, ~θ. Assim, teremos:
p(~θ|~x) = p(~x|
~θ)p(~θ)∫
p(~x|~θ)p(~θ)d~θ (2.34)
Essa equac¸a˜o fornece a distribuic¸a˜o posterior para o vetor de paraˆmetros ~θ. A mar-
ginalizac¸a˜o e´ uma ferramenta que permite o ca´lculo da distribuic¸a˜o posterior para um
u´nico paraˆmetro espec´ıfico, p(θi|~x), a partir da integrac¸a˜o sobre os demais paraˆmetros.
Assim, por exemplo, num problema envolvendo dois paraˆmetros, θ1 e θ2, em que o pri-
meiro paraˆmetro e´ o de interesse, podemos aplicar a marginalizac¸a˜o de modo a obter a
distribuic¸a˜o posterior marginalizada de θ1:
p(θ1|~x) =
∫
p(θ1, θ2|~x)dθ2 (2.35)
2.6 Aplicac¸a˜o Introduto´ria do Teorema de Bayes.
Nessa sec¸a˜o, aplicaremos o teorema de Bayes na ana´lise de um problema simples, que
consiste em decidir se uma moeda e´ ou na˜o enviesada, a partir da ana´lise do resultado
de um certo nu´mero de lanc¸amentos de cara ou coroa. Espera-se que apo´s um nu´mero
suficientemente grande de lanc¸amentos de uma moeda honesta ou na˜o enviesada, o nu´mero
de caras seja muito pro´ximo do de coroas.
Uma forma de colocar esse problema na perspectiva bayesiana e´ introduzir um paraˆmetro
θ, que representaria um peso de modo que θ = 0 representaria uma moeda que apenas
desse como resultado Coroa, θ = 1 uma moeda que apenas desse como resultado Cara.
Uma moeda honesta corresponderia, portanto, a θ = 0.5.
Representando o conjunto de lanc¸amentos da moeda por ~x, a infereˆncia sobre o valor
do paraˆmetro θ e´ dada pelo teorema de Bayes:
p(θ|~x) ∝ p(~x|θ)p(θ) (2.36)
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2.6.1 Distribuic¸a˜o a priori.
A distribuic¸a˜o a priori representa nosso estado de conhecimento inicial sobre a hipo´tese
sobre a qual queremos inferir. Ela pode ser constru´ıda a partir de dados de outras ex-
perieˆncias, teorias, etc. Adotando uma postura cautelosa em que conclu´ımos na˜o haver
nenhuma informac¸a˜o acerca da moeda que indique que ela seja ou na˜o viesada, podemos
atribuir como distribuic¸a˜o a priori uma distribuic¸a˜o constante no intervalo de validade do
paraˆmetro θ:
p(θ) =
{
1 , 0 ≤ θ ≤ 1
0 , θ < 0 e θ > 1
(2.37)
2.6.2 Func¸a˜o de Verossimilhanc¸a: modelo binomial.
A func¸a˜o de verossimilhanc¸a esta´ relacionada com a probabilidade de que um modelo, com
seus paraˆmetros, represente adequadamente o processo que produziu os dados. Assim,
ela e´ usada para conectar os paraˆmetros do modelo aos dados experimentais. No caso
do lanc¸amento de moedas, bem como em um grande nu´mero de experimentos, incluindo
importantes processos f´ısicos, os resultados experimentais consistem em contagens (de
eventos, ocorreˆncias, etc). Por exemplo, poder´ıamos estar interessados em determinar
a eficieˆncia de um detector, ou em determinar a raza˜o de ramificac¸a˜o do decaimento
de determinada part´ıcula. Nessas situac¸o˜es, em primeira aproximac¸a˜o descrevemos os
processos envolvidos por modelos binomiais.
A distribuic¸a˜o binomial descreve a probabilidade de obter n eventos (sucessos) em N
tentativas probabilisticamente independentes, sendo que cada tentativa resulta em apenas
duas possibilidades - sucesso ou fracasso - e a probabilidade θ de cada tentativa permanece
constante.
A func¸a˜o de probabilidade e´:
p(n|θ,N) =
(
N
n
)
θn(1− θ)N−n (2.38)
Assim, tomando N como sendo o total de eventos analisados e n os eventos que
resultaram em ”cara”, a distribuic¸a˜o posterior sera´ dada pele produto da priori e da
verossimilhanc¸a, resultando em:
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p(θ|n,N) ∝ θ
n(1− θ)N−n∫ 1
0
θn(1− θ)N−ndθ
∝ (N + 1)!
n!(N − n)!θ
n(1− θ)N−n
(2.39)
A partir da expressa˜o da distribuic¸a˜o posterior, podemos obter informac¸o˜es resumidas
do paraˆmetro θ, tais como a melhor estimativa θ0, o valor esperado E(θ) e a variaˆncia
σ2(θ).
θ0 =
n
N
(2.40)
E(θ) =
n+ 1
N + 2
(2.41)
σ2(θ) =
E(θ)(1− E(θ))
N + 3
(2.42)
Em casos mais complexos, dificilmente uma forma anal´ıtica para os valores da melhor
estimativa, valor esperado e variaˆncia pode ser obtida. Assim, uma das opc¸o˜es de ana´lise
e´ a gra´fica.
A seguir, apresentamos simulac¸o˜es de lanc¸amentos de uma moeda viciada, em que
θ = 0.4. O gra´fico da figura 2.2 mostra como a distribuic¸a˜o posterior para o paraˆmetro
θ evolui conforme o nu´mero de dados analisados torna-se maior. Vemos que a posic¸a˜o do
ma´ximo inicialmente oscila para poucos dados analisados se estabilizando a` medida que a
quantidade de informac¸a˜o aumenta. A largura da distribuic¸a˜o posterior tambe´m se torna
mais e mais estreita com o nu´mero de observac¸o˜es indicando uma evoluc¸a˜o na confianc¸a
da estimac¸a˜o do paraˆmetro. Essas informac¸o˜es esta˜o quantitativamente resumidas na
tabela 2.2. Nela, observamos o comportamento da melhor estimativa, valor esperado e a
variaˆncia de θ.
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Tabela 2.2: Melhor estimativa, valor esperado e variaˆncia.
N o de lanc¸amentos θ0 E(θ) σ
2(θ)
2 0.5 0.5 0.1890
5 0.36 0.3704 0.0912
12 0.38 0.3767 0.0340
20 0.40 0.4398 0.0244
50 0.40 0.4021 0.0098
200 0.40 0.39993 0.0009
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Figura 2.2: Evoluc¸a˜o da distribuic¸a˜o posterior com o nu´mero de lanc¸amentos de dados. Os
nu´meros do lado direito de cada gra´fico indicam quantos dados foram considerados para a ana´lise.
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2.6.3 Efeito da utilizac¸a˜o de priori diferente.
A escolha de uma distribuic¸a˜o uniforme como distribuic¸a˜o a priori foi feita, principalmente,
devido a sua simplicidade em representar um alto grau de incerteza sobre os dados. Uma
questa˜o importante que pode ser levantada e´ como a escolha de uma distribuic¸a˜o a priori
diferente alteraria nossa infereˆncia sobre o paraˆmetro θ. Para analisar essa situac¸a˜o, foi
proposta como priori alternativa uma distribuic¸a˜o gaussiana centrada em θ = 0.5 e com
um desvio padra˜o definido arbitrariamente como sendo σ = 0.1. Essa distribuic¸a˜o a priori
indicaria que, na auseˆncia de evideˆncia em contra´rio, e´ razoa´vel supor que uma moeda,
em geral, seja na˜o enviesada. Assim, reescrevendo o teorema de Bayes, temos:
p(θ|n,N) ∝ (N + 1)!
n!(N − n)!θ
n(1− θ)N−n × 1√
2piσ20
e
− (θ−θ′)2
2σ20 (2.43)
Com a equac¸a˜o final, efetuamos simulac¸o˜es de lanc¸amentos de moedas e determinamos
a distribuic¸a˜o posterior, utilizando o mesmo arranjo experimental proposto na sec¸a˜o ante-
rior. Com o objetivo de comparar o impacto da escolha da distribuic¸a˜o a priori, repetimos
os ca´lculos tambe´m para uma priori uniforme. O gra´fico da figura 2.3 sintetiza o resultado
da aplicac¸a˜o. Na coluna da esquerda, nomeamos como priori 1 a distribuic¸a˜o uniforme,
enquanto na coluna da direita apresentamos a evoluc¸a˜o da distribuic¸a˜o posterior usando
como priori 2, a distribuic¸a˜o gaussiana.
Uma constatac¸a˜o imediata e´ a de que com poucos dados analisados as distribuic¸o˜es
posteriores obtidas sa˜o muito diferentes entre si. Nesses casos, a infereˆncia do paraˆmetro
θ e´ bastante sens´ıvel a` escolha da priori, como pode ser quantitativamente verificado pela
ana´lise da tabela 2.3, que apresenta os valores de melhor estimativa, valor esperado e
variaˆncia de θ nos dois casos. A` medida que aumenta a quantidade de informac¸a˜o proces-
sada, chegamos eventualmente a`s mesmas concluso˜es independente de nossas concepc¸o˜es
iniciais. A distribuic¸a˜o posterior enta˜o e´ dominada pela func¸a˜o de verossimilhanc¸a e a
escolha da distribuic¸a˜o a priori torna-se irrelevante.
Tabela 2.3: Melhor estimativa, valor esperado e variaˆncia de θ, calculados a partir da distri-
buic¸a˜o a posteriori obtida para os dois casos analisado.
θ0 E(θ) σ
2(θ)
N o de lanc¸amentos Priori 1 Priori 2 Priori 1 Priori 2 Priori 1 Priori 2
5 0.4 0.483 0.4074 0.4832 0.0928 0.0407
20 0.413 0.461 0.4129 0.4609 0.0245 0.0166
50 0.4 0.433 0.4004 0.4332 0.0097 0.0081
200 0.399 0.409 0.3985 0.4094 0.0024 0.0023
500 0.4 0.405 0.4001 0.4047 0.0009 0.0009
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Figura 2.3: Efeito da escolha de distribuic¸o˜es a priori diferentes na determinac¸a˜o da distribuic¸a˜o
posterior de θ. Na coluna da esquerda, utilizou-se uma distribuic¸a˜o uniforme, enquanto na coluna
da direita e´ usada como priori uma distribuic¸a˜o normal de me´dia θ′ = 0.5 e σ = 0.1.
2.7 Selec¸a˜o de Modelos
Um problema ba´sico na cieˆncia em geral e´ determinar qual modelo e´ adequado para
explicar um conjunto de observac¸o˜es. Inicialmente, pode-se pensar que uma escolha entre
diferentes alternativas propostas pode ser feita apenas com base em qua˜o bem tais modelos
reproduzem o resultado. No entanto, alguma reflexa˜o revela a potencial dificuldade em
que modelos mais complicados, definidos por muitos paraˆmetros, sempre sera˜o capazes
de estar em melhor acordo com as medidas experimentais. No entanto, deve-se levar
em conta que tais modelos sa˜o muito mais complexos do ponto de vista alge´brico, por
isso deve haver uma ponderac¸a˜o entre esses fatores. Assim, sejam dois modelos A e B
apresentados para explicar um conjunto de dados D. Vamos considerar que o modelo
tenha um paraˆmetro ajusta´vel λ. Podemos definir a seguinte raza˜o σ:
σ =
P (A|D)
P (B|D) (2.44)
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De modo que, se σ >> 1 enta˜o preferiremos o modelo A, se σ << 1 preferiremos o
modelo B. Caso σ ≈ 1 na˜o temos um conjunto de dados D suficientes para fazer uma es-
colha e, enta˜o, os dois modelos sa˜o igualmente satisfato´rios. Para calcular este paraˆmetro
σ, vamos aplicar o teorema de Bayes tanto no numerador quanto no denominador da
equac¸a˜o anterior:
P (A|D)
P (B|D) =
P (D|A)
P (D|B) ×
P (A)
P (B)
(2.45)
Faremos uma suposic¸a˜o de que a raza˜o entre as distribuic¸a˜o a priori seja igual a`
unidade. Para atribuir as probabilidades envolvendo as likelihoods P (D|A) e P (D|B)
devemos conseguir comparar os dados com as predic¸o˜es de A e B. Este ca´lculo e´ simples
para A, mas na˜o para B, pois este u´ltimo na˜o pode fazer predic¸o˜es sem um valor para o
paraˆmetro λ. Para contornar este problema, podemos expressar P (D|B) em termos do
paraˆmetro λ, usando a marginalizac¸a˜o e a regra do produto:
P (D|B) =
∫
dλP (D,λ|B) =
∫
dλP (D|λ,B)P (λ|B) (2.46)
O primeiro termo da integral, P (D|λ,B), e´ apenas uma likelihood comum. O segundo
termo e´ a priori de B para λ. Para que os ca´lculos possam ser realizadas analiticamente,
vamos admitir que o modelo B pode apenas dizer que λ deva estar em algum intervalo
entre λmin e λmax, originando assim uma distribuic¸a˜o a priori uniforme:
P (λ|B) = 1
λmax − λmin (2.47)
em que λmin ≤ λ ≤ λmax, sendo a priori igual a zero para valores de λ diferentes destes.
Vamos tambe´m admitir que haja um valor λ0 que mais se aproxima com as medidas.
A probabilidade correspondente P (D|λ0, B) sera´ o ma´ximo da likelihood de B. De fato,
quando o paraˆmetro ajusta´vel esta´ nas proximidades de seu valor o´timo, λ0± δλ, espera-
mos um fitting razoa´vel dos dados, o que poderia ser representado por uma distribuic¸a˜o
gaussiana:
P (D|λ,B) = P (D|λ0, B)exp
(
−(λ− λ0)
2
2δλ2
)
(2.48)
Substituindo os valores de P (D|λ,B) e P (λ|B) em P (D|B) e levando em conta o fato
de que a distribuic¸a˜o a priori na˜o depende de λ e, portanto, pode ser retirada da integral,
temos:
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P (D|B) = 1
λmax − λmin
∫ λmax
λmin
dλP (D|λ,B) (2.49)
Assim,
P (D|B) = P (D|λ0, B)× δλ
√
2pi
λmax − λmin (2.50)
Substituindo esta equac¸a˜o em 2.45, obtemos:
P (A|D)
P (B|D, I) =
P (A)
P (B)
× P (D|A)
P (D|λ0, B) ×
λmax − λmin
δλ
√
2pi
(2.51)
O primeiro termo a direita reflete nossa infereˆncia a priori para os modelos alternativos,
a qual podemos tomar como sendo a unidade. O segundo termo e´ a medida de qua˜o boa as
melhores predic¸o˜es de cada modelo concordam com os dados; com a flexibilidade gerada
por seu paraˆmetro ajusta´vel, esta raza˜o entre as verossimilhanc¸as pode favorecer apenas
o modelo B.
A ana´lise da questa˜o na˜o se restringe, pore´m, so´ nisso - outro termo deve ser consi-
derado. O intervalo a priori λmax − λmin e´ geralmente muito maior que a incerteza ±δ
permitida pelos dados. Assim, o u´ltimo termo da equac¸a˜o atua para penalizar B pelo
paraˆmetro adicional; por esta raza˜o, ele e´ chamado de fator de Occam, inspirado na Na-
valha de Occam:”frusta fit per plura quod potest fiori per paciora”, ou, ”e´ em va˜o fazer
com mais o que se pode ser feito com menos”. Assim, na ana´lise comparativa entre mo-
delos, deve ser sempre balanceado fatores como o nu´mero de paraˆmetros que o modelo
possui com seu grau de predic¸a˜o.
Na maioria dos casos, nossa prefereˆncia com relac¸a˜o a um modelo A ou outro B e´
dominada pela exatida˜o do ajuste com os dados, ou seja, a raza˜o entre o ma´ximo de suas
verossimilhanc¸as tende a ser o fator dominante. O fator de Occam pode tomar um papel
principal, contudo, quando ambos os modelos da˜o resultados comparativamente bons com
as medidas.
Outra caracter´ıstica importante surge quando consideramos o caso onde A tambe´m
possui um paraˆmetro ajusta´vel, µ por exemplo. Repetindo os mesmos procedimentos dos
ca´lculos anteriores e fazendo as devidas simplificac¸o˜es, obtemos para esse caso:
P (A|D)
P (B|D) =
P (A)
P (B)
× P (D|µ0, A)
P (D|λ0, B) ×
δµ(λmax − λmin)
δλ(µmax − µmin) (2.52)
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Esta situac¸a˜o poderia representar, por exemplo, uma situac¸a˜o em que temos que esco-
lher entre uma forma gaussiana ou lorentziana de um pico de sinal, mas cujo paraˆmetro
seja desconhecido. A posic¸a˜o do ma´ximo poderia ser fixada na origem por teoria e as
amplitudes vinculadas pela normalizac¸a˜o dos dados, os paraˆmetros µ e λ poderiam estar
relacionados com a largura-a-meia-altura FWHM. Se atribuirmos igual peso para A e
B antes da ana´lise e um intervalo a priori similar para os paraˆmetros, enta˜o a equac¸a˜o
anterior reduzir-se-ia para:
P (A|D)
P (B|D) ≈
P (D|µ0, A)
P (D|λ0, B) ×
δµ
δλ
(2.53)
Para dados de boa qualidade, o fator dominante tenderia a ser a raza˜o entre o melhor
ajuste das verossimilhanc¸as. Se ambas sa˜o compara´veis enta˜o o modelo com a maior barra-
de-erro (δµ ou δλ) sera´ favorecido. A` primeira vista, pode parecer bastante estranho que
a teoria menos discriminante possa ser a vantajosa. No entanto, pode-se pensar que,
no contexto da selec¸a˜o do modelo, uma barra-de-erro maior implica que mais valores de
paraˆmetros sa˜o consistentes com as hipo´teses dadas.
2.8 Ana´lise Bayesiana de dados originados de
mu´ltiplas fontes.
Em diversos experimentos de F´ısica de Part´ıculas e de Altas Energias e´ necessa´rio de-
terminar as proporc¸o˜es com que diferentes tipos de fontes de informac¸a˜o contribuem na
composic¸a˜o de uma determinada amostra de dados. Um exemplo t´ıpico a ser citado e´ o
de um modelo de duas fontes consistindo de sinal mais ru´ıdo. Uma formulac¸a˜o e soluc¸a˜o
desse problema utilizando me´todos ortodoxos de estat´ıstica frequentista pode ser encon-
trada em [54]. Nessa sec¸a˜o, apresentamos um desenvolvimento bayesiano desse problema
para o caso N fontes, originalmente proposto em [55]. A partir dele, particularizamos o
me´todo para um caso envolvendo duas fontes. Na sec¸a˜o seguinte, mostraremos como o
me´todo proposto pode ser utilizado em estudos de composic¸a˜o qu´ımica de prima´rios de
chuveiros atmosfe´ricos extensos.
Inicialmente, assumimos que ha´ uma amostra de dados que consiste em um conjunto
de medidas observadas de uma determinada grandeza x. Dividimos o intervalo de variac¸a˜o
de x em M (bins) e denotamos por D1, ..., Di, ..., DM o nu´mero de contagens observados da
amostra para cada um dos M bins. Supondo que ha´ N poss´ıveis fontes para x, desejamos
determinar as proporc¸o˜es Pj de cada fonte na amostra de dados. Consideramos que na˜o
ha´ nenhuma func¸a˜o anal´ıtica dispon´ıvel que relacione as distribuic¸o˜es dessas fontes com
a grandeza x, mas temos (a) amostras de dados gerados por simulac¸a˜o de Monte Carlo
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(MC) ou (b) um conjunto de medidas para cada grandeza originada por cada fonte, o
que equivale matematicamente ao caso (a). Assim, chamaremos de Aji, a contagem de
eventos do i-e´simo bin gerados por MC pela j-e´sima fonte de informac¸a˜o.
Vamos considerar que a contagem Di representa uma flutuac¸a˜o em torno de uma
contagem me´dia desconhecida que chamaremos de di. Da mesma forma, supomos que
os valores observados de Aji flutuam em torno de seus valores me´dios desconhecidos,
denotados aqui por aji. O modelo que relaciona os valores me´dios da amostra de dados
com as amostras de poss´ıveis fontes (simuladas por MC, etc) pode ser escrito da seguinte
forma:
di ≡
N∑
j=1
pjaji (2.54)
Aqui, pj sa˜o as proporc¸o˜es normalizadas de cada fonte, definidas pela seguinte relac¸a˜o:
pj =
ND
Nj
Pj (2.55)
Sendo ND e Nj dados por:
ND =
M∑
i=1
Di (2.56)
Nj =
M∑
i=1
Aji (2.57)
Escrito dessa forma, podemos impor ao pj a condic¸a˜o de normalizac¸a˜o:
N∑
j=1
pj = 1 (2.58)
A aplicac¸a˜o do Teorema de Bayes a esse modelo leva ao seguinte resultado:
P (a, p|D) = P (D|a, p)Q(a)q(p)∫
a
∫
p
P (D|a, p)Q(a)q(p)dpjdaji (2.59)
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A func¸a˜o P (a, p|D) representa a distribuic¸a˜o posterior dos paraˆmetros a e p, enquanto
que P (D|a, p) e´ a func¸a˜o de verossimilhanc¸a, ou seja, a distribuic¸a˜o de probabilidades as-
sociada a`s contagens observadas Di. As func¸o˜es Q(a) e q(p) representam, respectivamente,
as distribuic¸o˜es a priori dos paraˆmetros a e p. Como ja´ mencionado em sec¸a˜o anterior, o
denominador da equac¸a˜o acima, em problemas que envolvem estimativa de paraˆmetros,
funciona apenas como fator normalizador e, desse modo, pode ser ignorado.
Assumindo que as flutuac¸o˜es no nu´mero total de eventos em cada bin sejam descri-
tas por uma distribuic¸a˜o de Poisson, podemos escrever uma expressa˜o para a func¸a˜o de
verossimilhanc¸a:
P (D|a, p) =
M∏
i=1
e−didDii
Di!
(2.60)
Como os paraˆmetros aji relacionam-se a contagens, podemos atribuir como distribuic¸a˜o
a priori uma poissoniana:
Q(a) =
M∏
j=1
N∏
i=1
e−ajiaAjiji
Aji!
(2.61)
Ja´ em relac¸a˜o a` distribuic¸a˜o a priori dos paraˆmetros p, q(p), podemos assumir uma
distribuic¸a˜o a priori uniforme, com a restric¸a˜o de que p assuma apenas valores positivos.
Para eliminarmos o paraˆmetro a dos ca´lculos, marginalizamos a distribuic¸a˜o posterior,
integrando-a com respeito ao paraˆmetro a:
P (p|D) =
∫
P (a, p|D)daji (2.62)
E´ conveniente definir um func¸a˜o de verossimilhanc¸a marginalizada l(D|p):
l(D|p) ≡
∫
P (D|a, p)Q(a)daji (2.63)
Assim, o Teorema de Bayes pode ser reescrito da seguinte forma:
P (p|D) = l(D|p)q(p)∫
l(D|p)q(p)dpj (2.64)
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Para obtermos uma expressa˜o para a distribuic¸a˜o posterior P (p|D), devemos calcular
a integral:
l(D|p) ≡
∫
a
L(D|a, p)Q(a) =
∫ ( M∏
i=1
e−didDii
Di!
)(
M∏
i=1
N∏
j=1
e−ajiaAjiji
Aji!
)
daji (2.65)
Substituindo (2.54) em (2.65):
M∏
i=1
e−didDii
Di!
=
M∏
i=1
e−
∑
j pjaji(
∑
j pjaji)
Di
Di!
=
M∏
i=1
(e−p1a1i−...−pNaNi)
Di!
(
N∑
j=1
pjaji)
Di (2.66)
Desenvolvendo o segundo membro da integral, obtemos:
M∏
i=1
N∏
j=1
e−ajiaAjiji daji
Aji!
=
M∏
i=1
e−a1iaA1i1i
A1i!
da1i...
e−aNiaANiNi
ANi!
daNi (2.67)
Assim:
l(D|p) =
M∏
i=1
1
Di
∫
da1i
e−p1a1i−a1iaA1i1i
A1i!
...
∫
daNi
e−pNaNi−aNiaANiNi
ANi!
(
N∑
j=1
pjaji
)Di
=
M∏
i=1
1
Di!
∫
da1i
e−(1+p1)a1iaA1i1i
A1i!
...
∫
daNi
e−(1+pN )aNiaANiNi
ANi!
×
(
N∑
j=1
pjaji
)Di
(2.68)
O u´ltimo termo da equac¸a˜o acima pode ser simplificado, usando o Teorema Multino-
mial que e´ descrito da seguinte forma:
(a1 + ...+ ar)
n =
∑ n!
n1!...nr!
an11 a
n2
2 ...a
nr
r (2.69)
Onde a soma inclui todas as diferentes combinac¸o˜es de n1, ..., nr com
∑
i ni = n
Assim, aplicando esse teorema no nosso caso, teremos:
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(
N∑
j=1
pjaji
)Di
= Di!
Di∑
k1...kN=0
p1a
k1
1i
k1!
...
pNa
kN
Ni
kN !
= Di!
Di∑
k1...kN=0
N∏
j=1
p
kj
j a
kj
ji
kj!
(2.70)
Onde a soma satisfaz:
∑
j kj = Di.
Substituindo esse resultado em (2.65):
l(D|p) =
M∏
i=1
1
Di
N∏
j=1
∫
daji
e−pjaji−ajiaAjiji
Aji!
×Di!
Di∑
k1...kN=0
N∏
j=1
p
kj
j a
kj
ji
kj!
=
M∏
i=1
Di∑
k1...kN=0
N∏
j=1
p
kj
j
Aji!kj!
∫ ∞
0
dajie
−(1+pj)ajiaAji+kjji (2.71)
Podemos resolver essa integral utilizando func¸o˜es gama:
∫ ∞
0
dxe−axxb = a−(1+b)Γ(1 + b) (2.72)
Assim, sabendo que para valores inteiros de n, vale a relac¸a˜o, Γ(n) = (n − 1)!, a
integral torna-se:
∫ ∞
0
dajie
−(1+pj)ajiaAji+kjji = (1 + pj)
−(1+Aji+kj)(Aji + kj)! (2.73)
l(D|p) =
M∏
i=1
Di∑
k1...kN=0
N∏
j=1
p
kj
j
(1 + pj)1+Aji+kj
(Aji + kj)!
Aji! + kj!
(2.74)
Lembrando-se das propriedades do coeficiente binomial, podemos reescrever os fatori-
ais em termos de um binoˆmio:
(Aji + kj)!
Aji! + kj!
≡
(
Aji + kj
kj
)
(2.75)
E, assim, obtemos uma forma anal´ıtica para l(D|p):
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l(D|p) =
M∏
i=1
Di∑
k1...kN=0
N∏
j=1
(
Aji + kj
kj
)
p
kj
j
(1 + pj)1+Aji+kj
(2.76)
Esse resultado, quando substitu´ıdo em (2.64), nos fornece a expressa˜o para a distri-
buic¸a˜o P (p|D), que representa nossa infereˆncia sobre os paraˆmetros do problema apo´s
o processamento das informac¸o˜es fornecidas por um conjunto particular de dados ex-
perimentais {Di} e apo´s termos realizado ca´lculos de Monte Carlo (ou utilizado dados
experimentais) que levaram a uma determinada distribuic¸a˜o de contagens nos bins {Di}.
2.8.1 Modelo de duas fontes.
A partir dos resultados obtidos anteriormente, podemos tratar agora o caso especial envol-
vendo um modelo de duas fontes, que sera´ utilizado para ana´lise de composic¸a˜o qu´ımica
dos prima´rios em chuveiros atmosfe´ricos extensos. Nesse caso, N = 2 e podemos efetuar
as devidas simplificac¸o˜es no me´todo geral.
A equac¸a˜o (2.54) pode ser reescrita da seguinte forma:
di ≡
N∑
j=1
pjaji → di = p1a1i + p2a2i (2.77)
A func¸a˜o de verossimilhanc¸a (2.71) sera´ escrita, agora, da seguinte forma:
l(D|p1, p2) =
=
∫ ∞
0
da1i
∫ ∞
0
da2i
M∏
i=1
(
e−didDii
Di!
)(
e−a1iaA1i1i
A1i!
)(
e−a2iaA2i2i
A2i!
) (2.78)
Substituindo(2.77) em (2.78) e agrupando os termos, teremos:
l(D|p1, p2) =
=
M∏
i=1
1
Di!
∫ ∞
0
da1i
e[−(1+p1)a1i]aA1i1i
A1i!
∫ ∞
0
da2i
e[−(1+p2)a2i]aA2i2i
A2i!
(p1a1i + p2a2i)
Di
(2.79)
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O u´ltimo fator da equac¸a˜o acima pode ser reescrito em termos de uma expansa˜o
binomial:
(p1a1i + p2a2i)
Di =
Di∑
k=0
(
Di
k
)
(p1a1i)
Di−k(p2a2i)k (2.80)
Substituindo esse resultado no anterior:
l(D|p1, p2) =
M∏
i=1
1
Di!
Di∑
k=0
(
Di
k
)
(p1)
Di−k(p2)k
×
∫
da1i
e[−(1+p1)a1i]aA1i+Di−k1i
A1i!
∫
da2i
e[−(1+p2)a2i]aA2i+k2i
A2i!
(2.81)
A integral pode agora ser resolvida, usando o seguinte resultado:
∫
dxe−axxb = a−(1+b)b! (2.82)
Depois de algumas simplificac¸o˜es, obtemos, finalmente, uma expressa˜o anal´ıtica que
representa a distribuic¸a˜o a posteriori, P (p1, p2|D), para o caso do modelo envolvendo duas
fontes:
P (p1, p2|D) ∝
=
M∏
i=1
Di∑
k=0
(
A1i +Di − k
Di − k
)
pDi−k1
(1 + p1)A1i+Di−k+1
(
A2i + k
k
)
pk2
(1 + p2)A2i+k+1
(2.83)
Do ponto de vista nume´rico, e´ conveniente calcular o logaritmo da func¸a˜o:
2. Infereˆncia Bayesiana e suas aplicac¸o˜es em ana´lise de dados. 69
log[P (p1, p2|D)] =
= log
{
M∏
i=1
Di∑
k=0
(
A1i +Di − k
Di − k
)
pDi−k1
(1 + p1)A1i+Di−k+1
(
A2i + k
k
)
pk2
(1 + p2)A2i+k+1
}
=
N∑
i=1
log
{
Di∑
k=0
(
A1i +Di − k
Di − k
)
pDi−k1
(1 + p1)A1i+Di−k+1
(
A2i + k
k
)
pk2
(1 + p2)A2i+k+1
}
(2.84)
Para implementar o me´todo, utilizamos o pacote Mathematica 7.0. O algoritmo elabo-
rado discretiza as varia´veis pi em um intervalo de variac¸a˜o previamente definido e calcula,
para cada δp, o valor de log[P (p1, p2|D)]. Desse modo, e´ poss´ıvel obter a distribuic¸a˜o pos-
terior completa dos paraˆmetros de interesse e, a partir dela, calcular qualquer quantidade
estat´ıstica de interesse.
2.8.2 Aplicac¸a˜o do Me´todo.
Podemos testar a aplicabilidade do me´todo bayesiano de mu´ltiplas fontes para deter-
minar a frac¸a˜o f de um tipo de prima´rio na composic¸a˜o de uma amostra de chuveiros
atmosfe´ricos. Em nosso modelo simplificado, vamos considerar apenas chuveiros iniciados
por pro´tons e nu´cleos de ferro. Assim, a questa˜o que se propo˜e e´ a seguinte: a partir
de uma amostra de dados que consiste de uma mistura de eventos gerados por pro´tons e
nu´cleos de ferro em uma proporc¸a˜o desconhecida, e tendo em ma˜os simulac¸o˜es de Monte
Carlo, determinar a proporc¸a˜o ou frac¸a˜o dos eventos da amostra que foram originados
por pro´tons e, consequentemente, a frac¸a˜o originada por nu´cleos de ferro.
Para a aplicac¸a˜o do me´todo, necessitamos da distribuic¸a˜o de alguma varia´vel aleato´ria
que dependa do tipo da fonte. Como ja´ mencionado no cap´ıtulo anterior, a profundidade
do ma´ximo do chuveiro ( xmax) e´ um paraˆmetro geralmente utilizado para o estudo da
composic¸a˜o qu´ımica do prima´rio.
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Figura 2.4: Distribuic¸o˜es de xmax para prima´rios de pro´ton e ferro, de energia 10
17 eV.
Observando, por exemplo, o gra´fico da figura 2.4, que mostra simulac¸o˜es de chuveiros
iniciados por pro´tons e ferro, pode-se constatar que, em me´dia para essa faixa de energia,
chuveiros iniciados por ferro tem valores de xmax menores que para os chuveiros iniciados
por pro´ton, ale´m de, o mais importante, apresentarem uma menor flutuac¸a˜o estat´ıstica em
relac¸a˜o aos prima´rios de pro´ton. Nota-se, ale´m disso, uma grande regia˜o onde ha´ sobre-
posic¸a˜o de eventos iniciados tanto por pro´tons quanto por ferro. Desse modo, optamos por
utilizar como varia´vel aleato´ria do modelo, o valor de xmax. Ale´m dessa escolha, testamos
o valor da profundidade me´dia xmed e os resultados dessa aplicac¸a˜o sera˜o mostrados.
Com a escolha da varia´vel aleato´ria feita, criamos os conjuntos de dados Di, A1i e A2i
da seguinte forma:
(1) Geramos uma biblioteca com 20000 simulac¸o˜es utilizando o co´digo do CORSIKA,
nas quais 10000 chuveiros foram produzidos por prima´rios de pro´tons e 10000 por nu´cleos
de ferro de energia 1017 eV. Utilizou-se o modelo de interac¸a˜o hadroˆnica QGSJET01, com
um n´ıvel de thinning de 10−5. calculamos os valores xmax e dividimos os valores em bins,
como mostrado na figura anterior. A1i representa, enta˜o, o conjunto de medidas de xmax
simuladas que foram geradas por pro´ton (nossa ”fonte 1”) e A2i, as contagens de xmax
originadas dos chuveiros simulados e iniciados por nu´cleos de ferro.
(2) Inicialmente testamos o me´todo criando uma amostra de dados contendo 200
eventos (figura 2.5), sendo 120 deles pro´ton e 80 de ferro, ou seja, para que o me´todo
funcione, esperamos uma distribuic¸a˜o posterior do paraˆmetro p1 em torno do valor 0.6,
com uma largura que se estreite a` medida que aumenta o tamanho da amostra avaliada.
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Figura 2.5: Distribuic¸a˜o da profundidade do ma´ximo Xmax
para a amostra de dados preparada pela mistura de eventos gerados por pro´tons e
a´tomos de ferro na proporc¸a˜o 120 : 80.
(3) Dada a condic¸a˜o de normalizac¸a˜o imposta pela equac¸a˜o 2.58, podemos transformar
o problema da infereˆncia simultaˆnea de duas varia´veis em um problema unidimensional,
escrevendo p2 = 1− p1 e substituindo na equac¸a˜o 2.83. Assim, dividimos p1 em pequenos
intervalos e calculamos iterativamente o logaritmo da distribuic¸a˜o posterior e, em seguida,
a distribuic¸a˜o posterior.
O gra´fico da figura 2.6 mostra a distribuic¸a˜o posterior normalizada do paraˆmetro
p1. Uma ana´lise qualitativa do resultado sugere que o me´todo efetivamente produz uma
distribuic¸a˜o com pico em torno do ponto p1 = 0.6, com largura relativamente estreita.
Para quantificar os resultados obtidos, calculamos as seguintes quantidades de inte-
resse: pˆ1 e´ a estimativa para o valor p1 a partir da distribuic¸a˜o posterior, que representa o
valor do ma´ximo da distribuic¸a˜o. Ale´m disso, calculamos p¯1, relacionado ao valor me´dio
de p1 e como medida para a largura da distribuic¸a˜o, utilizamos o paraˆmetro σ, o des-
vio padra˜o. O nu´mero esperado de eventos em cada fonte j, por definic¸a˜o e´ dado por
nj ≡ pj
∑
i aji, enta˜o, a fim de obtermos uma estimativa nˆj para nj, precisamos estimar∑
i aji. Uma estimativa natural seria
∑
iAji. Portanto, a estimativa do nu´mero esperado
de eventos em cada fonte j foi calculado utilizando a relac¸a˜o nˆj = pˆj
∑
iAji. Um resumo
dos resultados calculados encontra-se na tabela 2.4.
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Figura 2.6: Distribuic¸a˜o posterior para o paraˆmetro p1 que representa a frac¸a˜o de eventos
de pro´ton da amostra.
A partir da estimativa de p1, reconstru´ımos o perfil de dados e comparamos com a
amostra original. Para a estimativa do nu´mero dˆi esperado de eventos por bin, utilizamos
a equac¸a˜o seguinte [2.85]. O gra´fico da figura 2.7 apresenta a comparac¸a˜o.
dˆi =
M∑
i=1
(pˆ1A1i + (1− pˆ1)A2i) (2.85)
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Figura 2.7: Comparac¸a˜o entre o perfil de dados e o perfil estimado pelo me´todo bayesiano.
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Testamos tambe´m o efeito da variac¸a˜o do tamanho da amostra de dados na distribuic¸a˜o
posterior. A tabela 2.4 e o gra´fico da figura 2.8 sintetizam esse estudo. Como esperado,
com o aumento do tamanho da amostra (nu´mero de eventos), ocorre (a) convergeˆncia da
estimativa de p1 com seu valor real, e (b) aumento do grau de confiabilidade da estimativa,
o que e´ refletido pela diminuic¸a˜o da largura da distribuic¸a˜o, representada pelo paraˆmetro
σ.
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Figura 2.8: Estimativa de p1 em func¸a˜o do tamanho da amostra. As barras de erro
relacionam-se com os valores de σ descritos na tabela 2.4
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Tabela 2.4: Estimativa de p1 e demais paraˆmetros em func¸a˜o do tamanho da amostra. pˆ1 repre-
senta o ma´ximo da distribuic¸a˜o posterior, enquanto σ e´ uma medida da largura da distribuic¸a˜o
posterior, que simboliza o grau de confiabilidade da distribuic¸a˜o posterior.
Tamanho da amostra pˆ1 p¯1 σ nˆ1 nˆ2
30 0.6701 0.6498 0.1366 20.16 9.92
50 0.6401 0.6352 0.1156 32.09 18.04
100 0.6201 0.6176 0.0738 61.17 39.10
200 0.6101 0.6111 0.0500 122.3 78.20
500 0.6001 0.6040 0.0342 300.86 200.5
1000 0.6001 0.5996 0.0239 601.72 400.9
2.8.3 Ana´lises Adicionais.
A partir da amostra de dados original contendo os 200 eventos na proporc¸a˜o p1 = 0.6 de
eventos de pro´ton, flutuamos estatisticamente mil vezes cada bin utilizando uma distri-
buic¸a˜o de Poisson com me´dia µ igual ao valor de Di naquele bin. Desse modo, geramos
1000 novas amostras de dados e, para cada uma delas, aplicamos o algoritmo e efetuamos
a estimativa de p1. O gra´fico da figura 2.9 apresenta os resultados.
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Figura 2.9: Distribuic¸a˜o da diferenc¸a entre o valor de p1 e a sua estimativa obtida pelo
me´todo bayesiano aplicado em um conjunto de 1000 experimentos.
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Figura 2.10: Distribuic¸a˜o das larguras das distribuic¸o˜es posteriores do conjunto de 1000
experimentos analisados.
2.8.4 Testando outras proporc¸o˜es na composic¸a˜o da amostra.
Testamos tambe´m o me´todo com misturas de outras proporc¸o˜es entre chuveiros iniciados
por pro´tons e nu´cleos de ferro. O gra´fico da figura 2.11 apresenta distribuic¸o˜es posteriores
obtidas nos quatro casos estudados. Note que ha´ semelhanc¸a nas distribuic¸o˜es (forma e
largura). A tabela 2.5 mostra os resultados nume´ricos: as proporc¸o˜es iniciais e os valores
obtidos pelo algoritmo desenvolvido nesse trabalho.
Tabela 2.5: Resumo da aplicac¸a˜o do me´todo para diversas proporc¸o˜es de pro´ton na amos-
tra. Em todos os casos, a amostra de dados consistia de 200 eventos.
Proporc¸a˜o de pro´ton na amostra pˆ1 p¯1 σ nˆ1 nˆ2
0.2 0.2201 0.2210 0.0418 44.13 156.40
0.5 0.5101 0.5086 0.0508 102.3 98.24
0.6 0.6101 0.6111 0.0500 122.3 78.20
0.8 0.8201 0.8155 0.0485 164.5 36.08
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Figura 2.11: Distribuic¸o˜es posteriores para o paraˆmetro p1 obtidas a partir de amostras
contendo outras proporc¸o˜es na sua composic¸a˜o.
Nesse cap´ıtulo, mostramos os fundamentos da estat´ıstica bayesiana, destacando os
aspectos ba´sicos da teoria. Na Sec¸a˜o 2.8, apresentamos uma formulac¸a˜o bayesiana para o
problema da determinac¸a˜o da composic¸a˜o de uma amostra experimental constitu´ıda por
dados originados de mu´ltiplas fontes de informac¸a˜o. Analisamos em particular o caso em
que dados podem ser gerados por duas fontes (Sec¸a˜o 2.8.1), buscando, dentro do contexto
bayesiano, um me´todo de estimar, a partir de simulac¸o˜es Monte Carlo, a proporc¸a˜o com
que cada fonte contribui na amostra dos dados.
Na Sec¸a˜o 2.8.2, testamos o me´todo em um problema de interesse na f´ısica de raios
co´smicos que e´ o da determinac¸a˜o da composic¸a˜o qu´ımica dos chuveiros atmosfe´ricos
extensos. A partir de simulac¸o˜es de chuveiros gerados pelo Corsika iniciados por pro´tons
e nu´cleos de ferro e pelo ca´lculo de algumas varia´veis importantes dos chuveiros, como o
xmax, foi poss´ıvel, a partir de uma amostra contendo uma mistura de chuveiros iniciados
por pro´ton e nu´cleos de ferro, estimar com boa precisa˜o a proporc¸a˜o de cada fonte de
informac¸a˜o na amostra. Com os valores nume´ricos obtidos na ana´lise de chuveiros extensos
simulados, podemos prever a precisa˜o de nossos me´todos na ana´lise de chuveiros extensos
detalhados no Observato´rio Auger.
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Cap´ıtulo 3
Ma´xima Entropia e suas Aplicac¸o˜es.
3.1 Definic¸a˜o de Entropia
Ao estabelecer a chamada teoria da informac¸a˜o em 1948 [56], Shannon encontrou uma
quantidade SI associada a` incerteza de uma fonte de informac¸a˜o. Devido a` similaridade da
forma matema´tica e significado f´ısico, a quantidade SI
1 foi por ele chamada de entropia,
assim como a quantidade S da termodinaˆmica e da mecaˆnica estat´ıstica. Contudo, SI
e´, algumas vezes, chamada explicitamente de ”entropia de informac¸a˜o”ou ”entropia de
Shannon”, para diferencia´-la do conceito termodinaˆmico. Veremos, nessa sec¸a˜o, de que
forma Shannon deduziu a expressa˜o matema´tica para a medida SI , a partir de certas
propriedades consideradas.
Assim, seja uma fonte de informac¸a˜o discreta representada por uma varia´vel aleato´ria
X, que pode assumir valores discretos xi, i = 1, ...n e pi a probabilidade a priori associada
a cada valor xi, de forma que:
n∑
i=1
pi = 1 (3.1)
A questa˜o proposta por Shannon foi se haveria uma forma de se obter uma quanti-
dade SI(p1, p2, .., pn) que medisse univocamente a quantidade de incerteza representada
pela distribuic¸a˜o de probabilidades P = (p1, p2, .., pn). Tal medida de incerteza deveria
satisfazer a determinadas propriedades, afim de se garantir sua univocidade e consisteˆncia.
Shannon sugeriu a imposic¸a˜o de treˆs condic¸o˜es:
1Ao longo do texto, em geral, denotaremos para a entropia de Shannon simplesmente o s´ımbolo S,
a na˜o ser nas situac¸o˜es em que seja necessa´rio distinguir entre as definic¸o˜es de entropia de Shannon e a
entropia termodinaˆmica.
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1. SI(p1, p2, .., pn) deveria ser uma func¸a˜o cont´ınua em pi
2. Se todos os valores de pi sa˜o iguais, pi = 1/n, enta˜o H deveria ser uma func¸a˜o
monotonicamente crescente de n. Ou seja, com eventos igualmente prova´veis, ha´
mais incerteza quando ha´ mais eventos poss´ıveis.
3. Lei de composic¸a˜o. Se os valores de X sa˜o arbitrariamente divididos em m gru-
pos (x11, ..., x1k1), (x21, ..., x2k2), ..., (xm1, ..., xmkm), as probabilidades corresponden-
tes sa˜o w1 = p11 + ...+ p1k1 , ..., wm = pm1 + ...+ pmkm , enta˜o dever´ıamos ter:
SI(p1, .., pn) =SI(w1, ..., wn) + w1SI(p11|w1, ..., p1k1|w1)
+ ...+ wmSI(pm1|wm, ..., pmkm|wm)
(3.2)
onde as barras verticais representam a probabilidade condicional.
Para ilustrar melhor essa propriedade, utilizamos o mesmo exemplo usado por Shan-
non, representado pela figura 3.1. A` esquerda, temos treˆs eventos poss´ıveis com proba-
bilidades de ocorreˆncia dadas por p1 = 1/2, p2 = 1/3, p3 = 1/6. No lado direito, ha´
dois eventos com iguais probabilidades de ocorreˆncia, p1 = p2 = 1/2 e, caso o segundo
evento ocorra, um terceiro evento pode ocorrer com probabilidades p21 = 2/3 e p22 = 1/3.
Os eventos finais teˆm as mesmas probabilidades de ocorreˆncia e, portanto, deve valer a
seguinte igualdade:
Figura 3.1: Ilustrac¸a˜o da lei da composic¸a˜o
SI
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)
= SI
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1
2
,
1
2
)
+
1
2
SI
(
2
3
,
1
3
)
(3.3)
O coeficiente 1/2 que aparece no lado direito da igualdade deve-se ao fato de o segundo
evento ocorrer com probabilidade 1/2.
Shannon mostrou que a u´nica forma de SI satisfazer a todas as propriedades e´ se SI
assumir a forma:
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SI = −k
n∑
i=1
pi log pi (3.4)
A constante k depende do sistema de unidades a ser utilizado, e e´ usualmente tomado
como sendo a unidade. Diferentes bases para o logaritmo resultam em diferentes unidades
para a medida da entropia. A unidade na˜o e´ importante na maximizac¸a˜o de entropia e,
por convenieˆncia, a base do logaritmo que adotaremos sera´ sempre e (base do logaritmo
natural). Enta˜o, ao longo do texto, entende-se que log ≡ loge ≡ ln.
Se, por exemplo, temos dois eventos com probabilidades p e q, q = 1−p, a quantidade
SI , toma a forma:
SI = −(p log p+ (1− p) log(1− p)) (3.5)
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Figura 3.2: Variac¸a˜o da entropia de acordo com o valor da probabilidade p.
A partir da ana´lise do exemplo, ilustrado pelo gra´fico da figura (3.2), podemos observar
algumas propriedades de SI :
• SI=0 se e somente se todos os pi, com excec¸a˜o de um, sa˜o nulos, assumindo como
na˜o nulo o valor unita´rio, ou seja, somente quando temos certeza sobre o resultado
de um evento SI se anula, caso contra´rio, SI e´ positivo.
• para um dado n, SI e´ ma´ximo e igual a log(n), quando todos os pi sa˜o iguais, o que
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corresponde intuitivamente a` situac¸a˜o de maior incerteza. 2
Acima, foi discutido o caso de uma fonte discreta de informac¸a˜o. De maneira ana´loga,
Shannon definiu a entropia para o caso de uma fonte cont´ınua, tendo em vista que,
nesse caso, a distribuic¸a˜o da varia´vel aleato´ria X e´ expressa em termos de uma func¸a˜o
densidade de probabilidade (f.d.p), p(x). Assim, define-se uma expressa˜o de entropia
similar a equac¸a˜o (3.4):
SI = −
∫ +∞
−∞
p(x) log p(x)dx (3.6)
No entanto, com essa definic¸a˜o, SI na˜o mede o valor absoluto da incerteza ou in-
formac¸a˜o da fonte [57], representando apenas uma variac¸a˜o. Ale´m disso, SI no caso
cont´ınuo na˜o e´ invariante sob transformac¸a˜o de varia´veis. Para contornar essa limitac¸a˜o,
comumente e´ introduzido a medida m(x) na expressa˜o da entropia. Enta˜o, a expressa˜o
(3.6) torna-se:
SI = −
∫ +∞
−∞
p(x) log [p(x)/m(x)] dx (3.7)
Assim, dada uma transformac¸a˜o de varia´veis, ambos p(x) e m(x) variam da mesma
forma, mantendo o valor de SI inalterado. O termo m(x) e´ tambe´m chamado de dis-
tribuic¸a˜o a priori da soluc¸a˜o. A invariaˆncia de SI pode ser demonstrada da seguinte
forma:
Supondo uma transformac¸a˜o de varia´veis em que x = f(y), pode-se escrever a func¸a˜o
densidade de probabilidades q(y) como sendo q(y) = p(x)
∣∣f ′y∣∣ e a medida n(y) como
n(y) = m(x)
∣∣f ′y∣∣, de modo que:
SI(p(x)) = −
∫ +∞
−∞
q(y) log
[
p(x)|f ′y|
m(x)|f ′y|
]
dy = −
∫ +∞
−∞
q(y) log[q(y)/n(y)]dy = SI(q(y))
(3.8)
2Outras propriedades podem ser derivadas a partir da definic¸a˜o de entropia de Shannon. Para maiores
detalhes, sugerimos a leitura do seu artigo original, [56]
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3.2 Princ´ıpio da Ma´xima Entropia
A mecaˆnica estat´ıstica e´ uma teoria que se relaciona com va´rias quantidades microsco´picas
que na˜o podem ser medidas diretamente, tais como as velocidades das part´ıculas. O que
medimos sa˜o grandezas macrosco´picas - pressa˜o, volume, temperatura, dentre outras -
que sa˜o interpretadas como valores esperados das quantidades microsco´picas. Assim, o
objetivo principal da mecaˆnica estat´ıstica e´ determinar as distribuic¸o˜es de probabilidade
das part´ıculas e seus microestados. Na mecaˆnica estat´ıstica convencional, a teoria e´
estabelecida com base nas equac¸o˜es de movimento das part´ıculas e em algumas hipo´teses
simplificadoras, tais como a ergodicidade e a hipo´tese das iguais probabilidades a priori.
[58]. A entropia e sua conexa˜o com as leis macrosco´picas da termodinaˆmica sa˜o derivadas
enta˜o das considerac¸o˜es e hipo´teses usadas.
Jaynes propoˆs [59], em 1957, uma nova direc¸a˜o ao problema, em que, partindo do
conceito de entropia, nesse caso a entropia de informac¸a˜o de Shannon, e o fato de que
uma distribuic¸a˜o de probabilidades que maximiza a entropia, sujeita a certas restric¸o˜es,
torna-se o fator essencial que justifica o uso de tal distribuic¸a˜o para a infereˆncia. Dessa
forma, nessa nova perspectiva, chamada de mecaˆnica estat´ıstica preditiva, a mecaˆnica
estat´ıstica perde o status de teoria f´ısica, passando a ser vista como uma aplicac¸a˜o de
infereˆncia estat´ıstica.
Assim, seja a varia´vel x capaz de assumir valores discretos xi, i = 1, ..., n com pro-
babilidades associadas pi, desconhecidas. Supondo que a u´nica informac¸a˜o dispon´ıvel e´ o
valor esperado de uma func¸a˜o f(x):
〈f(x)〉 =
n∑
i=1
pif(xi) (3.9)
E, ale´m disso, podemos supor que a soma de todas as probabilidades seja igual a um.
De forma que:
∑
pi = 1 (3.10)
Tomando como base unicamente tais informac¸o˜es, um problema que se poderia propor
e´ o de determinar o valor esperado de uma outra func¸a˜o, g(x). A` primeira vista, o pro-
blema parece insolu´vel porque as informac¸o˜es dispon´ıveis sa˜o insuficientes para determinar
de maneira un´ıvoca as probabilidades pi.
Problemas envolvendo a especificac¸a˜o de probabilidades em casos em que ha´ pouca ou
nenhuma informac¸a˜o dispon´ıvel sa˜o antigos. Um crite´rio de escolha proposto por Laplace,
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”princ´ıpio da raza˜o insuficiente”, afirma que devem ser atribu´ıdas iguais probabilidades
de ocorreˆncia a eventos, quando na˜o ha´ raza˜o para supor o contra´rio. Assim, por exemplo,
no lanc¸amento um dado de seis faces, sem saber se ele e´ viciado ou na˜o, a probabilidade
mais razoa´vel a ser atribu´ıda a cada resultado poss´ıvel e´ 1/6, ou seja, usamos o princ´ıpio
da raza˜o insuficiente para atribuir chances iguais aos eventos poss´ıveis, pois isso reflete
nossa ignoraˆncia ou incerteza a certa das chances de ocorreˆncia de cada evento. Contudo,
exceto em situac¸o˜es em que ha´ elementos de simetria suficientes para que as chances de
ocorreˆncia dos eventos sejam consideradas igualmente prova´veis, como no exemplo acima
citado, a hipo´tese de Laplace parece ta˜o arbitra´ria quanto outra qualquer.
O problema, enta˜o, esta´ em definir um crite´rio a fim de atribuir probabilidades que evi-
tem qualquer vie´s ou tendeˆncia e que sejam compat´ıveis com toda a informac¸a˜o dispon´ıvel
e nada mais. A vantagem introduzida pela teoria da informac¸a˜o reside na descoberta de
um crite´rio u´nico e livre de ambiguidades para a quantificac¸a˜o da incerteza representada
por uma distribuic¸a˜o discreta de probabilidades, a entropia de Shannon.
Desse modo, para efetuar infereˆncias, tendo como base informac¸a˜o incompleta, Jaynes
propoˆs selecionar, dentre todas as distribuic¸o˜es poss´ıveis, aquela que maximize a entropia
de Shannon, sendo ao mesmo tempo compat´ıvel com as informac¸o˜es dispon´ıveis, que
servem como restric¸o˜es impostas ao problema da infereˆncia.
3.2.1 Formalismo do Me´todo de Maximizac¸a˜o da Entropia.
Generalizando o problema proposto na sec¸a˜o anterior, vamos supor que uma varia´vel
X possa assumir os valores xi, em que i = 1, ..., n com probabilidades associadas pi,
desconhecidas. As u´nicas informac¸o˜es dispon´ıveis sa˜o m valores esperados de func¸o˜es de
gr(x), dados por a1, ..., am. Estas restric¸o˜es podem ser escritas na seguinte forma:
∑
r
pigr(xi) = ar (3.11)
Acrescentando a essas restric¸o˜es a condic¸a˜o de normalizac¸a˜o:
∑
pi = 1 (3.12)
Como pode ser visto, temos m+1 equac¸o˜es para a determinac¸a˜o de p1, ..pn. Em geral,
m+ 1 < n de modo que ha´ um infinito nu´mero de soluc¸o˜es para o sistema. O me´todo de
Ma´xima Entropia sugere que dentre todas as soluc¸o˜es, devemos escolher a que maximiza
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a entropia de Shannon. Uma soluc¸a˜o para o problema pode ser obtida utilizando-se o
me´todo dos multiplicadores de Lagrange [60]. Escrevendo, assim, a lagrangiana associada:
L ≡ −
n∑
i=1
pi log pi − (λ0 − 1)
(
n∑
i=1
pi − 1
)
−
m∑
r=1
λr
(
r∑
i=1
pigri − ar
)
(3.13)
onde λ0, λ1, ..., λm sa˜o os multiplicadores de Lagrange; note que λ0 − 1 e´ usado no
lugar de λ0 por questa˜o de convenieˆncia.
Tomando a derivada de L com relac¸a˜o a pi e igualando a zero, temos:
∂L
∂pi
= 0 (3.14)
− log pi − λ0 −
m∑
r=1
λrgri = 0 (3.15)
E, portanto:
pi = exp (−λ0 − λ1g1i − λ2g2i − ....− λmgmi) (3.16)
Para determinarmos os valores dos multiplicadores de Lagrange, substitu´ımos (3.16)
em (3.11) e (3.12), tal que:
n∑
i=1
griexp
(
−λ0 −
m∑
j=1
λjgji
)
= ar (3.17)
E
n∑
i=1
exp
(
−λ0 −
m∑
j=1
λjgji
)
= 1 (3.18)
sendo que r = 1, 2, ...,m
de tal forma que:
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exp (λ0) =
n∑
i=1
exp
(
−
m∑
j=1
λjgji
)
(3.19)
e
ar =
∑n
i=1 griexp
(
−∑mj=1 λjgji)∑n
i=1 exp
(
−∑mj=1 λjgji) (3.20)
A equac¸a˜o (3.19) da´ o valor de λ0 como uma func¸a˜o de λ1, λ2, ..., λm, enquanto as
equac¸o˜es (3.20) calculam a1, a2, ..., am como func¸o˜es de λ1, λ2, ..., λm.
O formalismo acima descreve a deduc¸a˜o de uma distribuic¸a˜o de probabilidade gene´rica
a partir de v´ınculos gerais. Na pra´tica, esses v´ınculos dependera˜o do problema a ser
considerado.
3.2.2 Verificac¸a˜o de que o Me´todo de Lagrange origina um Ma´ximo
Global de Entropia
Para a verificac¸a˜o completa de que o extremo obtido pelo me´todo de Lagrange e´, de fato,
um valor de ma´ximo global, procedemos como segue. Seja:
S = −
n∑
i=1
p(xi) log p(xi) (3.21)
Sujeita aos v´ınculos:
n∑
i=1
p(xi) = 1 (3.22)
n∑
i=1
p(xi)gr(xi) = g¯r(xi) (3.23)
com r = 1, 2, ...,m.
A soluc¸a˜o e´ dada por:
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p(xi) = exp[−λ0 − λ1g1(x1)− ...− λmgm(xi)] (3.24)
Seja F a entropia para qualquer outra distribuic¸a˜o de probabilidade que satisfac¸a aos
mesmos v´ınculos dados anteriormente, de forma que:
F = −
n∑
i=1
f(xi) log f(xi) (3.25)
n∑
i=1
f(xi) = 1 (3.26)
n∑
i=1
f(xi)gr(xi) = g¯r(xi) (3.27)
Desta forma, queremos calcular a quantidade Smax−F , e verificar o sinal desta func¸a˜o.
Assim:
Smax − F = −
n∑
i=1
p(xi) log p(xi) +
n∑
i=1
f(xi) log f(xi) (3.28)
=
n∑
i=1
[f(xi)− p(xi)] log p(xi) +
n∑
i=1
f(xi) [log f(xi)− log p(xi)] (3.29)
Tomando o valor de p(xi) dado pela equac¸a˜o (3.24), e substituindo na expressa˜o,
temos:
Smax − F =
n∑
i=1
[f(xi)− p(xi)][−λ0 − λ1g1(x1)− ...− λmgm(xi)]
+
n∑
i=1
f(xi) log
f(xi)
p(xi)
(3.30)
Cada termo do primeiro somato´rio se anula pela condic¸a˜o de normalizac¸a˜o e, assim,
resta analisar a u´ltima somato´ria. Para tanto, vamos usar uma propriedade das func¸o˜es
convexas (x log x e´ um exemplo de func¸a˜o convexa), chamado de desigualdade de Jensen
:
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E[φ(x)] ≥ φ[E(x)] (3.31)
Assim, considerando duas distribuic¸o˜es de probabilidade quaisquer P = (p1, p2, ..., pn)
e Q = (q1, q2, .., qn) e tomando φ(x) = x log x e x = pi/qi com probabilidades de ocorreˆncia
dada por qi(i = 1, 2, ..., n), enta˜o a desigualdade de Jensen e´ expressa da seguinte forma:
n∑
i=1
pi
qi
log
pi
qi
qi ≥
n∑
i=1
qi
pi
qi
log
[
n∑
i=1
qi
pi
qi
]
(3.32)
Fazendo as devidas simplificac¸o˜es e usando o fato de que
∑n
i=1 pi = 1, temos, final-
mente:
n∑
i=1
pi log
pi
qi
≥ 0 (3.33)
Usando este resultado no nosso problema original, chegamos a` conclusa˜o de que Smax−
F ≥ 0, ou seja, Smax e´ um ma´ximo global e F = Smax quando p(xi) = f(xi) para todo i.
3.2.3 Extensa˜o para o caso cont´ınuo
Podemos estender o me´todo de obtenc¸a˜o da soluc¸a˜o de ma´xima entropia para o caso
cont´ınuo. Assim, buscamos maximizar a entropia dada pela expressa˜o:
S = −
∫
p(x) log
[
p(x)
m(x)
]
dx (3.34)
A informac¸a˜o dispon´ıvel, que representa as restric¸o˜es ou v´ınculos do problema sera˜o
dadas por:
< gr(x) >=
∫
gr(x)p(x)dx = ar (3.35)
onde a0 = 1, g0(x) = 1 e gr(x), r = 0, ..., N sa˜o N func¸o˜es desconhecidas, e gr,
r = 0, ..., N sa˜o os valores esperados das func¸o˜es da varia´vel aleato´ria x.
Escrevendo a lagrangiana L do problema:
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L = −
∫
p(x) log
[
p(x)
m(x)
]
dx−
N∑
r=0
λr
[∫
gr(x)p(x)dx− ar
]
(3.36)
Assim, tomando a variac¸a˜o de L em relac¸a˜o a p(x) igual a zero, obtemos a soluc¸a˜o de
ma´xima entropia:
p(x) = m(x)exp(−
N∑
r=0
λrgr(x)) (3.37)
Podemos definir a func¸a˜o de partic¸a˜o Z por:
Z(λ1, .., λN) = e
λ0 =
∫
exp(−
N∑
r=1
λrgr(x))dx (3.38)
Enta˜o, a soluc¸a˜o para a func¸a˜o de ma´xima entropia pode ser colocada na forma:
p(x) =
1
Z
m(x)exp(−
N∑
r=1
λrgr(x)) (3.39)
3.2.4 Me´todos Nume´ricos
Dada a soluc¸a˜o geral para o me´todo de ma´xima entropia:
p(x) = m(x)exp
[
−
N∑
r=0
λrgr(x)
]
(3.40)
Os (N + 1) multiplicadores de Lagrange representados aqui por
[
~λ = λ0, ..., λN
]
sa˜o
obtidos resolvendo o conjunto de (N+1) equac¸o˜es na˜o lineares, obtidas quando se substitui
a equac¸a˜o (3.40) na equac¸a˜o (3.36):
Qr(~λ) =
∫
grm(x)(x)exp
[
−
N∑
r=0
λrgr(x)
]
dx = ar, (3.41)
Estas equac¸o˜es podem ser resolvidas pelo me´todo de Newton-Raphson, que consiste
em expandir Gn(~ξ) em se´ries de Taylor em torno de um valor inicial para ~λ, em geral um
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vetor nulo, desprezando os termos de ordem quadra´tica e superior, e resolvendo o sistema
linear resultante iterativamente. O desenvolvimento em primeira ordem da se´rie de Taylor
de Gn(~ξ) resulta (ver [61]) em:
Qr(~λ) ∼= Qr( ~λ0) + (~λ− ~λ0)t[∇Qr(~λ)](~λ=~λ0) = ar (3.42)
Definindo os vetores ~δ e ~v por:
~δ = ~λ− ~λ0 (3.43)
~v = [a0 −Q0( ~λ0), ..., aN −QN( ~λ0)]t (3.44)
E a matriz ~Q por:
~Q = (qrk) =
(
∂Qr(~λ)
∂λk
)
~λ= ~λ0
(3.45)
Desse modo, a equac¸a˜o (3.42) torna-se:
~Q.~δ = ~v (3.46)
Note que a matriz ~Q e´ sime´trica e, assim:
qrk = gkr = −
∫
m(x)r(x)gk(x)exp[−
N∑
r=0
λrgr(x)]dx (3.47)
Portanto, para a determinac¸a˜o dos qrk e´ necessa´rio o ca´lculo de N(N − 1)/2 integrais,
ale´m dessas, ha´ N + 1 integrais para ~Q; as integrais sendo calculadas por algum me´todo
nume´rico apropriado, como por exemplo, o me´todo de quadratura de Gauss-Legendre.
As aplicac¸o˜es do me´todo de ma´xima entropia presentes da tese foram efetuadas basea-
das no algoritmo exposto acima. A partir de uma pesquisa por refereˆncias, foi encontrado
um co´digo em Fortran [62] que implementava o me´todo para alguns tipos de v´ınculos, em
especial, quando as func¸o˜es de x sa˜o momentos geome´tricos, xn, assunto para o qual volta-
remos nossa atenc¸a˜o posteriormente. Foram desenvolvidos co´digos independentes, usando
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o software Mathematica versa˜o 7.0 para a resoluc¸a˜o dos sistemas de equac¸o˜es e das inte-
grais nume´ricas, foram utilizadas func¸o˜es intr´ınsecas da biblioteca do Mathematica, cuja
implementac¸a˜o e´ baseada nos me´todos acima expostos, ou seja, Newton-Raphson para
soluc¸a˜o do sistema de equac¸o˜es e Gauss-Legendre para a integrac¸a˜o nume´rica.
3.2.5 Um exemplo
O exemplo apresentado aqui e´ baseado em um problema proposto originalmente por
Jaynes [63] em 1963 e, revisitado anos depois, em 1987 [64] . Supondo que um dado
qualquer seja lanc¸ado muitas vezes e que na˜o dispomos dos resultados de cada lanc¸amento,
mas somente temos a informac¸a˜o de que a me´dia de todos os resultados seja m. A partir
disso, como podemos atribuir uma distribuic¸a˜o de probabilidades para a ocorreˆncia de
cada face i, i = 1, .., 6 do dado? Temos que, para um dado na˜o enviesado, a probabilidade
de ocorreˆncia de qualquer face seja de p = 1/6, de modo que para um grande nu´mero de
lanc¸amentos de dados, e´ coerente supor que o valor me´dio das faces obtidas e´ 3.5 pois:
6∑
i=1
ipi = 1
(
1
6
)
+ 2
(
1
6
)
+ 3
(
1
6
)
+ 4
(
1
6
)
+ 5
(
1
6
)
+ 6
(
1
6
)
= 3.5 (3.48)
Espera-se, portanto, que um me´todo consistente de infereˆncia estat´ıstica atribua uma
distribuic¸a˜o uniforme de probabilidades quando m = 3.5. Ale´m disso, caso m > 3.5, e´
natural supor que as probabilidades de ocorreˆncia das faces do dado superiores a 3 sejam
maiores do que as probabilidades respectivas a`s faces menores e, da mesma forma, para
m < 3, 5, as faces menores devem ter associadas probabilidades de ocorreˆncia maiores.
Vamos aplicar o me´todo de ma´xima entropia, a fim de obter uma distribuic¸a˜o de pro-
babilidades que seja compat´ıvel com as restric¸o˜es do problema e que maximize a entropia
de Shannon. Partindo, enta˜o dos v´ınculos do problemas, os quais sa˜o dados por:
6∑
i=1
pi = 1 (3.49)
6∑
i=1
ipi = m (3.50)
A soluc¸a˜o sera´ dada por:
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pi = e
−λ0−λ1i (3.51)
Portanto, deve-se resolver simultaneamente as duas equac¸o˜es abaixo:
e−λ0 [e−λ1 + e−2λ1 + e−3λ1 + e−4λ1 + e−5λ1 + e−6λ1 ] = 1 (3.52)
e−λ0 [e−λ1 + 2e−2λ1 + 3e−3λ1 + 4e−4λ1 + 5e−5λ1 + 6e−6λ1 ] = m (3.53)
Implementamos numericamente um co´digo, utilizando o pacote Mathematica 7.0, em
que foram obtidos os multiplicadores de lagrange λ0, λ1 e as probabilidades pi para os
casos em que m = 2.0, 3.0, 3.5, 4.0 e 5.0. Os resultados obtidos sa˜o apresentados na tabela
abaixo:
Tabela 3.1: Soluc¸a˜o obtida pelo me´todo de ma´xima entropia para o problema dos
lanc¸amentos de um dado, a partir de diferentes me´dias.
m λ0 λ1 p1 p2 p3 p4 p5 p6
2.0 0.10832 0.62957 0.47812 0.25475 0.13573 0.07232 0.03853 0.02053
3.0 1.22462 0.17462 0.24678 0.20724 0.17403 0.14614 0.12273 0.10306
3.5 1.79176 9 x 10−17 0.16667 0.16667 0.16667 0.16667 0.16667 0.16667
4.0 2.44702 −0.174629 0.10306 0.12273 0.14614 0.17403 0.20724 0.24678
5.0 4.51532 −0.629571 0.02053 0.03853 0.07232 0.13573 0.25475 0.47812
Uma ana´lise dos resultados obtidos permite tirar algumas concluso˜es importantes.
A primeira delas e´ a de que o me´todo gera para o experimento em que a me´dia de
lanc¸amentos e´ m = 3.5 a distribuic¸a˜o uniforme de probabilidades, como era de se esperar.
Da mesma forma, para os demais casos, quando, a me´dia m > 3.5, a probabilidade associ-
ada a`s faces maiores que 3 e´ maior do que nas faces menores. Portanto, qualitativamente
podemos concluir que os resultados concordam com o que intuitivamente espera´vamos.
No entanto, e´ necessa´rio confirmar de forma quantitativa se os valores nume´ricos obtidos
pelo me´todo representam, de fato, a realidade. Isso e´ efetuado a seguir.
• Metodologia.
Para testar as previso˜es obtidas, propomos a seguinte me´todo: geramos, por Monte
Carlo, uma sequeˆncia de nu´meros inteiros entre 1 e 6, com iguais probabilidades de
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ocorreˆncia. Subdividimos essa sequeˆncia principal em subsequeˆncias; calculamos para
cada uma delas a me´dia das faces obtidas e armazenamos as subsequeˆncias para as quais
a me´dia das faces foi de 3.0, obtendo assim um conjunto de nu´meros inteiros no intervalo
{1, 2, ..., 6} cuja me´dia e´ 3.0.
Somando o nu´mero de vezes que cada face foi sorteada podemos obter a distribuic¸a˜o
de frequeˆncias das faces nesse experimento simulado e compara´-la com a distribuic¸a˜o de
probabilidades obtida pela Maximizac¸a˜o da Entropia (ver tabela 3.1).
• Resultados
Foram simuladas 400000 subsequeˆncias de 50 lanc¸amentos de dado, das quais 1542
apresentaram me´dia igual a 3.0. A partir dessas subsequeˆncias, calculou-se a frequeˆncia de
ocorreˆncia de cada face, comparando-a com a prevista pelo me´todo de ma´xima entropia. O
gra´fico da figura (3.3) apresenta um histograma com as frequeˆncias absolutas de ocorreˆncia
das faces e, acima de cada barra do histograma, a respectiva frequeˆncia relativa.
Figura 3.3: Frequeˆncias relativas simuladas de ocorreˆncia das faces de um dado enviesado cujo
valor me´dio produzido corresponde a 3.
As frequeˆncias relativas obtidas foram: {0.2456, 0.2061, 0.1769, 0.1479, 0.1207, 0.1027}.
Essas distribuic¸a˜o, quando comparada a` distribuic¸a˜o de Ma´xima Entropia obtida teori-
camente, apresenta um desvio me´dio menor que 1%. A pequena diferenc¸a entre as distri-
buic¸o˜es deve-se, provavelmente, ao fato de que nossa amostragem ter um tamanho finito.
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Acreditamos ter demonstrado com esse simples exemplo o poder do me´todo de Maxi-
mizac¸a˜o de Entropia na obtenc¸a˜o de uma distribuic¸a˜o de probabilidades compat´ıvel com
um conjunto de restric¸o˜es dispon´ıveis.
3.3 Mecaˆnica Estat´ıstica Preditiva
Como ja´ discutido anteriormente, a chamada Mecaˆnica Estat´ıstica Preditiva e´ interpre-
tada como um me´todo de infereˆncia estat´ıstica e na˜o como uma teoria f´ısica. Todos os
resultados obtidos pela mecaˆnica estat´ıstica convencional podem ser obtidos pela maxi-
mizac¸a˜o da entropia de informac¸a˜o de Shannon, com a vantagem de o me´todo de Jaynes
na˜o necessitar fazer uso de hipo´teses f´ısicas como ergodicidade e equiprobabilidade, ale´m
de ser, matematicamente, mais simples. Apresentamos a seguir a derivac¸a˜o de alguns
importantes resultados da mecaˆnica estat´ıstica de equil´ıbrio, a partir do uso do me´todo
de maximizac¸a˜o de entropia. Apresentamos, em conjunto e de forma resumida, como tais
resultados sa˜o obtidos a partir da mecaˆnica estat´ıstica convencional. Recomendamos ao
leitor, caso necessa´rio, a leitura de livros textos em mecaˆnica estat´ıstica [65–67] para um
estudo mais detalhado da mecaˆnica estat´ıstica convencional.
3.3.1 Distribuic¸o˜es de Part´ıculas entre Nı´veis de Energia
Vamos demonstrar nessa sec¸a˜o a aplicac¸a˜o do me´todo de maximizac¸a˜o da entropia na
derivac¸a˜o de distribuic¸o˜es de part´ıculas em um sistema quaˆntico. Para isso, considere-
mos um sistema isolado, com energia total E, constitu´ıdo por N part´ıculas ideˆnticas. No
sistema, ni part´ıculas podem ser encontradas no n´ıvel de energia i. Buscaremos distri-
buic¸o˜es de part´ıculas compat´ıveis com as restric¸o˜es f´ısicas do problema. Apresentamos a
seguir, de maneira resumida, como treˆs distribuic¸o˜es estat´ısticas sa˜o obtidas de um sis-
tema de part´ıculas ideˆnticas (distribuic¸a˜o de Maxwell - Boltzmann, Bose - Einstein, Fermi
- Dirac) a partir do me´todo convencional da mecaˆnica estat´ıstica e a partir do me´todo
proposto por Shannon.
3.3.2 Distribuic¸a˜o de Maxwell-Boltzmann
Mecaˆnica Estat´ıstica Convencional
A ideia ba´sica para a derivac¸a˜o da distribuic¸a˜o de Maxwell - Boltzmann, bem como as
demais, e´ a suposic¸a˜o de que um sistema em equil´ıbrio pode ser encontrado em qualquer
microestado compat´ıvel com as condic¸o˜es macrosco´picas (macroestado), com igual pro-
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babilidade. Assim, para se obter a distribuic¸a˜o da configurac¸a˜o de equil´ıbrio, ou seja, a
configurac¸a˜o mais prova´vel do sistema ou com maior multiplicidade, e´ necessa´rio efetuar
uma contagem dos microestados que satisfac¸am as condic¸o˜es macrosco´picas e escolher o
mais prova´vel.
Seja Gi a degeneresceˆncia do n´ıvel de energia i, isto e´, o nu´mero de estados quaˆnticos
distintos com a mesma energia i. Pode-se demonstrar que o nu´mero total de microestados
que correspondem a` distribuic¸a˜o ni, ou seja, a multiplicidade total, e´ dado por:
W (ni) =
N !∏
i ni!
∏
i
Gnii (3.54)
Assim, maximizamos W , obedecendo a`s restric¸o˜es f´ısicas impostas pelo problema:
• o nu´mero total de part´ıculas deve ser conservado
• a energia total do sistema deve ser conservada
Ou seja:
∑
i
ni = N (3.55)
∑
i
nii = E (3.56)
Tomando o logaritmo de W e usando a aproximac¸a˜o de Stirling ( logm! ≈ m(logm−
1)), temos:
logW ≈ N logN −
∑
i
ni log ni +
∑
i
ni logGi (3.57)
Maximizando a expressa˜o acima, e usando as restric¸o˜es f´ısicas, obtemos a chamada
distribuic¸a˜o de Maxwell - Boltzmann:
ni
N
=
Gi
Z
e−βi (3.58)
nde Z =
∑
iGie
−µi e´ a func¸a˜o de partic¸a˜o. O paraˆmetro β sera´ discutido adiante.
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Me´todo da Ma´xima Entropia
O problema geral do me´todo e´ obter os valores de pi, maximizando a entropia de in-
formac¸a˜o de Shannon:
SI = −
∑
i
pi log(pi/mi) (3.59)
Sujeita a` restric¸a˜o imposta pela normalizac¸a˜o:
∑
i
pi = 1 (3.60)
E a`s restric¸o˜es impostas pela informac¸a˜o dispon´ıvel, na forma de valores me´dios:
< fr(x) >=
∑
i
pifr(xi) (3.61)
Aqui, fr(x), r = 1, ...,m sa˜o func¸o˜es conhecidas; pi representa a probabilidade de
que uma quantidade microsco´pica x assuma o valor xi; < fr(x) > sa˜o valores me´dios ou
esperados, que representam quantidades macrosco´picas medidas (informac¸a˜o dispon´ıvel).
No caso da distribuic¸a˜o de Maxwell - Boltzmann, interpretamos pi como a probabilidade
de encontrar uma part´ıcula no n´ıvel de energia i (qualquer um dos Gi estados); mi e´
interpretado, enta˜o, como a degeneresceˆncia de i; f(x) = x, x e´ a energia  de uma
part´ıcula. As restric¸o˜es do problema sa˜o dadas, enta˜o, pela condic¸a˜o de normalizac¸a˜o e
pela energia me´dia do sistema:
N∑
i=1
pi = 1 (3.62)
N∑
i=1
pii = ˆ (3.63)
onde pi ≥ 0 para todo i
Para aplicar o me´todo de maximizac¸a˜o da entropia, escrevemos a Lagrangiana desse
sistema, como sendo:
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L ≡ −
n∑
i=1
pi log
[
pi
mi
]
− (λ− 1)
(
n∑
i=1
pi − 1
)
− µ
(
n∑
i=1
pii − ˆ
)
(3.64)
Tomando as derivadas de L com respeito a pi iguais a zero, obtemos:
pi = mie
−λ−µi (3.65)
Substituindo a equac¸a˜o acima na condic¸a˜o de normalizac¸a˜o (3.62)temos que :
e−λ =
(
n∑
i=1
e−µi
)−1
(3.66)
Assim, finalmente obtemos:
pi = mi
e−µi∑n
i=1 e
−µi (3.67)
No limite termodinaˆmico, N → ∞, a proporc¸a˜o ni/N e´ igual a probabilidade pi (lei
dos grandes nu´meros) e, assim, fica estabelecida a equivaleˆncia entre as equac¸o˜es (3.58)
e (3.67). O multiplicador de lagrange µ e´ determinado da mesma maneira que o β na
mecaˆnica estat´ıstica convencional. Como resultado, obteˆm-se que µ = β = 1/kT , onde
k e´ a constante de Boltzmann e T e´ a temperatura absoluta do sistema. Conclu´ımos,
portanto, que em um sistema em equil´ıbrio te´rmico, a distribuic¸a˜o consistente com a
energia total do sistema e que, ao mesmo tempo, maximiza a entropia de Shannon e´ dada
pela distribuic¸a˜o de Maxwell - Boltzmann.
A partir da definic¸a˜o para a entropia de informac¸a˜o do sistema:
SI = −N
∑
i
pi log
pi
mi
(3.68)
Usando a relac¸a˜o pi = ni/N , podemos rearranjar os termos da seguinte forma:
SI = −N
∑
i
ni
N
(log ni − logN − logmi)
= N logN −
∑
i
ni log ni +
∑
i
ni logmi
= logW
(3.69)
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Por outro lado, de acordo com a relac¸a˜o de Boltzmann, a entropia e´ definida como
sendo:
S = k logW (3.70)
onde k e´ a constante de Boltzmann. Combinando as duas u´ltimas equac¸o˜es, podemos
escrever que:
S = kSImax (3.71)
SImax e´ a entropia de informac¸a˜o ma´xima do sistema. A equac¸a˜o acima e´ uma relac¸a˜o
ba´sica na mecaˆnica estat´ıstica preditiva. Vimos que maximizar logW e maximizar SI sa˜o
equivalentes do ponto de vista matema´tico, o que garante que ambos os me´todos gerem
os mesmos resultados.
3.3.3 Distribuic¸o˜es de Fermi - Dirac e de Bose - Einstein
Mecaˆnica Estat´ıstica Convencional
Da mesma forma que no caso anterior, o me´todo convencional baseia-se na hipo´tese de
que os microestados acess´ıveis sa˜o igualmente prova´veis, e que a distribuic¸a˜o da confi-
gurac¸a˜o de equil´ıbrio de ni e´ obtida maximizando o nu´mero de estados compat´ıveis com
o macroestado do sistema. Nesse caso, entretanto, ale´m de ideˆnticas as part´ıculas sa˜o
indistingu´ıveis. Ale´m disso, para um sistema de fe´rmions, as part´ıculas devem obedecer
ao princ´ıpio de exclusa˜o de Pauli : um estado quaˆntico so´ podera´ ser ocupado por no
ma´ximo uma part´ıcula. Pode-se demonstrar que o nu´mero de microestados correspon-
dente a` distribuic¸a˜o ni de part´ıculas e´ dada:
• Sistema contendo fe´rmions:
WFD =
∏
i
Gi!
ni!(Gi − ni)! (3.72)
• Sistema contendo bo´sons:
WBE =
∏
i
(ni +Gi − 1)!
ni!(Gi − 1)! (3.73)
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Aplicando o logaritmo nas expresso˜es acima, e usando a aproximac¸a˜o de Stirling:
logWFD =
∑
i
(−ni log ni +Gi logGi − (Gi − ni) log(Gi − ni)) (3.74)
logWBE =
∑
i
(−ni log ni −Gi logGi + (Gi − ni) log(Gi + ni)) (3.75)
Apo´s algumas manipulac¸o˜es matema´ticas, obtemos as distribuic¸o˜es de part´ıculas ni:
• Estat´ıstica de Fermi - Dirac:
ni =
Gi
eα+βi + 1
(3.76)
• Estat´ıstica de Bose - Einstein:
ni =
Gi
eα+βi − 1 (3.77)
Me´todo de Ma´xima Entropia.
Nesse caso, estamos tratando de part´ıculas ideˆnticas e indistingu´ıveis. Seja pijn a pro-
babilidade de encontrar n part´ıculas no j-e´simo estado quaˆntico do n´ıvel de energia i.
Enta˜o, o nu´mero me´dio de part´ıculas que se encontram no n´ıvel de energia i e´ dado por:
n¯i =
Gi∑
j=1
∑
n
npijn (3.78)
No limite termodinaˆmico, o valor me´dio n¯i coincide com seu valor exato, ni. O pro-
blema agora, enta˜o, e´ maximizar a entropia de Shannon, dada por:
SI = −
∑
i
Gi∑
j=1
∑
n
pijn log pijn (3.79)
sujeita a` restric¸a˜o dada pela equac¸a˜o (3.78). Impomos tambe´m a condic¸a˜o de norma-
lizac¸a˜o:
∑
n
pijn = 1 (3.80)
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onde i = 1, 2, ..., j = 1, ..., Gi.
Ha´ tambe´m o v´ınculo imposto pela energia me´dia.
ˆ =
∑
i
Gi∑
j=1
∑
n
nipijn (3.81)
A partir das restric¸o˜es impostas, constru´ımos a lagrangiana e, depois de sua maxi-
mizac¸a˜o, obtemos como soluc¸a˜o:
pijn =
e−(λ1+λ2i)n∑
n e
−(λ1+λ2i)n (3.82)
onde λ1 e λ2 sa˜o multiplicadores de lagrange.
• Distribuic¸a˜o de Fermi - Dirac.
Decorre do princ´ıpio de exclusa˜o de Pauli que, para part´ıculas fermioˆnicas, cada estado
pode ser ocupado por, no ma´ximo, uma u´nica part´ıcula. Assim, na equac¸a˜o (3.82),
n = 0, 1, e a distribuic¸a˜o < ni > sera´ dada por:
< ni >=
∑Gi
j=1
∑1
n=0 ne
−(λ1+λ2i)n∑1
n=0 e
−(λ1+λ2i)n
(3.83)
Desenvolvendo os somato´rios, obtemos:
< ni >=
Gi
eλ1+λ2i + 1
(3.84)
Note que, no limite termodinaˆmico, a expressa˜o acima equivale ao resultado obtido
pelo me´todo convencional da mecaˆnica estat´ıstica. Substituindo o resultado encontrado
para a distribuic¸a˜o de probabilidades, pijn, na expressa˜o que define a entropia de Shan-
non, equac¸a˜o (3.79), obtemos o valor ma´ximo da entropia, SImax . Apo´s alguma a´lgebra,
obtemos:
SImax = −
∑
i
< ni > log < ni > −mi logmi + (mi− < ni) log(mi− < ni >) (3.85)
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Comparando esse resultado obtido com logWFD, equac¸a˜o (3.74), observamos que, no
limite termodinaˆmico, sa˜o ideˆnticos. E, a partir da relac¸a˜o de Boltzmann, S = k logW ,
obtemos a conexa˜o entre os me´todos:
S = kSImax (3.86)
• Distribuic¸a˜o de Bose - Einstein.
Para part´ıculas bosoˆnicas, a restric¸a˜o imposta pelo princ´ıpio de exclusa˜o de Pauli e´
relaxada de modo que um n´ıvel de energia pode ser ocupado por um nu´mero arbitra´rio
de part´ıculas e, assim, n = 0, ...,∞. A distribuic¸a˜o < ni > sera´ dada por:
< ni >=
∑Gi
j=1
∑∞
n=0 ne
−(λ1+λ2i)n∑∞
n=0 e
−(λ1+λ2i)n (3.87)
Recorrendo a`s relac¸o˜es matema´ticas:
∞∑
n=0
e−αn =
1
1− e−α (3.88)
∞∑
n=0
ne−αn =
e−α
(1− e−α)2α > 0 (3.89)
Obtemos, finalmente:
< ni >=
Gi
eλ1+λ2i − 1 (3.90)
Comparando (3.77) e (3.90), notamos que no limite termodinaˆmico o me´todo con-
vencional da mecaˆnica estat´ıstica e o princ´ıpio da ma´xima entropia coincidem em seus
resultados.
As constantes λ1(α) e λ2(β) sa˜o determinadas a partir de considerac¸o˜es termodinaˆmicas.
Os resultados sa˜o:
λ1 = α = − µ
kT
(3.91)
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λ2 = β =
1
kT
(3.92)
em que µ representa o potencial qu´ımico.
Assim como foi mostrado para o caso da distribuic¸a˜o de Fermi - Dirac, pode-se verificar
que o valor ma´ximo da entropia de Shannon da distribuic¸a˜o de Bose - Einstein, SImax , e´
igual ao valor de logWBE, equac¸a˜o (3.75). A partir da relac¸a˜o de Boltzmann, S = k logW ,
obtemos a conexa˜o entre os me´todos:
S = kSImax (3.93)
3.4 Distribuic¸o˜es de Probabilidade de Ma´xima En-
tropia.
Como ja´ discutido anteriormente, quando queremos determinar qual a probabilidade de
ocorreˆncia de determinado evento, e na˜o ha´ nenhuma informac¸a˜o que nos fac¸a supor que
um resultado seja mais prova´vel que outro, enta˜o apelamos ao chamado princ´ıpio da raza˜o
insuficiente de Laplace e, assim, atribu´ımos iguais probabilidades de ocorreˆncia para qual-
quer resultado poss´ıvel. O me´todo de ma´xima entropia generaliza o princ´ıpio de Laplace
para os casos em que temos alguma informac¸a˜o sobre a distribuic¸a˜o de probabilidades que
queremos inferir. Nessa sec¸a˜o, mostraremos como podemos utilizar o me´todo de ma´xima
entropia para caracterizar importantes distribuic¸o˜es de probabilidade.
O problema geral do me´todo e´ maximizar a entropia de Shannon, dadas as condic¸o˜es
impostas pelas restric¸o˜es. O procedimento adotado e´ o uso dos multiplicadores de La-
grange. Para o caso em que a varia´vel x e´ cont´ınua, as restric¸o˜es sera˜o dadas na forma:
∫
I
fi(x)p(x)dx = µi (3.94)
Temos que fi(x) sa˜o func¸o˜es cujos valores me´dios, µi esta˜o dispon´ıveis. Nesta sec¸a˜o,
convencionaremos que, para i = 0, f0 = 1 representa a condic¸a˜o de normalizac¸a˜o. O
domı´nio da varia´vel x e´ denotado por I. Em geral, analisaremos treˆs situac¸o˜es: −∞ <
x <∞, 0 ≤ x <∞ e a < x < b, sendo a e b nu´meros reais quaisquer.
A distribuic¸a˜o de ma´xima entropia obtida tera´ sempre a forma:
p(x) = m(x)exp[−
N−1∑
i=0
λifi(x)] (3.95)
3. Ma´xima Entropia e suas Aplicac¸o˜es. 101
Em que m(x) representa a distribuic¸a˜o a priori que sera´ tomada como sendo m(x) =
1. Os multiplicadores de Lagrange λi sera˜o obtidos numericamente a partir das rotinas
escritas utilizando o software Mathematica.
Para cada distribuic¸a˜o de probabilidade analisada, mostraremos em qual situac¸a˜o f´ısica
ela emerge e quais as func¸o˜es fi(x) a caracterizam. Apresentaremos alguns exemplos
nume´ricos para demonstrar que as rotinas utilizadas para gerar as distribuic¸o˜es produzem
resultados compat´ıveis com os teo´ricos.
• Distribuic¸a˜o Exponencial.
A distribuic¸a˜o exponencial descreve o intervalo entre dois eventos gerados por um
processo de Poisson de raza˜o constante. A varia´vel x esta´ contida no intervalo 0 ≤ x ≤ ∞
e pode ser parametrizada da seguinte forma:
p(x) =
1
m
e−
x
m (3.96)
A distribuic¸a˜o exponencial tem a ma´xima entropia dentre todas as distribuic¸o˜es,
quando e´ especificado unicamente o valor me´dio da varia´vel x, ou seja, f1(x) = x, com
µ1 = m. Assim, pode-se afirmar que, quando a u´nica informac¸a˜o dispon´ıvel em dada
situac¸a˜o e´ a do valor me´dio de x, a distribuic¸a˜o de probabilidades que concorda com os
dados e na˜o carrega nenhuma informac¸a˜o adicional que na˜o seja devidamente definida e´
a distribuic¸a˜o exponencial. Dizemos que a distribuic¸a˜o exponencial e´ uma distribuic¸a˜o de
ma´xima entropia quando e´ prescrito o valor me´dio de x. Verifica-se analiticamente que os
multiplicadores de Lagrange se relacionam com os paraˆmetros da distribuic¸a˜o da seguinte
forma:
λ0 = logm (3.97)
λ1 =
1
m
(3.98)
Tabela 3.2: Valores nume´ricos dos paraˆmetros de entrada, µ0, µ1 = m e os paraˆmetros de sa´ıda
dados pelos multiplicadores de Lagrange, λ’s, obtidos por maximizac¸a˜o da entropia.
Curva µ0 µ1 λ0 λ1 m
I 1 0.5 -0.693147 2 0.5
II 1 1 0 1 1
III 1 1.5 0.405465 0.666667 1.5
IV 1 2 0.693147 0.5 2
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Figura 3.4: Distribuic¸o˜es exponenciais geradas por ma´xima entropia, a partir dos valores me´dios
de x .
Na tabela (3.2) e gra´ficos da figura (3.4) sa˜o apresentados os resultados nume´ricos
obtidos pela rotina escrita. Pode-se verificar, comparando os dados nume´ricos com as
equac¸o˜es (3.97) e (3.98) que os resultados esta˜o de acordo com os previstos teoricamente.
• Distribuic¸a˜o Normal
Segundo o Teorema do Limite Central, uma varia´vel x, com −∞ < x <∞, que e´ dada
pela soma de muitos eventos independentes poder ser descrita aproximadamente por uma
distribuic¸a˜o normal. Sua forma padra˜o e´ dada por:
p(x) =
1√
2piσ
exp
[
−1
2
(x−m)2
σ2
]
(3.99)
A distribuic¸a˜o normal tem a ma´xima entropia dentre todas as distribuic¸o˜es poss´ıveis,
quando sa˜o especificados unicamente a me´dia de x, m e a variaˆncia σ2 =< (x −m)2 >.
Comparando a forma da distribuic¸a˜o normal com a expressa˜o geral da distribuic¸a˜o de
ma´xima entropia, temos que:
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λ0 = log(
√
2piσ) (3.100)
λ1 = 0 (3.101)
λ2 =
1
2σ2
(3.102)
Podemos perceber que o multiplicador de Lagrange associado ao valor me´dio de x e´
nulo, ou seja, na˜o e´ necessa´rio no problema. Este fato pode ser melhor entendido quando
calculamos diretamente a entropia:
S = −
∫ ∞
−∞
p(x) log p(x)dx = log(
√
2piσ) +
1
2
(3.103)
A entropia depende apenas de σ2, sendo independente do valor de m. Todas as
distribuic¸o˜es normais com diferentes me´dias e mesma variaˆncia tem a mesma entropia.
Tabela 3.3: Valores nume´ricos dos paraˆmetros de entrada, µ0, µ1 =< x > e µ2 =< (x−m)2 >
e os paraˆmetros de sa´ıda, multiplicadores de Lagrange λ’s obtidos por maximizac¸a˜o da entropia.
Curva µ0 µ1 µ2 λ0 λ1 λ2 m σ
I 1 0 1 0.918939 0 0.5 0 1
II 1 2 1 0.918939 0 0.5 2 1
III 1 0 4 1.61209 0 0.125 0 2
IV 1 0 0.25 0.225792 0 2 0 0.5
• Distribuic¸a˜o Gama.
Uma poss´ıvel parametrizac¸a˜o para a distribuic¸a˜o gama e´ dada abaixo:
p(x) =
β1+α
Γ(1 + α)
xαe−βx (3.104)
Em que x esta´ contido no intervalo 0 ≤ x ≤ ∞.
A distribuic¸a˜o Gama tem a ma´xima entropia dentre todas as distribuic¸o˜es poss´ıveis
quando sa˜o atribu´ıdos os valores me´dios de x e de log x, ou seja, f1(x) = x e f2(x) = log x.
Comparando a parametrizac¸a˜o da distribuic¸a˜o gama com a expressa˜o da ma´xima entropia,
obtemos as seguintes relac¸o˜es:
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Figura 3.5: Distribuic¸o˜es normais geradas por ma´xima entropia, a partir dos valores me´dios de
x e da variaˆncia σ
λ0 = − log
[
β1+α
Γ(1 + α)
]
(3.105)
λ1 = β (3.106)
λ2 = −α (3.107)
A equac¸a˜o (3.104) pode ser substitu´ıda na equac¸a˜o (3.104), de modo a se obter as
relac¸o˜es entre os paraˆmetros α e β da distribuic¸a˜o e os valores me´dios de x e log x,
respectivamente, µ1 e µ2. Calculando as integrais correspondentes, obtemos o seguinte
sistema de equac¸o˜es para α e β:
µ1 =
α + 1
β
(3.108)
µ2 = Ψ(α + 1)− log β (3.109)
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Na expressa˜o acima, Ψ representa a func¸a˜o digama. Uma rotina foi escrita para
resolver o sistema numericamente. Podemos comparar o resultado dos valores de α e β
obtidos na soluc¸a˜o, com os produzidos pelo me´todo de ma´xima entropia (ver equac¸o˜es
(3.106) e (3.107)). Na tabela (3.4) e gra´ficos da figura (3.6), sa˜o apresentados resultados
nume´ricos de simulac¸a˜o de alguns casos. Pode-se verificar, comparando os multiplicadores
de Lagrange, os paraˆmetros α e β, e os paraˆmetros de entrada µi e µ2 a partir das relac¸o˜es
matema´ticas entre eles, que a rotina de ma´xima entropia produz resultados compat´ıveis
com os teo´ricos.
Tabela 3.4: Valores nume´ricos dos paraˆmetros de entrada definidos por µ1 =< x > e µ2 =<
log(x) > e os multiplicadores de Lagrange λ’s obtidos por maximizac¸a˜o da entropia, gerando
distribuic¸o˜es gama com paraˆmetros α e β.
Curva µ0 µ1 µ2 λ0 λ1 λ2 α β
I 1 2 0.562975 -0.980829 2 -3 3 2
II 1 1 -0.270363 -1.38629 2 -1 1 2
III 1 2.2 0.269392 0.7125899 0.5 -0.1 0.1 0.5
IV 1 3.6 1.22435 2.35799 2.5 -8 8 2.5
Figura 3.6: Distribuic¸o˜es gama geradas por ma´xima entropia, a partir dos valores me´dios de x
e de log x
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3.5 Uso do Me´todo de Ma´xima Entropia para Carac-
terizac¸a˜o de Func¸o˜es.
Vimos nas sec¸o˜es anteriores que, a partir de um conjunto espec´ıfico de v´ınculos consistindo
de valores me´dios de determinadas func¸o˜es da varia´vel aleato´ria de interesse, pode-se
caracterizar diversas distribuic¸o˜es de probabilidade de interesse na f´ısica e na estat´ıstica,
usando o me´todo de ma´xima entropia. A partir de agora, voltamos nossa atenc¸a˜o a um
problema cla´ssico na literatura, denominado ”Problema dos Momentos” [68]
O problema consiste em encontrar uma func¸a˜o densidade de probabilidade (fdp) a
partir de um conjunto finito de momentos - no nosso caso, utilizaremos momentos que
consistem em poteˆncias da varia´vel aleato´ria x, ou seja, < xi >, onde i = 0, ..., N . Assim,
temos o seguinte conjunto de equac¸o˜es a resolver:
∫
R
xip(x)dx = µi =< x
i > (3.110)
Na equac¸a˜o acima, R representa o domı´nio da func¸a˜o. Note que, com essa notac¸a˜o,
incorporamos automaticamente a condic¸a˜o de normalizac¸a˜o ao tomarmos i = 0.
Esse e´ um exemplo de problema mal posto visto que, a partir de um nu´mero finito
de momentos, existem infinitas soluc¸o˜es compat´ıveis. Ale´m disso, se um conjunto de
momentos e´ arbitrariamente especificado, e´ poss´ıvel que nenhuma fdp possa ser obtida
porque existem determinadas relac¸o˜es de desigualdades bem conhecidas a`s quais o con-
junto de momentos deve satisfazer [69]. Por exemplo, quando se assume que a fdp esteja
encerrada em um intervalo finito, a caracterizac¸a˜o da fdp esta´ relacionada ao chamado
”problema de Hausdorff”, que constitui uma a´rea de pesquisa bastante ativa em estat´ıstica
e probabilidade [70–73].
O problema de interesse nessa tese, no entanto, e´ mais simples que o problema dos
momentos de Hausdorff porque dispomos de um conjunto de dados e, consequentemente,
de uma fdp verdadeira o que garante automaticamente que as relac¸o˜es de desigualdades
entre os momentos existem e que uma fdp possa ser derivada a partir deles. No nosso caso
em questa˜o, buscaremos uma caracterizac¸a˜o alternativa a` existente na literatura para as
distribuic¸o˜es longitudinais de part´ıculas produzidas em cascatas de chuveiros atmosfe´ricos
extensos (CAEs). Essas distribuic¸o˜es e, em geral, conjuntos de dados estat´ısticos podem
ser estimados a partir de histogramas. No entanto, apesar de um histograma consistir em
uma estimativa para a fdp, sua forma anal´ıtica e´ desconhecida. Para determinarmos a
forma anal´ıtica das fdp’s, nosso procedimento sera´ o de calcular o conjunto de momentos
< xi > a partir de uma amostra de dados e aplicar o me´todo de ma´xima entropia,
utilizando o algoritmo ja´ discutido anteriormente.
Existem outros me´todos dispon´ıveis que permitem tratar tal problema e que na˜o fazem
uso de considerac¸o˜es que envolvam maximizac¸a˜o da entropia, tais como me´todos que
envolvem a expansa˜o da func¸a˜o em polinoˆmios ortogonais [74], me´todos que utilizam as
chamadas aproximac¸o˜es de Pade` [75], dentre outros. No entanto, tem sido demonstrado
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que o me´todo de ma´xima entropia geralmente e´ capaz de construir func¸o˜es com o mesmo
grau de precisa˜o dos demais me´todos utilizando um nu´mero menor de momentos [76]. Tal
constatac¸a˜o vem motivando cada vez mais o uso do me´todo de ma´xima entropia nesse
tipo de aplicac¸a˜o em diversas a´reas, tais como estrutura eletroˆnica [77, 78], transporte
quaˆntico [79], pol´ımeros [80], planejamento de transporte [81], dentre outras.
Diversos algoritmos de ma´xima entropia foram desenvolvidos nos u´ltimos vinte anos
[82–86] com o objetivo de tratar problemas que necessitem do uso de um conjunto grande
de momentos. O algoritmo por no´s implementado, bem como todos aqueles que se baseiam
no me´todo de Newton para resoluc¸a˜o de sistemas de equac¸o˜es na˜o lineares torna-se insta´vel
a medida que aumenta o nu´mero de momentos e, em geral, falha quando o conjunto de
momentos atinge um nu´mero em torno de dez. Apesar dessa limitac¸a˜o, para func¸o˜es
cuja ”estrutura fina”na˜o apresente muitas irregularidades e singularidades, o algoritmo
baseado no me´todo de Newton apresenta-se como um dos mais esta´veis e consistentes.
Conforme sera´ observado, para os problemas pra´ticos aqui discutidos, na˜o se faz necessa´rio
o uso de um grande conjunto de momentos e, desse modo, o algoritmo padra˜o do me´todo
sera´ suficiente para nossos propo´sitos.
Ainda sobre a questa˜o do nu´mero de momentos a se considerar, uma de nossas mo-
tivac¸o˜es para a utilizac¸a˜o do me´todo de ma´xima entropia e´ justamente o fato de permitir
a caracterizac¸a˜o de uma func¸a˜o densidade compat´ıvel com os dados com um nu´mero
reduzido de paraˆmetros. Em diversas situac¸o˜es pra´ticas e problemas f´ısicos, ao ca´lculo
dos momentos de um conjunto de dados esta˜o associados erros experimentais, ale´m dos
pro´prios problemas de precisa˜o nume´rica, que se acumulam conforme aumenta o nu´mero
de momentos incorporados, tornando assim uma soluc¸a˜o de ma´xima entropia baseada em
muitos momentos problema´tica. Da mesma forma, em outras situac¸o˜es f´ısicas pode ser
que na˜o dispomos dos dados sobre os quais os momentos sa˜o calculados mas somente
possu´ımos a informac¸a˜o de alguns poucos momentos. Nessas situac¸o˜es, em particular,
torna-se extremamente importante a necessidade de um me´todo que possibilite, a partir
de informac¸a˜o parcial e reduzida, a caracterizac¸a˜o de uma distribuic¸a˜o de probabilidades
compat´ıvel com as informac¸o˜es a` disposic¸a˜o e que, ao mesmo tempo, na˜o seja viesada, ou
seja, baseada em suposic¸o˜es das quais na˜o temos certeza.
Conforme a filosofia do me´todo de ma´xima entropia, toda informac¸a˜o relevante ao
problema pode ser incorporada, a` princ´ıpio, de modo a obtermos a distribuic¸a˜o de ma´xima
entropia. Com isso em mente, uma estrate´gia que pode ser adotada de modo a reduzir
o nu´mero de momentos necessa´rios para se produzir uma fdp compat´ıvel, consiste em
observar, quando poss´ıvel, o comportamento da varia´vel aleato´ria nas extremidades de
seu domı´nio de validade, ou seja, levar em conta as condic¸o˜es de contorno do problema.
A partir dessa ana´lise seria poss´ıvel propor algumas func¸o˜es adicionais cujos valores me´dios
- ou momentos - pudessem caracterizar de modo mais eficaz que o uso generalizado dos
momentos envolvendo poteˆncias de x.
Para testar a qualidade de ajuste das func¸o˜es obtidas pelo me´todo, bem como anali-
sar quantitativamente a influeˆncia do nu´mero de momentos incorporados, podemos, por
exemplo, comparar a entropia da distribuic¸a˜o original com a entropia da distribuic¸a˜o
de ma´xima entropia obtida. Essa comparac¸a˜o pode ser feito utilizando-se o conceito de
divergeˆncia ou distaˆncia de Kullback - Leibler. Dadas duas func¸o˜es de distribuic¸a˜o de
3. Ma´xima Entropia e suas Aplicac¸o˜es. 108
probabilidades p(x) e q(x), a distaˆncia de Kullback-Leibler de q(x) em relac¸a˜o a p(x) e´
determinada da seguinte forma:
DKL(p||q) =
∫
p(x) log
(
q(x)
p(x)
)
dx (3.111)
3.5.1 Aplicac¸a˜o do Me´todo.
3.5.2 Exemplo 1.
Utilizaremos como teste a seguinte func¸a˜o:
f(x) = Axe−5xSen2(x) (3.112)
A constante A e´ escolhida de modo a normalizar a func¸a˜o, escolhida por apresentar
uma estrutura relativamente complexa que mistura o produto de exponencial, func¸a˜o
seno e um polinoˆmio. A varia´vel aleato´ria x esta´ contida no intervalo [0,∞), sendo esse
o intervalo usado pelo algoritmo no ca´lculo das integrais nume´ricas.
Buscamos analisar como o me´todo de Ma´xima Entropia e´ capaz de reproduzir essa
func¸a˜o a partir da informac¸a˜o de alguns poucos momentos. Utilizaremos como crite´rio de
qualidade de ajuste, a medida de distaˆncia de Kullback - Leibler. O conjunto de momentos
< xi > pode ser calculado analiticamente utilizando a seguinte equac¸a˜o:
µi =< x
i >=
∫ ∞
0
xif(x)dx (3.113)
A distribuic¸a˜o de ma´xima entropia gerada sera´, enta˜o:
p(x) = exp[−
N−1∑
i=0
λix
i] (3.114)
Espera-se que o me´todo possa reconstruir a func¸a˜o original a partir de um nu´mero N
de momentos, pequeno.
O gra´fico da figura 3.7 apresenta uma comparac¸a˜o entre a func¸a˜o original e quatro
distribuic¸o˜es obtidas por ma´xima entropia utilizando como v´ınculo os valores me´dios de
xi.Quando se utiliza apenas um momento (< x >), a distribuic¸a˜o de ma´xima entropia
obtida e´ do tipo exponencial, na˜o reproduzindo nenhum aspecto da func¸a˜o original, o que
reflete em um alto valor para a distaˆncia de Kullback - Leibler (figura 3.8).
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Note que, conforme se aumenta o nu´mero de momentos incorporados, a distribuic¸a˜o
obtida se aproxima da func¸a˜o original. A distribuic¸a˜o gerada por 7 momentos pratica-
mente confunde-se com a func¸a˜o original. A medida da distaˆncia de Kullback - Leibler
para essa distribuic¸a˜o e´ muito pro´xima a zero. Note tambe´m que a qualidade do ajuste, no
in´ıcio, aumenta sensivelmente a partir da incorporac¸a˜o de momentos, mas que a medida
que esses sa˜o incorporados, a distribuic¸a˜o de ma´xima entropia converge para a func¸a˜o
exata, tornando desnecessa´rio o acre´scimo de novos momentos.
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Figura 3.7: Evoluc¸a˜o das distribuic¸o˜es de ma´xima entropia com o nu´mero de momentos.
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Figura 3.8: Evoluc¸a˜o do valor da medida de divergeˆncia de Kullback - Leibler com o
nu´mero de momentos.
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3.5.3 Exemplo 2.
Nesse exemplo, exploramos a possibilidade de incluir ao conjunto de v´ınculos xi, v´ınculos
de outra natureza, a partir da ana´lise do comportamento da func¸a˜o original em seus
contornos. Para tanto, vamos reconstruir uma distribuic¸a˜o de densidade de probabilidade
de um sistema quaˆntico simples - poc¸o de potencial infinito.
O poc¸o de potencial infinito de largura a pode ser definido matematicamente por:
V (x) = +∞, x < −a/2
= 0, −a/2 < x < a/2
= +∞, x > a/2
(3.115)
A f´ısica do problema impo˜e que nas bordas do poc¸o a func¸a˜o de onda e, portanto, sua
densidade de probabilidades, se anulem. Desse modo, a distribuic¸a˜o de ma´xima entropia
p(x) para esse problema deve prever tal comportamento, ou seja, f(−a/2) = f(a/2) = 0.
Para que essa informac¸a˜o seja incorporada ao problema, ela deve ser traduzida na forma
de um v´ınculo apropriado. Uma escolha poss´ıvel para isso e´ a func¸a˜o log(a2/4− x2) que,
acrescentada aos v´ınculos xi, gera a seguinte distribuic¸a˜o de ma´xima entropia:
p(x) = exp[−λ0 − λ1 log(a2/4− x2)− λ2x− λ3x2 − ...]
= (a2/4− x2)λ1 exp[−λ0 − λ2x− λ3x2 − ...]
(3.116)
A partir da soluc¸a˜o exata do problema, mostrada abaixo, calculamos os momentos
geome´tricos e o valor me´dio da func¸a˜o proposta.
|Ψn(x)|2 = 2
a
cos
(npi
a
x
)
, n = 1, 3, 5, .. (3.117)
Para comparar o efeito da introduc¸a˜o da func¸a˜o proposta na distribuic¸a˜o de ma´xima
entropia gerada, aplicamos dois ajustes. No primeiro (ajuste I), utilizamos apenas mo-
mentos geome´tricos, enquanto o segundo (ajuste II) utiliza a func¸a˜o log(a2/4− x2). Em
ambos os casos, aplicamos o algoritmo variando o nu´mero de momentos. O resultado da
aplicac¸a˜o para os casos em que sa˜o utilizados 2, 3 e 4 momentos sa˜o apresentados nos
gra´ficos das figuras 3.9,3.10 e 3.11. Na tabela 3.5 e´ apresentada as medidas da distaˆncia
de Kulback - Leibler para os casos analisados. Observe na primeira figura que o ajuste
II reproduz de maneira consideravelmente boa, mesmo utilizando apenas 2 momentos, ou
seja, < log(a2/4 − x2) > e < x > a soluc¸a˜o exata do problema, inclusive nos extremos
e no pico da func¸a˜o - regio˜es geralmente sens´ıveis, enquanto que o ajuste I necessita de,
pelo menos, mais dois momentos para produzir resultado semelhante.
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Figura 3.9: Comparac¸a˜o entre os ajustes I e II, utilizando 2 momentos, e a soluc¸a˜o exata do
poc¸o de potencial infinito.
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Figura 3.10: Comparac¸a˜o entre os ajustes I e II, utilizando 3 momentos, e a soluc¸a˜o exata do
poc¸o de potencial infinito.
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Figura 3.11: Comparac¸a˜o entre os ajustes I e II, utilizando 4 momentos, e a soluc¸a˜o exata do
poc¸o de potencial infinito.
Tabela 3.5: Comparac¸a˜o entre os valores da medida de Kullback - Leibler das soluc¸o˜es de
ma´xima entropia usando somente momentos de poteˆncia de x (ajuste I) e poteˆncias de x mais
func¸a˜o extra (ajuste II).
2 momentos 3 momentos 4 momentos
Ajuste I 0.00877407 0.00115781 0.000260577
Ajuste II 0.000119961 1.80745 x 10−8 2.24581 x 10−11
3.5.4 Exemplo 3.
Nesse exemplo, testaremos como o me´todo se comporta no ajuste de um histograma,
em que o nu´mero de simulac¸o˜es reduz-se ate´ poucas dezenas. Utilizamos como func¸a˜o
geradora, uma dupla distribuic¸a˜o normal, dada por:
f(x) =
1√
2piσ1
exp
(−(x− µ1)2
σ21
)
+
1√
2piσ2
exp
(−(x− µ2)2
σ22
)
(3.118)
Para a aplicac¸a˜o apresentada, os paraˆmetros escolhidos para f(x) foram: µ1 = 0.5,
σ1 = 0.1, µ2 = 1.0 e σ2 = 0.2. A partir da func¸a˜o geradora, foram simuladas diversas
amostras, dentre as quais, as duas que sa˜o apresentadas aqui, contendo 20000 e 100 dados
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simulados. Nesse estudo, foi fixado o nu´mero de momentos (em sete) e analisou-se a
influeˆncia do tamanho da amostra no ajuste de ma´xima entropia. Os momentos foram
calculados a partir das amostras geradas, ou seja, dados x1, x2, ..., xN , foram obtidas
me´dias amostrais x¯i = (xi1 + x
i
2 + ... + x
i
N)/N que, no limite em que a amostra tomada
tende ao infinito, coincide com as me´dias populacionais.
Uma inspec¸a˜o na figura 3.12 nos mostra que para uma amostra grande (20000 si-
mulac¸o˜es), a distribuic¸a˜o de ma´xima entropia obtida ajusta-se ao histograma, reprodu-
zindo inclusive os dois picos da dupla gaussiana nas posic¸o˜es corretas. Mesmo com uma
reduc¸a˜o dra´stica no nu´mero de dados simulados ( 100 dados simulados), como ilustrado
na figura 3.13 a distribuic¸a˜o de ma´xima entropia ainda apresenta um ajuste razoa´vel ao
histograma, preservando suas caracter´ısticas principais.
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Figura 3.12: Distribuic¸a˜o de ma´xima entropia gerada por 20000 dados simulados
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Figura 3.13: Distribuic¸a˜o de ma´xima entropia gerada por 100 dados simulados
3. Ma´xima Entropia e suas Aplicac¸o˜es. 114
3.6 Aplicac¸a˜o do Me´todo de Ma´xima Entropia em
Distribuic¸o˜es Longitudinais de Part´ıculas.
Para verificar a qualidade no ajuste de distribuic¸o˜es longitudinais usando o me´todo de
Ma´xima Entropia, diversas simulac¸o˜es foram realizadas utilizando o co´digo Corsika. Fo-
ram gerados chuveiros a partir de prima´rios de pro´ton e nu´cleos de ferro com energias que
variaram entre 1015 eV ate´ eventos de 1019 eV. Para chuveiros de alta energia, foi utilizado
o algoritmo de thinning. Esse procedimento consiste em estabelecer um fator de thinning
th = E/E0, que corresponde a uma frac¸a˜o da energia do prima´rio, de modo que se a soma
da energia de j part´ıculas secunda´rias e´ menor que a energia do thinning, apenas uma
das part´ıculas e´ seguida, selecionada aleatoriamente de acordo com sua energia Ei com
probabilidade de pi = Ei/
∑
j Ej. Todas as demais part´ıculas sa˜o descartadas. Um peso
wi = 1/pi sera´ atribu´ıdo a essa part´ıcula para que a energia seja conservada. O thinning
e´ utilizado para diminuir o tempo de processamento do co´digo, que fica excessivamente
grande para chuveiros iniciados por part´ıculas com E0 > 10
16 eV.
Aplicamos o algoritmo de Ma´xima Entropia em diversos casos, produzindo resultados
muito similares. Nas sec¸o˜es abaixo, mostramos casos representativos. Para cada caso,
o procedimento adotado foi o de aplicar o me´todo de Ma´xima Entropia utilizando dois
conjuntos distintos de momentos. O primeiro conjunto de momentos adotado - denotado
por Ajuste I - consiste em poteˆncias de x, < xi >, com i = 0(normalizac¸a˜o) ate´ i = 7,
em que x representa a profundidade atmosfe´rica atravessada pelos chuveiros, normalizada
pela profundidade final, restringindo assim os valores de x no intervalo [0, 1]. Para o
segundo conjunto de momentos, introduzimos a func¸a˜o log(x) aos momentos envolvendo
poteˆncias de x ( Ajuste II).
Desse modo, as distribuic¸o˜es de Ma´xima Entropia para os ajustes I e II sa˜o represen-
tadas, respectivamente, por:
f1(x) = exp[−
∑
i
λix
i] (3.119)
f2(x) = exp[−λ0 − λ1 log(x)− λ2x− ...− λixi−1 − ...]
= x−λ1 exp[−λ0 − λ2x− ...− λixi−1 − ...]
(3.120)
3.6.1 Aplicac¸a˜o 1 - Prima´rio de Ferro.
A simulac¸a˜o analisada nessa sec¸a˜o refere-se a um chuveiro de ferro, com energia 1017
eV, aˆngulo zenital 45o e modelo de interac¸a˜o hadroˆnica QGSJET01. O n´ıvel de thinning
aplicado foi de 10−5. O nu´mero de part´ıculas (eixo Y) foi normalizado pelo nu´mero total
de part´ıculas. A profundidade atmosfe´rica, medida em g/cm2 (eixo X), foi normalizada
pelo maior valor de profundidade. A partir do perfil simulado, retiramos as informac¸o˜es
que serviram como input ao algoritmo de ma´xima entropia, quais sejam os valores me´dios
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de x e o valor me´dio de log(x) (ajuste II). Neste estudo, analisamos a influeˆncia do nu´mero
de momentos incorporados, na distribuic¸a˜o de ma´xima entropia final gerada.
Os resultados dessa aplicac¸a˜o esta˜o resumidos nos gra´ficos abaixo. As figuras 3.14,
3.15 e 3.16 referem-se a`s comparac¸o˜es entre o perfil simulado e os ajustes obtidos quando
os v´ınculos utilizados sa˜o puramente compostos por poteˆncias de x, respectivamente: 2,
3 e 5 momentos (ajuste I). Observe que, para esse caso, o uso de apenas 2 momentos e´
insuficiente para reproduzir os detalhes do perfil simulado. A incorporac¸a˜o do terceiro
momento reduz significativamente a diferenc¸a entre as duas curvas, o que e´ verificado
quantitativamente pela observac¸a˜o dos valores para a distaˆncia de Kullback-Leibler (
figura 3.20).
Pode-se confirmar pela inspec¸a˜o dos gra´ficos das figuras 3.17, 3.18 e 3.19 que, para
o caso analisado, a incorporac¸a˜o do v´ınculo < log(x) > configurou-se como uma opc¸a˜o
para reduzir a quantidade de momentos necessa´rios para o ajuste. Note, em particular,
que o ajuste realizado com apenas dois momentos (< x > e < log(x) >) ja´ reproduz os
principais detalhes do perfil do CORSIKA. Conforme mais momentos sa˜o adicionados, os
valores da distaˆncia de Kullback-Leibler dos dois tipos de ajuste convergem entre si. Ale´m
disso, na˜o se observa um ganho significativo em informac¸a˜o, a partir do quinto momento,
no acre´scimo de mais v´ınculos.
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Figura 3.14: Comparac¸a˜o entre o perfil original de ferro e o ajuste I, utilizando dois
momentos.
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Figura 3.15: Comparac¸a˜o entre o perfil original de ferro e o ajuste I, utilizando treˆs
momentos.
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Figura 3.16: Comparac¸a˜o entre o perfil original de ferro e o ajuste I, utilizando cinco
momentos.
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Figura 3.17: Comparac¸a˜o entre o perfil original de ferro e o ajuste II, utilizando dois
momentos.
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Figura 3.18: Comparac¸a˜o entre o perfil original de ferro e o ajuste II, utilizando treˆs
momentos.
3. Ma´xima Entropia e suas Aplicac¸o˜es. 118
0 , 0 0 , 2 0 , 4 0 , 6 0 , 8 1 , 0
0
1
2
3
4
 P e r f i l  O r i g i n a l
 A j u s t e  I I  ( 5  m o m e n t o s )
 
 
 
P r o f u n d i d a d e ( n o r m a l i z a d a )
Figura 3.19: Comparac¸a˜o entre o perfil original de ferro e o ajuste II, utilizando cinco
momentos.
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Figura 3.20: Comparac¸a˜o da evoluc¸a˜o do valor da distaˆncia de Kullback - Leibler com o
nu´mero de momentos para os dois ajustes utilizados.
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3.6.2 Aplicac¸a˜o 2 - Prima´rio de Pro´ton.
O perfil simulado utilizado para esse estudo foi um chuveiro iniciado por pro´ton a uma
energia de 1020 eV, sendo os demais paraˆmetros ideˆnticos ao da sec¸a˜o anterior. A forma de
ana´lise tambe´m coincide com o caso do ferro. Os resultados apresentados abaixo(figuras
3.21 - 3.27), quando comparados aos do perfil iniciado por ferro, indicam uma piora no
ajuste para um nu´mero reduzido de momentos. Ambas propostas de ajuste falharam
em caracterizar o perfil na situac¸a˜o em que apenas dois momentos foram aplicados. No
entanto, a partir de cinco momentos, o comportamento apresentado pelas distribuic¸o˜es de
ma´xima entropia coincidiu com os do caso do ferro, gerando distribuic¸o˜es muito pro´ximas
ao perfil original.
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Figura 3.21: Comparac¸a˜o entre o perfil original de pro´ton e o ajuste I, utilizando dois
momentos.
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Figura 3.22: Comparac¸a˜o entre o perfil original de pro´ton e o ajuste I, utilizando treˆs
momentos.
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Figura 3.23: Comparac¸a˜o entre o perfil original de pro´ton e o ajuste I, utilizando cinco
momentos.
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Figura 3.24: Comparac¸a˜o entre o perfil original de pro´ton e o ajuste II, utilizando dois
momentos.
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Figura 3.25: Comparac¸a˜o entre o perfil original de pro´ton e o ajuste II, utilizando treˆs
momentos.
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Figura 3.26: Comparac¸a˜o entre o perfil original de pro´ton e o ajuste II, utilizando cinco
momentos.
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Figura 3.27: Comparac¸a˜o da evoluc¸a˜o do valor da distaˆncia de Kullback - Leibler com o
nu´mero de momentos para os dois ajustes utilizados.
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3.6.3 Aplicac¸a˜o 3 - Perfil longitudinal na caˆmara de emulsa˜o.
Quando um raio gama ou um ele´tron, por exemplo, incide em uma caˆmara de emulso˜es,
uma cascata eletromagne´tica e´ gerada em seu interior. Quando uma part´ıcula carregada
dessa cascata atravessa uma placa de fotoemulsa˜o - em geral, composta por filmes de raios-
X altamente sens´ıveis - ela produz trac¸os que permitem trac¸ar o perfil formado, bem como
determinar a energia da part´ıcula incidente. Em um perfil longitudinal desenvolvido den-
tro de uma caˆmara desse tipo, portanto, as coordenadas do chuveiro referem-se a regio˜es
onde existem as placas, o que limita o nu´mero de observac¸o˜es poss´ıveis no desenvolvimento
do chuveiro.
Foram produzidos ajustes para o perfil longitudinal obtido com a injec¸a˜o de uma
part´ıcula gama de energia de 5 TeV em uma caˆmara de emulsa˜o composta por chumbo
e filmes de raios-X. O estudo detalhado desse tipo de cascata encontra-se em [87]. Nosso
objetivo aqui e´ ta˜o somente demonstrar a aplicac¸a˜o do me´todo de ma´xima entropia na
caracterizac¸a˜o de perfis longitudinais de part´ıculas nas mais diversas situac¸o˜es. Nesse
caso, em espec´ıfico, ha´ uma reduc¸a˜o no nu´mero de pontos que compo˜em o perfil, por
conta das limitac¸o˜es experimentais ja´ citadas.
O gra´fico da figura 3.28 apresenta uma comparac¸a˜o entre o perfil original e a distri-
buic¸a˜o de ma´xima entropia gerada a partir do ajuste I, com cinco momentos incorporados.
Note que, mesmo para um perfil originado composto por poucos pontos, o me´todo foi ca-
paz de fornecer uma distribuic¸a˜o que se ajusta muito bem aos dados.
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Figura 3.28: Comparac¸a˜o entre o perfil original gerado por um gama de 5 TeV em uma
caˆmara de emulsa˜o e o ajuste obtido por ma´xima entropia.
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3.6.4 Aplicac¸a˜o 4 - Efeito de flutuac¸o˜es nos valores dos momen-
tos.
Para essa aplicac¸a˜o, utilizamos uma simulac¸a˜o gerada por um prima´rio de ferro e energia
de 1014 eV. Esse perfil difere dos demais por atingir seu desenvolvimento final antes
do cha˜o, gerando uma curva truncada. O objetivo aqui e´ estudar o efeito de produzir
pequenas variac¸o˜es nos paraˆmetros de entrada (momentos) na distribuic¸a˜o de ma´xima
entropia gerada. Para tanto, utilizamos o ajuste II, com apenas dois momentos, ou seja,
a partir do perfil simulado original, calculamos os valores me´dios de x e log(x). A partir
desse conjunto de momentos, produzimos algumas pequenas variac¸o˜es em seus valores.
Na primeira coluna da tabela 3.6, mostramos os arranjos testados, sendo que as distri-
buic¸o˜es geradas pelos arranjos A, B, C e D sa˜o mostradas no gra´fico da figura 3.29. Em
A, utilizamos o conjunto original de momentos; em B, mantivemos o primeiro momento
inalterado e variamos em +1% o valor do segundo momento. No arranjo C, procedemos
de forma inversa, variando em +1% o valor do primeiro momento, mantendo inalterado o
segundo momento. No u´ltimo arranjo(D), variamos ambos os momentos −1% em relac¸a˜o
aos valores originais.
A tabela ainda apresenta os valores dos multiplicadores de lagrange em todos os casos,
bem como, em sua u´ltima coluna, valores para a distaˆncia de Kullback-Leibler. Pode-se
notar a partir da ana´lise desses valores, diferenc¸as significativas nos valores dos multiplica-
dores de lagrange entre os arranjos. Essas diferenc¸as ficam mais evidentes ao observarmos
a comparac¸a˜o entre os perfis obtidos, como exposto no gra´fico da figura 3.29. No gra´fico,
pode-se constatar como as pequenas variac¸o˜es nos paraˆmetros de entrada do algoritmo
produziram soluc¸o˜es muito diferentes entre si.
Tabela 3.6: Variac¸a˜o dos paraˆmetros da distribuic¸a˜o de ma´xima entropia em func¸a˜o de
desvios nos valores dos momentos.
∆µ1 ∆µ2 λ0 λ1 λ2 KL
(A)0 0 −10.8660 −5.86626 12.1685 0.13563
0 −1% −13.8645 −7.5513 15.6151 2.17849
(B)0 +1% −8.6075 −4.6198 9.5701 1.53783
−1% 0 −12.6320 −6.8894 14.1561 0.88288
(C) +1% 0 −9.4203 −5.0381 10.5401 0.699365
(D) −1% −1% −16.3448 −9.0053 18.4133 6.40295
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Figura 3.29: Efeito de pequenas variac¸o˜es nos valores dos momentos nas distribuic¸o˜es de
ma´xima entropia geradas.
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Cap´ıtulo 4
Concluso˜es
Inicialmente, foi apresentado um panorama geral da f´ısica e astrof´ısica de part´ıculas,
especificamente, fazendo um histo´rico sobre o descobrimento dos raios co´smicos e desta-
cando questo˜es ainda em aberto, como por exemplo, a origem dos raios co´smicos e sua
composic¸a˜o qu´ımica. Foi mostrada que uma importante ferramenta para obtenc¸a˜o de
informac¸o˜es sobre os raios co´smicos e´ a observac¸a˜o do desenvolvimento longitudinal das
part´ıculas dos chuveiros atmosfe´ricos extensos. Varia´veis desse desenvolvimento ou per-
fil, como por exemplo, a profundidade do ma´ximo xmax, podem servir de paraˆmetros na
determinac¸a˜o da composic¸a˜o qu´ımica de um chuveiro.
Te´cnicas de ana´lise de dados e infereˆncia estat´ıstica tem papel preponderante nesses
estudos. O intuito dessa tese foi o de apresentar dois me´todos de infereˆncia estat´ıstica
que podem auxiliar na ana´lise dos dados em experimentos de altas energias. O primeiro
me´todo e´ chamado de Me´todo ou Princ´ıpio da Ma´xima Entropia e foi desenvolvido para
atualizar uma distribuic¸a˜o de probabilidades quando nova informac¸a˜o e´ dada na forma
de v´ınculos, em geral, valores esperados de alguma grandeza aleato´ria de interesse. O
Teorema de Bayes tambe´m e´ uma ferramenta de infereˆncia, diferenciando-se do Me´todo
de Ma´xima Entropia pela natureza da informac¸a˜o processada. Aqui, as distribuic¸o˜es de
probabilidade sa˜o atualizadas quando informac¸a˜o na forma de dados e´ processada.
Aplicamos o me´todo bayesiano no caso em que se deseja determinar as frac¸o˜es com que
mu´ltiplos tipos de eventos (fontes) contribuem em uma amostra de dados, com base em
simulac¸o˜es de Monte Carlo de determinada varia´vel aleato´ria. Um importante exemplo
onde o me´todo pode ser usado e´ na determinac¸a˜o da composic¸a˜o qu´ımica dos prima´rios
em chuveiros atmosfe´ricos. A partir de uma amostra de dados contendo valores de xmax
retirados evento a evento, o objetivo foi o de estimar o nu´mero esperado de eventos
originados por pro´tons e nu´cleos de ferro. O desenvolvimento do algoritmo e o resultado
das aplicac¸o˜es para algumas situac¸o˜es propostas foram apresentadas no Cap´ıtulo 2, Sec¸a˜o
2.8.
O me´todo foi capaz de inferir uma estimativa para a frac¸a˜o de pro´tons e nu´cleos de
ferro nas amostras preparadas, com boa exatida˜o e precisa˜o. Analisamos diversos casos,
desde amostras em que se variou as proporc¸o˜es na mistura ate´ a escolha de outras varia´veis
aleato´rias ale´m do xmax e, em todos os casos, o me´todo mostrou-se eficaz. Um pro´ximo
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passo nesse estudo e´ o de aplicar o me´todo em simulac¸o˜es mais realistas, que incluam a
possibilidade de outros prima´rios na composic¸a˜o da amostra e utilizar eventos reais.
Uma perspectiva de aplicac¸a˜o do me´todo bayesiano de ana´lise de mu´ltiplas fontes seria
o de identificac¸a˜o e separac¸a˜o das componentes eletrogmane´tica e muoˆnica de chuveiros
atmosfe´ricos extensos. O gra´fico da figura 4.1 sa˜o referentes ao sinal dos FADC (flash
analogic to digital converter), gerado a partir de um chuveiro cuja part´ıcula prima´ria e´ o
nu´cleo de ferro de energia 1019eV , incidindo a 30o de aˆngulo zenital, no topo da atmosfera.
Na parte de cima da figura, e´ apresentado a distribuic¸a˜o de sinais em bins temporais das
componentes eletromagne´ticas e muoˆnica enquanto a distribuic¸a˜o de baixo refere-se ao
sinal total. Os sinais sa˜o gerados a uma distaˆncia de 1000 m do eixo do chuveiro. Maiores
detalhes sobre os fenoˆmenos envolvidos podem ser encontrados na refereˆncia [88]. A ideia
de aplicac¸a˜o do me´todo e´ permitir uma separac¸a˜o entre as componentes eletromagne´tica
e muoˆnica, partindo de eventos de chuveiros pre´vios, nos moldes do que ja´ foi exposto em
nossos resultados.
Figura 4.1: Distribuic¸o˜es de sinais em bins temporais das componentes eletromagne´tica e
muoˆnica e dos sinais totais conforme registrados nos FADCs. Maiores detalhes, ver [88]
No Cap´ıtulo 3, apresentamos o me´todo de Ma´xima Entropia e algumas de suas aplicac¸o˜es.
Do ponto de vista nume´rico, para obter uma distribuic¸a˜o de ma´xima entropia e´ necessa´rio
resolver um conjunto de equac¸o˜es integrais na˜o-lineares. O algoritmo que escrevemos para
esse fim foi baseado no me´todo de Newton-Raphson e mostrou-se esta´vel em situac¸o˜es
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que envolviam entre 8 e 10 momentos, ou seja, resolvia simultaneamente em torno de 10
equac¸o˜es na˜o-lineares. Mostramos que, para os casos de interesse aqui apresentados, a
limitac¸a˜o no nu´mero de momentos que podem ser avaliados na˜o configurou um problema.
Na Sec¸a˜o 3.5, apresentamos aplicac¸o˜es preliminares, utilizando algumas func¸o˜es de
teste das quais calculamos um conjunto de momentos do tipo < xi > e uma combinac¸a˜o
de log(x) e < xi >,e a partir deles, geramos uma distribuic¸a˜o de ma´xima entropia que
reconstru´ısse a func¸a˜o original. Testamos o me´todo em algumas situac¸o˜es e obtivemos
bons resultados, sendo poss´ıvel, com um nu´mero reduzido de momentos, reconstruir a
func¸a˜o original. A qualidade do ajuste, em todos os casos, foi quantificada pela medida
de distaˆncia de Kulback-Leibler.
Na Sec¸a˜o 3.6, utilizamos o algoritmo escrito na caracterizac¸a˜o de perfis longitudi-
nais de part´ıculas de chuveiros atmosfe´ricos extensos. Em geral, na˜o existe tratamento
anal´ıtico que fornec¸a expresso˜es que descrevam as distribuic¸o˜es longitudinais. Isso se deve,
principalmente, a grande multiplicidade de fenoˆmenos f´ısicos ocorrendo simultaneamente.
Comumente, se utilizam fittings que possuem paraˆmetros ajusta´veis, muitas vezes sem
significado f´ısico. Nesse sentido, acreditamos ter demonstrado com as aplicac¸o˜es apre-
sentadas que o me´todo de Ma´xima Entropia configura-se como uma alternativa para a
caracterizac¸a˜o de distribuic¸o˜es de probabilidades em geral e, em particular, dos perfis
longitudinais.
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