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Schro¨dinger operators
Eugene Shargorodsky∗
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Abstract
The paper presents estimates for the number of negative eigenval-
ues of a two-dimensional Schro¨dinger operator in terms of L logL type
Orlicz norms of the potential and proves a conjecture by N.N. Khuri,
A. Martin and T.T. Wu.
1 Introduction
According to the celebrated Cwikel-Lieb-Rozenblum inequality, the number
N−(V ) of negative eigenvalues of the Schro¨dinger operator −∆ − V , V ≥ 0
on L2(R
d), d ≥ 3 is estimated above by
const
∫
Rd
V (x)d/2dx.
It is well known that this estimate does not hold for d = 2. In this case, the
Schro¨dinger operator has at least one negative eigenvalue for any nonzero
V ≥ 0, and no estimate of the type
N−(V ) ≤ const +
∫
R2
V (x)W (x) dx
can hold, provided the weight function W is bounded in a neighborhood of
at least one point (see [10]). On the other hand,
N−(V ) ≥ const
∫
R2
V (x) dx
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(see [11]). Upper estimates for N−(V ) in the case d = 2 can be found in [4, 6,
7, 10, 17, 20, 21, 25, 26, 29, 30, 32] and in the references therein. Following the
pioneering paper [29], we obtain upper estimates involving L logL type Orlicz
norms of the potential (Theorems 3.1, 6.1 anf 7.1) and prove (Theorem 4.3)
a conjecture by N.N. Khuri, A. Martin and T.T. Wu ([17]). In fact, we show
that the main estimate in [29] is actually stronger than the one conjectured
in [17], while none of the later results in [4, 10, 19, 21, 25, 26, 32] implies the
Khuri-Martin-Wu inequality (see Section 8 below). Our approach does not
seem to be sufficient to settle the stronger conjecture by K. Chadan, N.N.
Khuri, A. Martin and T.T. Wu ([7]; see (24), (25)).
We discuss several upper estimates for N−(V ) in the paper and show in
Section 8 how they are related to each other (see the diagram close to the
end of Section 8). All of them involve terms of two types: integrals of V
with a logarithmic weight and L logL type (or Lp, p > 1) norms of V . It
turns out that the finiteness of the term of the first type suggested in [29] is
necessary for N−(αV ) = O (α) as α→ +∞ to hold (see Theorem 9.2 below).
Unfortunately this is not true for the terms of the second type. None of
the estimates discussed in the paper is sharp in the sense that N−(V ) has
to be infinite if the right-hand side is infinite. On the other hand, both the
logarithmic weight and the L logL norm are in a sense optimal if one tries to
estimate N−(V ) in terms of weighted integrals of V and of its Orlicz norms
(see [29, Section 4] and Section 9 below). It is probably difficult to obtain
an estimate for N−(V ) that is sharp in the above sense. Indeed, there are
potentials V ≥ 0 such that N−(αV ) < ∞ for α < 1 and N−(αV ) = ∞ for
α > 1 (this is true in the multidimensional case d ≥ 3 as well). For such
potentials, N−(V ) may be finite or infinite, and in the latter case, N−(αV )
may grow arbitrarily fast or arbitrarily slow as α → 1 − 0 (see Theorem 9.5
and Appendix B).
2 Notation and auxiliary results
We need some notation from the theory of Orlicz spaces (see [18, 28]). Let
(Ω,Σ, µ) be a measure space, let Φ and Ψ be mutually complementary N -
functions, and let LΦ(Ω), LΨ(Ω) be the corresponding Orlicz spaces. (These
spaces are denoted by L∗Φ(Ω), L
∗
Ψ(Ω) in [18], where Ω is assumed to be a
closed bounded subset of Rd equipped with the standard Lebesgue measure.)
We will use the following norms on LΨ(Ω)
‖f‖Ψ = ‖f‖Ψ,Ω = sup
{∣∣∣∣
∫
Ω
fgdµ
∣∣∣∣ :
∫
Ω
Φ(g)dµ ≤ 1
}
(1)
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and
‖f‖(Ψ) = ‖f‖(Ψ,Ω) = inf
{
κ > 0 :
∫
Ω
Ψ
(
f
κ
)
dµ ≤ 1
}
. (2)
These two norms are equivalent
‖f‖(Ψ) ≤ ‖f‖Ψ ≤ 2‖f‖(Ψ) , ∀f ∈ LΨ(Ω). (3)
Note that ∫
Ω
Ψ
(
f
κ0
)
dµ ≤ C0, C0 ≥ 1 =⇒ ‖f‖(Ψ) ≤ C0κ0. (4)
Indeed, since Ψ is even, convex and increasing on [0,+∞), and Ψ(0) = 0, we
get for any κ ≥ C0κ0,∫
Ω
Ψ
(
f
κ
)
dµ ≤
∫
Ω
Ψ
(
f
C0κ0
)
dµ ≤ 1
C0
∫
Ω
Ψ
(
f
κ0
)
dµ ≤ 1. (5)
It follows from (4) with κ0 = 1 that
‖f‖(Ψ) ≤ max
{
1,
∫
Ω
Ψ(f)dµ
}
. (6)
We will need the following equivalent norm on LΨ(Ω) with µ(Ω) <∞ which
was introduced in [29]:
‖f‖(av)Ψ = ‖f‖(av)Ψ,Ω = sup
{∣∣∣∣
∫
Ω
fgdµ
∣∣∣∣ :
∫
Ω
Φ(g)dµ ≤ µ(Ω)
}
. (7)
Lemma 2.1.
min{1, µ(Ω)} ‖f‖Ψ,Ω ≤ ‖f‖(av)Ψ,Ω ≤ max{1, µ(Ω)} ‖f‖Ψ,Ω
Proof. Let
B1 :=
{
g :
∫
Ω
Φ(g)dµ ≤ 1
}
, BΩ :=
{
g :
∫
Ω
Φ(g)dµ ≤ µ(Ω)
}
.
Suppose µ(Ω) ≥ 1. Then, clearly, ‖f‖Ψ,Ω ≤ ‖f‖(av)Ψ,Ω. It is easy to see that
g ∈ BΩ =⇒ 1
µ(Ω)
g ∈ B1
(cf. (5)). Hence
‖f‖(av)Ψ,Ω = sup
g∈BΩ
∣∣∣∣
∫
Ω
fgdµ
∣∣∣∣ ≤ sup
h∈B1
∣∣∣∣
∫
Ω
f · (µ(Ω)h)dµ∣∣∣∣ = µ(Ω)‖f‖Ψ,Ω.
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Suppose now µ(Ω) < 1. Then ‖f‖(av)Ψ,Ω ≤ ‖f‖Ψ,Ω and
g ∈ B1 =⇒ µ(Ω) g ∈ BΩ.
Hence,
µ(Ω)‖f‖Ψ,Ω = µ(Ω) sup
g∈B1
∣∣∣∣
∫
Ω
fgdµ
∣∣∣∣ ≤ sup
h∈BΩ
∣∣∣∣
∫
Ω
fhdµ
∣∣∣∣ = ‖f‖(av)Ψ,Ω.
We will need the following pair of mutually complementary N -fuctions
A(s) = e|s| − 1− |s|, B(s) = (1 + |s|) ln(1 + |s|)− |s|, s ∈ R. (8)
We will use the following standard notation
a+ := max{0, a}, a ∈ R. (9)
Lemma 2.2. 1
2
s ln+ s ≤ B(s) ≤ s+ 2s ln+ s, ∀s ≥ 0.
Proof. If s ≥ 1, then integrating the inequality
1 + ln t = ln(et) < ln(1 + 3t) ≤ 2 ln(1 + t), t ≥ 1,
over the interval [1, s], one gets s ln s ≤ 2(B(s)− 2 ln 2 + 1) < 2B(s). Hence
s ln+ s ≤ 2B(s), ∀s ≥ 0.
If s ≥ 1, then
B(s) = (1 + s) ln(1 + s)− s ≤ 2s ln(2s)− s = (2 ln 2− 1)s+ 2s ln s
< s+ 2s ln s.
If s ∈ [0, 1), then integrating the inequality ln(1 + t) ≤ t over the interval
[0, s], one gets
B(s) = (1 + s) ln(1 + s)− s ≤ 1
2
s2 ≤ 1
2
s ≤ s.
Lemma 2.3. B(s) ≤ 1
2
s2, 1
2
s2 ≤ A(s) ≤ e
2
s2, ∀s ∈ [0, 1].
Proof. The first inequality was proved at the end of the proof of Lemma 2.2,
the second one is obtained by integrating the inequality 1 ≤ es ≤ e, s ∈ [0, 1]
twice.
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Lemma 2.4. es ≤ 2A(s) + 3
2
, ∀s ≥ 0.
Proof.
s ≤ 1
2
+
s2
2
≤ 1
2
+A(s).
Hence
es = A(s) + 1 + s ≤ 2A(s) + 3
2
, ∀s ≥ 0.
Lemma 2.5. Let µ(Ω) > 1. Then
‖f‖(av)B,Ω ≤ ‖f‖B,Ω + ln
(
7
2
µ(Ω)
)
‖f‖L1(Ω,µ).
Proof. Since ‖f‖(av)B,Ω = ‖|f |‖(av)B,Ω and ‖f‖B,Ω = ‖|f |‖B,Ω, we can assume with-
out loss of generality that f ≥ 0. In this case,
‖f‖B,Ω = sup
{∫
Ω
fg dµ : g ≥ 0,
∫
Ω
A(g)dµ ≤ 1
}
,
‖f‖(av)B,Ω = sup
{∫
Ω
fg dµ : g ≥ 0,
∫
Ω
A(g)dµ ≤ µ(Ω)
}
.
Take an arbitrary g ≥ 0 with ∫
Ω
A(g)dµ ≤ µ(Ω) and set
χ(x) :=


1 if g(x) ≤ ln (7
2
µ(Ω)
)
,
0 if g(x) > ln
(
7
2
µ(Ω)
)
,
g1 := gχ+ ln
(
7
2
µ(Ω)
)
(1− χ), g2 := g − g1 =
(
g − ln (7
2
µ(Ω)
) )
(1− χ).
Then g = g1 + g2, 0 ≤ g1 ≤ ln
(
7
2
µ(Ω)
)
, and it follows from Lemma 2.4 that∫
Ω
A(g2)dµ =
∫
g(x)>ln( 72 µ(Ω))
A
(
g(x)− ln
(
7
2
µ(Ω)
))
dµ(x)
≤
∫
g(x)>ln( 72 µ(Ω))
eg(x)−ln(
7
2
µ(Ω))dµ(x) ≤ 2
7µ(Ω)
∫
Ω
egdµ
≤ 2
7µ(Ω)
∫
Ω
(
2A(g) + 3
2
)
dµ ≤ 2
7µ(Ω)
(
2µ(Ω) +
3
2
µ(Ω)
)
= 1.
Hence∫
Ω
fg dµ =
∫
Ω
fg1 dµ+
∫
Ω
fg2 dµ ≤ ln
(
7
2
µ(Ω)
)∫
Ω
f dµ+ ‖f‖B,Ω
= ‖f‖B,Ω + ln
(
7
2
µ(Ω)
)
‖f‖L1(Ω,µ).
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3 A Solomyak type estimate
Let H be a Hilbert space and let q be a Hermitian form with a domain
Dom (q) ⊆ H. Set
N−(q) := sup {dimL | q[u] < 0, ∀u ∈ L \ {0}} , (10)
where L denotes a linear subspace of Dom (q). If q is the quadratic form
of a self-adjoint operator A with no essential spectrum in (−∞, 0), then by
the variational principle, N−(q) is the number of negative eigenvalues of A
repeated according to their multiplicity (see, e.g., [3, S1.3] or [5, Theorem
10.2.3]).
Let V ≥ 0 be locally integrable on R2. Consider
EV [w] :=
∫
R2
|∇w(x)|2dx−
∫
R2
V (x)|w(x)|2dx,
Dom (EV ) :=W 12
(
R
2
) ∩ L2 (R2, V (x)dx) .
Theorem 3.1. There exists a constant C > 0 such that
N−(EV ) ≤ C
(
‖V ‖B,R2 +
∫
R2
V (x) ln(1 + |x|) dx
)
+ 1, ∀V ≥ 0. (11)
Proof. Let
EV,m[w] :=
∫
Ωm
|∇w(x)|2dx−
∫
Ωm
V (x)|w(x)|2dx,
Dom(EV,m) =W 12 (Ωm) ∩ L2 (Ωm, V (x)dx) , m = 1, 2,
where
Ω1 = B(0, 1) = {x ∈ R2 : |x| < 1}, Ω2 = R2 \B(0, 1) = {x ∈ R2 : |x| > 1}.
Then by the variational principle,
N−(EV ) ≤ N−(EV,1) +N−(EV,2) (12)
(see, e.g., [10, Lemma 3.5]).
There exists an independent of V constant C1 > 0 such that
N−(EV,1) ≤ C1‖V ‖B,Ω1 + 1 (13)
(see [29, Theorems 4 and 4′, and Proposition 3]).
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Below, we use the complex notation z = x1 + ix2 alongside the real one
x = (x1, x2). Let
Vˆ (z) :=
1
|z|4V
(
1
z
)
, w˜(z) := w(1/z), w ∈ W 12 (Ω2) , |z| < 1
(cf. the proof of Proposition 5.3 in [9]). An easy calculation gives∫
Ω2
|∇w(y)|2dy =
∫
Ω1
|∇w˜(x)|2dx,∫
Ω2
V (y)|w(y)|2dy =
∫
Ω1
Vˆ (x)|w˜(x)|2dx,
and it follows from (13) that
N−(EV,2) ≤ C1
∥∥∥Vˆ ∥∥∥
B,Ω1
+ 1. (14)
Let us estimate the norm in the right-hand side. It is more convenient to work
with the Luxemburg (gauge) norm (2). Using the notation ζ = y1+iy2 = 1/z,
we get for any κ > 0∫
Ω1
B
(
Vˆ (z)
κ
)
dx =
∫
Ω1
B
(
V (1/z)
κ|z|4
)
dx =
∫
Ω2
B
( |ζ |4V (ζ)
κ
)
1
|ζ |4 dy
=
∫
Ω2
((
1 +
1
κ
|y|4V (y)
)
ln
(
1 +
1
κ
|y|4V (y)
)
− 1
κ
|y|4V (y)
)
1
|y|4 dy
≤
∫
Ω2
((
1 +
1
κ
|y|4V (y)
)
ln
(
1 +
1
κ
V (y)
)
− 1
κ
|y|4V (y)
)
1
|y|4 dy
+
∫
Ω2
1
|y|4
(
1 +
1
κ
|y|4V (y)
)
ln
(
1 + |y|4)dy
≤
∫
Ω2
((
1 +
1
κ
V (y)
)
ln
(
1 +
1
κ
V (y)
)
− 1
κ
V (y)
)
dy
+
1
κ
∫
Ω2
V (y) ln
(
1 + |y|4)dy + ∫
Ω2
1
|y|4 ln
(
1 + |y|4)dy
<
∫
Ω2
B
(
V (y)
κ
)
dy +
4
κ
∫
Ω2
V (y) ln
(
1 + |y|)dy
+4
∫
Ω2
1
|y|4 ln
(
1 + |y|)dy.
Let
κ0 := max
{
‖V ‖(B,Ω2),
∫
Ω2
V (y) ln
(
1 + |y|)dy} .
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Then ∫
Ω1
B
(
Vˆ (z)
κ0
)
dx < 1 + 4 + 4
∫
Ω2
|y|−3 dy = 5 + 8π =: C2,
and ∥∥∥Vˆ ∥∥∥
(B,Ω1)
≤ C2max
{
‖V ‖(B,Ω2),
∫
Ω2
V (y) ln
(
1 + |y|)dy}
(see (4)).
Now it follows from (12)–(14) that
N−(EV ) ≤ C3
(
‖V ‖B,R2 +
∫
R2
V (x) ln(1 + |x|) dx
)
+ 2, (15)
where one can take C3 = C1(1+2C2). The last inequality gives the estimate
N−(EV ) ≤ 2 for small V and it is left to show that one actually has N−(EV ) =
1 in this case.
According to Proposition 4.4 in [9], N−(EV ) = 1 provided
sup
x′∈R2
∫
R2
K(x, x′)V (x) dx (16)
is sufficiently small, where
K(x, x′) := ln(2 + |x|) +K0(x, x′),
K0(x, x
′) := ln+
1
|x− x′| , x, x
′ ∈ R2, x 6= x′
(see (9)). It follows from (21) (see below) that
sup
x′∈R2
‖K0(·, x′)‖(A,R2) = ‖K0(·, 0)‖(A,R2) ≤ 2π.
Using the Ho¨lder inequality for Orlicz spaces (see [28, §3.3, (17)]), one gets∫
R2
K(x, x′)V (x) dx ≤
∫
R2
V (x) ln(2 + |x|) dx+ ‖K0(·, x′)‖(A,R2)‖V ‖B,R2
≤ const
(∫
R2
V (x) ln(1 + |x|) dx+ ‖V ‖B,R2
)
with a constant independent of x′ and V . Hence (16) can be made arbitrarily
small by making ‖V ‖B,R2+‖V ‖L1(R2, ln(1+|x|) dx) sufficiently small. In this case,
N−(EV ) = 1. Combining this with (15) one gets the existence of a constant
C > 0 for which (11) holds.
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Remark 3.2. Estimate (11) looks similar to the following one obtained in
[26]:
N−(EV ) ≤ C
(∫
V (x)≥1
V (x) lnV (x) dx+
∫
R2
V (x) ln(2 + |x|) dx
)
+ 1. (17)
An advantage of (11) is that its right-hand side agrees with the semi-classical
asymtotics N−(EαV ) = O(α) as α→ +∞. In fact, Theorems 3.1 and 6.1 are
direct descendants of (47) (see below) which was obtained in [29]. It turns
out that the right-hand side of (11) dominates that of (47), i.e. that (47) is
actually a stronger estimate than (11) (see Section 8).
4 The Khuri-Martin-Wu conjecture
Let V∗ : R+ → [0,+∞] be the non-increasing spherical rearrangement of V ,
i.e. let V∗ be non-increasing, continuous from the right and such that∣∣{x ∈ R2 : V∗(|x|) > s}∣∣ = ∣∣{x ∈ R2 : V (x) > s}∣∣ , ∀s > 0,
where |E| denotes the two dimensional Lebesgue measure of E ⊂ R2. (Note
that V∗(r) = V ∗(πr2), where V ∗ is the standard non-increasing rearrange-
ment used in the theory of Lorentz spaces; see, e.g., [34, 1.8].) Then∫
R2
F (V∗(|x|))dx =
∫
R2
F (V (x))dx (18)
for any measurable F ≥ 0 (see, e.g., [28, Ch. X, (1.10)]).
Lemma 4.1. (Cf. [2]) There exists a constant C4 > 0 such that
‖V ‖B,R2 ≤ C4
(
‖V ‖L1(R2) +
∫
R2
V∗(|x|) ln+ 1|x| dx
)
, ∀V ≥ 0. (19)
Proof. It follows from the devinition of V∗ that∣∣{x ∈ R2 : V (x) ≥ V∗(r)}∣∣ = ∣∣{x ∈ R2 : V∗(|x|) ≥ V∗(r)}∣∣
≥ ∣∣{x ∈ R2 : |x| ≤ r}∣∣ = πr2, ∀r > 0.
On the other hand, Chebyshev’s inequality implies
∣∣{x ∈ R2 : V (x) ≥ V∗(r)}∣∣ ≤ ‖V ‖L1(R2)
V∗(r)
.
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Hence
V∗(r) ≤
‖V ‖L1(R2)
πr2
. (20)
Similarly to the proof of Theorem 3.1, it will be convenient for us to work
with the norm (2). Let
κ1 := max
{‖V ‖L1(R2)
π
,
∫
R2
V∗(|x|) ln+ 1|x| dx
}
.
Then it follows from Lemma 2.2 and (18), (20) that∫
R2
B
(
V (x)
κ1
)
dx ≤ 1
κ1
∫
R2
V (x)dx+
2
κ1
∫
R2
V (x) ln+
V (x)
κ1
dx
≤ π + 2
κ1
∫
R2
V∗(|x|) ln+ V∗(|x|)
κ1
dx ≤ π + 2
κ1
∫
R2
V∗(|x|) ln+
‖V ‖L1(R2)
κ1π|x|2 dx
≤ π + 2
κ1
∫
R2
V∗(|x|) ln+ 1|x|2 dx ≤ π + 4 =: C5.
Hence
‖V ‖(B,R2) ≤ C5max
{‖V ‖L1(R2)
π
,
∫
R2
V∗(|x|) ln+ 1|x| dx
}
(see (4)), which implies (19) with C4 = 2C5 (see (3)).
Lemma 4.2. (Cf. [2])∫
R2
V∗(|x|) ln+ 1|x| dx ≤ 4π‖V ‖B,R2, ∀V ≥ 0.
Proof. Let D := {x ∈ R2 : |x| ≤ 1}. The Ho¨lder inequality (see [28, §3.3,
(4)]) and (18) imply∫
R2
V∗(|x|) ln+ 1|x| dx =
∫
D
V∗(|x|) ln 1|x| dx ≤ 2‖V∗(| · |)‖(B,D)
∥∥∥∥ln 1| · |
∥∥∥∥
(A,D)
≤ 2‖V∗(| · |)‖(B,R2)
∥∥∥∥ln 1| · |
∥∥∥∥
(A,D)
= 2‖V ‖(B,R2)
∥∥∥∥ln 1| · |
∥∥∥∥
(A,D)
.
∫
D
A
(
ln
1
|x|
)
dx ≤
∫
D
eln
1
|x| dx =
∫
D
1
|x| dx =
∫ π
−π
∫ 1
0
1 drdϑ = 2π.
Hence ∥∥∥∥ln 1| · |
∥∥∥∥
(A,D)
≤ 2π (21)
(see (4)).
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Lemmas 4.1 and 4.2 imply that Theorem 3.1 is equivalent to the following
result.
Theorem 4.3. There exists a constant C6 > 0 such that
N−(EV ) ≤ C6
(∫
R2
V (x) ln(2 + |x|) dx+
∫
R2
V∗(|x|) ln+ 1|x| dx
)
+ 1, (22)
∀V ≥ 0.
Theorem 4.3 is in turn equivalent to the following estimate which was con-
jectured in [17]
N−(EV ) ≤ c1
∫
R2
V∗(|x|) ln+ 1|x| dx+ c2
∫
R2
V (x) ln+ |x| dx
+ c3
∫
R2
V (x) dx+ 1, (23)
provided one does not care about the exact values of the constants. It is
natural however to ask what the best constants in (23) are. It was conjectured
in [7] that a similar estimate
N−(EV ) ≤ d1
∫
R2
V∗(|x|) ln+ 1|x| dx+ d2
∫
R2
V (x) ln |x| dx
+ d3
∫
R2
V (x) dx+ 1 (24)
holds with
2πd1 = 2, 2πd2 = 1, 2πd3 =
2√
3
. (25)
The difference between (23) and (24) is that the second integral in the latter
can be negative. If V (x) = F (|x|) is a decreasing radial potential, then (23)
and (24) become
N−(EV ) ≤ 2πc1
∫ 1
0
rF (r)| ln r| dr + 2πc2
∫ ∞
1
rF (r) ln r dr
+ 2πc3
∫ ∞
0
rF (r) dr + 1
and
N−(EV ) ≤ 2π(d1 − d2)
∫ 1
0
rF (r)| ln r| dr + 2πd2
∫ ∞
1
rF (r) ln r dr
+ 2πd3
∫ ∞
0
rF (r) dr + 1
11
respectively. This allows one to obtain lower estimates for c1, c2, c3 and d1,
d2, d3 from the known results on radial potentials and explains the values of
d1 and d2 in (25). Theorem 5.2 in [20] suggests that one could perhaps try
to prove (24) with 2πd3 = 1.
Remark 4.4. The proof of Theorem 4.3 relies on an idea from [26, Section
5] where (17) was used in place of (11) and were the Khuri-Martin-Wu con-
jecture was proved when ‖V ‖L1 ≤ 1 or V has a compact support of a fixed
size.
5 The Birman-Solomyak method
Our description of the Birman-Solomyak method of estimating N−(EV ) fol-
lows [4, 29, 31], although some details are different.
We denote the polar coordinates in R2 by (r, ϑ), r ∈ R+, ϑ ∈= (−π, π]. Let
fR(r) :=
1
2π
∫ π
−π
f(r, ϑ) dϑ, fN (r, ϑ) := f(r, ϑ)−fR(r), f ∈ C
(
R
2 \ {0}) .
Then ∫ π
−π
fN (r, ϑ) dϑ = 0, ∀r > 0, (26)
and it is easy to see that∫
R2
fRgN dx = 0, ∀f, g ∈ C
(
R
2 \ {0}) ∩ L2 (R2) .
Hence f 7→ Pf := fR extends to an orthogonal projection P : L2 (R2) →
L2 (R
2).
Using the representation of the gradient in polar coordinates one gets∫
R2
∇fR∇gN dx =
∫
R2
(
∂fR
∂r
∂gN
∂r
+
1
r2
∂fR
∂ϑ
∂gN
∂ϑ
)
dx
=
∫
R2
∂fR
∂r
∂gN
∂r
dx =
∫
R2
(
∂f
∂r
)
R
(
∂g
∂r
)
N
dx = 0, ∀f, g ∈ C∞0
(
R
2
)
.
Hence P : W 12 (R
2)→W 12 (R2) is also an orthogonal projection.
Since ∫
R2
|∇w|2 dx =
∫
R2
|∇wR|2 dx+
∫
R2
|∇wN |2 dx,∫
R2
V |w|2 dx ≤ 2
∫
R2
V |wR|2 dx+ 2
∫
R2
V |wN |2 dx,
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one has
N−(EV ) ≤ N−(ER,2V ) +N−(EN ,2V ), (27)
where ER,2V and EN ,2V denote the restrictions of the form E2V to PW 12 (R2)
and (I − P )W 12 (R2) respectively.
Remark 5.1. If the potential V is radial, i.e. V (x) = F (r), then it is easy
to see that
P (V w) = V Pw, ∀w ∈ L2
(
R
2
) ∩ L2 (R2, V (x)dx) ,
and one gets a sharper version of (27):
N−(EV ) = N−(ER,V ) +N−(EN ,V ) (28)
(cf. [20]).
Let us estimate the right-hand side of (27). We start with the first term,
i.e with the case of PW 12 (R
2) = {w ∈ W 12 (R2) : w(x) = wR(r)}. Using the
notation r = et, w(x) = wR(r) = u(t), we get∫
R2
|∇w(x)|2 dx = 2π
∫
R
|u′(t)|2 dt,
∫
R2
|w(x)|2 dx = 2π
∫
R
|u(t)|2e2t dt,∫
R2
V (x)|w(x)|2 dx = 2π
∫
R
G(t)|u(t)|2 dt,
where
G(t) :=
e2t
2π
∫ π
−π
V (et, ϑ) dϑ. (29)
The above change of variable defines a unitary operator from PW 12 (R
2) onto
X :=
{
u ∈ W 12,loc(R) : ‖u‖X :=
√
2π
(∫
R
|u′|2 dt+
∫
R
|u|2e2t dt
)1/2
<∞
}
.
Let X0 := {u ∈ X : u(0) = 0} and
H0 :=
{
u ∈ W 12,loc(R) : u(0) = 0,
∫
R
|u′|2 dt <∞
}
. (30)
Let EX,G, EX0,G and EH0,G denote the forms defined by∫
R
|u′(t)|2 dt−
∫
R
G(t)|u(t)|2 dt (31)
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on the domains
X ∩ L2 (R, G(t)dt) , X0 ∩ L2 (R, G(t)dt) and H0 ∩ L2 (R, G(t)dt)
respectively. Since dim(X/X0) = 1 and X0 ⊂ H0, one has
N−(ER,2V ) = N−(EX,2G) ≤ N−(EX0,2G) + 1 ≤ N−(EH0,2G) + 1.
It follows from Hardy’s inequality (see, e.g., [14, Theorem 327]) that∫
R
|u′|2 dt+ κ
∫
R
|u|2
|t|2 dt ≤ (4κ+ 1)
∫
R
|u′|2 dt, ∀u ∈ H0, ∀κ ≥ 0.
Hence
N−(EH0,2G) ≤ N−(Eκ,G),
where
Eκ,G[u] :=
∫
R
|u′(t)|2 dt+ κ
∫
R
|u(t)|2
|t|2 dt− 2(4κ+ 1)
∫
R
G(t)|u(t)|2 dt, (32)
Dom (Eκ,G) = H0 ∩ L2 (R, G(t)dt) .
It follows from the above that
N−(ER,2V ) ≤ N−(Eκ,G) + 1. (33)
We estimate N−(Eκ,G) by partitioning R into the intervals
In := [2
n−1, 2n], n > 0, I0 := [−1, 1], In := [−2|n|,−2|n|−1], n < 0,
and by using the variational principle to obtain
N−(Eκ,G) ≤
∑
n∈Z
N−(Eκ,G,n), (34)
where
Eκ,G,n[u] :=
∫
In
|u′|2 dt + κ
∫
In
|u|2
|t|2 dt− 2(4κ+ 1)
∫
In
G|u|2 dt,
Dom(Eκ,G,n) =W 12 (In) ∩ L2 (In, G(t)dt) , n ∈ Z \ {0},
Dom(Eκ,G,0) = {u ∈ W 12 (I0) : u(0) = 0} ∩ L2 (I0, G(t)dt) .
Let n > 0. For any N ∈ N, there exists a subspace FN ∈ Dom(Eκ,G,n) of
co-dimension N such that∫
In
G|u|2 dt ≤
( |In|
N2
∫
In
Gdt
)∫
In
|u′|2 dt, ∀u ∈ FN
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(see [31, the proof of Proposition 4.2 in Appendix]). If
2(4κ+ 1)
|In|
N2
∫
In
Gdt ≤ 1,
then Eκ,G,n[u] ≥ 0, ∀u ∈ FN , and N−(Eκ,G,n) ≤ N . Let
An :=
∫
In
|t|G(t) dt, n 6= 0, A0 :=
∫
I0
G(t) dt. (35)
Since |In|
∫
In
Gdt ≤ An, n 6= 0, it follows from the above that
2(4κ+ 1)An ≤ N2 =⇒ N−(Eκ,G,n) ≤ N.
Hence
N−(Eκ,G,n) ≤
⌈√
2(4κ+ 1)An
⌉
, (36)
where ⌈·⌉ denotes the ceiling function, i.e. ⌈a⌉ is the smallest integer not less
than a. The right-hand side of this estimate is at least 1, so one cannot feed it
straight into (34). One needs to find conditions under which N−(Eκ,G,n) = 0.
It follows from (83), (85) that∫
In
G|u|2 dt ≤ AnC(κ)
(∫
In
|u′|2 dt+ κ
∫
In
|u|2
|t|2 dt
)
,
where
C(κ) =
1
2κ
(
1 +
√
1 + 4κ
2
√
1+4κ + 1
2
√
1+4κ − 1
)
.
Hence N−(Eκ,G,n) = 0, i.e. Eκ,G,n ≥ 0, provided An ≤ Φ(κ), where
Φ(κ) :=
κ
4κ+ 1
(
1 +
√
4κ + 1
2
√
4κ+1 + 1
2
√
4κ+1 − 1
)−1
. (37)
The above estimates for N−(Eκ,G,n) clearly hold for n < 0 as well, but the
case n = 0 requires some changes. Since u(0) = 0 for any u ∈ Dom(Eκ,G,0),
one can use the same argument as the one leading to (36), but with two
differences: a) FN can be chosen to be of co-dimension N − 1, and b)
|I0|
∫
I0
Gdt = 2A0. This gives the following analogue of (36)
N−(Eκ,G,0) ≤
⌈
2
√
(4κ+ 1)A0
⌉
− 1 < 2
√
(4κ+ 1)A0 .
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In particular, N−(Eκ,G,0) = 0 if A0 ≤ 1/(4(4κ+1)). Using Remark 10.2, one
can easily see that the implication An ≤ Φ(κ) =⇒ N−(Eκ,G,n) = 0 remains
true for n = 0. Now it follows from (33), (34) that
N−(ER,2V ) ≤ 1+
∑
{n∈Z\{0}: An>Φ(κ)}
⌈√
2(4κ+ 1)An
⌉
+2
√
(4κ+ 1)A0 , (38)
and one can drop the last term in A0 ≤ Φ(κ). The presence of the parameter
κ in this estimate allows a degree of flexibility. In order to decrease the
number of terms in the sum in the right-hand side, one should choose κ in
such a way that Φ(κ) is close to its maximum. A Mathematica calculation
shows that the maximum is approximately 0.046 and is achieved at κ ≈ 1.559.
For values of κ close to 1.559, one has
An > Φ(κ) =⇒
√
2(4κ+ 1)An >
√
2(4κ+ 1)Φ(κ) ≈ 0.816.
Since ⌈a⌉ ≤ 2a for a ≥ 1/2, (38) implies
N−(ER,2V ) ≤ 1 + 2
√
2(4κ+ 1)
∑
An>Φ(κ)
√
An
with κ ≈ 1.559. Hence
N−(ER,2V ) ≤ 1 + 7.61
∑
An>0.046
√
An .
Let us rewrite this estimate in terms of the original potential V . Set
Un := {x ∈ R2 : e2n−1 < |x| < e2n}, n > 0,
U0 := {x ∈ R2 : e−1 < |x| < e}, (39)
Un := {x ∈ R2 : e−2|n| < |x| < e−2|n|−1}, n < 0,
and
A0 :=
∫
U0
V (x) dx, An :=
∫
Un
V (x)| ln |x|| dx, n 6= 0. (40)
Then it follows from (29), (35) that An = 2πAn, and we have
N−(ER,2V ) ≤ 1 + 3.04
∑
An>0.29
√
An .
Below, we will use the following less precise but nicer looking estimate
N−(ER,2V ) ≤ 1 + 4
∑
An>1/4
√
An . (41)
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Remark 5.2. To the best of my knowledge, estimates of this type (without
explicit constants) were first obtained by M. Birman and M. Solomyak for
Schro¨dinger-type operators of order 2ℓ in Rd with 2ℓ > d (see [6, §6]). A.
Grigor’yan and N. Nadirashvili ([10]) obtained an estimate of this type for
two-dimensional Schro¨dinger operators (see (50) below). The Grigor’yan-
Nadirashvili estimate is discussed in the next section.
Returning to (27), we need to estimate N−(EN ,2V ). To this end, we split R2
into the following unnuli
Ωn := {x ∈ R2 : en < |x| < en+1}, n ∈ Z. (42)
It follows from (26) that∫
Ωn
w(x) dx = 0, ∀w ∈ (I − P )W 12
(
R
2
)
, ∀n ∈ Z.
Hence the variational principle implies
N−(EN ,2V ) ≤
∑
n∈Z
N−(EN ,2V,n), (43)
where
EN ,2V,n[w] :=
∫
Ωn
|∇w(x)|2dx− 2
∫
Ωn
V (x)|w(x)|2dx, (44)
Dom (EN ,2V,n) =
{
w ∈ W 12 (Ωn) ∩ L2 (Ωn, V (x)dx) :
∫
Ωn
w dx = 0
}
.
It is clear that x 7→ enx maps U0 onto Un. So, any estimate for N−(EN ,2V,0)
that has the right scaling leads to an estimate for N−(EN ,2V,n), and then an
estimate for N−(EV ) follows from (27), (41) and (43).
6 A Grigor’yan-Nadirashvili type estimate
Let
Bn := ‖V ‖(av)B,Ωn, Bn :=
(∫
Ωn
V p(x)|x|2(p−1) dx
)1/p
, p > 1, n ∈ Z (45)
(see (42)).
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Theorem 6.1. There exist constants C7 > 0 and c > 0 such that
N−(EV ) ≤ 1 + 4
∑
An>1/4
√
An + C7
∑
Bn>c
Bn, ∀V ≥ 0 (46)
(see (39), (40)).
Proof. According to Theorem 4′ in [29] (see also Proposition 3 there), there
exists C7 > 0 such thatN−(EN ,2V,n) ≤ C7Bn, ∀n ∈ Z (see (44)). In particular,
N−(EN ,2V,n) = 0 if Bn < 1/C7, and one can drop this term from the sum
in (43). Now it follows from (27), (41) and (43) that (46) holds for any
c < 1/C7.
Remark 6.2. The above result is closely related to the well known estimate
from [29]:
N−(EV ) ≤ 1 + C8
(
‖(An)n≥0‖1,∞ +
∞∑
n=0
Bn
)
, ∀V ≥ 0, (47)
where An = An, Bn = Bn for n ∈ N,
A0 :=
∫
Ω0
V (x)| ln |x|| dx, B0 = ‖V ‖(av)B,Ω0, Ω0 = {x ∈ R2 : |x| ≤ e}, (48)
and
‖(an)n≥0‖1,∞ := sup
s>0
(
s card {n ≥ 0 : |an| > s}
)
.
Note that ∑
{n≤0: Bn>c}
Bn ≤
∑
n≤0
Bn ≤ B0
(see [29, Lemma 3]), and that
∑
|an|>c
√
|an| =
∑
|an|>c
∫ |an|
0
1
2
s−1/2ds
=
1
2
∫ ∞
0
s−1/2 card {n ≥ 0 : |an| > s & |an| > c} ds
≤ 1
2
∫ ∞
0
s−1/2
‖(an)n≥0‖1,∞
max{s, c} ds (49)
=
‖(an)n≥0‖1,∞
2
(∫ c
0
s−1/2
c
ds+
∫ ∞
c
s−3/2ds
)
=
2√
c
‖(an)n≥0‖1,∞ .
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Hence ∑
{n∈Z\{0}: An>c}
√
An =
∑
{n<0: An>c}
√
An +
∑
{n>0: An>c}
√
An
≤ 1√
c
∑
n<0
An +
2√
c
‖(An)n>0‖1,∞ ≤
1√
c
A0 +
2√
c
‖(An)n>0‖1,∞
≤ 3√
c
‖(An)n≥0‖1,∞ .
It follows from the Ho¨lder inequality (see [18, Theorem 9.3]) that if A0 > c,
then √
A0 <
1√
c
A0 =
1√
c
∫
U0
V (x) dx ≤ 1√
c
∫
Ω0
V (x) dx
≤ 1√
c
‖V ‖B,Ω0‖1‖A,Ω0 ≤ const ‖V ‖(av)B,Ω0 = constB0.
So, (46) implies (47).
Remark 6.3. Theorem 6.1 is a slight improvement of Theorem 1.1 in [10]
where an analogue of (46) was obtained with Bn in place of Bn:
N−(EV ) ≤ 1 + C7
∑
{n∈Z: An>c}
√
An + C7
∑
{n∈Z: Bn>c}
Bn, ∀V ≥ 0. (50)
Indeed, let
∆ :=
{
x ∈ R2 : 1√
π(e2 − 1) < |x| <
e√
π(e2 − 1)
}
,
Rn := e
n
√
π(e2 − 1) ,
ξn : R
2 → R2, ξn(x) = Rnx, n ∈ Z.
Then |∆| = 1, ξn(∆) = Ωn and it follows from [29, (7)] and [18, §13] that
Bn = ‖V ‖(av)B,Ωn = |Ωn|‖V ◦ ξn‖B,∆ ≤ C(p)|Ωn|‖V ◦ ξn‖Lp(∆)
= C(p)R2nR
−2/p
n ‖V ‖Lp(Ωn) = C(p)R2−2/pn
(∫
Ωn
V p(x)dx
)1/p
≤ C(p) (π(e2 − 1))1−1/p(∫
{en<|x|<en+1}
V p(x)|x|2(p−1) dx
)1/p
= C(p)
(
π(e2 − 1))1−1/pBn, p > 1.
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Note that the optimal constantM(p) in the inequality ‖f‖(B,∆) ≤M(p)‖f‖Lp(∆)
has the following asymptotics:
M(p) =
1
e(p− 1) −
1
e
ln
1
p− 1 +O(1) as p→ 1, p > 1. (51)
Indeed, an elementary analysis shows that the fraction
B(t)
tp
=
(1 + t) ln(1 + t)− t
tp
, t > 0, 1 < p ≤ 2,
achieves its maximum at a point
tp = exp
(
p
p− 1 + o(1)
)
as p→ 1,
where its value is
m(p) =
1
e(p− 1) +O(1) as p→ 1.
Hence∫
∆
B
( |f(x)|
m(p)1/p‖f‖Lp(∆)
)
dx ≤ m(p)
∫
∆
∣∣∣∣ f(x)m(p)1/p‖f‖Lp(∆)
∣∣∣∣
p
dx = 1,
and ‖f‖(B,∆) ≤ m(p)1/p‖f‖Lp(∆). On the other hand, take any subset ∆p ⊂ ∆
such that |∆p| = (m(p)tpp)−1, and define the function fp by fp(x) = tp if
x ∈ ∆p and fp(x) = 0 if x ∈ ∆ \∆p. Then ‖fp‖Lp(∆) = m(p)−1/p and∫
∆
B(fp(x)) dx = m(p)
∫
∆
|fp(x)|p dx = 1 =⇒
‖fp‖(B,∆) = 1 = m(p)1/p‖fp‖Lp(∆).
Hence the optimal constant is
M(p) = m(p)1/p =
(
1
e(p− 1) +O(1)
)1/p
=
(
1
e(p− 1) +O(1)
)
exp
(
1− p
p
ln
(
1
e(p− 1) +O(1)
))
=
(
1
e(p− 1) +O(1)
)(
1 + (1− p) ln 1
p− 1 +O(p− 1)
)
=
1
e(p− 1) −
1
e
ln
1
p− 1 +O(1) as p→ 1.
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7 A Laptev-Netrusov-Solomyak type estimate
We denote the polar coordinates in R2 by (r, ϑ), r ∈ R+, ϑ ∈ S := (−π, π].
Let I ⊆ R+ be a nonempty open interval and let
ΩI := {x ∈ R2 : |x| ∈ I}.
We denote by L1 (I, LB(S)) the space of measurable functions f : ΩI → C
such that
‖f‖L1(I,LB(S)) :=
∫
I
‖f(r, ·)‖B,S rdr < +∞. (52)
Let
In := (en, en+1), Dn := ‖V ‖L1(In,LB(S)), n ∈ Z. (53)
Theorem 7.1. There exist constants C9 > 0 and c > 0 such that
N−(EV ) ≤ 1 + 4
∑
An>1/4
√
An + C9
∑
Dn>c
Dn , ∀V ≥ 0 (54)
(see (39), (40)).
Remark 7.2. It is clear that∑
{n∈Z: Dn>c}
Dn ≤
∑
n∈Z
Dn = ‖V ‖L1(R+,LB(S)).
It follows from (49) that
∑
{n∈Z: An>c}
√
An ≤ 2√
c
‖(An)n∈Z‖1,∞ .
Hence (54) implies
N−(EV ) ≤ 1 + C10
(
‖(An)n∈Z‖1,∞ + ‖V ‖L1(R+,LB(S))
)
, ∀V ≥ 0, (55)
which, in turn, implies the following estimate obtained in [21] (see also [19]):
N−(EV ) ≤ 1 + C11
(
‖(An)n∈Z‖1,∞ +
∫
R+
(∫
S
|V (r, ϑ)|pdϑ
)1/p
rdr
)
, (56)
where p > 1 and C11 = O(1/(p−1)) as p→ 1 (see (51)). In fact, the estimate
obtained in [21] has a slightly different form:
N−(EV ) ≤ 1 + C12
(
‖(An)n∈Z‖1,∞ +
∫
R+
(∫
S
|VN (r, ϑ)|pdϑ
)1/p
rdr
)
, (57)
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where
VN (r, ϑ) := V (r, ϑ)− VR(r), VR(r) := 1
2π
∫
S
V (r, ϑ)dϑ.
Since∣∣∣∣∣
∫
R+
(∫
S
|V (r, ϑ)|pdϑ
)1/p
rdr −
∫
R+
(∫
S
|VN (r, ϑ)|pdϑ
)1/p
rdr
∣∣∣∣∣
≤
∫
R+
(∫
S
|VR(r)|pdϑ
)1/p
rdr = (2π)1/p
∫
R+
VR(r) rdr
= (2π)1/p−1
∫
R2
V (x) dx = (2π)1/p−1
∑
n∈Z
∫
Un
V (x) dx
≤ const
∑
n∈Z
2−|n|An ≤ const sup
n∈Z
An ≤ const ‖(An)n∈Z‖1,∞ ,
estimates (56) and (57) are equivalent to each other. An advantage of the
latter is that it separates the contribution of the radial part VR of V from
that of the non-radial part VN (see [21]). Similarly to the above, one can
easily show that∣∣‖V ‖L1(R+,LB(S)) − ‖VN‖L1(R+,LB(S))∣∣ ≤ const sup
n∈Z
An (58)
≤ const ‖(An)n∈Z‖1,∞ ,
and hence (55) is equivalent to
N−(EV ) ≤ 1 + C13
(
‖(An)n∈Z‖1,∞ + ‖VN‖L1(R+,LB(S))
)
, ∀V ≥ 0. (59)
Let I1, I2 ⊆ R be nonempty open intervals. We denote by L1 (I1, LB(I2)) the
space of measurable functions f : I1 × I2 → C such that
‖f‖L1(I1,LB(I2)) :=
∫
I1
‖f(x1, ·)‖(av)B,I2 dx1 < +∞ (60)
(see (7)).
Lemma 7.3. (Cf. [29, Lemma 1]) Consider an affine transformation
ξ : R2 → R2, ξ(x) := Ax+ x0, A =
(
R1 0
0 R2
)
, R1, R2 > 0, x
0 ∈ R2.
Let I1 × I2 = ξ(J1 × J2). Then
1
|I1 × I2| ‖f‖L1(I1,LB(I2)) =
1
|J1 × J2| ‖f ◦ ξ‖L1(J1,LB(J2)),
∀f ∈ L1 (I1, LB(I2)) .
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Proof.
1
|I1 × I2| ‖f‖L1(I1,LB(I2)) =
1
|I1 × I2|
∫
I1
‖f(y1, ·)‖(av)B,I2 dy1
=
R1
|I1 × I2|
∫
J1
‖f(R1x1 + x01, ·)‖(av)B,I2 dx1
=
R1R2
|I1 × I2|
∫
J1
‖f(R1x1 + x01, R2 ·+x02)‖(av)B,J2 dx1
=
1
|J1 × J2| ‖f ◦ ξ‖L1(J1,LB(J2))
(see [29, Lemma 1]).
Lemma 7.4. (Cf. [29, Lemma 3]) Let rectangles I1,k × I2,k, k = 1, . . . , n be
pairwise disjoint subsets of I1 × I2. Then
n∑
k=1
‖f‖L1(I1,k,LB(I2,k)) ≤ ‖f‖L1(I1,LB(I2)), ∀f ∈ L1 (I1, LB(I2)) . (61)
Proof. Let us label the endpoints of the intervals I1 and I1,k, k = 1, . . . , n in
the increasing order a1 < a2 < · · · < aN . Here N ≤ 2(n + 1) and N may be
strictly less than 2(n+ 1) as some of these endpoints may coincide. Then
n∑
k=1
‖f‖L1(I1,k,LB(I2,k)) =
n∑
k=1
∫
I1,k
‖f(x1, ·)‖(av)B,I2,k dx1
=
n∑
k=1
∑
(aj ,aj+1)⊆I1,k
∫ aj+1
aj
‖f(x1, ·)‖(av)B,I2,k dx1
=
N−1∑
j=1
∫ aj+1
aj
∑
{k: I1,k⊇(aj ,aj+1)}
‖f(x1, ·)‖(av)B,I2,k dx1
≤
N−1∑
j=1
∫ aj+1
aj
‖f(x1, ·)‖(av)B,I2 dx1 =
∫
I1
‖f(x1, ·)‖(av)B,I2 dx1 = ‖f‖L1(I1,LB(I2)).
The inequality above follows from Lemma 3 in [29] and from the implication
I1,k ⊇ (aj, aj+1), I1,m ⊇ (aj , aj+1), k 6= m =⇒ I2,k ∩ I2,m = ∅,
which holds because the rectangles I1,k × I2,k, k = 1, . . . , n are pairwise
disjoint.
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Let Q := (0, 1)2 and I := (0, 1). We will also use the following notation:
wS :=
1
|S|
∫
S
w(x) dx,
where S ⊆ R2 is a set of a finite positive two dimensional Lebesgue measure
|S|.
Lemma 7.5. (Cf. [29, Lemma 2]) There exists C14 > 0 such that for any
nonempty open intervals I1, I2 ⊆ R of lengths R1 and R2 respectively, any
w ∈ W 12 (I1 × I2) ∩ C
(
I1 × I2
)
with wI1×I2 = 0, and any V ∈ L1 (I1, LB(I2)),
V ≥ 0 the following inequality holds:∫
I1×I2
V (x)|w(x)|2 dx
≤ C14max
{
R1
R2
,
R2
R1
}
‖V ‖L1(I1,LB(I2))
∫
I1×I2
|∇w(x)|2 dx. (62)
Proof. Let us start with the case I1 = I2 = I, R1 = R2 = 1. There exists
C15 > 0 such that
sup
x1∈I
∥∥w2(x1, ·)∥∥A,I ≤ C15‖w‖2W 12 (Q), ∀w ∈ W 12 (Q) ∩ C (Q)
(see (8)). This can be proved by applying the trace theorem (see, e.g., [1,
Theorems 4.32 and 7.53]) and then using the Yudovich–Pohozhaev–Trudinger
embedding theorem for H
1/2
2 (see [12], [27] and [24, Lemma 1.2.4], [1, 8.25])
or, in one go, by applying a trace inequality of the Yudovich–Pohozhaev–
Trudinger type (see [23, Corollary 11.8/2]; a sharp result can be found in
[8]).
Next, we use the Poincare´ inequality (see, e.g., [23, 1.11.1]): there exists
C16 > 0 such that∫
Q
(w(x)− wQ)2 dx = inf
a∈R
∫
Q
(w(x)− a)2 dx ≤ C16
∫
Q
|∇w(x)|2 dx,
∀w ∈ W 12 (Q).
Hence
sup
x1∈I
∥∥w2(x1, ·)∥∥A,I ≤ C14
∫
Q
|∇w(x)|2 dx, ∀w ∈ W 12 (Q) ∩ C
(
Q
)
, wQ = 0,
where C14 = C15(C16 + 1). Now, the Ho¨lder inequality (see [18, Theorem
9.3]) implies∫
Q
V (x)|w(x)|2 dx ≤ ‖V ‖L1(I,LB(I)) sup
x1∈I
∥∥w2(x1, ·)∥∥A,I
≤ C14‖V ‖L1(I,LB(I))
∫
Q
|∇w(x)|2 dx,
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i.e. (62) holds for I1 = I2 = I.
Consider now arbitrary intervals I1, I2 ⊆ R. Then I1× I2 = ξ(Q), where ξ is
the affine mapping from Lemma 7.3, and (62) can be derived from the above
inequality with the help of Lemma 7.3 and the inequality∫
Q
|∇(w ◦ ξ)(x)|2 dx ≤ max
{
R1
R2
,
R2
R1
}∫
I1×I2
|∇w(y)|2 dy
(see the the proof of Lemma 2 in [29]).
Lemma 7.6. (Cf. [29, Theorem 1]) For any V ∈ L1 (I, LB(I)), V ≥ 0 and
any n ∈ N there exists a finite cover of Q by rectangles Sk = I1,k × I2,k,
k = 1, . . . , n0 such that n0 ≤ n and∫
Q
V (x)|w(x)|2 dx ≤ C17n−1‖V ‖L1(I,LB(I))
∫
Q
|∇w(x)|2 dx (63)
for all w ∈ W 12 (Q) ∩ C
(
Q
)
with wSk = 0, k = 1, . . . , n0, where the constant
C17 does not depend on V .
Proof. According to the Besicovitch covering lemma (see, e.g., [13, Ch. I.
Theorem 1.1]), there exists a constant ν ∈ N such that any cover {∆x}x∈Q
of Q by closed squares ∆x centered at x has a countable or a finite subcover
that can be split into ν families in such a way that any two squares belonging
to the same family are disjoint.
We can assume that n > ν, as otherwise one could take n0 = 1, Sk = Q and
get (63) with C17 ≥ νC14 directly from (62). For any x ∈ Q there exists a
closed square ∆x = I
0
1,x × I02,x centered at x such that
‖V ‖L1(I1,x,LB(I2,x)) = νn−1‖V ‖L1(I,LB(I)),
where
Ii,x := I
0
i,x ∩ [0, 1], i = 1, 2, i.e. I1,x × I2,x = ∆x ∩Q
(see [29, Lemma 4]). Let {∆xk} be the subcover from the Besicovitch covering
lemma and let Sk = I1,k × I2,k := I1,xk × I2,xk = ∆xk ∩Q. Then Ξ := {Sk} is
also a cover ofQ and, like {∆xk}, it can be split into ν families Ξl, l = 1, . . . , ν,
consisting of pairwise disjoint elements. Lemma 7.4 implies
νn−1‖V ‖L1(I,LB(I)) cardΞl =
∑
Sk∈Ξl
‖V ‖L1(I1,k,LB(I2,k)) ≤ ‖V ‖L1(I,LB(I)).
Hence cardΞl ≤ n/ν and
n0 := cardΞ =
ν∑
l=1
cardΞl ≤ νn/ν = n.
25
Take any w ∈ W 12 (Q) ∩ C
(
Q
)
with wSk = 0, k = 1, . . . , n0. Since the centre
of the square ∆xk belongs to Q, the ratio of the side lengths of the rectangle
Sk = ∆xk ∩Q is between 1/2 and 2. Hence it follows from Lemma 7.5 that∫
Q
V (x)|w(x)|2 dx ≤
n0∑
k=1
∫
Sk
V (x)|w(x)|2 dx
≤ 2C14
n0∑
k=1
‖V ‖L1(I1,k,LB(I2,k))
∫
Sk
|∇w(x)|2 dx
= 2C14νn
−1‖V ‖L1(I,LB(I))
n0∑
k=1
∫
Sk
|∇w(x)|2 dx
= 2C14νn
−1‖V ‖L1(I,LB(I))
ν∑
l=1
∑
Sk∈Ξl
∫
Sk
|∇w(x)|2 dx
= 2C14νn
−1‖V ‖L1(I,LB(I))
ν∑
l=1
∫
Q
|∇w(x)|2 dx
= C17n
−1‖V ‖L1(I,LB(I))
∫
Q
|∇w(x)|2 dx,
where C17 := 2C14ν
2.
Let
EV,0[w] :=
∫
Q
|∇w(x)|2dx− ∫
Q
V (x)|w(x)|2dx,
Dom(EV,0) = W 12 (Q) ∩ L2 (Q, V (x)dx) .
Lemma 7.7. (Cf. [29, Theorem 4])
N−(EV,0) ≤ C17‖V ‖L1(I,LB(I)) + 1, ∀V ≥ 0,
where C17 is the same as in Lemma 7.6.
Proof. Let n =
[
C17‖V ‖L1(I,LB(I))
]
+1 in Lemma 7.6. Take any linear subspace
L ⊂ Dom(EV,0) such that
dimL > [C17‖V ‖L1(I,LB(I))]+ 1.
Since n0 ≤ n, there exists w ∈ L \ {0} such that wSk = 0, k = 1, . . . , n0.
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Then
EV,0[w] =
∫
Q
|∇w(x)|2dx−
∫
Q
V (x)|w(x)|2dx
≥
∫
Q
|∇w(x)|2dx− C17‖V ‖L1(I,LB(I))[
C17‖V ‖L1(I,LB(I))
]
+ 1
∫
Q
|∇w(x)|2dx
≥
∫
Q
|∇w(x)|2dx−
∫
Q
|∇w(x)|2dx = 0.
Hence
N−(EV ) ≤
[
C17‖V ‖L1(I,LB(I))
]
+ 1 ≤ C17‖V ‖L1(I,LB(I)) + 1.
Let R > 0, I(R) := (R, eR), Ω(R) := {x ∈ R2 : R < |x| < eR} and
ERV [w] :=
∫
Ω(R)
|∇w(x)|2dx− ∫
Ω(R)
V (x)|w(x)|2dx,
Dom(ERV ) =
{
w ∈ W 12 (Ω(R)) ∩ L2 (Ω(R), V (x)dx) : wΩ(R) = 0
}
.
Lemma 7.8. (Cf. [29, Theorem 4′]) There exists C18 > 0 such that
N−(ERV ) ≤ C18‖V ‖L1(I(R),LB(S)), ∀V ≥ 0, ∀R > 0. (64)
Proof. We start with the case R = 1. Let S+ := (0, π), S− := (−π, 0),
Ω± := {(r cosϑ, r sin ϑ) ∈ R2 : 1 < r < e, ϑ ∈ S±}
E±V [w] :=
∫
Ω±
|∇w(x)|2dx− ∫
Ω±
V (x)|w(x)|2dx,
Dom (E±V ) =W 12 (Ω±) ∩ L2 (Ω±, V (x)dx) .
Then by the variational principle,
N−(E1V ) ≤ N−(E+V ) +N−(E−V ). (65)
(see, e.g., [10, Lemma 3.5]). Consider the diffeomorphisms ϕ± : Q→ Ω±,
ϕ±(y1, y2) =
((
1 + (e− 1)y1
)
cos(±πy2),
(
1 + (e− 1)y1
)
sin(±πy2)
)
.
The polar coordinates of ϕ±(y1, y2) are r = 1 + (e− 1)y1, ϑ = ±πy2.
Let
Vˆ±(y) := V (ϕ±(y)), w˜(y) := w(ϕ±(y)), w ∈ Dom(E±V ).
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There exist absolute constants C19 > 0 and C20 > 0 such that∫
Ω±
|∇w(x)|2dx ≥ 1
C19
∫
Q
|∇w˜(y)|2dy,∫
Ω±
V (x)|w(x)|2dx ≤ C20
∫
Q
Vˆ±(y)|w˜(y)|2dy.
Then Lemma 7.7 implies
N−(E±V ) ≤ N−(EC19C20Vˆ±,0) ≤ C17C19C20
∥∥∥Vˆ±∥∥∥
L1(I,LB(I))
+ 1.
Using [29, Lemma 1] one gets
∥∥∥Vˆ±∥∥∥
L1(I,LB(I))
=
∫
I
∥∥∥Vˆ±(y1, ·)∥∥∥(av)B,I dy1 = 1π(e− 1)
∫ e
1
‖V (r, ·)‖(av)B,S± dr.
Now it follows from (65), Lemma 2.1 and [29, Lemma 3] that
N−(E1V ) ≤ C21
∫ e
1
(
‖V (r, ·)‖(av)B,S+ + ‖V (r, ·)‖
(av)
B,S−
)
dr + 2
≤ C21
∫ e
1
‖V (r, ·)‖(av)B,S dr + 2 ≤ C21
∫ e
1
‖V (r, ·)‖(av)B,S rdr + 2 (66)
≤ 2πC21‖V ‖L1(I(1),LB(S)) + 2,
where C21 =
C17C19C20
π(e−1) .
Using the Yudovich–Pohozhaev–Trudinger embedding theorem, the Poincare´
inequality and the Ho¨lder inequality for Orlicz spaces as in the proof of
Lemma 7.5 one can prove the existence of a constant C22 > 0 such that∫
Ω(1)
V (x)|w(x)|2dx ≤ C22‖V ‖L1(I(1),LB(S))
∫
Ω(1)
|∇w(x)|2dx,
∀w ∈ Dom (E1V ).
If ‖V ‖L1(I(1),LB(S)) ≤ 1/C22, then
E1V [w] ≥ 0, ∀w ∈ Dom(E1V ),
i.e. N−(E1V ) = 0. Combining this with (66) one gets the existence of a
constant C18 > 0 for which (64) holds in the case R = 1. The case of a
general R is reduced to R = 1 in the standard way with the help of the
scaling x 7→ Rx (cf. the proof of Theorem 4′ in [29]).
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Proof of Theorem 7.1. The theorem is proved in the same way as Theorem
6.1 (see (27), (41) and (43)). One only needs to use Lemma 7.8 instead of
Theorem 4′ of [29].
Remark 7.9. It has been observed by A. Laptev that interchanging the
roˆles of the variables y1 and y2 in the proof of Lemma 7.8 one can get an
analogue of (64) where the LB norm is taken with respect to the radial
variable, while the L1 norm is taken with respect to the angular one. Then
using the Birman-Solomyak method exactly as in the proofs of Theorems 6.1
and 7.1, one shows the existence of constants C23 > 0 and c > 0 such that
N−(EV ) ≤ 1 + 4
∑
An>1/4
√
An + C23
∑
Gn>c
Gn , ∀V ≥ 0, (67)
where
Gn := en
∫
S
‖V (·, ϑ)‖(av)B,In dϑ , n ∈ Z (68)
(cf. (52), (53)), and the factor en in front of the integral ensures the correct
scaling under the mapping x 7→ enx.
8 Comparison of various estimates
Let us start with comparing (11) and (47). Note first of all that (47) is
equivalent to
N−(EV ) ≤ 1 + C24
(
‖(An)n≥1‖1,∞ +
∞∑
n=0
Bn
)
, ∀V ≥ 0, (69)
where we have dropped the term A0. Indeed, the Ho¨lder inequality (see [28,
§3.3, (17)]) implies
A0 =
∫
|x|≤e
V (x)| ln |x|| dx ≤ ‖V ‖B,Ω0‖| ln | · ||‖(A,Ω0),∫
Ω0
A (| ln |x||) dx ≤
∫
|x|≤1
eln
1
|x| dx+
∫
1<|x|≤e
eln |x| dx
=
∫
|x|≤1
1
|x| dx+
∫
1<|x|≤e
|x| dx
=
∫ π
−π
∫ 1
0
1 drdϑ+
∫ π
−π
∫ e
1
r2 drdϑ =
2π
3
(e3 + 2) =: C25.
Hence
‖| ln | · ||‖(A,Ω0) ≤ C25
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(see (4)) and
A0 ≤ C25‖V ‖B,Ω0 ≤ C25‖V ‖(av)B,Ω0 = C25B0. (70)
It is clear that
‖(An)n≥1‖1,∞ ≤ ‖(An)n≥1‖1 =
∞∑
n=1
∫
Un
V (x) ln |x| dx
=
∫
|x|>e
V (x) ln |x| dx ≤
∫
R2
V (x) ln(1 + |x|) dx. (71)
It is also easy to see that if
V (x) =


1
2π|x|2(ln |x|)2 ln ln |x| , |x| ≥ e2,
0, x| < e2,
(72)
then An = ln
(
1 + 1
n−1
)
= 1
n
+O (n−2), n ≥ 2, and the left-hand side of (71)
is finite, while the right-hand side is infinite.
On the other hand,
∞∑
n=0
Bn ≥ ‖V ‖B,Ω0 +
∞∑
n=1
‖V ‖B,Ωn ≥ ‖V ‖B,R2, (73)
where the last estimate follows from the triangle inequality applied to f =
fχΩ0 +
∑∞
n=1 fχΩn with χΩ(x) := 1 for x ∈ Ω and χΩ(x) := 0 for x 6∈ Ω. It
is not difficult to show that there exist a V for which the left-hand side of
(73) is infinite while the middle term is finite, and a V for which the middle
term is infinite while the right-hand side is finite. Indeed, let V (x) = 1|x|2 for
|x| ≥ e and V (x) = 0 for |x| < e. Then using [29, (7)] and the notation from
Remark 6.3 one gets
∞∑
n=1
Bn =
∞∑
n=1
Bn ≥
∞∑
n=1
e−2(n+1)‖1‖(av)B,Ωn =
∞∑
n=1
e−2(n+1)|Ωn|‖1‖B,∆
= ‖1‖B,∆
∞∑
n=1
π
(
1− 1
e2
)
= +∞.
On the other hand, [18, (9.11)] and Lemma 2.3 imply
∞∑
n=1
‖V ‖B,Ωn ≤
∞∑
n=1
e−2n‖1‖B,Ωn =
∞∑
n=1
e−2n|Ωn|A−1
(
1
|Ωn|
)
≤
∞∑
n=1
e−2n
√
2|Ωn| =
∞∑
n=1
e−n
√
2π(e2 − 1) < +∞.
30
Take now V (x) = 1|x| ln |x| for |x| ≥ e and V (x) = 0 for |x| < e. Then
∞∑
n=1
‖V ‖B,Ωn ≥
∞∑
n=1
e−(n+1)
n + 1
‖1‖B,Ωn =
∞∑
n=1
e−(n+1)
n + 1
|Ωn|A−1
(
1
|Ωn|
)
≥
∞∑
n=1
e−(n+1)
n + 1
√
2
e
|Ωn| =
∞∑
n=1
1
n+ 1
√
2π
e
(
1− 1
e2
)
= +∞,
while∫
R2
B (V (x)) dx =
∫
|x|≥e
B
(
1
|x| ln |x|
)
dx = 2π
∫
r≥e
B
(
1
r ln r
)
rdr
≤ π
∫
r≥e
1
r ln2 r
dr = π
(see Lemma 2.3) and hence ‖V ‖B,R2 <∞.
The above discussion of (71) and (73) may give one an impression that neither
of (11) and (47) is stronger than the other one. It turns out that this is not
the case, and it follows from (70), (71) and Lemmas 2.1, 2.5 and 8.1 (see
below) that (47) is actually stronger than (11). Indeed,
‖(An)n≥0‖1,∞ +
∞∑
n=0
Bn ≤ const
(
‖(An)n≥1‖1,∞ +
∞∑
n=0
Bn
)
≤ const
(∫
R2
V (x) ln(1 + |x|) dx+ πe2‖V ‖B,Ω0
+
∞∑
n=1
‖V ‖B,Ωn +
∞∑
n=1
ln
(
7
2
|Ωn|
) ∫
Ωn
V (x) dx
)
(74)
≤ const
(∫
R2
V (x) ln(1 + |x|) dx+ ‖V ‖B,R2 +
∫
|x|>e
V (x) ln ln |x| dx
)
≤ const
(
‖V ‖B,R2 +
∫
R2
V (x) ln(1 + |x|) dx
)
, ∀V ≥ 0.
Note that for V given by (72) one has
∞∑
n=0
Bn =
∞∑
n=2
Bn ≤
∞∑
n=2
1
2πe2nn2 lnn
‖1‖(av)B,Ωn = ‖1‖B,∆
∞∑
n=2
|Ωn|
2πe2nn2 lnn
= ‖1‖B,∆
∞∑
n=2
e2 − 1
2n2 lnn
< +∞.
Hence the right-hand side of (47) is finite for this V while the right-hand
side of (11) is infinite. So, (47) is strictly stronger than (11).
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Lemma 8.1. There exists C26 > 0 such that
∞∑
n=1
‖V ‖B,Ωn ≤ C26
(
‖V ‖B,R2\Ω0 +
∫
|x|>e
V (x) ln ln |x| dx
)
, ∀V ≥ 0
(see (42), (48)).
Proof. Suppose first that ‖V ‖(B,R2\Ω0) = 1 and let
αn :=
∫
Ωn
B(V (x)) dx, κn := ‖V ‖(B,Ωn), n ∈ N.
Then ∞∑
n=1
αn =
∞∑
n=1
∫
Ωn
B(V (x)) dx =
∫
R2\Ω0
B(V (x)) dx = 1,
αn ≤ 1 =⇒ κn ≤ 1,
and
1 =
∫
Ωn
B
(
V (x)
κn
)
dx ≤
∫
Ωn
(
V (x)
κn
+ 2
V (x)
κn
ln+
V (x)
κn
)
dx
≤ 1
κn
∫
Ωn
(V (x) + 2V (x) ln+ V (x)) dx+
2
κn
ln
1
κn
‖V ‖L1(Ωn)
≤ 4
κn
αn +
1
κn
(
1 + 2 ln
1
κn
)
‖V ‖L1(Ωn)
(see Lemma 2.2). Hence
κn ≤ 4αn +
(
1 + 2 ln
1
κn
)
‖V ‖L1(Ωn)
and
∞∑
n=1
‖V ‖B,Ωn ≤ 2
∞∑
n=1
κn = 2
∑
κn≤1/n2
κn + 2
∑
κn>1/n2
κn
≤ 2
∞∑
n=1
1
n2
+ 8
∞∑
n=1
αn + 2
∞∑
n=1
(1 + 4 lnn)‖V ‖L1(Ωn)
=
π2
3
+ 8 + 2
∞∑
n=1
(1 + 4 lnn)
∫
en<|x|<en+1
V (x) dx
≤ π
2
3
+ 8 + 2
∫
|x|>e
V (x)(1 + 4 ln ln |x|) dx
≤ C26
(
‖V ‖B,R2\Ω0 +
∫
|x|>e
V (x) ln ln |x| dx
)
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(see (3)). The case of a general V is reduced to ‖V ‖(B,R2\Ω0) = 1 by the
scaling V 7→ tV , t > 0.
Let us now show that each of (54) and (67) implies (46) (with a different c).
Suppose ‖V ‖(B,Ω0) = 1. It follows from (3), (6) and Lemma 2.1 that
D0 =
∫ e
1
‖V (r, ·)‖B,S rdr ≤ 2
∫ e
1
(
1 +
∫
S
B(V (r, ϑ)) dϑ
)
rdr
≤ (e2 − 1) + 2
∫
Ω0
B(V (x)) dx = e2 + 1 = (e2 + 1)‖V ‖(B,Ω0)
≤ (e2 + 1)‖V ‖B,Ω0 ≤ (e2 + 1)‖V ‖(av)B,Ω0 = (e2 + 1)B0,
G0 =
∫
S
‖V (·, ϑ)‖(av)B,I0 dϑ ≤ 2(e− 1)
∫
S
(
1 +
∫ e
1
B(V (r, ϑ)) dr
)
dϑ
≤ 2(e− 1)
(
2π +
∫
Ω0
B(V (x)) dx
)
= 2(e− 1)(2π + 1)
= 2(e− 1)(2π + 1)‖V ‖(B,Ω0) ≤ 2(e− 1)(2π + 1)B0 =: C27B0.
The scaling V 7→ tV , t > 0 allows one to extend the inequalities D0 ≤
(e2+1)B0 and G0 ≤ C27B0 to arbitrary V ≥ 0. Using the scaling x 7→ enx of
the independent variable and [29, Lemma 1], one gets Dn ≤ (e2 + 1)Bn and
Gn ≤ C27Bn, ∀n ∈ Z. Hence∑
{n∈Z: Dn>c}
Dn ≤ (e2 + 1)
∑
{n∈Z: Dn>c}
Bn ≤ (e2 + 1)
∑
{n∈Z: Bn>c/(e2+1)}
Bn ,
∑
{n∈Z: Gn>c}
Gn ≤ C27
∑
{n∈Z: Gn>c}
Bn ≤ C27
∑
{n∈Z: Bn>c/C27}
Bn .
Similarly,
‖V ‖L1(R+,LB(S)) =
∑
n∈Z
Dn ≤ (e2 + 1)
∑
n∈Z
Bn,
and (55) implies (47).
Putting together what we have obtained so far, we get the diagram below.
For the convenience of the reader, we precede the diagram with a list of the
estimates discussed above:
N−(EV ) ≤ C
(
‖V ‖B,R2 +
∫
R2
V (x) ln(1 + |x|) dx
)
+ 1, (11)
N−(EV ) ≤ C6
(∫
R2
V (x) ln(2 + |x|) dx+
∫
R2
V∗(|x|) ln+ 1|x| dx
)
+ 1, (22)
33
N−(EV ) ≤ c1
∫
R2
V∗(|x|) ln+ 1|x| dx+ c2
∫
R2
V (x) ln+ |x| dx + c3
∫
R2
V (x) dx + 1, (23)
N−(EV ) ≤ 1 + 4
∑
An>1/4
√
An + C7
∑
Bn>c
Bn, (46)
N−(EV ) ≤ 1 + C8
(
‖(An)n≥0‖1,∞ +
∞∑
n=0
Bn
)
, (47)
N−(EV ) ≤ 1 + C7
∑
{n∈Z: An>c}
√
An + C7
∑
{n∈Z: Bn>c}
Bn, (50)
N−(EV ) ≤ 1 + 4
∑
An>1/4
√
An + C9
∑
Dn>c
Dn, (54)
N−(EV ) ≤ 1 + C10
(
‖(An)n∈Z‖1,∞ + ‖V ‖L1(R+,LB(S))
)
, (55)
N−(EV ) ≤ 1 + C11
(
‖(An)n∈Z‖1,∞ +
∫
R+
(∫
S
|V (r, ϑ)|pdϑ
)1/p
rdr
)
, (56)
N−(EV ) ≤ 1 + C12
(
‖(An)n∈Z‖1,∞ +
∫
R+
(∫
S
|VN (r, ϑ)|pdϑ
)1/p
rdr
)
, (57)
N−(EV ) ≤ 1 + C13
(
‖(An)n∈Z‖1,∞ + ‖VN ‖L1(R+,LB(S))
)
, (59)
N−(EV ) ≤ 1 + 4
∑
An>1/4
√
An + C23
∑
Gn>c
Gn , (67)
where
A0 :=
∫
U0
V (x) dx, An :=
∫
Un
V (x)| ln |x|| dx, n 6= 0,
Bn := ‖V ‖(av)B,Ωn , Bn :=
(∫
Ωn
V p(x)|x|2(p−1) dx
)1/p
,
An = An, Bn = Bn, n ∈ N,
A0 :=
∫
Ω0
V (x)| ln |x|| dx, B0 = ‖V ‖(av)B,Ω0 , Ω0 = {x ∈ R2 : |x| ≤ e},
Dn := ‖V ‖L1(In,LB(S)), Gn := en
∫
S
‖V (·, ϑ)‖(av)B,In dϑ , In := (en, en+1), n ∈ Z,
1 < p <∞, and Un, Ωn are defined in (39), (42). Estimate (23) was conjectured by N.N.
Khuri, A. Martin and T.T. Wu in [17], (47) was proved by M. Solomyak in [29], (50) was
obtained by A. Grigor’yan and N. Nadirashvili in [10], (57) was proved by A. Laptev and
M. Solomyak in [21], and (67) was proposed by A. Laptev (see Remark 7.9).
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(54) =⇒ (55) ⇐⇒ (59) =⇒ (56) ⇐⇒ (57)
w w
(67) =⇒ (46) =⇒ (47) =⇒ (11) ⇐⇒ (22) ⇐⇒ (23)
w
(50)
Our next task is to show that no other implication holds between the es-
timates in the above diagram. Suppose V (r, ϑ) = V1(r)V2(ϑ). If V2 ≡ 1,
V1(r) =
α
r2(1+ln2 r)
and α > 0 is sufficiently small, then the right-hand side
of (50) equals 1 while ‖(An)n∈N‖1,∞ = +∞ (see [10]). Hence (55) does not
imply (50).
Suppose now suppV1 ⊆ [1, e]. If V2 ≡ 1 and V1 ∈ L1([1, e]) \ LB([1, e]), e.g.
V1(r) =
1
(r−1)(1+ln2(r−1)) , then the right-hand side of (67) is infinite, while
the right-hand side of (57) is finite. Hence (67) does not imply (56), (57). If
V2 ≡ 1 and V1 ∈ LB([1, e])\∪p>1Lp([1, e]), e.g. V1(r) = 1(r−1)(1+| ln(r−1)|3) , then
the right-hand side of (50) is infinite, while the right-hand side of (11) is finite.
Hence (50) does not imply (11). If V1 ≡ 1 on [1, e] and V2 ∈ L1(S)\LB(S), e.g.
V2(ϑ) =
1
|ϑ|(1+ln2 |ϑ|) , then then the right-hand side of (54) is infinite, while
the right-hand side of (67) is finite. Hence (54) does not imply (67). Finally,
if V1 ≡ 1 on [1, e] and V2 ∈ LB(S) \ ∪p>1Lp(S), e.g. V2(ϑ) = 1|ϑ|(1+| ln |ϑ||3) ,
then the right-hand side of (56) is infinite, while the right-hand side of (11)
is finite. Hence (56) does not imply (11).
9 Concluding remarks
Using estimate (59), one can prove that Theorem 1.1 and Proposition 1.2 in
[21] remain true if one substitutes the condition VN ∈ L1 (R+, Lp(S)), p > 1
with
VN ∈ L1 (R+, LB(S)) . (75)
In particular, if (75) is satisfied, then the Weyl-type asymptotic formula
lim
α→+∞
α−1N−(EαV ) = 1
4π
∫
R2
V (x) dx
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holds if and only if
lim
s→0+
s card {n ∈ Z : An > s} = 0 (76)
(see (40)). One can also prove that, if (75) is satisfied, then N−(EαV ) = O(α)
as α→ +∞ if and only if ‖(An)n∈Z‖1,∞ <∞ (cf. [20, Theorem 1.1]; see also
Remark 9.3 below). The last result and (54) imply that if∑
{n∈Z: αAn>c}
√
αAn = O(α) as α→ +∞,
then ‖(An)n∈Z‖1,∞ <∞. This implication is a special case (q = 1, σ = 1/2)
of the following result on sequences of numbers an, n ∈ Z: if q > σ > 0, then∑
{n∈Z: α|an|>c}
(α|an|)σ = O(αq) as α→ +∞ (77)
⇐⇒ card {n ∈ Z : |an| > s} = O(s−q) as s→ 0 + . (78)
Indeed, if (78) holds, then one gets similarly to (49)
∑
α|an|>c
(α|an|)σ = ασ
∑
|an|>c/α
∫ |an|
0
σsσ−1ds
= σασ
∫ ∞
0
sσ−1 card {n ∈ Z : |an| > s & |an| > c/α} ds
= σασ
∫ c/α
0
sσ−1 card {n ∈ Z : |an| > c/α} ds
+σασ
∫ ∞
c/α
sσ−1 card {n ∈ Z : |an| > s} ds
= ασ O(αq)
∫ c/α
0
sσ−1 ds+ ασ O
(∫ ∞
c/α
sσ−1−q ds
)
= O(αq) as α→ +∞,
where the last two integrals exist due to the condition q > σ > 0. Suppose
now (77) holds. Then using the notation α = c/s one gets
card {n ∈ Z : |an| > s} = card {n ∈ Z : |an| > c/α}
≤ 1
cσ
∑
α|an|>c
(α|an|)σ = O(αq) = O(s−q) as s→ 0 + .
Let us return to the discussion of the necessity of (76) and ‖(An)n∈Z‖1,∞ <∞.
Neither of these conditions is necessary for N−(EV ) to be finite. Indeed, let
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V ≥ 0 be a radial potential such that (An)n∈Z ∈ ℓ∞(Z) \ ℓ1,∞(Z). Then it
follows from Theorem 7.1 that N−(EβV ) = 1 for sufficiently small β > 0,
although the above conditions are not satisfied for βV . It turns out that the
condition (An)n∈Z ∈ ℓ∞(Z) on the other hand is necessary for N−(EV ) to be
finite (Theorem 9.1), while ‖(An)n∈Z‖1,∞ < ∞ is necessary for N−(αV ) =
O (α) as α→ +∞ to hold (Theorem 9.2). Note that neither of these results
assumes that (75) is satisfied.
Theorem 9.1. Let V ≥ 0. Then
N−(EV ) ≥ 1
3
card {n ∈ Z : An ≥ 10π}. (79)
Proof. Let m ∈ Z be such that Am ≥ 10π and let r0 < r1 < r2 < r3 be the
radii of the boundary circles of the annuli Um−1, Um, Um+1. Consider the
function
wm(x) :=


0, |x| ≤ r0 or |x| ≥ r3,
1− ln(r1/|x|)
ln(r1/r0)
, r0 < |x| < r1,
1, r1 ≤ |x| ≤ r2,
ln(r3/|x|)
ln(r3/r2)
, r2 < |x| < r3.
It is easy to see that∫
R2
|∇wm(x)|2 dx = 2π
∫ r1
r0
1
(ln(r1/r0))2
1
r
dr + 2π
∫ r3
r2
1
(ln(r3/r2))2
1
r
dr
= 2π
(
1
ln(r1/r0)
+
1
ln(r3/r2)
)
=


2π
(
2−|m| + 22−|m|
)
, m ≤ −2 or m ≥ 2,
2π, m = ±1,
4π, m = 0
≤ 2π (2−|m| + 22−|m|) = 10π 2−|m|,
and the inequality is strict if m = 0,±1. Since wm(x) = 1 for x ∈ Um, one
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gets ∫
R2
V (x)|wm(x)|2 dx ≥
∫
Um
V (x)dx
≥


1
2|m|
∫
Um
V (x)| ln |x|| dx, m 6= 0,
A0, m = 0
=
Am
2|m|
≥ 10π 2−|m| ≥
∫
R2
|∇wm(x)|2 dx,
and the second inequality is strict if m 6= 0. Hence EV [wm] < 0 if Am ≥ 10π,
and (79) follows from the fact that wm and wk have disjoint supports if
|m− k| ≥ 3. Indeed, if the set Σ := {n ∈ Z : An ≥ 10π} is infinite, then it
contains infinitely many elements that lie at a distance at least 3 from each
other, and both sides of (79) are infinite. If the set Σ is nonempty and finite,
take
m1 := minΣ, mj+1 = min{n ∈ Σ : n ≥ mj + 3}, j = 1, . . .
and continue the process until the set on the right-hand side is empty. This
produces at least 1
3
cardΣ numbers and concludes the proof.
Theorem 9.2. Let V ≥ 0. If N−(αV ) = O (α) as α → +∞, then
‖(An)n∈Z‖1,∞ <∞.
Proof. This follows from the previous theorem. Indeed, if N−(αV ) ≤ Cα for
large α, then (79) implies
1
3
card {n ∈ Z : αAn ≥ 10π} ≤ Cα ⇐⇒
card {n ∈ Z : An ≥ 10π/α} ≤ 3Cα.
Hence we have (with s = 10π/α)
card {n ∈ Z : An ≥ s} ≤ C1s−1 for small s > 0,
where C1 = 30πC.
Remark 9.3. Suppose (75) holds. Then it follows from the above that
N−(EαV ) = O(αq), q ≥ 1 as α→ +∞ if and only if
card {n ∈ Z : An > s} = O(s−q) as s→ 0 + . (80)
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Indeed, if this equality holds, then it follows from (54), (58) and from the
equivalence of (77) and (78) that N−(EαV ) = O(αq). Conversely, if the latter
holds, then (79) with α = 10π/s implies
card {n ∈ Z : An > s} = card {n ∈ Z : αAn > 10π}
≤ 3N−(EαV ) = O(αq) = O(s−q) as s→ 0 + .
Note that none of the estimates in the paper is sharp in the sense thatN−(EV )
has to be infinite if the right-hand side is infinite. Indeed, the examples at
the end of Section 8 show that the right-hand side of (54) may be infinite
while N−(EV ) is finite due to (67), and the other way around: the right-hand
side of (67) may be infinite while N−(EV ) is finite due to (54). The same
argument shows that the finiteness of the right hand sides in these estimates
is not necessary even for N−(αV ) = O (α) as α→ +∞ to hold. On the other
hand, no estimate of the type
N−(EV ) ≤ const +
∫
R2
V (x)W (x) dx+ const ‖V ‖Ψ,R2 (81)
can hold with an Orlicz norm ‖ · ‖Ψ weaker than ‖ · ‖B, provided the weight
function W is bounded in a neighborhood of at least one point (cf. [29,
Section 4]). Indeed, let Ω be a bounded open set where W is bounded
and suppose Ψ(s)/B(s) → 0 as s → ∞. Let Φ be the complementary
function to Ψ. Then it follows from [15] and [18, Lemma 13.1] that there
exist wj ∈ W˚ 12 (Ω), j ∈ N such that ‖w‖W 12 (Ω) = 1 and ‖w2j‖Φ,Ω → ∞ as
j → ∞. The Banach-Steinhaus theorem and [18, Theorem 14.2] imply the
existence of v ∈ LΨ(Ω) such that the sequence∫
Ω
v(x)w2j (x) dx, j ∈ N
is unbounded. Define V ∈ LΨ (R2) by V (x) = |v(x)| for x ∈ Ω and V (x) = 0
for x 6∈ Ω. Then
Q(V ) := sup
‖w‖
W1
2
(R2)=1
∫
R2
V (x)|w(x)|2 dx =∞.
Since the quadratic form
∫
R2
V (x)|w(x)|2dx ≥ 0 is closable in W 12 (R2), it
corresponds to a nonnegative self-adjoint operator. Since Q(V ) = ∞, the
operator is unbounded, and it follows from the spectral theorem that there
exists an infinite-dimensional subspace F ⊂W 12 (R2) such that∫
R2
V (x)|w(x)|2dx > ‖w‖2W 1
2
(R2), ∀w ∈ F \ {0}.
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Hence N−(EV ) = ∞, but the right-hand side of (81) is finite. Below is a
more constructive proof of the same result.
Theorem 9.4. Let W ≥ 0 be bounded in a neighborhood of at least one point
and let Ψ be an N-function such that
lim
s→∞
Ψ(s)
B(s) = 0.
Then there exists a compactly supported V ≥ 0 such that∫
R2
V (x)W (x) dx+ ‖V ‖Ψ,R2 <∞
and N−(EV ) =∞.
Proof. Shifting the independent variable if necessary, we can assume that W
is bounded in a neighborhood of 0. Let r0 > 0 be such that W is bounded
in the open ball B(0, r0).
Let
γ(s) := sup
t≥s
Ψ(t)
B(t) .
Then γ is a non-increasing function, γ(s) → 0 as s → ∞, and Ψ(s) ≤
γ(s)B(s). Since Ψ is an N -function, Ψ(s)/s → ∞ as s → ∞ (see [18,
(1.16)]). Hence there exists s0 ≥ e such that Ψ(s) ≥ s and γ(s) ≤ 1 for
s ≥ s0.
Choose rk ∈ (0, 1/s0), k ∈ N in such a way that rk < 13 rk−1 and
∞∑
k=1
γ
(
1
rk
)
<∞.
It is easy to see that the open disks B(2rk, rk), k ∈ N lie in B(0, r0) and are
pairwise disjoint.
Let
tk :=
3
ln 1
rk
r−4k ,
V (x) :=
{
tk, x ∈ B (2rk, r2k) , k ∈ N,
0, otherwise.
Then
tk =
3
ln 1
rk
r−4k >
1
r3k ln
1
rk
r−1k >
1
rk
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and ∫
R2
Ψ(V (x)) dx =
∞∑
k=1
πr4kΨ(tk) ≤ π
∞∑
k=1
r4k γ(tk)B(tk)
< π
∞∑
k=1
r4k γ(tk)(1 + tk) ln(1 + tk) < 4π
∞∑
k=1
r4k γ(tk) tk ln tk
= 4π
∞∑
k=1
γ(tk)
3r4k
r4k ln
1
rk
ln
3
r4k ln
1
rk
< 4π
∞∑
k=1
γ(tk)
3
ln 1
rk
ln
3
r4k
< 72π
∞∑
k=1
γ(tk) ≤ 72π
∞∑
k=1
γ
(
1
rk
)
<∞.
Hence ‖V ‖Ψ,R2 <∞. Since tk > 1/rk ≥ s0, we have tk ≤ Ψ(tk) and∫
R2
V (x) dx ≤
∫
R2
Ψ(V (x)) dx <∞.
Taking into account that the support of V lies in B(0, r0) and that W is
bounded in B(0, r0), we get∫
R2
V (x)W (x) dx < +∞.
Let
wk(x) :=


1, |x− 2rk| ≤ r2k,
ln(rk/|x−2rk|)
ln(1/rk)
, r2k < |x− 2rk| ≤ rk,
0, |x− 2rk| > rk
(cf. [10]). Then ∫
R2
|∇wk(x)|2 dx = 2π
ln(1/rk)
and ∫
R2
V (x)|wk(x)|2 dx ≥
∫
B(2rk,r2k)
V (x) dx = πr4k tk =
3π
ln(1/rk)
.
Hence
EV [wk] < 0, ∀k ∈ N
and N−(EV ) =∞.
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It is probably difficult to obtain an estimate for N−(EV ) that is sharp in
the above sense, i.e. is such that N−(EV ) is infinite if the right-hand side
is infinite. Indeed, there are potentials V ≥ 0 such that N−(EαV ) < ∞ for
α < 1 and N−(EαV ) = ∞ for α > 1. For such potentials, N−(EV ) may be
finite or infinite and the following theorem shows that, in the latter case,
N−(EαV ) may grow arbitrarily fast or arbitrarily slow as α→ 1− 0.
Theorem 9.5. i) For any N ∈ N, there exists a V ∈ L1(R2), V ≥ 0, such
that N−(EV ) = N and N−(EαV ) =∞ for α > 1.
ii) For any sequence (αk)k∈N increasing to 1 and any Nk ∈ N, there exists a
V ∈ L1(R2), V ≥ 0, such that Nk ≤ N−(Eαk+1V )−N−(EαkV ) <∞, k ∈ N.
iii) For any sequence (αk)k∈N increasing to 1 and satisfying the condition
∞∑
k=1
1− αk+1
αk+1 − αk <∞ , (82)
there exist a V ∈ L1(R2), V ≥ 0 and a k0 ∈ N such that N−(Eαk+1V ) −
N−(EαkV ) = 1 for all k ≥ k0.
Proof. See Appendix B.
10 Appendix A: Sharp 1-dimensional Sobolev
type inequalities
Let 0 < a < b. It follows from the embedding W 12 ([a, b]) →֒ C([a, b]) that
there exist constants α, β > 0 such that
|u(x)|2
|x| ≤ α
∫ b
a
|u′(t)|2 dt+ β
∫ b
a
|u(t)|2
|t|2 dt, ∀u ∈ W
1
2 ([a, b]).
This inequality is used in Section 5 and it is natural to ask what the best
values of α, β > 0 are. Since there are two constants involved here, it is
convenient to rewrite the inequality in the following form
|u(x)|2
|x| ≤ C(κ)
(∫ b
a
|u′(t)|2 dt+ κ
∫ b
a
|u(t)|2
|t|2 dt
)
, ∀u ∈ W 12 ([a, b]), (83)
and to look for the best value of C(κ) for a given κ > 0.
Lemma 10.1. Let
γ1 =
−1 +√1 + 4κ
2
, γ2 =
−1−√1 + 4κ
2
. (84)
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For any κ > 0, (83) holds with
C(κ; x) :=
γ21x
√
1+4κ + κ
(
b
√
1+4κ + a
√
1+4κ
)
+ γ22(ab)
√
1+4κx−
√
1+4κ
κ
√
1 + 4κ
(
b
√
1+4κ − a√1+4κ)
and becomes an equality for
u(t) =


(
γ2b
√
1+4κ − γ1x
√
1+4κ
)(
γ1t
γ1 − γ2a
√
1+4κtγ2
)
t, a ≤ t < x,
(
γ2a
√
1+4κ − γ1x
√
1+4κ
)(
γ1t
γ1 − γ2b
√
1+4κtγ2
)
t, x < t ≤ b.
The maximum of C(κ; x) is achieved at x = a and is equal to
C(κ) :=
1
2κ
(
1 +
√
1 + 4κ
b
√
1+4κ + a
√
1+4κ
b
√
1+4κ − a√1+4κ
)
. (85)
Proof. It is easy to see that
u(x) ln
b
a
=
∫ b
a
Gx(t)u
′(t) dt+
∫ b
a
u(t)
t
dt,
where
Gx(t) :=


ln t
a
, a ≤ t < x,
ln t
b
, x < t ≤ b.
Since ∫ b
a
ϕ(t)u′(t) dt+
∫ b
a
(tϕ′(t))
u(t)
t
dt = 0, ∀ϕ ∈ W˚ 12
(
(a, b)
)
,
we also have
u(x) ln
b
a
=
∫ b
a
(Gx(t)− ϕ(t))u′(t) dt+
∫ b
a
(1− tϕ′(t)) u(t)
t
dt,
and the Cauchy–Schwarz inequality implies
|u(x)|2
|x| ≤
J (ϕ)
|x| ln2 b
a
(∫ b
a
|u′(t)|2 dt+ κ
∫ b
a
|u(t)|2
|t|2 dt
)
,
where
J (ϕ) :=
∫ b
a
|Gx(t)− ϕ(t)|2 dt+ 1
κ
∫ b
a
|1− tϕ′(t)|2 dt.
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Hence we need to minimise J (ϕ) on W˚ 12
(
(a, b)
)
. It is clear we only need to
consider real-valued ϕ. The Euler equation for this functional takes the form
t2ϕ′′ + 2tϕ′ − κϕ = 1− κGx, ϕ(a) = 0 = ϕ(b).
It is easy to solve the equation on (a, x) and separately on (x, b): the function
ϕ0 = Gx is a solution on both intervals, and the change of the independent
variable s = ln t reduces the corresponding homogeneous equation to an ODE
with constant coefficients. Choosing the constants in the general solutions on
(a, x) and (x, b) in such a way that ϕ(a) = 0, ϕ(b) = 0, ϕ(x− 0) = ϕ(x+ 0)
and ϕ′(x− 0) = ϕ′(x+ 0), one gets
ϕ(t) = Gx(t) +
x−γ1 ln b
a
(γ1 − γ2)
(
b
√
1+4κ − a√1+4κ)Φx(t), (86)
Φx(t) :=


(
γ2b
√
1+4κ − γ1x
√
1+4κ
)(
tγ1 − a
√
1+4κtγ2
)
, a ≤ t < x,
(
γ2a
√
1+4κ − γ1x
√
1+4κ
)(
tγ1 − b
√
1+4κtγ2
)
, x < t ≤ b.
Taking into account that γ1 and γ2 (see (84)) are the roots of the quadratic
equation γ2+ γ−κ = 0, one can easily check that (86) does indeed solve the
equation on (a, x) and (x, b) and satisfy the above conditions at t = a, x, b.
It follows from the above that (83) holds with J (ϕ)/(|x| ln2 b
a
) in place of
C(κ) for any ϕ ∈ W˚ 12
(
(a, b)
)
, in particular for the one given by (86). Let us
show that the equality in (83) is achieved for the latter. Indeed, let
u(t) :=
1
κ
(t− t2ϕ′(t))
= M(κ)


(
γ2b
√
1+4κ − γ1x
√
1+4κ
)(
γ1t
γ1 − γ2a
√
1+4κtγ2
)
t, a ≤ t < x,
(
γ2a
√
1+4κ − γ1x
√
1+4κ
)(
γ1t
γ1 − γ2b
√
1+4κtγ2
)
t, x < t ≤ b,
M(κ) := − x
−γ1 ln b
a
κ(γ1 − γ2)
(
b
√
1+4κ − a√1+4κ) .
Then u ∈ W 12 ([a, b]), u′ = (1 − t2ϕ′′(t) − 2tϕ′(t))/κ = Gx − ϕ, and the
Cauchy–Schwarz inequality used above is in fact an equality.
It is left to evaluate J (ϕ)/(|x| ln2 b
a
) for (86). Using the equalities
2γ1 + 1 =
√
1 + 4κ , 2γ2 + 1 = −
√
1 + 4κ ,
1 +
γ21
κ
=
√
1 + 4κ
κ
γ1, 1 +
γ22
κ
= −
√
1 + 4κ
κ
γ2,
2κγ1 − γ21 =
√
1 + 4κγ21 , 2κγ2 − γ22 = −
√
1 + 4κ γ22 ,
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one gets after a straightforward but not a particularly pleasant calculation
J (ϕ)
|x| ln2 b
a
=
γ21x
√
1+4κ + κ
(
b
√
1+4κ + a
√
1+4κ
)
+ γ22(ab)
√
1+4κx−
√
1+4κ
κ
√
1 + 4κ
(
b
√
1+4κ − a√1+4κ) .
Since the function z 7→ γ21z+γ22(ab)
√
1+4κz−1 does not have a local maximum
for z > 0 (z = x
√
1+4κ), the above fraction achieves its maximum on [a, b] at
an endpoint. It is easy to see that the maximum is achieved at x = a and is
equal to (85).
Remark 10.2. Suppose u ∈ W 12 ([0, 1]) and u(0) = 0. Then using (83), (85)
with b = 1 and a→ 0+ one gets
|u(x)|2
|x| ≤
1
2κ
(
1 +
√
1 + 4κ
)(∫ 1
0
|u′(t)|2 dt+ κ
∫ 1
0
|u(t)|2
|t|2 dt
)
,
∀x ∈ (0, 1],
and the right-hand side is finite due to Hardy’s inequality. Note that
1
2κ
(
1 +
√
1 + 4κ
)
< C(κ)
for any b > a > 0 (see (85)).
Starting with the representation
u(x) =
∫ 1
0
Hx(t)u
′(t) dt+
∫ 1
0
u(t) dt,
where
Hx(t) :=
{
t, 0 ≤ t < x,
t− 1, x < t ≤ 1,
one can find, similarly to (83), (85), the optimal constant C0(κ) in the esti-
mate
|u(x)|2 ≤ C0(κ)
(∫ 1
0
|u′(t)|2 dt+ κ
∫ 1
0
|u(t)|2 dt
)
, ∀u ∈ W 12 ([0, 1]).
The calculations are easier in this case, and one gets after an affine transfor-
mation of the independent variable that for any κ > 0,
|u(x)|2 ≤ C0(κ)
(
(b− a)
∫ b
a
|u′(t)|2 dt+ κ
b− a
∫ b
a
|u(t)|2 dt
)
, (87)
∀u ∈ W 12 ([a, b])
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holds with
C0(κ; x) :=
sinh(2
√
κ) + sinh
(
2
√
κ x−a
b−a
)
+ sinh
(
2
√
κ b−x
b−a
)
4
√
κ sinh2
√
κ
and becomes an equality for
u(t) =


cosh
(√
κ b−x
b−a
)
cosh
(√
κ t−a
b−a
)
, a ≤ t < x,
cosh
(√
κ x−a
b−a
)
cosh
(√
κ b−t
b−a
)
, x < t ≤ b.
The maximum of C0(κ; x) is achieved at x = a and x = b, and is equal to
C0(κ) :=
coth
√
κ√
κ
. (88)
One can rewrite the inequality
|u(x)|2 ≤ coth
√
κ√
κ
(
(b− a)
∫ b
a
|u′(t)|2 dt+ κ
b− a
∫ b
a
|u(t)|2 dt
)
, (89)
∀x ∈ [a, b], ∀u ∈ W 12 ([a, b])
in the following more symmetric form (with ̺ =
√
κ):
|u(x)|2 ≤ coth ̺
(
b− a
̺
∫ b
a
|u′(t)|2 dt+ ̺
b− a
∫ b
a
|u(t)|2 dt
)
, ∀̺ > 0,
and the equality here is achieved for
u(t) = cosh
(
̺
t− a
b− a
)
, x = b and u(t) = cosh
(
̺
t− b
b− a
)
, x = a.
11 Appendix B: Proof of Theorem 9.5
Proof. All potentials V appearing in the proof are radial V (x) = F (|x|) and
satisfy the following conditions: V (x) = 0 if |x| ≤ a0, and
0 ≤ V (x) ≤ γ|x|2 ln2 |x| , |x| > a0 (90)
with certain a0, γ > 0. We can take γ = 1/3 in i) and γ = 1/(3α1) in ii), iii).
According to (28),
N−(EV ) = N−(ER,V ) +N−(EN ,V )
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for radial potentials. It follows from the proof of Theorem 7.1 or from Lemma
4.1 in [20] that one can choose a0 > 0 large enough to get N−(EN ,V ) = 0. We
assume below that a0 > 1 and that the last equality holds. Then
N−(EV ) = N−(EX,G),
where G(t) = e2tF (et) (see (29) and (31)). The usual approximation argu-
ment shows that N−(EX,G) = N−(EH1,G), where EH1,G denotes the form (31)
with the domain
H1 :=
{
u ∈ W 12,loc(R) :
∫
R
|u′|2 dt+
∫
R
|u|2
1 + |t|2 dt <∞
}
.
Note that (90) is equivalent to
0 ≤ G(t) ≤ γ|t|2 , t > a1 := ln a0 > 0.
We assume throughout the proof that G(t) = 0 for t ≤ a1.
It follows from the above that it is sufficient to prove the theorem with
N−(EH1,αG) in place of N−(EαV ).
Let 0 < a < b < ∞. We denote by EH1(a,b),G, Ea,bG and EH1(b,∞),G the forms
defined by (31) on the domains
H1(a, b) := {u ∈ H1 : u(a) = 0 = u(b)} , W˚ 12
(
(a, b)
)
, and
H1(b,∞) := {u ∈ H1 : u(t) = 0, t ≤ b}
respectively, and we also use the following notation
Ea,bβ [u] :=
∫ b
a
|u′(t)|2dt− β
∫ b
a
|u(t)|2
t2
dt, Dom (Ea,bβ ) = W˚ 12
(
(a, b)
)
. (91)
i) Let G(t) = 1/(3t2) for a1 < t ≤ a2 and G(t) = 1/(4t2) for t > a2, where a2
is chosen in such a way that
ln
a2
a1
=
√
3
(
2N − 3
2
)
π, i.e.
1
3
=
1
4
+
(
(N − 3/4)π
ln a2
a1
)2
.
Let α ∈ (3/4, 1). We will need two auxiliary functions u1 and u2 that solve
the equation u′′ + αGu = 0 on (−∞, a1), (a1, a2), and (a2,+∞). On each of
these intervals, G has the form const/t2, and the change of the independent
47
variable s = ln t reduces the equation to an ODE with constant coefficients.
Let
µ1 :=
√
α
3
− 1
4
, µ2 :=
1−√1− α
2
,
u1(t) :=


ρa
1/2
1 sin(µ1 ln a1 + δ), t < a1,
ρt1/2 sin(µ1 ln t + δ), a1 < t < a2,
tµ2 , t > a2,
u2(t) :=


0, t < a1,
t1/2 sin(µ1(ln t− ln a1)), a1 < t < a2,
a
1/2−µ2
2 sin
(
µ1 ln
a2
a1
)
tµ2 , t > a2,
where the constants ρ, δ ∈ R are chosen in such a way that u1(a2 − 0) =
u1(a2 + 0), u
′
1(a2 − 0) = u′1(a2 + 0). It is easy to see that u1 ∈ H1 and
u2 ∈ H1(a1,∞) are indeed solutions on the above intervals and that u1(a1 −
0) = u1(a1 + 0), u2(a2 − 0) = u2(a2 + 0). Integration by parts gives the
following
EH1,αG(u1, u) = 0, ∀u ∈ H1(a1,∞), in particular, EH1,αG(u1, u2) = 0,
EH1,αG(u2, u) = 0, ∀u ∈ H1(a1, a2),
EH1,αG[u1] = u1(a1)(u′1(a1 − 0)− u′1(a1 + 0))
= −ρ2 sin2(µ1 ln a1 + δ)
(
1
2
+ µ1 cot(µ1 ln a1 + δ)
)
,
EH1,αG[u2] = u1(a2)(u′2(a2 − 0)− u′2(a2 + 0))
= sin2
(
µ1 ln
a2
a1
)(
1
2
− µ2 + µ1 cot
(
µ1 ln
a2
a1
))
.
If α is close to 1, then µ1 ln
a2
a1
is close to
1
2
√
3
ln
a2
a1
=
(
N − 3
4
)
π,
and hence EH1,αG[u2] > 0. The condition
u′1(a2 − 0)
u1(a2 − 0) =
u′1(a2 + 0)
u1(a2 + 0)
is equivalent to 1/2+µ1 cot(µ1 ln a2+ δ) = µ2. Again, if α is close to 1, then
µ2 < 1/2 is close to 1/2. Hence cot(µ1 ln a2 + δ) is a small negative number,
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i.e. µ1 ln a2 + δ = (m + 1/2)π + ǫ, where ǫ is a small positive number and
m ∈ Z. Consequently,
µ1 ln a1 + δ = (m+ 1/2)π + ǫ− µ1 ln a2
a1
is close to (m−N + 1 + 1/4)π + ǫ, and EH1,αG[u1] < 0.
It is easy to see that any u ∈ H1 admits a unique representation
u = d1u1 + d2u2 + u0, d1, d2 ∈ C, u0 ∈ H1(a1, a2),
and it follows from the above that
EH1,αG[u] = |d1|2EH1,αG[u1] + |d2|2EH1,αG[u2] + EH1,αG[u0].
Since EH1,αG[u1] < 0 and EH1,αG[u2] > 0, we have
N−(EH1,αG) = 1 +N−(EH1(a1,a2),αG)
= 1 +N−
(
Ea1,a2α/3
)
+N−
(EH1(a2,∞),αG) = 1 + (N − 1) + 0 = N,
where the penultimate equality follows from Lemma 11.1 (see below) and
Hardy’s inequality (see, e.g., [14, Theorem 327]). Hence
N−(EH1,G) = lim
α→1−0
N−(EH1,αG) = N.
On the other hand,
N−(EH1,αG) ≥ N−
(EH1(a2,∞),αG) = +∞, ∀α > 1,
where the last equality holds because αG > 1/4 on (a2,∞) (see, e.g., Lemma
11.1).
ii) Take any α0 ∈ (0, α1), N0 = 0, and define a2, a3, . . . successively by√
αk
2(αk + αk−1)
− 1
4
ln
ak+1
ak
=
(
Nk−1 + 2 +
1
2
)
π, k ∈ N.
Let
G(t) :=
1
2(αk + αk−1) t2
, ak < t < ak+1, k ∈ N.
Then
N−(EH1,αkG) ≤ 2 +N−(EH1(a1,ak+1),αG)
= 2 +N−
(Ea1,ak+1αkG )+N− (EH1(ak+1,∞),αkG) = 2 +N− (Ea1,ak+1αkG )
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due to Hardy’s inequality, and
N−(EH1,αk+1G) ≥ N−
(
Ea1,ak+1αk+1G
)
+N−
(
Eak+1,ak+2αk+1G
)
≥ N−
(Ea1,ak+1αkG )+Nk + 2 ≥ N−(EH1,αkG) +Nk
due to Lemma 11.1.
iii) Take k0 ∈ N such that
∑
k≥k0−1
1− αk+1
αk+1 − αk ≤
1
8
(92)
and set βk := αk0−1+k, k = 0, 1, . . . ,
µ1,k,j :=
√
βk
2(βj + βj−1)
− 1
4
,
µ1,k := µ1,k,k =
1
2
√
βk − βk−1
βk + βk−1
,
µ2,k :=
1−
√
1− 2βk
βk+1+βk
2
=
1
2
− 1
2
√
βk+1 − βk
βk+1 + βk
,
ǫk :=
8π
9
1− βk
βk − βk−1 <
π
9
, k ∈ N, j = 1, . . . , k. (93)
Define a2, a3, . . . successively by
µ1,k ln
ak+1
ak
= π + ǫk, k ∈ N.
Then
π + ǫj ≤ µ1,k,j ln aj+1
aj
<
√
1
2(βj + βj−1)
− 1
4
ln
aj+1
aj
=
√
2− βj − βj−1
βj − βj−1 (π + ǫj) =
√
1 + 2
1− βj
βj − βj−1 (π + ǫj)
≤
(
1 +
1− βj
βj − βj−1
)
(π + ǫj) = π + ǫj + π
1− βj
βj − βj−1 (94)
+ǫj
1− βj
βj − βj−1 < π + 2π
1− βj
βj − βj−1 , j = 1, . . . , k.
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Let
G(t) :=
1
2(βk + βk−1) t2
, ak < t < ak+1, k ∈ N.
Similarly to part i) of the proof, define
u1,k(t) :=


ρ1,1a
1/2
1 sin(µ1,k,1 ln a1 + δ1,1), t < a1,
ρ1,jt
1/2 sin(µ1,k,j ln t+ δ1,j), aj < t < aj+1,
j = 1, . . . , k,
tµ2,k , t > ak+1,
u2,k(t) :=


0, t < a1,
t1/2 sin(µ1,k,1(ln t− ln a1)), a1 < t < a2,
ρ2,jt
1/2 sin(µ1,k,j ln t+ δ2,j), aj < t < aj+1,
j = 2, . . . , k,
ρ2,ka
1/2−µ2,k
k+1 sin (µ1,k ln ak+1 + δ2,k) t
µ2,k , t > ak+1,
where the constants ρl,j, δl,j ∈ R, l = 1, 2 are chosen in such a way that
u1,k(aj − 0) = u1,k(aj + 0), u′1,k(aj − 0) = u′1,k(aj + 0), j = 2, . . . , k + 1,
u2,k(aj − 0) = u2,k(aj + 0), u′2,k(aj − 0) = u′2,k(aj + 0), j = 2, . . . , k.
If k = 1, one needs to define u2,k in a slightly different way, which is closer
to the definition in part i):
u2,1(t) :=


0, t < a1,
t1/2 sin(µ1,1(ln t− ln a1)), a1 < t < a2,
a
1/2−µ2,1
2 sin
(
µ1,1 ln
a2
a1
)
tµ2,1 , t > a2.
It is easy to see that u1,k ∈ H1 and u2,k ∈ H1(a1,∞) are solutions of the
equation u′′+βkGu = 0 on the intervals (−∞, a1), (aj , aj+1), j = 1, . . . , k, and
(ak+1,+∞), and that u1,k(a1−0) = u1,k(a1+0), u2,k(ak+1−0) = u2,k(ak+1+0).
Exactly as in part i), any u ∈ H1 admits a unique representation
u = d1u1,k + d2u2,k + u0, d1, d2 ∈ C, u0 ∈ H1(a1, ak+1),
and one has
EH1,βkG[u] = |d1|2EH1,βkG[u1,k] + |d2|2EH1,βkG[u2,k] + EH1,βkG[u0], (95)
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EH1,βkG[u1,k] =
−ρ21,1 sin2(µ1,k,1 ln a1 + δ1,1)
(
1
2
+ µ1,k,1 cot(µ1,k,1 ln a1 + δ1,1)
)
,
EH1,βkG[u2,k] = ρ22,k sin2(µ1,k ln ak+1 + δ2,k)
(1
2
− µ2,k
+µ1,k cot(µ1,k ln ak+1 + δ2,k)
)
, k > 1,
EH1,β1G[u2,1] =
sin2
(
µ1,1 ln
a2
a1
)(
1
2
− µ2,1 + µ1,1 cot
(
µ1,1 ln
a2
a1
))
.
Similarly to part i), it follows from (93) that EH1,β1G[u2,1] > 0. Let us show
that EH1,βkG[u2,k] > 0 for k > 1 as well. It follows from (92) and (94) that
u2,k has exactly one zero in (a1, a2) and that
π + ǫ1 < µ1,k,1 ln
a2
a1
< π + 2π
1− β1
βj − β0 < π +
π
4
.
The condition
u′2,k(a2 − 0)
u2,k(a2 − 0) =
u′2,k(a2 + 0)
u2,k(a2 + 0)
is equivalent to
µ1,k,1 cot
(
µ1,k,1 ln
a2
a1
)
= µ1,k,2 cot(µ1,k,2 ln a2 + δ2,2).
Since µ1,k,1 > µ1,k,2, we get
π < µ1,k,2 ln a2 + δ2,2 +mπ < µ1,k,1 ln
a2
a1
< π + 2π
1− β1
β1 − β0
for some m ∈ Z. Using (92) and (94) again, we see that u2,k has exactly one
zero in (a2, a3) and that
2π < µ1,k,2 ln a3 + δ2,2 +mπ < 2π + 2π
(
1− β1
β1 − β0 +
1− β2
β2 − β1
)
< 2π +
π
4
.
Continuing the above argument, we show that u2,k has exactly one zero in
each interval (aj , aj+1), j = 1, . . . , k, and that
kπ < µ1,k ln ak+1 + δ2,k + nπ < kπ + 2π
k∑
j=1
1− βj
βj − βj−1 < kπ +
π
4
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for some n ∈ Z. This inequality implies that EH1,βkG[u2,k] > 0.
Our next task is to show that EH1,βkG[u1,k] < 0. Suppose the contrary:
EH1,βkG[u1,k] ≥ 0. Then there exists ℓ ∈ Z such that
ωk := arccot
(
− 1
2µ1,k,1
)
≤ µ1,k,1 ln a1 + δ1,1 + ℓπ ≤ π.
It follows from (92) and (94) that
ωk + π < µ1,k,1 ln a2 + δ1,1 + ℓπ < 2π + 2π
1− β1
βj − β0 ,
and one shows as above that
ωk + π < µ1,k,2 ln a2 + δ1,2 +mπ < 2π + 2π
1− β1
βj − β0
for some m ∈ Z. Continuing as above, one gets
ωk+kπ < µ1,k ln ak+1+δ1,k+nπ < (k+1)π+2π
k∑
j=1
1− βj
βj − βj−1 < (k+1)π+
π
4
for some n ∈ Z. Then
either
1
2
+ µ1,k cot(µ1,k ln ak+1 + δ1,k) < 0
or
1
2
+ µ1,k cot(µ1,k ln ak+1 + δ1,k) >
1
2
.
On the other hand, the condition
u′1,k(ak+1 − 0)
u1,k(ak+1 − 0) =
u′1,k(ak+1 + 0)
u1,k(ak+1 + 0)
is equivalent to
1
2
+ µ1,k cot(µ1,k ln ak+1 + δ1,k) = µ2,k ∈ (0, 1/2).
The obtained contradiction shows that EH1,βkG[u1,k] < 0. Now it follows from
(95) that
N−(EH1,βkG) = 1 +N−(EH1(a1,ak+1),βkG)
= 1 +N−
(Ea1,ak+1βkG )+N− (EH1(ak+1,∞),βkG) = 1 +N− (Ea1,ak+1βkG ) ,
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where the last equality follows from Hardy’s inequality. It is easy to see that
N−
(Ea1,ak+1βkG ) ≥
k∑
j=1
N−
(Eaj ,aj+1βkG ) = k
(see (94) and Lemma 11.1). If N−
(Ea1,ak+1βkG ) > k, then there exists λ < 0
and a nontrivial solution u ∈ W˚ 12
(
(a1, ak+1)
)
of u′′ + (βkG + λ)u = 0 that
has k zeros in (a1, ak+1) (see, e.g., [22, Ch. I, Theorem 3.3] or [33, Theorem
13.2]). Then u2,k has to have at least k + 1 zeros in (a1, ak+1) (see [22, Ch.
I, Theorem 3.1] or [33, Theorem 13.3]). On the other hand, we have shown
that u2,k has exactly k zeros in (a1, ak+1). Hence N−
(Ea1,ak+1βkG ) cannot be
larger than k, i.e. N−
(Ea1,ak+1βkG ) = k, and N−(EH1,βkG) = k + 1. Finally,
N−(EH1,αk+1G)−N−(EH1,αkG) = N−(EH1,βk−k0+2G)−N−(EH1,βk−k0+1G)
= 1, ∀k ≥ k0.
Lemma 11.1. The following equality holds for the form (91)
N−
(
Ea,bβ
)
=


0, β ≤ 1
4
+
(
π
ln b
a
)2
,
N, 1
4
+
(
Nπ
ln b
a
)2
< β ≤ 1
4
+
(
(N+1)π
ln b
a
)2
, N ∈ N.
Proof. Ea,bβ is the quadratic form of the self-adjoint operator Aβ := − d
2
dt2
− β
t2
on L2([a, b]) with the domain W
2
2 ([a, b])∩ W˚ 12
(
(a, b)
)
. The spectrum of Aβ is
discrete and consists of simple eigenvalues. It follows from Hardy’s inequality
that the eigenvalues are positive for β ≤ 1/4. As β increases, the eigenvalues
move continuously (see, e.g., [16, Theorem V.4.10]) to the left, and N−
(
Ea,bβ
)
increases by one when an eigenvalue crosses 0. This happens for those values
of β for which 0 is an eigenvalue of Aβ, i.e. when
−u′′ − β
t2
u = 0, u(a) = 0 = u(b),
(
β >
1
4
)
has a nontrivial solution. The change of the independent variable s = ln t
reduces this equation to an ODE with constant coefficients, and one finds
that the solutions of the original equation that satisfy the condition u(a) = 0
are multiples of
t1/2 sin
(√
β − 1
4
(
ln t− ln a)
)
.
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The latter satisfies the condition u(b) = 0 if and only if√
β − 1
4
ln
b
a
= Nπ, i.e. β =
1
4
+
(
Nπ
ln b
a
)2
, N ∈ N.
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