Abstract. A solution to the interpolation problem for the value of a homogeneous and isotropic random field at an arbitrary point inside an n-dimensional sphere after observations on a finite set of points on the sphere is found. The asymptotic behavior of the interpolation error as the number of points increases is studied. Recommendations on where the observation points should be placed on the sphere are given.
Introduction
In paper [1] , the problem of interpolation of a random field at the center of a circle on the plane was considered. Here, we extend these results: we study a multidimensional space (n > 2) and, moreover, we consider interpolation at an arbitrary point inside an n-dimensional sphere. We employ notation introduced in the above-mentioned paper.
Homogeneous and isotropic random fields on R n
Let us recall some facts from spectral theory of random fields. Assume that ξ(x), x ∈ R n , is a homogeneous and isotropic random field on a Euclidean space R n , that is, E ξ(x) = const (for simplicity, we suppose that E ξ(x) = 0 without any loss of generality), E |ξ(x)| 2 < ∞, and the correlation function
ϕ(|x − y|) = E ξ(x)ξ(y)
depends on the distance |x − y| between the points x and y only. Assume that (r, ϕ) = (r, is the total number of these harmonics. Suppose that ξ(x), x ∈ R n , is a mean square continuous random field. Then, by Theorem 1 in [2, I, §1], the following spectral decomposition holds for the field ξ(x), x ∈ R n :
where Z l m (·) is a sequence of uncorrelated random measures defined on Borel sets in (0, +∞) such that their spectral measure is Φ and
for any Borel sets S, S 1 , and S 2 belonging to (0, +∞). Here, c
Then formula (1) can be rewritten in the following way:
Moreover, assumptions (2) imply that ζ l m (r) are uncorrelated random variables for different m and l, that is,
3. The problem of interpolation of a homogeneous and isotropic random field on R n Consider the problem of interpolation of a random field ξ(x) at an arbitrary point y belonging to the interior of the sphere S n after observations on the sphere. This problem is reduced to that of finding the projection ξ(y) of the element ξ(y) onto the subspace H ξ (r) obtained by closing, in the mean square sense, of linear combinations of random variables {ξ(x): |x| = r}. In other words,
Then, by Theorem 3 in [2, I, §1], the element ξ(y) of the space H ξ (r) can be expanded as follows:
where m≥0
solves the above problem of interpolation in the following way:
where c l m (y) are defined by the formula
and where (ρ, ψ) = (ρ, ψ 1 , . . . , ψ n−1 ) are the spherical coordinates of the point y. Let
Then formula (9) can be rewritten as follows:
Note that interpolation formula (8) involves a sequence of random measures Z l m . Practical application of (8) suggests introducing the values of ξ(x), x ∈ S n , which are observed directly, into the formula. This interpolation formula is as follows [2, IV, §1]:
µ n is the Lebesgue measure on the unit sphere R n and ω n is the surface area of this sphere.
The corresponding error of interpolation
Finite approximation
In practical applications of formula (12), the integral S n ξ(x) dµ n is approximated by the corresponding integral sum. In other words, the interpolation in the space
is replaced by the interpolation of the variable ξ(y) after observations in the space
where X = {x 1 , . . . , x N } is a finite set of observations on the sphere S n . Therefore integral (12) is replaced by a finite linear combination (15) of values belonging to the set X. This leads to the problem of the accuracy of this substitution and therefore to that of the accuracy of the approximation by interpolation formula (12).
Fix a set X = {x 1 , . . . , x N }. Since H X ⊂ H ξ , properties of the mean square projection imply the following identity for any ξ X (y) ∈ H X :
By definition (15), expansion (4) yields the following equality:
where (r, ϕ k ) = r, ϕ
are the spherical coordinates of x k . Recall that random variables (5) are uncorrelated. Thus we obtain by interpolation formula (8) for ξ(y) and by the addition theorem for the spherical harmonics with n > 2 that (17)
where θ kj and θ j are the angles between the vectors x k and x j and x j and y, respectively. Here, the C ν m (x), m ≥ 0, stand for Gegenbauer polynomials, which can be defined as the coefficients of the following expansion:
Note that the function on the left-hand side of (18) is the generating function of Gegenbauer polynomials.
Observe that
, and apply the addition theorem for cylindrical functions to the above result:
where R kj = 2r sin(θ kj /2), R j = 2 r 2 + ρ 2 − 2rρ cos θ j , and where θ kj and θ j are as defined above. Define (20) 
In this case, the mean square error is
Proof. By (21),
Therefore the necessary and sufficient condition of the minimum takes the form of the following system:
Then the mean square error equals
Example 4.1. Consider the problem of interpolation at the center of a circle in the plane, that is, take the case where y = 0 and n = 2. Assume that the points of the set X N = {x 1 , . . . , x N } are uniformly distributed on the circumference S 2 , that is,
Suppose that the spectral measure is concentrated at a single point, that is,
System (22) can be rewritten in matrix form as follows:
where, by the above assumptions,
By the definition of the Bessel function, the diagonal entries of the matrix A are all equal to one:
It is clear that A ij = A ji . Therefore the matrix A is symmetric. Moreover, one can readily see that . . .
, and so on. Since the points of the set X N = {x 1 , . . . , x N } are uniformly distributed, we obtain
Hence the matrix A is as follows: 
It is easy to observe that each subsequent row of this matrix is obtained by cyclic permutation of the previous one. Therefore the entries of the first row determine the whole matrix. The sum of entries in each row is constant:
This readily implies that the vector α = a −1 (J 0 (r), J 0 (r), . . . , J 0 (r)) is a solution of system (25). The corresponding mean square error is
A limit theorem for the error of interpolation
In the case where finding an exact solution of system of equations (22) is troublesome, one can use an approximation.
Denote by
the cumulative distribution function of the coefficients {α 1 , . . . , α N }. Here, the inequality ϕ k ≤ ϕ stands for the system of the coordinatewise inequalities ϕ
. . , n−1. By (17), we write (28) for ϕ ∈ Π n , where License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
