Multiple sensor nodes deployed in a common neighborhood to sense an event and subsequently transmit sensed information to a remote processing unit or base station, has been the recent focus of research. Tiny sensor nodes, which consist of sensing, data processing, and communicating components, leverage the idea of sensor networks based on collaborative effort of a large number of nodes. These numerous sensors are used (similar to different sensory organs in human beings) for delivering crucial information in real-time from environments and processes, where data collection is impossible previously with wired sensors [1] . Typically, wireless sensor networks are composed of low power sensor nodes and integrate general-purpose computing with heterogeneous sensing and wireless communication. Their emergence has enabled observation of the physical world at an unprecedented level of granularity. One of the most important components of a sensor node is the power unit and may be supported in most applications by a power scavenging unit such as solar cells. Hence, there is a major limitation in a wireless sensor networks, such as, the sensor nodes must consume extremely low power. Also, wireless networks are subject to various kinds of attacks and wireless communication links can be eavesdropped on without noticeable effort and communication protocols on all layers are vulnerable to specific attacks. In contrast to wire-line networks, known attacks like masquerading, man-in-the-middle, and replaying of messages can easily be carried out. Hence, a fundamental issue in the design of wireless sensor networks is the reliability i.e. how long can the wireless sensor networks survive and how well are the wireless sensor networks recovery after the malicious attacks. In this context, in this thesis, the power, mobility, and task management planes that can monitor the power, movement, and task distribution among the sensor nodes are proposed. These planes help the sensor nodes coordinate the sensing task and also lower the overall power consumption. In addition, a secure topology discovery algorithm is proposed and its performance is studied for different types of node distributions. The proposed work is the development of architecture for secure communication in mobile wireless networks. The approach divides the network into clusters and implements a decentralized certification authority. Decentralization is achieved using threshold cryptography and a network secret that is distributed over a number of nodes. While this basic idea has been proposed earlier partially, its application on a clustered network is a novelty.
INTRODUCTION
A sensor node is made up of four basic components as shown in figure 1: a sensing unit, a processing unit, a transceiver unit and a power unit [5] . They may also have application dependent additional components such as a location finding system, a power generator and a mobilizer. One of the most important components of a sensor node is the power unit and may be supported in some cases even by a power scavenging unit such as solar cells. These nodes must (i) consume extremely low power (ii) operate in high volumetric densities [12] (iii) have low production cost and be dispensable and (iv) be adaptive to the environment. The primary objective of this paper is (i) to propose a secure topology discovery algorithm for a WSN (ii) To optimize the routing table and effectively route the data in the network layer and to design a power aware Medium Access Control (MAC) protocol (where the environment is noisy and sensor nodes can be mobile [7] ), (iii) to minimize collision with neighbors broadcast and to effectively detect the aberrant nodes and eliminate them (iv)To devise simple but robust modulation, transmission and receiving techniques for the physical layer and provide WSNs the flexibility to balance detection accuracy, sensor density and energy consumption. Such energy efficient WSNs will extend the system's life time as sensor nodes usually rely on small and non-renewable batteries [9] . 
SECURE TOPOLOGY DISCOVERY ALGORITHM
The secure topology algorithm proposed in this work, belongs to the class of prevention type security. The malicious nodes are prevented from eaves dropping while discovering the routes. This is implemented by providing a secret key to all sensor nodes and all the route information messages are encrypted. Perimeter security is the application chosen to illustrate the security protocol. The following assumptions are made in this work: (i) The base station is computationally robust, and possess the requisite processor speed, memory and power to support the cryptographic and routing requirements of the sensor network. (ii)The base station is part of a trusted computing environment.
(iii) The communication paradigm is either base station to sensor or vice-versa (iv)The radio range of a sensor is 15 meters and sensing range is 1m. (v) The protocol provides for a multi-hop scenario where the range of a base station is extended employing nodes that are adjacent to the base station to serve as intermediaries for non-adjacent nodes.
SINGLE COLLECTION AND AUTHENTICATION POINT (BASE STATION) MODEL
Consider the family of sensor routing protocols where each sensor communicates either directly or indirectly with a base station. In turn the base station correlates and aggregates information from each sensor. Accordingly, the base station will need to verify the authenticity of the sensor, the integrity of the communication and ascertain that it is not a replay of an earlier communication. Recall the assumption that the base station is computationally robust and secure. In this security protocol each sensor j shares a unique 64 bit Key Key j with the base station. The protocol provides for a multi-hop scenario where the range of a base station is extended employing nodes that are adjacent to the base station to serve as intermediaries for non-adjacent nodes. Figure 2 depicts an example of such a sensor network topology.
Figure 2 Example Network Topology
The format of all communication (sensor nodes and the base station) consists of a preamble, header and payload. The preamble is empty if the communication originates from the base station and is directed to a sensor; otherwise it contains the address of the sending node. The header contains the recipient's address, nonce and a command and is encrypted under key K j , which is shared between the base station and node j. The payload contains data exchanged between the node and the base station. As will be explained, the payload is encrypted under the shared key of the destination node, which may be different from the key used to encrypt the header. This difference comes into play when the communication needs to be relayed by an intermediate node. Figure 3 depicts the communication format. The size of the packet is assumed to be 40 bytes.
Figure 3 Message Format

DISCOVERY ALGORITHM
The base station is deployed with the unique ID and symmetric encryption key of each node in the micro sensor network. Similarly, each node is deployed with the unique key that it shares with the base station and its clock is synchronized with the base station's clock.
Adjacent node Discovery
A node is called an adjacent node if it is within the broadcast range of the base station. To discover a node as adjacent node or not, the following steps are performed:
1. The base station sends a HELLO message to each node.
2. If the node replies with a HELLO-REPLY, then the node is adjacent to the base station and the base station adds that node to its route table. This is illustrated in fig. 4 .
Figure 4 Adjacent node discovery
Non-adjacent node discovery
A non-adjacent node is one which is not reachable directly by the base station ( Figure 5 ). To discover the non-adjacent node, the base station uses the adjacent nodes. The base station tries all the adjacent nodes to reach the non-adjacent node. The adjacent nodes which are used to reach the nonadjacent node are noted as the route to reach the nonadjacent node.
Figure 5 Network model
The detail implementation procedure is given below.
1. The base station sends a message containing the RELAY command and a payload, to be forwarded to the non-adjacent node, to each of the adjacent nodes ( Fig. 6 Step 1). 2. The relaying (adjacent) node adds the original header to the payload (which contains Ψ) and transmits the new message to the non-adjacent node which contains the HELLO command ( Fig. 6 Step 2). 3. To respond to the HELLO message, the nonadjacent node constructs a HELLO-REPLY message encrypting it under the key it shares with the base station and places it in the payload. The message is transmitted adding the base station's address to the preamble and the Ψ to the payload ( Fig. 6 Step 3). 4. In turn, the adjacent node receives the transmission, decrypts the header and upon seeing the RELAY command, adds the preamble to the payload and transmits it to the base station (Fig. 6 Step 4). 5. The base station after receiving the HELLO-REPLY adds the adjacent node as one of the route to reach the non-adjacent node.
Figure 6 Non-adjacent node discovery Algorithm
After performing the secure topology discovery, the base station contains a route table that represents a constituent of nodes and their route to reach these nodes. In this table the route to adjacent node is mentioned as direct. This route table is called as raw route table since it has many redundant routes to reach a non-adjacent node. The purpose of route table optimization is to assign impartial load to all adjacent nodes [6] .
ROUTE TABLE OPTIMIZATION ALGORITHM
For a non-adjacent node, the route table optimization algorithm involves calculation of load for each adjacent node and the node with minimum load is assigned as the route to the non-adjacent node. The algorithm involves the following steps: For a non-adjacent node 1. Calculate the load for each adjacent node.
2. Chose minimum load adjacent node as the route. 3. Steps 1 and 2 are repeated till all the nonadjacent nodes are assigned routes. This is given in appendix-1 of this paper.
Load calculation
Load is calculated based on the number of past assigned nodes (confirmed) and the number of future possible assignment of nodes. Since the past assigned nodes are known, they are given higher weightage than the future possible assignments. For an adjacent node the load calculation is done using the formula Load = mP + nQ Where 'P' is the number of past assigned nonadjacent nodes to the adjacent node and 'Q' is the number of future possible assignment of non-adjacent nodes to the adjacent node, 'm' and 'n' are the weights for P and Q respectively.
Optimal weight
In this algorithm the optimal weight is chosen by trial and error method. The optimized route table is compared for different weights and the set of weights which results in best route table are chosen as the optimal weights. In this work, by simulation the optimal weights are found to be m = 1 and n = 0.5. The simulation results are presented in the last section.
CIPHER UPDATING
Cipher updating is the process by which the non-adjacent nodes are given a payload to enable communication with the base station. The primary route is the cipher given to the non-adjacent nodes. The Cipher contains the address of the primary route node, a nonce and COMMAND encrypted by the key of the primary route node. An example cipher can be given by considering the Table 4 . Cipher for the node E will be like Ψ = K B {Address of B, DTG, RELAY}
RESULTS AND DISCUSSION
The secure topology discovery algorithm of section 2 was simulated in ns2 (network simulator 2) and the analysis graphs are plotted using MATLAB. The route table optimization algorithm of section 3 was implemented in MATLAB. The neglect type DoS threat was simulated in ns2. Ns2 used 914MHz license free ISM (Industrial, Scientific and Medical) band as the frequency of operation. The output of ns2 is used to compute the energy consumption, time taken for simulation etc. The network animator was used to view the simulation in its animated form. To check the validity of the algorithms proposed in this work, different test inputs were given and the results were analyzed. The secure topology discovery algorithm was validated with random distributions like Poisson, Rayleigh and Exponential. The various results obtained are explained in the following section.
DISCUSSION
It was assumed that 12mA of current was drawn to transmit a message and 1.8mA to receive a message. The base station was located at the centre and 24 sensor nodes are randomly distributed around the base station. The secure topology discovery algorithm is validated by giving various random distributions as the input. The distribution of sensor nodes is made with reference to the base station which is located at the centre. The distributions considered for study in this work are Poisson, Rayleigh and exponential probability distribution function. A known placement of nodes (uniform distribution of nodes) is also considered for study. These are all shown in figures 7 to 10. The plots depict the placement of nodes in the actual field in terms of the X and Y coordinates of the nodes.
Figure 10 Poisson distribution of sensor nodes
In this work the random node distribution that gives the best performance for the proposed algorithm is evaluated. It is established that Poisson distribution of nodes gives best performance in terms of time taken and energy required to discover the topology. The route table optimization algorithm is implemented for a sample node distribution and the results are presented. Fig.11 to 13 shows the load on nodes. The comparison of these plots proves that the value of weight n = 0.5 results in equal share of load to the nodes. 
CONCLUSION
The present work is ideally suited to most of the applications that share similar features such as difficult to access because of geographical location where the network has been deployed, the large scale of deployment, high mobility and prone to failure. It also ensures that the WSN be autonomous and operate unattended, be adaptive to the environment and choose an optimal number of communicating sensing nodes since too many sensors can generate bottlenecks in the communication infrastructure when they all compete for bandwidth.
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