ABSTRACT Basing on the characteristic mode theory, this paper develops the concepts of source-mode (SM) couplings and mode-mode (MM) couplings, which characterized by the modal weighting coefficients and the inter-modal coupling coefficients, respectively. It is found that SM couplings could be adjusted by MM couplings when feeding configuration remains unchanged. Therefore, just by properly adjusting mode-mode couplings, we can reduce Q factor of an antenna at its center frequency and hence its bandwidth could be extended. A new time-saving optimization method based on controlling mode-mode couplings is also proposed. Two examples (one is lossless and the other one is lossy) are given and analyzed in detail to show how to control mode-mode couplings in order to reduce Q factor at the center frequency and hence enhance −10 dB bandwidth.
I. INTRODUCTION
As a significant part of wireless communication system, the antennas are required to have wider and wider bandwidth to meet the quickly development of various applications. But ordinary standing wave antennas like the dipole or its various improved ones [1] tend to have limited bandwidth. For travelling wave antennas [1] , they usually enjoy much wider bandwidth than their standing wave counterparts but they also suffering from their large dimensions. To achieve an antenna with both wide bandwidth and small dimension, two main kinds of approaches based on standing wave antennas have been proposed in literature. One is loading parasitic elements near the driven antenna [2] , [3] . And the other one is notching the microstrip antenna [4] . However, why these two kinds of approaches could help enhance the bandwidth of antenna is not very clear. Although [5] tried to establish multiresonant circuits to model the impedance of the antenna, but these equivalent circuits were just for microstrip antennas. Furthermore, it used to be hard to establish an equivalent circuit when the antenna is complicated. Therefore, from the view of the authors, how to explain the two kinds of approaches mentioned above in a unified way is still leaving to be explored.
Recently the characteristic mode theory (CMT) [6] , [7] has attracted lots of attentions. [8] - [10] pointed out that through manipulations of characteristic modes (CMs), the bandwidth of an antenna could be extended. These manipulations included adjusting resonant frequencies of existing modes and introducing new modes. It was found in [11] and [12] that there are couplings between different modes and they are closely associated with the cross terms of electric and magnetic energies.
As an important parameter of antennas, the Q factor could be calculated from the time averaged stored electric and magnetic energies [13] or from the impedance and its frequency derivative [14] . In order to calculate the Q factor across a wide frequency band, based on CMT, [15] derived a formula where a coupling matrix formed a core. From this formula we can see that the Q factor is a function of both CMs and external excitation, which in turn allows a control of the Q factor and the bandwidth [16] - [18] .
In order to reveal the mechanisms of extending antenna bandwidth in a unified way, basing on CMT, we develop a coupling theory, which involves source-mode and modemode couplings. These couplings are characterized by the modal weighting coefficients and inter-modal coupling coefficients, respectively. And it's found that source-mode couplings could be adjusted by mode-mode couplings when feeding configuration is leaving unchanged. This provides a way to adjust Q factor by just controlling mode-mode couplings.
This paper is organized as follows. In Section II, after briefly reviewing CMT, we build the coupling theory according to the stored electric and magnetic energies.
Then a time-saving optimization method by controlling mode-mode couplings to reduce Q factor is provided. Besides, Section III gives two examples (one is lossless and the other one is lossy) to show how to control mode-mode couplings in order to reduce Q factor at the center frequency and hence enhance −10 dB bandwidth. The last section concludes the whole paper.
II. COUPLING THEORY AND Q FACTOR A. INTRODUCTION OF COUPLING THEORY
The characteristic modes (CMs) are defined by the generalized eigenvalue equation as [6] XI n = λ n RI n (1) where λ n and I n denote the eigenvalue and eigencurrent of the n th CM, respectively. R and X are individually the real and imaginary parts of the generalized impedance matrix Z , namely,
The total current I t on the surface of the antenna could be expanded in terms of the eigencurrents as
where α n is the modal weighting coefficient (MWC), representing how the n th CM is excited. V i n is the modal excitation coefficient (MEC). Both MWC and MEC are closely related to the source or the feeding configuration of the antenna. Besides, another two important parameters are modal significance (MS) and modal angle (MA), defined as
MA n = 180
If there is a frequency satisfying
then we call it as the resonant frequency of the n th CM, denoting as f n,res . And we have MS n f n,res = 1
MA n f n,res = 180
The total electric energy stored by an antenna is,
Similarly, the total magnetic energy stored by an antenna is,
The total energy stored by an antenna is the sum of the total electric and magnetic energy, namely,
In (9)- (11), I i and I j denote the i th and j th eigencurrent, respectively. X e and X m are individually the electric and magnetic energy matrices [19] , [20] which related to the imaginary part of the generalized impedance matrix Z as
K e ij and K m ij were proposed by [11] and [12] . Their physical meanings could be easily seen from (9) Since R, X , X e and X m are all real symmetric matrices, [11] , [12] Different from [11] and [12] , to quantify the total couplings which includes both K e ij and K m ij between CMs, we introduce the inter-modal coupling coefficient (CC), which defined as
We can observe from (14) that the CC indicates the normalized total coupled energy between two CMs respect to their own energies. Obviously, when we let i = j, then M ij = 1 is achieved. And it indicates the two CMs are not coupled at all when M ij = 0 happens.
Substituting (12b) into (14), we obtain
The advantages of (15) is that we can calculate the CC just by the imaginary part of the generalized impedance matrix before knowing the stored energy matrices X e and X m . It is known that these stored energy matrices may not be positive semi-definite when the antenna is larger than λ/2 [20] . Using (15) avoids this problem. Moreover, (15) could be applied to antennas involving lossy media because the loss effects could be taken into considered when we calculate X [21] , [22] . Therefore we will use this formula to calculate CCs in this paper. Now we discuss how an antenna works from the view of couplings. For an antenna, there are two kinds of couplings. One is the source-mode (SM) coupling, characterized by the MWC and hence closely related to the feeding configuration of the antenna. It helps the source excite different CMs. If |α i | gets larger, it means the associated CM is excited more strongly and radiates more power. If |α i | = 0 happens, the associated CM is not excited and do not radiate any power at all.
Another kind of coupling exists between different CMs, called mode-mode (MM) coupling, which refers to K e ij , K m ij , and the normalized M ij . From (14) or (15) we can see that this kind of coupling has nothing to do with the source or the feeding configuration and only relates to CMs. It's known that for an antenna, its CMs are only affected by its shape and its material, and this fact is also true for MM couplings. When M ij is larger, it means the coupling between the two associated modes is more strong. Note that we use M ij rather than M ij because the latter one can be positive or negative while the former one is always positive and thus is better to represent the coupling strength between two modes.
In general, the SM coupling builds a bridge between the source and CMs while the MM coupling characterizes the relation between different CMs. Since they are both related to CMs, SM and MM couplings are not independent on each other. In fact, SM couplings are easily affected by MM couplings. It's reasonable to think that when the coupling strength between two modes is changed, then the couplings between source and these two modes would also change as a result. And if feeding configuration remains unchanged, SM couplings could even be controlled just by MM couplings.
One may be surprised to see there are couplings between different CMs since one of the famous properties of CMs is orthogonality. However, the orthogonality is defined as, (16) where δ ij is the Kronecker delta (0 if i = j, and 1 if i = j).
From (16) we can see the orthogonal property is related to X and R matrices.
In contrast, couplings we talking about in this paper are associated to stored electric and magnetic energy matrices:
Hence, there are no contradictions between couplings and orthogonal property. Moreover, they are related with each other by the following equation:
It's known that the far fields of CMs are orthogonal with each other as shown in (19),
But this is not the case for near fields. Considering the fact that electric and magnetic energies are always stored within the Chu Sphere [23] , we can deduce that the MM couplings must relate to the near fields. Let's consider a thin strip PEC dipole with a length of l and a width of l/120. We calculate CCs among the first three CMs of this dipole using (15) and they are presented in Fig. 1 . Fig. 1 indicates that the coupling between CM1 and CM3 becomes stronger as the dipole getting longer. On the contrary, CM1 and CM2 are not coupled at all, and this is the same case for CM2 and CM3. Fig.2 shows the normalized near electric fields for the first three CMs. From Fig.2 we can clear see that near fields of CM1 and CM3 look alike both in magnitude and direction and hence they are coupled. However, near field of CM2 looks very different from CM1 or CM3. Fig. 3 shows the schematic of the SM and MM couplings for the dipole mentioned above. The dipole is fed at its center. The solid lines represent SM couplings while the dashed lines represent the MM couplings. |α 2 | is found to be zero since the eigencurrent of CM2 is zero at the center of the dipole.
To investigate whether SM couplings could be adjusted by MM couplings or not, we load two lumped elements with value of jX L on the dipole. As shown in Fig. 4 , when X L is specified to be from −250 to 250 ohms, |M 13 |is increasing. Namely, |M 13 | could be controlled by X L . And we can clearly see that |α 3 | / |α 1 | keeps on rising as |M 13 | is increased. This indicates that SM couplings could indeed be adjusted just by MM couplings.
B. OPTIMIZATION METHOD BY CONTROLLING MM COUPLINGS
It's known that the bandwidth is inversely proportional to the Q factor [13] , [14] , indicating that we can improve the bandwidth by reducing the Q factor. The Q factor can be calculated by Further considering that the total radiation power can be calculated by
Combining (9)- (15), (20) , and (21), we obtain
From (22) we can see that Q factor seems to be a function of both the two kinds of couplings introduced above. However, as discussed before, SM and MM couplings are not independent on each other and the former one could be adjusted by the latter one. And further consider that M ij is the key parameter which directly reflect the changing of antenna geometry, we can think that when feeding configuration remains unchanged, Q factor is promising to be adjusted just by MM couplings.
Besides, it can also be seen from (22) that unexcited modes with |α i | = 0 contribute little to Q. To achieve a low Q, higher CMs with large |λ i | must be suppressed and hence designers should avoid exciting them.
It's known that by combing a TE mode and a TM mode, a lower Q could be obtained. In [24] , two lowest CMs which individually have positive and negative eigenvalues were combined to reduce Q. And the lowest Q would be achieved once the following equation [24] is satisfied,
This inspires us that if only two lowest modes are excited and we can adjust |α 2 | / |α 1 | by |M 12 |, then Q could be adjusted, too. Furthermore, once a proper value for |M 12 | is found, |α 2 | / |α 1 | satisfies (23) and thus Q becomes the lowest. Therefore, it's reasonable to suppose that Q(f 0 ) is a Although changing antenna geometry would lead to both
varying. However, we don't need to care which value they are actually equal to during optimization process. What we just need to care is how Q(f 0 ) varies as |M 12 (f 0 )| increases or reduces. And when the lowest Q(f 0 ) is achieved, (23) would be automatically satisfied.
It's known that calculating generalized impedance matrices are most time consuming when using Method of Moment (MOM) to optimize antennas. In contrast, M 12 (f 0 ) and Q(f 0 ) could be evaluated by (15) and (22) Obviously, comparing to traditional method by sweeping S11 or modal parameters (which including MS and MWC) over some frequency range, our method could save much time during the optimization process.
Another advantage we want to emphasize is that our optimization method can apply to lossy antennas as long as the loss effects are considered when their generalized impedance matrices Z are calculated. And CMs for lossy antennas should be calculated also according to (1) and (2) . Then λ i , I i , and M ij are all still be real even eigenfields are no longer orthogonal with each other. And we still have (16) . For more details one can refer to [21] and [22] .
Since the idea of combing two lowest modes to reduce Q is universal, our proposed optimization method for dual-mode antennas is universal, too. As for studying antennas with more than two working modes, it is out of the scope of this paper. But we would study it in future.
III. EXAMPLES
In this section, we would show how to control |M 12 (f 0 )| and realize wideband characteristics by using two simple examples. Generally, there are two steps to follow. The first one is to excite the two lowest modes and suppress higher modes within the frequency range of interest. This can be realized by choosing a good feeding location where the eigencurrents of the two lowest modes are strong but those of other higher modes are weak. The second step is to control |M 12 (f 0 )|, which could be realized by changing the size of parasitic elements or the notch on a patch. In this paper, CMs are calculated by in-house MATLAB codes but the impedance matrices are extracted from FEKO [25] . 
A. DIPOLE WITH A PARALLEL PARASITIC ELEMENT
To extend the bandwidth, we introduce a parallel parasitic element near the driven dipole [3] as shown in Fig. 6 . And l d = 61mm, l p = 50mm, w = 1mm and d = 4mm are specified. The center frequency is specified to be 2.5 GHz. 
The results given by (24) are 2.45 and 3 GHz. The differences come from the couplings between the driven and parasitic elements. But we can still believe that the resonant frequencies of the first two CMs are mainly determined by the lengths of the two elements. Fig. 8 shows the current distributions of the first two CMs at different frequencies. It can be observed that at lower and higher frequencies, the current distributions of CM1 and CM2 are different. However, at the middle frequencies, the current distributions of CM1 and CM2 are the same, from which we can infer that the couplings between CM1 and CM2 would be stronger at these frequencies than those at lower and higher ones.
We calculate the MWC of the first five CMs and find that except those of CM1 and CM2, MWCs of higher CMs are nearly equal to zero within the frequency range of interest. This fact demonstrates that feeding at the center of the driven dipole could indeed excite CM1 and CM2 while suppress higher modes.
The effects of the parameters like l p and d have been studied. At the following we only present the analysis process of l p for brief. Fig. 9-12 individually present the CC, MWC, Q factor, and S11 for different length of l p . We can find that as l p increases, the curve of CC moves toward lower frequency and becomes narrower. Besides, the minimum value of the Q factor curve also moves toward lower frequency and the MWC curves of CM1 and CM2 get close to each other. When l p is equal to 45 or 50 mm, there are two poles for the S11 curve. But when l p increases to 55 mm, there exists only one pole for the S11 curve. When l p is equal to 50 mm, at the center frequency, namely, 2.5GHz, the Q factor achieves its minimum value. Note that when l p is equal to 45 mm, the Q factor gets a smaller value at about 2.8GHz and in this case the -6 dB bandwidth is larger than that when l p is equal to 50 mm. But the −10 dB bandwidth for the latter case is larger. Therefore, we let l p be equal to 50 mm to achieve the largest −10 dB bandwidth. Comparing to the case without the parasitic element, namely, l p = 0mm, the −10 dB bandwidth increases to 19% from 8.6% .  Table. 1 indicates that when we adjust l p , we are actually controlling |M 12 (f 0 )|. By this way, (23) is satisfied, the minimum Q(f 0 ) is achieved. 
B. NOTCHED CIRCULAR MICROSTRIP ANTENNA
The circular microstirp antenna is a famous planar antenna but suffering from poor bandwidth. [5] successfully extended its bandwidth by introducing a notch and analyzed it by establishing an equivalent resonant circuit. We use a FR4 substrate with the loss tangent of 0.02. Its thickness is 1.6 mm and its relative permittivity is 4.4. This antenna is fed by a probe with a radius of 0.46 mm. The center frequency of this antenna is specified to be 1.98GHz. The MS curves of the first two CMs for the antenna are depicted in Fig. 14 , from which we can find the probe and notch do affect the CMs. Without the probe and the notch, CM1 and CM2 constitute a pair of degenerated modes. When the probe or the notch is introduced, the MS curve of CM2 moves to higher frequency whereas that of CM1 remained unchanged. The resonant frequency of CM1 is the same as that of TM110, which could be calculated by [5] 
where χ mn are the zeros of the Bessel function of order n, and is equal to 1.8412 for the dominant TM110 mode, and a is the radius of the circular patch. ε r is the relative permittivity of the substrate. c is the speed of light in free space. 15 presents the eigencurrents of the first two CMs for the three cases mentioned in Fig. 14 . It can be found that for the initial antenna without the probe and the notch, CM1 and CM2 are horizontal and vertical current, respectively. When a probe is introduced, the eigencurrent of CM2 concentrates to the feeding point whereas that of CM1 remained unchanged. After further introducing a notch, both the eigencurrents of CM1 and CM2 are slightly tilted.
Reference [26] pointed out that the probe must be taken into account when we analyze the CMs of a microstrip antenna, or we will be very likely to get a wrong result. Therefore, in the following we only consider the microstrip antenna with a feeding probe which is the closet to the actual situation.
We have studied some parameters like w1, w2, θ , d, and so on. However, at below we only show the analysis process of w1 for the purpose of brief. Fig. 16-19 individually present the CC, MWC, Q factor, and S11 for different length of w1. As w1 increases, the couplings between CM1 and CM2 become more and more strong. The two CMs would not be coupled until a notch is introduced. This is because the introduced notch makes both the eigencurrents tilt and hence they are no longer orthogonal with each other as shown in Fig. 15 .
Besides, we find from Fig. 17 that CM1 could not be excited until the notch is introduced. Recalling the fact that CM1 and CM2 are not coupled until the notch is introduced, we can infer that the couplings between these two modes help exciting them at the same time. As w1 increases, the coupling between the source and CM1 becomes stronger. On the contrary, it gets weaker for the coupling between the source and CM2.
Except CM1 and CM2, WMCs of other higher CMs are also evaluated and the results show that they are successfully suppressed.
As can be seen from Fig. 17 and Fig. 18 , when w1 is equal to 2 mm, the MWC curves of CM1 and CM2 do not cross and there is only one pole for the S11 curve. When it increases to 7 or 14 mm, the MWC curves of CM1 and CM2 come into crossing, leading to two poles for the S11 curve. However, when it is 14 mm, the S11 would be larger than −10 dB at the middle frequencies. Therefore, in order to get a largest −10 dB bandwidth, we choose w1 to be 7mm. Comparing to the case without the notch, namely, w1 = 0mm, the −10 dB bandwidth increases from 2.2% to 5%. From Fig. 19 we see that when w1 is equal to 7 mm, Q(f 0 ) achieves its minimum value. 
has been the nearest to 1. This problem would be explained in the next part.
C. SUMMARY AND DISCUSSION
We can control |M 12 (f 0 )| by changing antenna geometry. Specifically, we vary the length of the parasitic element in the first example. While in the second one, we vary the width of the notch. From Table. 1 and Table. 2 we can see that as |M 12 (f 0 )| is increased, Q(f 0 ) increases at the beginning and then decreases, which verifies our initial inferring of the relations between Q(f 0 ) and |M 12 (f 0 )| (see Fig. 5 ).
During the optimization process for the two examples, since we do not change the feeding locations, the changing of Q(f 0 ) and |α 2 (f 0 )| / |α 1 (f 0 )| could be both seen as a result of the varying of |M 12 (f 0 )|. When we increase |M 12 (f 0 )|, |α 2 (f 0 )| / |α 1 (f 0 )| keeps on increasing (for the first example) or decreasing (for the second example). This indicates that when the coupling strength between CM1 and CM2 is changed, the couplings between source and these two modes also change as a result.
Additionally, from Table. 1 and Table. 2 we can find that for the first example, (23) is satisfied whereas it is not the case for the second one. This is because the second example includes a lossy FR4 substrate and we suppose that (23) may not be applicable to antennas which involving lossy media. However, as discussed in Section II, both (15) and (22) could be applied to lossy antennas. And |α 2 (f 0 )| / |α 1 (f 0 )| could be adjusted by |M 12 (f 0 )| no matter the antenna is lossy or not. Therefore, our proposed optimization method still works for lossy antennas. The only difference is that |α 2 (f 0 )| / |α 1 (f 0 )| may be equal to some value other than √ −λ 1 (f 0 ) /λ 2 (f 0 ) when the lowest Q is achieved. We think the applicability of our method to lossy antennas has been verified by successfully optimizing the second example.
Our coupling theory and optimization method have two advantages. The first one is to provide a unified way to extend antenna bandwidth by controlling MM couplings. The second one is that our optimization method could save much time.
IV. CONCLUSION
After finding that SM couplings could be adjusted by MM couplings when feeding configuration remains unchanged, we conclude that just by properly adjusting MM couplings, Q factor at the center frequency could be reduced and hence bandwidth of the antenna enhanced. A new method basing on this has been proposed to save time for the optimization process. Two examples have been analyzed in detail to demonstrate that our theory and method can help extend antenna bandwidth in a unified way. Besides, in this paper, only dual-mode antennas are considered. In future, we would try to apply our coupling theory to antennas with more than two working modes. His current research interests include antennas in wireless communication, microwave filters, spatial power combining array, and numerical techniques in electromagnetics. VOLUME 5, 2017 
