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Abstract 
The continuing trend toward heavier load and high penetration of Distribution Generation (DG) units 
in low voltage rural distribution feeders requires power electronic-based solution alternatives for 
voltage regulation purposes. The design of power electronics in terms of size and cost used for feeder 
voltage regulation is proportional to their KVA ratings. An iterative optimisation algorithm known as 
Expectation Maximization (EM) is used to identify a powerful probability model known as Gaussian 
Mixture Model (GMM). This leads to find an optimum KVA rating based on probabilities. 
 
Introduction 
The continued growth in electrical energy consumption has affected the voltage profile in low voltage 
(LV) networks. Therefore, studies concerning performance of distribution systems and quality of the 
service in terms of power quality and satisfactory voltage level has gained more consideration. There 
are numerous ways to keep distribution voltages within permissible limits (230V, +10% -6% for the 
UK). Some of the notable voltage regulation solutions based on power electronics for LV distribution 
substations are Distribution Static Compensator (DSTATCOM), Dynamic Voltage Restorer (DVR), 
Unified Power Quality Conditioner (UPFC), Interline Power Flow Controller (IPFC) and Solid State 
Transformer (SST or fully electronic transformer) [1]-[3]. 
The size and cost of power electronics is proportional to their power rating. The power rating of 
converters used for feeder voltage regulation is mainly based on substation voltage and feeder current 
which is influenced by load models. Load models has no certain pattern or predicted behaviour due to 
large range of data and changes in energy consumption. Therefore; in order to find the required 
distribution KVA rating of power electronics under optimal conditions, a powerful analysis based on 
probabilistic structure is required. Several researches have been carried out to model the distribution 
power flow and load through different probability distributions [4]-[12]. 
 It seems Gaussian is useful for load and power flow modelling; thus for this paper a powerful probability 
model known as Gaussian Mixture Model (GMM) has been used. The parameters of GMM is unknown 
for large spread random data such as power flow data and these parameters can be identified by 
Expectation Maximization (EM) algorithm. The proposed method is explained through one-feeder 
` 
system with yearly load profile and the optimum substation voltage and required power converter ratings 
based on statistics and probabilities are obtained. 
 
 
 
Basic Configuration 
Fig.1 shows the basic configuration of the tested system. The feeder is connected to 100 residential 
houses by a 300m long and 300mm2 cable. The load profile is generated by CREST load model [13] 
for one year (525,600 minutes). ௙ܸ, ௦ܸ and ௜ܸ௡௝ indicate the feeder voltage, supply voltage and 
injection voltage respectively.  
 It is assumed that the series compensator is implemented by DC-to-AC converter on feeder 
(substation-end) with an energy storage device on the DC side. The aim of using power electronic is to 
keep the load voltage at the desired value, 230V, by injecting the lowest possible compensating 
voltage in series with the supply and feeder to regulate the load terminal voltage during voltage 
disturbances such as sag and swell. 
By referring to Fig. 1. and knowing that ௦ܸ෩ = ௦ܸ∠ߠ௦, ௙ܸ෩ = ௙ܸ∠ߠ௙ and ෨ܸ௅ = ௅ܸ∠ߠ௅  the power flow 
calculations of substation and feeder can be given by: 
ܵ௦ = ௦ܲ + ݆ܳ௦ = ௦ܸ෩ . ቆ ௦ܸ
෩ − ෨ܸ௅
ܼ ቇ
∗
																																																																																																																											(1) 
௙ܵ = ௙ܲ + ݆ܳ௙ = ௙ܸ෩ . ቆ ௙ܸ
෩ − ෨ܸ௅
ܼ ቇ
∗
																																																																																																																								(2) 
and the power flow of the series power converter can be expressed as: 
௜ܵ௡௝ = ௙ܵ − ܵ௦																																																																																																																																																									(3) 
It is preferred to have a power converter on system to be switched off most of the time to minimise the 
power rating, losses, size and cost of the power electronics. As a result; it is assumed that ௜ܸ௡௝ = 0 
( ௦ܸ= ிܸ); thus, by referring to equation (1), the substation power flow and voltage can be written by (4) 
and (5) respectively (the substation impedance is neglected): 
ܵ௦ = ܵ௅ + ܼ݅ଶ																																																																																																																																																										(4) 
and 
Fig. 1: Schematic diagram of distribution substation connected to yearly load demand of 100 residential   
houses  
` 
௦ܸ෩ = ෨ܸ௅ + ܼ
ܵ௅∗
෨ܸ௅ 																																																																																																																																																								(5) 
 
Gaussian Mixture Model and Expectation Maximization Algorithm 
 
 
 
Gaussian Mixture Model 
GMM is powerful probability model that has been widely used in fields of pattern recognition, 
information processing, data mining, error correction codes, etc. GMM has the functionality to present 
a model representing one or several clusters with each cluster being different from one other. The data 
points within the same group can be properly fitted by a Gaussian distribution [14], [15]. GMM is a 
beneficial technique that allows different types of load distributions to be presented as a combination 
of several ones with their own respective means and variances. 
If samples ݔଵ, ݔଶ, … , ݔ௡ ∈ ܴௗ  and random variable x is Gaussian, a GMM can be defined by making 
each i th component a Gaussian density with mean, ߤ௜ , and covariance , ∑௜ , as shown in equation (6): 
 
ܨܺ(ݔ|ߠ௜) =
ݓ௜
(2ߨ)ௗ/ଶ|∑௜|ଵ/ଶ ݁
(ିଵଶ(௫ି	ఓ೔)೅∑೔
షభ(௫ିఓ೔) = 
			= ෍ݓ௜ܨܺ(ݔ|	ߤ௜, ∑௜)
ே
௜ୀଵ
																																															(6) 
 
where  ߠ௜ = {(ݓ௜, ߜ௜, ߤ௜)}௜ୀଵே . 
ݔ Random variable  
ܨܺ(ݔ|ߠ௜) Density of x given ߠ௜ 
ݔ ∈ ܴௗ Observation of d-dimensional 
ܶ Threshold considered as 0.001 in simulation 
ߜ௜ Standard deviation of ith Gaussian component 
∑௜ Covariance of ith Gaussian component 
ߤ௜ Mean of ith Gaussian component 
ݓ௜ Weight of ith Gaussian component 
ߜ௜ଶ variance of ith Gaussian component 
௦ܸ௞ Substation voltage value   k=1,…,526500 
௅ܸ௠ Load voltage value for every minute 
m=1,…,526500 
ܲܦܨଶଷ଴ Load voltage PDF value around 230V,±1% 
 
௜ܲ௡௝,௠ 
Required injection power per minute keeping 
load voltage around 230V,±1%     
m=1,…,526500 
Table I: Notation summary 
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By referring to equation (6), the Probability Density Function (PDF) for a single and N Gaussian 
components is represented by equation (7) and (8), respectively: 
ܨܺ(ݔ|ߪ, ߤ) = 1ߪ√2ߨ ݁
ି(௫ିఓ)
మ
ଶఋమ 																																																																																																																														(7) 
 
PDF for N Gaussian: 
 
ܨܺ(ݔ|ߜ௜, ߤ௜, ݓ௜) =෍
ݓ௜
ߜ௜√2ߨ
݁ି
(௫ିఓ೔)మ
ଶఋ೔మ 																																																																																																												(8)
ே
௜ୀଵ
 
 
 
where  ݓ௜ is the weight of the i th Gaussian component and ∑ ݓ௜ே௜ୀଵ = 1. 
 
Expectation Maximization  
The challenge of estimating key parameters, such as mean ߤ and variance ߜଶ for a set of random data 
(e.g. load), that determines a mixture density, has been researched for many years. The EM algorithm is 
one of such complex methods. When the data is incomplete or has missing values, it helps to determine 
the closest estimation of the parameters of an underlying distribution from a given data set [16], [17].  
EM takes observed data ‘x’ and iteratively carries out estimations to complete the data set ‘y’, which 
leads to then iteratively detecting ߠ that maximises ܨܺ(ݕ|ߠ) over ߠ[18]. Estimating parameters for 
Gaussian mixture model by using EM algorithm can be summarised in four main steps as follows: 
Step 1: Initialization 
The algorithm starts from some initial estimates of ߠ௜(௠)where mth iteration happens at the ith Gaussian 
component. For example, the initial estimates of  ݓ௜(଴),	ߤ௜(଴), ∑௜(଴) are chosen and for jth sample fitted to 
ith Gaussian component, the initial log-likelihood can be calculated by using equation (6): 
ܮ(଴) = 1݊෍log	(෍ݓ௜
(଴)ܨܺ ቀݔ௜ቚߤ௜(଴), ∑௜(଴)ቁ																																																																																																(9)
ே
௜ୀଵ
௡
௝ୀଵ
 
 
Step 2: E-step 
Computing ߛ௜௝(௠) which is the guess at the mth iteration of the probability that the jth sample belongs to 
the ith Gaussian component: 
 
ߛ௜௝(௠) =
ݓ௜(௠)ܨܺ ቀݔ௝ቚߤ௜(௠), ∑௜(௠)ቁ
∑௟ୀଵே ݓ௟(௠)ܨܺ ቀݔ௝ቚߤ௟(௠), ∑௟(௠)ቁ
																																																																																																												(10) 
   and 
 
෍ߛ௜௝(௠)
௡
௝ୀଵ
= ݊௜(௠)			, ݅ = 1,… ,ܰ																																																																																																																										(11) 
 
Step 3: M-step 
Now the new estimations are calculated as: 
` 
 
ݓ௜(௠ାଵ) =
݊௜(௠)
݊ 		 , ݅ = 1,… ,ܰ																																																																																																																			(12) 
ߤ௜(௠ାଵ) = ଵ௡೔(೘)
∑ ߛ௜௝(௠)௡௝ୀଵ ݔ௜			, ݅ = 1,… ,ܰ																																																																																																				(13)                           
∑௜(௠ାଵ) =
1
݊௜(௠)
෍ߛ௜௝(௠) ቀݔ௜ −	ߤ௜(௠ାଵ)ቁ
் (ݔ௜ − ߤ௜(௠ାଵ))
௡
௝ୀଵ
																																																																											(14) 
 
Step 4: Convergence Check 
By referring to equation (9) the new log-likelihood can be given by: 
	ܮ(௠ାଵ)	 = 1݊෍log൭෍ݓ௜
(௠ାଵ)ܨܺ ቀݔ௜ቚߤ௜(௠ାଵ), ∑௜(௠ାଵ)ቁ
ே
௜ୀଵ
൱
௡
௝ୀଵ
																																																																					(15) 
 
If หܮ(௠ାଵ)ห > หܮ(௠)ห the procedures return to step 2 otherwise the algorithm ends [18]. More details 
about EM algorithm can be found in [19]-[21].  
 
Optimum Substation Voltage Base on Yearly Load Profile 
For carrying out the simulation, the yearly 100 residential load data mentioned before is used. The 
resolution of time scale is in minute thus, for one year the tested load profile consists of 525,600 data. 
It is assumed that for this load profile, substation phase voltage must have a range 230 < ௦ܸ௞ <
270	with		݇ = 1,… ,525600. Subsequently, for every minute of load demand in a whole year, one 
value of ܸݏ݇ is applied and by referring to equation (5) the voltages at the load side, ܸܮ݉	 (݉ =1,… ,526,600), are calculated. The results can be seen in Table II.  
 
 
 
 
 
 
 
 
 
 
 
 
           525,600 data 
 
 
 
 
 
 
 
                                                                                                                          
 
                                       525,600 data 
௦ܸ௞ 
௥ܸ௠ 
௦ܸଵ 
230 
(V) 
 
… 
௦ܸଵହ଴଴଴଴ 
239 
(V) 
 
… 
௦ܸଷ଴଴଴଴଴ 
252 
(V) 
 
… 
௦ܸହଶହ଺଴଴ 
270 
(V) 
௅ܸଵ 
(V) 226 … 221.5 … 222.8 … 216.6 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
௅ܸଵହ଴଴଴଴ 
     (V) 216 … 227.1 … 231.6 … 228.7 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
௅ܸଷ଴଴଴଴଴ 
     (V) 222 … 232.8 … 246.3 … 240.8 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
௅ܸହଶହ଺଴଴ 
    (V) 216 … 230 … 241 … 238.8 
Table II: Results of load voltages for every minute of 
load demand per different substation phase voltage 
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EM algorithm receives the parameters of the Gaussian distribution by creating sampling from the given 
set of data. Fig. 2 shows the estimated probability density cluster obtained from EM algorithm when the 
substation phase voltage is selected to be 239V. The scatter data points of Fig.2 represent the load 
voltage for every minute. As it can be seen, there is a set of load voltage data (scatter data) per cluster 
and each cluster represents a single Gaussian distribution containing several contours. The centre of the 
smallest contour of each cluster is the corresponding mixture component ߤ݅ (peak of the Gaussian 
distribution curve), and the length of the largest contour of each cluster is approximately equal to 6ߜ௜. 
Now by having distribution parameters of each Gaussian component, the 3-dimentional and 2-
dimensional load voltage probability density function (PDF) of individual Gaussians and mixture 
Gaussians of the substation at 239V for the whole year can be acquired and the result can be seen in Fig. 
3. Each surface of Fig. 3(a) represents an overall density component compromised of several component 
densities (200 Gaussian distributions in total). In addition, as shown in Fig. 3(b), at selected substation 
voltage, 239V, load voltage has a PDF value around 230V, which for this paper is referred as PDF230. 
 
 
 
 
 
Fig. 2:  Estimated probability density clusters of yearly load voltages for ௦ܸ = 239ܸ 
Fig. 3:  GMM PDFs of yearly load voltages for ௦ܸ = 239ܸ. a) Three-dimensional GMM PDFs b) 2-
dimensional GMM PDFs 
a) b) 
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The final result of all  PDFଶଷ଴  values per different substation voltages ( ௦ܸ௞) can be seen in Fig. 4. The 
most probable range for PDFଶଷ଴ for this type of load is 232ܸ < ௦ܸ௞ < 257ܸ with the most optimum 
point being at Vୱ,୭୮୲୧୫୳୫ = 242.5ܸ. Outside of this range, there is no probability for the load voltage 
to be around 230V. 
 
Optimum Converter Power Rating  
In order to assess the feasibility of the previous section, the chosen Vୱ,୭୮୲୧୫୳୫ (242.5V) is used for the 
system to determine the probability density of the converter power rating based on the tested load. By 
referring to equation (3) and with the assumption that feeder and converter current is equal, the power 
injected by the series power converter into the system for each minute is calculated and the results for 
10 random substation voltages including optimum voltage (Vୱ,୭୮୲୧୫୳୫) can be given in Table III. 
Table III shows that the selected optimum substation voltage has the lowest amount of total injected 
power for the whole year. Consequently, for the tested 100 residential houses, choosing ௦ܸଵ଺ସ଴଴଴ =
242.5ܸ allows the converter to operate at its lowest power rating and this produces the most efficient 
power electronic design with lower losses, cost, size and higher efficiency. 
 
 
௦ܸ௞ 
 
௜ܲ௡௝௠ 
௦ܸଵ 
230V 
௦ܸହ଴଴଴଴ 
233.7V 
௦ܸଵ଴଴଴଴଴ 
237.6V 
௦ܸଵ଺ସ଴଴଴ 
242.5V 
(optimum) 
௦ܸଶ଴଴଴଴଴ 
245.2V 
௦ܸଶହ଴଴଴଴ 
249.1V 
௦ܸଷ଴଴଴଴଴ 
252.8V 
௦ܸଷହ଴଴଴଴ 
256.6V 
௦ܸସ଴଴଴଴଴ 
260.4V 
௦ܸହଶହ଺଴଴ 
270V 
௜ܲ௡௝,ଵ(KVA) 0.1 0.25 0.35 0.67 0.88 1.2 1.47 1.6 1.9 2.6 
௜ܲ௡௝,ଶହ଴,଴଴଴(KVA) 6.1 4.6 3 1.2 1.4 1.7 3.2 4 5 6 
௜ܲ௡௝,ହଶହ,଺଴଴(KVA) 3.1 2 0.9 0.3 1.2 2.6 3.5 4.3 5.5 8.3 
௜ܲ௡௝௧௢௧௔௟(MVA) 18.2 13 8.6 5.9 6.2 9.1 14 19 24 38 
Table III: Total power injection of converter per different ࢂ࢙࢑ for the whole year 
Fig. 4: Calculated PDFଶଷ଴ for different substation phase voltages. Vୱ,୭୮୲୧୫୳୫ = 242.5ܸ 
` 
 
Now by referring to equations (8), the Cumulative Distribution Function (CDF) of the random variable 
x can be defined in equation (16) below: 
 
 
	ܲ(ܺ ≤ ݔ) = න ܨܺ(ݔ|ߜ௜, ߤ௜, ݓ௜)
௫
ିஶ
= 1√2ߨන ෍
ݓ௜
ߜ௜ ݁
ି(௫ିఓ೔)
మ
ଶఋ೔మ 																																																												(16)
ே
௜ୀଵ
௫
ିஶ
 
 
The PDF and CDF of the power converter with respect to optimum substation voltage for 100 residential 
houses with 300 m, 300	mmଶ cable over a year can be found and the results are plotted in Fig. 5. It is 
expected to get the peak value of PDF shown in Fig. 5(a) at 0 KVA, but due to real load data variations 
for residential house over a year, it is impossible to obtain the highest PDF at 0KVA. Furthermore; as it 
can be seen in Fig. 5(b) power converter with 2.3 KVA power rating can satisfy the load voltage to be 
around 230V at 90% of the time, and a power converter with 3.5 KVA power rating can guarantee load 
voltage satisfaction 99% of the time. . In addition, 15% of the time during the whole year, the power 
converter does not inject any power into the system. The same procedures have been carried out for 
different types of cable in size and results can be shown in Fig. 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a) b)
Fig. 5: a) PDF of converter KVA at Vୱ,୭୮୲୧୫୳୫ = 242.5ܸ,    b) CDF of converter KVA at 
Vୱ,୭୮୲୧୫୳୫ = 242.5ܸ	 for a 300m 300mm2 cable 
a) b) 
Fig. 6: a) PDF of converter KVA,   b) CDF of converter KVA for different cable sizes at 
their Vୱ,୭୮୲୧୫୳୫, 300m length cable 
Converter power (KVA) Converter power (KVA) 
Converter power (KVA) Converter power (KVA) 
PD
F 
PD
F 
C
D
F 
C
D
F 
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It is worth to note that the calculations are based on the assumption that load voltage is kept at 
approximately 230V. However; in the UK, the regulatory voltage levels are 230V, +10%-6%. In 
addition, some variables such as population growth, geographical factors, community development 
plans and substation fault, might affect the total power rating of converters. As a result, the power 
network planner should take the mentioned variable factors into account by increasing the total KVA 
rating of power converters, for instance 20% of total rating.  
 
Conclusion  
A comprehensive novel study has been carried out to evaluate probabilistic load data concerning the 
time-evolution of any type of load for any duration of time. Substation voltage selection plays an 
essential role in power system in terms of load voltage quality, network losses, power system safety, 
etc. A new method has been introduced to find an optimal substation voltage (Vୱ,୭୮୲୧୫୳୫) for distribution 
system based on statistics and probabilities. This finding points to the conclusion that for a system with 
series set up of power converter (for voltage regulation purposes), choosing Vୱ,୭୮୲୧୫୳୫ leads to the 
lowest amount of total injected power, power rating and cost of the power electronics. The explained 
method can be used in any probabilistic based power system analysis for any time duration including 
distribution planning, probabilistic load flow, load forecasting, load management, distribution 
automation, etc.  
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