Abstract-Many researches have been conducted on video abstraction for quick viewing of video archives, however there is a lack of approach that considers abstraction as a pre-processing stage in video analysis. This paper aims to investigate the efficiency of integrating video abstraction in surveillance video indexing and retrieval framework. The basic idea is to reduce the computational complexity and cost of overall processes by using the abstract version of the original video that excludes unnecessary and redundant information. The experimental results show a significant reduction of 87% in computational cost by using the abstract video rather than the original video in both indexing and retrieval processes.
I. INTRODUCTION
Video abstraction commonly develops as an effective mean in generating short and concise video that gives the general idea of the original video. The video abstractions may generate static or dynamic videos, where in the former a set of extracted keyframes are represented and in the latter a set of selected video shots provide the abstract video [1] . The static video abstraction approaches have the significant strengths such as, low computational cost, relatively high speed in generating abstract video, and the possibility of being used as an input for advanced video analysis processes [2] . Moreover, they are more applicable in surveillance video archives with low resolution and medium level of movement and changes in scene conditions. Therefore, this work relies on the static abstraction due to the aforementioned advantages.
Six main categories of video abstraction approaches based on their techniques and mechanisms are: feature-based, eventbased, cluster-based, trajectory-based, shot detection-based, and mosaic-based [3] . Generally, these approaches produce the abstract videos through the following steps: (a) analyzing video content, (b) clustering similar contents and selecting the most meaningful and representative contents, and (d) generating output (abstract video). The efficiency of these approaches highly depends on the salient features that have been extracted during video content analysis and the utilized clustering methods.
An abstraction approach called VSUMM (Video SUMMarization) was proposed in [4] . In this approachmeans algorithm clustered all frames based on their extracted color histograms. Although VSUMM is simple, it needs early estimation of clusters number. VISION (VIdeo Summarization for ONline applications) [5] allowed the user interaction during abstract video generation. In VISON color histogram were extracted from the video frames and the keyframes were selected by using the Zero-mean Normalized Cross Correlation (ZNCC) similarity metric. Mahmoud et al. [6] developed VSCAN to generate an abstract video based on a modified DBSCAN (Density-Based Spatial Clustering of Applications with Noise). They clustered color and texture features extracted from sampled video frames. Although VSCAN is more robust than VSUMM, it is relatively slow and needs careful parameter tuning.
Chiang and Yang [7] proposed a system for browsing surveillance video using abstract video. In this system, they extracted all significant moving objects and then rearranged them in a compact format by keeping their temporal coordinate and appearing orders. Similarly, in approach presented by Song et al. [2] all moving objects was detected even those with low frequent presence in video. This approach integrated the background subtraction and an adopted DBSCAN to detect objects and construct background for generating abstract surveillance videos.
All the aforementioned video abstraction approaches generate a concise representation of video contents only in direction of facilitating quick navigation and browsing lengthy videos. Nevertheless, video abstraction can also enhance the performance of video analysis applications by eliminating the redundant and insignificant information from video contents. Therefore, the main goal of this paper is to show the efficiency of utilizing abstract videos for performing indexing and retrieval processes rather than original videos. We briefly reviewed and analyzed our general framework in which the output of our video abstraction approach can be used for later tasks such as indexing and retrieval.
The rest of the paper is organized as follows. Section II discusses the technical details of our proposed surveillance video indexing and retrieval framework using video abstraction. Section III presents the evaluation comparison and experimental results. The paper is concluded in Section IV.
II. PROPOSED FRAMEWORK
In our earlier work [8] , we proposed a general framework for surveillance video indexing and retrieval in which the video abstraction was considered as the preliminary stage ahead of others. Fig. 1 illustrates three main modules of the proposed framework including video abstraction, video indexing and video retrieval. The aim of the video abstraction module is to generate an abstract video form original video by eliminating the redundant information and keeping only significant objects and events. The second module, video indexing, is developed to analyze the video content by utilizing several effective and computationally efficient techniques for detecting, tracking, and classifying objects and recognizing events. Video retrieval aims to find the most relevant information from the analyzed video based on the users' requirements (queries) by developing different matching techniques that support various types of queries. Each of the above mentioned components are briefly discussed next.
A. Video Abstraction
Our proposed video abstraction approach is responsible for producing an abstract video by clustering local and global features [9] . Given an input video, the proposed approach extracted features including color histogram, texture, frame energy and SURF (Speeded Up Robust Features) features on pre-samples frames, then clustered these features through an adapted DENsity-based CLUstEring algorithm (DENCLUE). Finally, the centroids of these clusters were used as keyframes to generate a static abstract video.
1) Color:
We extracted color feature by computing dominant color histogram in HSV color space. We quantized the color histogram of each frame to 256 colors in HSV (Hue, Saturation, and Value) color space using 16 bins of H, 4 bins of S, and 4 bins of V according to the MPEG-7 generic color histogram descriptor. Once the histogram was computed, we selected the eight most representative colors from this quantized histogram as dominant colors and computed their corresponding percentages.
2) Texture:
We reduced the size of each HSV frame to 64×64 pixels for mitigating the burden of computational expenses during texture extraction. We applied 2D Haar Wavelet transform with 3-levels decomposition to the resized frame. Finally, we extracted the texture feature by computing the mean, standard deviation, and energy of the approximation and details (horizontal, vertical, and diagonal) coefficients of the Haar wavelet transform.
3) Energy: We extracted energy only from Hue component of each HSV frame through two steps, first by computing frame differencing and then finding energy in the difference frame.
4) SURF:
In addition to the above global features, we extracted SURF as a local feature. Surf is invariant in rotation and scale and it is more robust against transformation than other extracted features.
In the next step, we fused the extracted features by using an adopted linear weighted fusion. This fused feature significantly improved the performance of the clustering algorithm by integrating the strength of both local and global features. Then, an adapted DENCLUE algorithm clustered the most similar frames based on their fused features. DENCLUE succeeded in clustering the large-scale and noisy data with acceptable speed. The middle cores of the clusters were selected as the keyframes. The abstract video was generated from these keyframes by arranging their temporal order.
B. Video Indexing
The generated abstract video was used as incoming video in the indexing module. The proposed video indexing approach is able to successfully detect objects, track and classify them, select the most representative blobs for each object, and recognize events [10] .
1) Blob Detection and Feature Extraction:
All objects in the scene have been detected using an adaptive background subtraction method utilizing adapted MoG (Mixture of Gaussians) in HSV color space. The developed object detection method significantly eliminated shadows and handled the gradual and sudden illumination changes. We extracted a combination of geometrical, visual, and spatial features such as blob size and extent, dominant color, edge direction histogram, covariance matrix, SURF, and GIST.
2) Blob Tracking: These detected objects were tracked using our hybrid of feature and region based tracking method. The region-based method has been applied to normally track the multiple objects based on spatial proximity similarity comparison of blobs in consecutive frames. While, the featurebased method has been employed in more complicated situation to resolve the occlusion problems and multiple matching conflicts by utilizing non-linear majority feature voting based on color histogram intersection, extent ratio, as well as size ratio of blobs. The proposed tracker is reliable to continuously track the multiple objects with possible segmentation errors and occluded conditions even in cluttered scene and it dose need no prior knowledge.
3) Blob Representation: Our blob representation method selected the most representative blobs of each object to reduce the computational complexity of further processes. It selected the representative blobs by performing the Affinity Propagation (AP) to cluster a set of blobs based on similarity that exist among blobs' features (i.e. Covariance Matrix (CM) and Edge Direction Histogram (EDH)).
4) Blob Classification:
We developed a Multi-class SVM (McSVM) to classify blobs in three categories as Person, Group, or Object. The classifier was trained based on two low-level features, SURF and GIST, which represented the local details and holistic description of each blob. Moreover, the One Against All (OAA) strategy was deployed to construct the multiple binary SVM classifier for prediction of each pre-defined category.
5) Event Recognition:
The proposed event recognition method offered the capabilities in successful recognition of multiple events (main, complex, and abnormal) occurring at the same time even in the crowded scene without any prior knowledge. Main events, such as entering scene, leaving scene, move, and stop, were recognized based on tracking information. On the contrary, complex and abnormal events, such as approach, depart, loitering, and move together were determined by considering the combination of main events along with their time interval and semantic descriptors.
C. Video Retrieval
The proposed video retrieval approach, we employed region-based and EMD (Earth Mover's Distance) blob-based matching techniques to perform query-by-region and query-byexample, respectively. Before performing any matching techniques, we applied an approximate -means clustering method to all representative blobs (in region-based matching) or all video's frames (in EMD blob-based matching) to reduce the retrieval time.
In our region-based matching, we compared a given region with the members (representative blobs) of a cluster, where its middle core is most similar to the given region by measuring their similarity using fused feature (dominant color, covariance matrix, and edge direction histogram). Similarly, in our EMD blob-based matching approach, we compared all objects of the given query with all objects of clusters' middle cores and found the most similar cluster. Then, we compared the objects of a given query with all objects of the members (frames) of this cluster using the EMD over the above fused feature. In the proposed retrieval approach, the new events can be expressed as combination of currently recognized events, and/or selected region, and/or temporal and logical constraints (query-bycombination).
III. EXPERIMENTAL RESULTS
We conducted two set of experiments to prove the effectiveness of our proposed video abstraction approach and confirm the efficiency of this approach in reducing the computational cost of indexing and retrieval processes. Therefore, we evaluated our proposed video abstraction approach using 25 videos, selected from OV dataset [11] . For this evaluation, we compared the quality of abstract videos generated by our proposed approach with the results reported by OV [12] , STIMO [13] , VSUMM [4] , VSCAN [6] . TABLE I indicates that the quality of abstract videos in the proposed approach is higher than other approach. Reduction of computational complexity in term of processing time is the significant advantage of integrating the abstraction approach in video indexing and retrieval framework. We evaluated the efficiency of this integration by performing various experiments using two videos, S1-T1-C and S08 (with the specification summarized in TABLE II), selected from benchmark datasets PETS 2006 and PETS 2007, respectively [14, 15] . These experiments were carried out on an Intel Core i7 processor running at 2.4Ghz. The time efficiency of the tasks performed in the indexing and retrieval modules were computed and compared in both original and abstract videos. We measured the time efficiency by using metric based on the following equation:
where _ and T_ denote time processing of performing different tasks using the original and abstract videos, respectively. Fig. 2 shows a graphical user interface of the implemented prototype for the proposed framework which is facilitated performing video abstraction as well as video indexing and retrieval tasks including: object detection, tracking, representation, classification, event recognition and retrieval based on various query types. This figure showed that the proposed video abstraction approach can also be used as a browsing tool for the fast exploration of video content.
TABLE III presents the comparison of computational cost in term of processing time for performing all tasks of video indexing approach in the original video and abstract video for two selected videos. The results showed that abstraction significantly reduced the processing time up to 86% and 87% in both datasets because it removes those redundant frames lacking from activity in the original videos.
The comparison of computational cost for the retrieval tasks based on several supported query types in both original and abstract videos is reported in TABLE IV. The results prove that the abstract videos significantly reduce the consuming time in both datasets because it removes those redundant frames lacking from activity. The speedup rate in PETS 2006 for performing retrieval tasks is near to 87%, while it is around 86% in PETS 2007.
The processing time of both original and abstract videos on PETS 2006 is lower than PETS 2007, due to presence of lower movements and activities in the sparse scenes of the former dataset than the latter one. The retrieval time of processing query-by-text is lower than the other query types since only exact matching needs to be performed. While, query-bycombination takes longer retrieval time in compare with the others due to performing the combination of text-based and region-based query. IV. CONCLUSION This paper presented a general framework in which the proposed video abstraction approach was utilized to reduce the computation cost and complexity of various processes in both indexing and retrieval along with facilitating the quick browsing of video contents. Our quantitative experiments confirmed that the quality of abstract video generated by the proposed video abstraction approach exceeded the other approaches. Moreover, the results also demonstrated a significant reduction in the processing time of both indexing and retrieval processes up to 87%.
