ABSTRACT. Starting from a (small) rigid C * -tensor category C with simple unit, we construct von Neumann algebras associated to each of its objects. These algebras are factors and can be either semifinite (of type II 1 or II ∞ , depending on whether the spectrum of the category is finite or infinite) or they can be of type III λ , λ ∈ (0, 1]. The choice of type is tuned by the choice of Tomita structure (defined in the paper) on certain bimodules we use in the construction. Moreover, if the spectrum is infinite we realize the whole tensor category directly as endomorphisms of these algebras, with finite Jones index, by exhibiting a fully faithful unitary tensor functor F : C → End 0 (Φ) where Φ is a factor (of type II or III).
INTRODUCTION
Tensor categories (also called monoidal categories, see [43] , [16] ) are abstract mathematical structures which naturally arise in different ways when dealing with operator algebras on a Hilbert space H. In this context, they are typically unitary and C * [20] , i.e., they come equipped with an involution t → t * and a norm t → t on arrows, describing respectively the adjunction and the operator norm in B(H). Examples come from categories of endomorphisms of von Neumann algebras with tensor structure given on objects by the composition of endomorphisms, or from categories of bimodules with the relative tensor product (Connes fusion), or from representation categories of quantum groups, or again from the analysis of superselection sectors in Quantum Field Theory (in the algebraic formulation of QFT due to Haag and Kastler) where the tensor product describes the composition of elementary particle states. See [45] and references therein. In the theory of subfactors [30] , [33] , tensor categories (or more generally a 2-category) can be associated to a given (finite index) subfactor by looking at its fusion graphs.
One of the most exciting additional structures that can be given on top of an abstract (C * -)tensor categories is an intrinsic notion of dimension [42] , see also [10] , [11] , which associates a real number d X ≥ 1 to each object X of the category. The dimension is intrinsic in the sense that it is formulated by means of objects and arrows in the category only, more precisely by means of conjugate objects and (solutions of) the conjugate equations (also called zig-zag equations). In the case of the category of finite dimensional Hilbert spaces V, the intrinsic dimension coincides with the usual notion of dimension of V as a vector space. The finiteness of the Jones index of a subfactor [37] , [42] , and the finiteness of the statistics of a superselection sector in QFT [40] are as well instances of the intrinsic dimension applied to concrete C * -tensor categories. A C * -tensor category whose objects have finite dimension (i.e., admit conjugate objects in the sense of the conjugate equations) is called rigid. Similar notions appearing in the literature on tensor categories, sometimes available in slightly more general contexts than ours, are the one of pivotality, sphericality, see, e.g., [16] , [45] , and Frobenius duality [68] .
The question (motivated by the previous discussion) of how to realize abstract rigid C * -tensor categories as endomorphisms (or more generally bimodules) of operator algebras can be traced back to the seminal work of Jones on the index of type II 1 subfactors [30] and it has been studied by many authors over the years. In [27] , Hayashi and Yamagami realize categories admitting an "amenable" dimension function as bimodules of the hyperfinite type II 1 factor. Later on, a different realization of arbitrary categories with countable spectrum (the set of isomorphism classes of simple objects) over amalgamated free product factors has been given by Yamagami in [67] . Both these works, and more generally the research in the direction of constructing operator algebras out of finite dimensional combinatorial data, have their roots in the work of Popa on the construction of subfactors associated to standard lattices [48] , i.e., on the reverse of the machinery which associates to a subfactor its standard invariant (the system of its higher relative commutants). Moreover, the powerful deformation-rigidity theory developed by Popa [50] , [51] , [52] makes it possible to completely determine the bimodule categories for certain classes of type II 1 factors (see for example [65] , [18] , [8] , [19] for some explicit results on the calculation of bimodule categories). More recently, Brothier, Hartglass and Penneys proved in [4] that every countably generated rigid C * -tensor category can be realized as bimodules of free group factors (see also [22] , [32] , [38] , [23] , [3] , [24] ).
The purpose of the present work is to re-interpret the construction in [4] via Tomita bimodules (defined in the paper, see Definition 2.2), to generalize it in order to obtain different types of factors (possibly III λ , λ ∈ (0, 1]), and to prove the universality of free group factors for rigid C * -tensor categories with uncountable spectrum (see Section 4) .
Unlike [4] , we do not use the language of Jones' planar algebras [31] (a planar diagrammatic axiomatization of Popa's standard lattices). Instead, we prefer to work with the tensor category itself in order to exploit its flexibility: our main trick is to double the spectrum of the given category and consider the set of all "letters" corresponding to inequivalent simple objects and to their conjugate objects. This allows us to define Tomita structures (see Section 3) on certain pre-Hilbert bimodules H(X) that we associate to the objects X of the category, without having to cope with ambiguities arising from the choice of solutions of the conjugate equations in the case of self-conjugate objects (depending on their Frobenius-Schur indicator, i.e., depending on the reality or pseudo-reality of self-conjugate objects, in the terminology of [42] ). The algebra Φ(H(X)) associated to the Tomita bimodule H(X) (via Fock space construction, see below) is of type II or III λ , λ ∈ (0, 1], depending on the choice of Tomita structure, both in the finite and infinite spectrum case. Even if we choose the trivial Tomita structure, our construction is different from the one of [4] in the sense that for finitely generated categories we obtain different algebras, e.g., the trivial category with only one simple object 1 produces the free group factor with two generators L(F 2 ).
The paper is organized as follows. In Section 2, we consider pre-Hilbert C * -bimodules, a natural non-complete generalization of Hilbert C * -bimodules, which we use to treat finite-dimensional purely algebraic issues before passing to the norm or Hilbert space completions. Moreover, we define Tomita structures on a pre-Hilbert A-A bimodule (hence we define Tomita A-A bimodules), where A is a von Neumann algebra (Definition 2.2). The terminology is due to the fact that every Tomita algebra is a Tomita C-C bimodule. We derive the main properties of Tomita bimodules only in the case of semifinite von Neumann algebras A and choosing a reference normal semifinite faithful tracial weight τ on A. We recall the definition of (full) Fock space F (H) (crucial in Voiculescu's free probability theory [66] ) here associated to a Tomita A-A bimodule H and express the Tomita-Takesaki's modular objects of the von Neumann algebras Φ(H) , generated by A and by the creation and annihilation operators, in terms of the Tomita structure of H and of the chosen tracial weight on A (Theorem 2.2). This is the main result of the section.
In Section 3, which is the main part of this work, we associate to every object X of a rigid C * -tensor category, with simple unit, a semifinite von Neumann algebra A(X) and a Tomita A(X)-A(X) bimodule H(X) (Proposition 3.1). The Tomita structure is determined by an arbitrary choice of strictly positive numbers λ α for every α ∈ S , where S is a representative set of simple objects in the category (i.e., S labels the spectrum of the category). The algebra A(X) is semifinite with "canonical" tracial weight given by the rigidity structure of the category (the standard left and right inverses of [42] are indeed tracial), moreover A(X) is a (possibly infinite) direct sum of matrix algebras (because the category is automatically semisimple) and the weight of minimal projections equals the intrinsic dimension of the elements in S . The associated von Neumann algebra Φ(H(X)) on Fock space (or better, on its Hilbert space completion with respect to the tracial weight) turns out to be a factor for every X (Theorem 3.1), and we study the type of Φ(H(X)) depending on the size of the spectrum and on the chosen Tomita structure on H(X) (Proposition 3.2). For ease of exposition we state the results of this section only in the case X = 1 (tensor unit object), but these can be generalized to an arbitrary X ∈ C without conceptual difficulty (Remark 3.1).
In Section 4, we study Φ(H(1)) in the case of categories with infinite spectrum S and assuming λ α = 1 for every α ∈ S (trivial Tomita structure). We prove that the free group factor L(F S ), either with countably many or with uncountably many generators, sits in a corner of Φ(H(1)) (Theorem 4.1). Easy examples of rigid C * -tensor categories which are not amenable and have uncountable spectrum come from the algebraic group algebras of uncountable discrete and non-amenable groups, see [27, Example 2.2]. E.g., consider the pointed discrete categories with fusion ring equal to
where R is endowed with the discrete topology and F ∞ is the free group with uncountably many generators. Obtaining a realization result for such categories, which were previously not covered in the literature, was the original motivation of our work.
In Section 5, again in the infinite spectrum case, we re-interpret the algebra Φ(H(1)) as a corner of a bigger auxiliary algebra Φ(C ), we associate to every object X ∈ C a non-unital endomorphism of Φ(C ), and we cut it down to an endomorphism of Φ(H(1)) , denoted by F(X). We conclude by showing that F is a fully faithful unitary tensor functor from C into End(Φ(H(1)) ), hence a realization of the category C as endomorphisms with finite index of a factor (Theorem 5.2) which can be chosen to be either of type II ∞ or of type III λ , λ ∈ (0, 1]. Moreover, the realization always happens on a σ-finite factor (e.g., L(F ∞ ) if we choose trivial Tomita structure) by composing F with a suitable equivalence of bimodule (or endomorphism) categories coming from the ampliation (Theorem 5.3).
In Appendix A, as we could not find a reference, we define and study the amalgamated free product of arbitrary von Neumann algebras (not necessarily σ-finite), as we need in our construction when dealing with uncountably generated categories.
In Appendix B, we generalize some results concerning the Jones projection and the structure of amalgamated free products, well-known in the σ-finite case, to the case of arbitrary von Neumann algebras.
PRELIMINARIES
Let N be a unital C * -algebra. A pre-Hilbert N -N bimodule is an N -N bimodule H with a sesquilinear N -valued inner product ·|· N :
Note that (2) implies that ξ 1 |ξ 2 N = ξ 2 |ξ 1 * N . A pre-Hilbert N -N bimodule H which is complete in the norm · H is called a Hilbert N -N bimodule. Let L(H) and B(H) be respectively the set of adjointable and bounded adjointable linear mappings from H to H. Condition (3) implies that the left action of N on H is a *-homomorphism from N into B(H). If H is a Hilbert N -N bimodule, then B(H) = L(H) (see [39] ).
Remark 2.1. Let H be a pre-Hilbert N -N bimodule and T ∈ B(H). Note that
Therefore T * ∈ B(H). Thus if H is the completion of H, then each T ∈ B(H) extends uniquely to an element in B(H). But B(H) is not a norm dense subalgebra of B(H) in general.
i=0 e 2 n +i where {e 1 , e 2 , . . .} is the canonical orthonormal basis of l 2 (N). Define a partial isometry V ∈ B(l 2 (N)) by Ve j = ξ j .
Assume there exists T ∈ B(l 1 (N)) and T − V < 1/2. Note that Te n − ξ n < 1/2, thus
We now choose inductively two subsequences of non negative numbers 1 = n 0 < n 1 < n 2 < · · · and n(1) < n(2) < · · · such that n(k) ≥ k 2 and
, we can choose n 1 ∈ N that satisfies the above condition. Assume that {n 1 , . . . , n k } and {n(1), . . . , n(k)} are chosen. Recall that T * also maps l 1 (N) into l 1 (N) and {T * e i }
Thus T is not in B(l 1 (N)), and B(l 1 (N)) is not dense in B(l 2 (N)).
In the following, we shall also consider the Hilbert space completion H ϕ of a pre-Hilbert N -N bimodule H, associated to a choice of weight on N . Notation 2.1. Let H be a pre-Hilbert N -N bimodule, ϕ a faithful weight on the C * -algebra N and denote N(H, ϕ) = {ξ ∈ H : ϕ( ξ|ξ N ) < +∞}. The formula
defines a positive definite inner product on N(H, ϕ). We denote the norm associated with this inner product by · 2 , i.e., ξ 2 = ϕ( ξ|ξ N ) 1/2 , and the completion of N(H, ϕ) relative to this norm by H ϕ .
Lemma 2.1. Let A be a von Neumann algebra and H a pre-Hilbert A-A bimodule. If ϕ is a normal semifinite faithful (n.s.f.) weight on A, then Ker(π ϕ ) = {0}.
Proof. If 0 = T ∈ B(H), then there exists ξ ∈ H such that Tξ|Tξ A = 0. Since ϕ is semifinite and faithful, we can choose a self-adjoint operator A ∈ A such that 0 < ϕ(A 2 ) < ∞ and A Tξ|Tξ A A = 0. Note that ξ · A ∈ N(H, ϕ), this implies that π ϕ (T) = 0.
Let A be a von Neumann algebra and ϕ a n.s.f. weight on A. For the rest of this section, H is a pre-Hilbert A-A bimodule with a distinguished "vacuum vector" Ω ∈ H such that Ω|Ω A = I and A · Ω = Ω · A for all A ∈ A (as we shall be equipped with in the Fock space construction at the end of this section). Let
It is easy to check that e A (A · ξ · B) = A · e A (ξ) · B, where A, B ∈ A. Proposition 2.1. e A is a projection in B(H) whose range is A · Ω.
Proof. Since ξ|Ω
For the rest of this section, M ⊂ B(H) is a *-algebra containing A (which we regard as represented on H via its left action). Then
is a conditional expectation from M onto A ([59, Theorem 4.6.15]). It is easy to check that e A Te A = E 0 (T)e A , T ∈ M. Also note that MΩ = span{T · Ω : T ∈ M} is a pre-Hilbert A-A bimodule and that L 2 (A, φ) is canonically embedded into H φ for any n.s.f. weight φ on A via A ∈ A → A · Ω. 
Note that A ∈ A → π ϕ (A)e A is a *-isomorphism, namely the Gelfand-NaimarkSegal (GNS) representation of A associated with ϕ. By Lemma 2.2,
where πφ is the GNS representation of
Proof. We claim that MΩ ∩ N(H, φ) is dense in H φ w.r.t. the Hilbert space norm. Indeed, let ξ ∈ N(H, φ) and
Since φ is normal, for any ε > 0, we can choose m 0 such that
. Repeat the argument above, for any ε > 0, we find a positive operator
Theorem 2.1. Let ϕ and φ be two n.s.f. weights on A. If MΩ is dense in H (w.r.t. the norm · H ), then the map π ϕ (T) → π φ (T), T ∈ M, extends to a *-isomorphism between the two von Neumann algebras π ϕ (M) and π φ (M) .
Proof. By Lemma 2.3, we have normal *-homomorphisms ρ 1 : The following easy fact is used implicitly in the paper and the proof is left as an exercise for the reader. Proof. Assume that A α tends to 0 in the strong-operator topology, then A * α A α → 0 in the weak-operator topology. Therefore A α · ξ|A α · ξ A converges to 0 in the weak-operator topology. Since [39, Lemma 5 .3], we have that A α · ξ|ξ A tends to 0 in the strong-operator topology.
Proposition 2.4. Let H 1 and H 2 be two pre-Hilbert A-A bimodules. If the left action on H 2 is normal, then H 1 ⊗ A H 2 , the algebraic tensor product over A, is a pre-Hilbert A-A bimodule with A-valued inner product given on simple tensors by
Proof. We only need to show that if
Since β|T · β A = 0 where β = (β 1 , . . . , β n ) ∈ H n 2 and T = (
. .. Since T 1/2 n tends to the range projection P = (p ij ) i,j of T in the strong-operator topology, we have that β T 1/2 n · β A converges to β|P · β A in the strong-operator topology. Thus P · β = 0 and ∑
2.2. Tomita pre-Hilbert bimodules and Fock space construction. Throughout the rest of this section, A is a semifinite von Neumann algebra and τ is a n.s.f. tracial weight on A. Recall that N(A, τ) = {A ∈ A : τ(A * A) < ∞} is an ideal. Let H be a pre-Hilbert A-A bimodule H with normal left action of A. Note that
Thus the right action ξ → ξ · B, ξ ∈ N(H, τ), gives a (normal) *-representation of the opposite algebra A op on the Hilbert space H τ (see Notation 2.1). Moreover, H τ is an A-A bimodule with scalar-valued inner product (also called correspondence in [7] , [41] , [56] 
Remark 2.3.
It is clear that every Tomita algebra is a Tomita C-C bimodule. The same definition of Tomita bimodule could be given for A not necessarily semifinite and for τ not necessarily tracial. In order to derive the following properties, and for the purpose of this paper, we stick to the semifinite case.
Note that U(α)β 2 2 = β|U(2iImα)β is a continuous function of α for each β ∈ H, hence it is locally bounded. By [62, A.1] , α ∈ C → U(α)β ∈ H τ is entire in the (Hilbert space) norm for every β ∈ H. Furthermore, we have the following fact. Lemma 2.4. Let H be a Tomita A-A bimodule. For any ξ, β ∈ H, the map α → ξ|U(α)β A ∈ A is entire in the (operator) norm.
Proof. By Definition 2.2(3)(a), the map is bounded on any compact subset of C. that the closure of U(it) is self-adjoint for every t ∈ R, U(α) = ∆ iα | H and H is a core for each ∆ iα .
For the convenience of the reader, we sketch the proof. By condition (3)(c), {U(t)} t∈R can be extended to a one-parameter unitary group on H τ . By Stone's theorem, there exists a non-singular (unbounded) self-adjoint positive operator K such that
Remark 2.5. By Proposition 2.5, S| H = JU(−i/2), thus JH = H.
Lemma 2.5. Let H be a Tomita
where ξ, β, ζ are in the domains of S, S * and ∆ iα respectively and A, B ∈ A.
Proof. By Proposition 2.5, we only need to show that the equations hold for ξ ∈ H.
Lemma 2.6. Let H be a Tomita A-A bimodule. Then for any ξ, β ∈ H, we have
Proof. By Lemma 2.5, we have
Lemma 2.7. Suppose that H 1 and H 2 are two Tomita A-A bimodules. Then
define a conjugate linear map S and a one-parameter group {U(α)} α∈C , where S i and U i (α) are the involution and one-parameter group for H i , i = 1, 2, and
Furthermore {U(α)} satisfies the conditions (3)(a) and (3)
Proof. By Proposition 2.4, Lemma 2.5, S and U(α) are well-defined. It is easy to see
For ξ i and β i ∈ H i , i = 1, 2, we have
i.e.,
Proposition 2.6. Given a Tomita A-A bimodule H, then H ⊗ n A , n ≥ 1, is also a Tomita A-A bimodule with the A-valued inner product given by linear extension of
and the involution S n and one-parameter group {U n (α)} α∈C are respectively given by
Proof. By Proposition 2.4, H ⊗ n
A is a pre-Hilbert A-A bimodule with normal left action. Conditions (1), (2), (3)(b) in the definition of Tomita bimodule are trivial to check. By Lemma 2.6, (3)(c) is also clear. By Lemma 2.7 and induction on n, we get (3)(a) and (3)
n be the polar decomposition of S, n ≥ 1. By Proposition 2.5, H ⊗ n A is a common core for ∆ t n , t ∈ R, and
. We recall the following definition, see, e.g., [59, Section 4.6] for the same definition given for Hilbert bimodules over a C * -algebra.
Definition 2.3. Given a Tomita
A be the associated Fock space, where
By Proposition 2.4, F (H) is a pre-Hilbert A-A bimodule. It is clear that the identity I of A is a "vacuum vector" for F (H), and we will use Ω to denote this vector as in the beginning of this section.
For ξ ∈ H, the creation and annihilation operators L(ξ), L * (ξ) are defined by
where A ∈ A and β i ∈ H, i = 1, . . . , n.
Definition 2.4. Let Φ(H) be the * -subalgebra of B(F (H)) generated by A (acting on
Let Φ(H) be the von Neumann algebra generated by π τ (Φ(H)) on the Hilbert space completion F (H) τ (see Notation 2.1) and let Φ(H) be the commutant of Φ(H) .
Proposition 2.7. Φ(H)Ω = F (H).

Proof. By induction, it is not hard to check that
The GNS space L 2 (A, τ) can be viewed as the closure of the subspace spanned by
A is a Tomita A-A bimodule with involution S 0 ⊕ ⊕ n≥1 S n and one-parameter group Id ⊕ ⊕ n≥1 U n (α), where S 0 = J 0 is the modular conjugation associated with τ on the Hilbert space L 2 (A, τ) and Id is the identity map on A. Let J = J 0 ⊕ ⊕ n≥1 J n . By Proposition 2.6, the polar decomposition of the closure of S 0 ⊕ ⊕ n≥1 S n (which we shall denote again
where B ∈ N(A, τ). Thus J Φ(H)J ⊂ Φ(H) and the conditional expectation
is faithful.
Proof. All the equations can be checked by easy computation. Let B ∈ N(A, τ) and β ∈ H. Note that S| H = JU(−i/2), Lemma 2.6 implies
Note that Proposition 2.7 and eq. (4) 
where πτ is the GNS representation of Φ(H) associated withτ.
Let S be the involution in the Tomita theory associated withτ. We claim that
We have that the graph of S| UN(F (H),τ) is dense in the graph of S.
By the definition of S, it is clear that U * SU(B) = B * and U * SU(ξ) = Γ(ξ) * Ω = S(ξ), where B ∈ N(A, τ) and ξ ∈ H. Note that
. By similar computation and induction on the degree of the tensor, it is not hard to check that U * SU(
Therefore we have the following result which shows how the Tomita structure of H determines the modular objects of the associated von Neumann algebra Φ(H) . This is the main result of this section and it is crucial for the determination of the type of factors constructed in the next section.
2.3. Fock space and amalgamated free products. Let {(H i , S i , {U i (α)} α∈C )} i∈I be a family of Tomita A-A bimodules. Let H = ⊕ i∈I H i = {(ξ i ) i∈I : ξ i ∈ H i , ξ i is zero for all but for a finite number of indices}. It is obvious that H admits an involution S = ⊕ i S i and a one-parameter group {U(α) = ⊕ i U i (α)} α∈C . If we define the A-valued inner product by (ξ i )|(β i ) A = ∑ i ξ i |β i A , then H is a Tomita A-A bimodule with left and right action given by
F (H i ) can be canonically embedded into F (H) as an A-A sub-bimodule. We view F (H i ) τ as a Hilbert subspace of F (H) τ . Let e A and e i be the projection from
Therefore, Φ(H i ) can be identified with a von Neumann subalgebra of Φ(H) . Let E be the faithful normal conditional expectation from 
where A, B ∈ Φ(H s ) and T ∈ Φ(H) . Thus E s is a faithful normal conditional expectation from
Summarizing the above discussion, we have the following proposition (cf. [59, Theorem 4.6.15] and Appendix A for the definition of amalgamated free product among arbitrary von Neumann algebras).
3. FROM RIGID C * -TENSOR CATEGORIES TO OPERATOR ALGEBRAS VIA TOMITA BIMODULES Let C be a (small) rigid C * -tensor category with simple (i.e., irreducible) unit 1, finite direct sums and subobjects, see [2] , [16] , [42] . We may assume C to be strict by [43, XI.3, Theorem 1]. For objects X in C we write with abuse of notation X ∈ C , we denote by t ∈ Hom(X, Y) the arrows in C between X, Y ∈ C and by I X the identity arrow in Hom(X, X). Moreover, we write XY for the tensor product of objects (instead of X ⊗ Y), and t • s, t ⊗ s, respectively, for the composition product and the tensor product of arrows. We use X to denote a conjugate object of X (also called dual object) equipped with unit and counit satisfying the so-called conjugate equations, namely
Hence conjugation is specified by ordered pairs (X, X), or better by four-tuples (X, X, η X , ε X ). Furthermore, we always assume that (η X , ε * X ) is a standard solution of the conjugate equations, see [42, Section 3] . Important consequences of these assumptions on C , for which we refer to [42] , are semisimplicity (every object is completely reducible into a finite direct sum of simple ones), the existence of an additive and multiplicative dimension function on objects
on the finite dimensional C * -algebra Hom(X, X). Moreover, for every X, Y ∈ C Hom(X, Y) is a finite dimensional Hilbert space with inner product given by
(1) Let S be a representative set of simple objects in C such that 1 ∈ S . Let Λ = S ∪ S (disjoint union) where S = {α : α ∈ S }. We shall always consider α ∈ S and α ∈ S as distinct elements ("letters") in Λ, even if α = α as objects in C . In particular 1 = 1 in Λ.
(2) We label the fundamental "fusion" Hom-spaces of C by triples in S × S × Λ, namely
where β 2 α = β 2 ⊗ α and we identify α ∈ Λ with its embedding in C . Note that the set of letters Λ can be mapped (non-injectively) into the objects of C . (3) For every α ∈ Λ, let r α = η α ∈ Hom(1, αα) if α ∈ S , and let r α = ε * α ∈ Hom(1, αα) for the corresponding α ∈ S , where (η α , ε * α ) is a standard solution of the conjugate equations as above. (4) For every α ∈ S , regarded as an element of Λ, let α = α. Thus α ∈ Λ → α ∈ Λ is an involution on Λ. In the following, we shall use α, β, γ . . . to denote elements in Λ, or in S , and X, Y, Z, . . . to denote objects in C . For a set S, we denote its cardinality by |S|.
We define a von Neumann algebra A(1) associated to the tensor unit 1 by
with a (non-normalized, semifinite) trace τ given by eq. (5), i.e., the trace values of minimal projections equals the categorical dimension τ(
Let
where ⊕ stands for algebraic direct sum. Furthermore, H(1) is an A(1)-A(1) bimodule with left and right action given by
1 ⊗ is always evaluated before •.
We define an A(1)-valued inner product on H(1) by
It is easy to check that H(1) is a pre-Hilbert A(1)-A(1) bimodule with normal left action, as we defined in Section 2. Let α ∈ Λ and β 1 , β 2 ∈ S . By Frobenius reciprocity [42, Lemma 2.1], we can define a bijection
It is clear that ξ = ξ. Although β 2 α and β 1 α can be the same object in C , we have that ξ = ξ as vectors in H(1) because α = α in Λ by our assumption.
We now define an involution S on H(1) and a complex one-parameter group {U(z) : z ∈ C} of isomorphisms that endow H(1) with the structure of a Tomita
For each α ∈ Λ, we choose a real number λ α > 0 if α ∈ S . For the corresponding α ∈ S , let λ α = 1/λ α . We define the action of S and U(z) on every ξ ∈ [
where ξ is defined by eq. (7). Summing up, we have that Proposition 3.1. H(1) is a Tomita A(1)-A(1) bimodule, for every choice of λ α and λ α = 1/λ α associated with the elements α ∈ Λ. Remark 3.1. Similarly, one can define a semifinite (not necessarily abelian) von Neumann algebra A(X) and a Tomita bimodule H(X) associated with an arbitrary object of the category X ∈ C , where semifiniteness of A(X) is again due to the rigidity of C , and the Tomita structure depends as before on the choice of λ α , α ∈ Λ. Namely
where the semifinite tracial weight on A(X), the bimodule actions of A(X) and the A(X)-valued inner product on H(X) are defined similarly to the case X = 1. The Tomita structure can be defined on H(X), for every ξ ∈ Hom(Xβ 1 , Xβ 2 α) for α ∈ Λ, β 1 , β 2 ∈ S , again by eq. (8) but replacing the conjugation on vectors ξ → ξ defined by eq. (7) on H(1) with the following defined on H(X) by
For ease of exposition, we state the results of this section in the case X = 1, namely we will show that Φ(H(1)) is a factor (Theorem 3.1) and we will characterize its type depending on the chosen Tomita structure (Proposition 3.2). The same statements hold for an arbitrary object X ∈ C , with suitable modification of the proofs.
In section 6 we define other algebras denoted by Φ(X) (Lemma 5.7) which play the same role of Φ(H(X)) but live inside a bigger auxiliary algebra Φ(C ). We will only show that Φ(H(1)) ∼ = Φ(1) (Lemma 5.1) and that Φ(1) ∼ = Φ(X) for every X ∈ C (Theorem 5.1, assuming that the spectrum of the category is infinite), but we omit the proof of Φ(H(X)) ∼ = Φ(X) showing the equivalence of the two constructions.
In the following, we choose and write O
for a fixed orthonormal basis of isometries in [
where Ω = I is the vacuum vector in F (H(1)). 
where λ = min{λ α , λ α }. Furthermore, in the polar decomposition Γ(η) = VK, we have KerK = {0} and V, K are *-free with respect to E. The distribution of K 2 = Γ(η) * Γ(η) with respect to the state d
Proof. By exchanging the roles of ξ and ξ, hence of α and α, we can assume λ α ≤ 1. It is clear that Φ({aξ + bξ}) is generated by A(1) and 
Proof. As in the previous lemma, Φ({aξ + bξ}) is the von Neumann subalgebra of Φ(H(1)) generated by A(1) and Γ(ξ)
where δ 0 is the Dirac measure concentrated in 0. 
where N β is L(F 2 ) or the free Araki-Woods type III λ factor, λ = min{λ 1 , λ 1 }, and N β is generated by a partial isometry V β and a positive operator K β in the centralizer of τ • E (see Remark 3.2). If we let
we get a Haar unitary, i.e., E(U n β ) = 0 for every n = 0, which generates {K β } . Moreover, U β and V β are *-free with respect to E. 2 We adopt the notation used in [13] to specify the (non-normalized) trace on a direct sum of algebras.
Let A 1 and A 2 be two finite von Neumann algebra with two given states ω 1 and ω 2 respectively. We use
to denote the direct sum algebra with distinguished positive linear functional t 1 ω 1 (a) + t 2 ω 2 (b), a ∈ A 1 , b ∈ A 2 , where p and q are projections corresponding to the identity elements of A 1 and A 2 respectively. A special case of this is when ω 1 , ω 2 and t 1 ω 1 (·) + t 2 ω 2 (·) are tracial.
Denote by M 1 the l.h.s. of eq. (11) and byM 1 the strongly dense *-subalgebra of M 1 generated by A(1) and {U β , V β : β ∈ S }. By Proposition 2.9 and eq. (9) we have an amalgamated free product decomposition of Φ(H(1)) , namely
Lemma 3.3. With the notations above, there is a unitary U ∈ Φ(H(1)) τ•E ∩ M 1 such that E(t 1 U n t 2 ) → 0 for n → +∞ in the strong operator topology for every t 1 , t 2 ∈M 1 .
Proof. By Lemma 3.1 and the discussion above, U = ∑ β∈S U β satisfies the conditions. 
Recall that the Connes' invariant S(M) of a factor M is given by ∩{Sp(∆ ϕ ) : ϕ is a n.s.f. weight on M} and that R + * ∩ S(M) = R + * ∩ {Sp(∆ ϕ e ) : 0 = e ∈ Proj(Z (M ϕ )} is a closed subgroup of R + * = {t ∈ R, t > 0}, where ϕ e = ϕ| eMe . See [6, Chapter III], [60, Chapter VI]. Here Proj(·) denotes the set of orthogonal projections of a von Neumann algebra and Sp(·) the spectrum of an operator. Lemma 3.5. Let G be the closed subgroup of R + * generated by {λ α λ β 2 /λ β 1 : α ∈ Λ, β 1 , β 2 ∈ S such that [
Proof. We use ϕ to denote τ • E. By Lemma 3.4 and [60, Section 15.4], we know that 
] and α i ∈ Λ, β i ∈ S , n = 1, 2, . . .. By Theorem 2.2, for every t ∈ R, we have
]. Since the linear span of {p 1 } ∪ {Γ(ξ n ) · · · Γ(ξ 1 )} as above is dense in the space L 2 (I 1 Φ(H(1)) I 1 , ϕ I 1 ), we have Sp(∆ ϕ I 1 ) \ {0} = G.
Proposition 3.2. Φ(H(1)) is semifinite if and only if λ β
is not semifinite, then it is a type III λ factor for λ ∈ (0, 1], where λ depends on the choice of (non-trivial) Tomita structure. 
for every ξ ∈ [
If α is not self-conjugate, then there is β ∈ S which is a conjugate of α and we have λ α λ β = 1.
If the spectrum S is finite, then Φ(H (1)) is a type II 1 factor. If S is infinite, then τ K • E(I) = ∑ β∈S λ β d β = +∞, where τ K is defined in the proof of Proposition 3.2. Thus Φ(H(1)) is a II ∞ factor. Observe that τ K • E is a trace (tracial weight), whereas τ • E is a trace if and only if λ α = 1 for every α ∈ Λ.
THE CASE λ α = 1
In this section, we assume that the spectrum S of the category C is infinite (not necessarily denumerable) and study the algebra Φ(H(1)) constructed before, in the special case λ α = 1 for every α ∈ S (hence for every α ∈ Λ), i.e., when the A(1)-A(1) pre-Hilbert bimodule H(1) has trivial Tomita bimodule structure. The main result is that, in the trivial Tomita structure case, the free group factor L(F S ) (with countably infinite or uncountably many generators) sits in a corner of Φ(H(1)) , namely I 1 Φ(H(1)) I 1 ∼ = L(F S ) (Theorem 4.1).
All von Neumann algebras in this section are semifinite and all conditional expectations are trace-preserving. Since the conditional expectation onto a von Neumann subalgebra with respect to a fixed tracial weight is unique (see [62, Theorem 4.2, IX]), we sometimes omit the conditional expectations from the expressions of amalgamated free products to simplify the notation, when there is no ambiguity.
Recall that A(1) = ⊕ β∈S CI β is the abelian von Neumann algebra with tracial weight τ such that τ(I β ) = d β , where I β is the identity of Hom(β, β), and d β is the categorical dimension of β ∈ S . By Theorem 3.1 and Proposition 3.2,
is a II ∞ factor (semifiniteness is due to the assumption
We use L(F s ), 1 < s < ∞, to denote the interpolated free group factor [54] , [14] . In general, for every non-empty set S, let L(F S ) be free group factor of the free group over S with the canonical tracial state τ S [47, Section 6].
We let M(F S ) = ⊕ β∈S L(F S ) and identify A(1) with the subalgebra ⊕ β∈S C of M(F S ). Let E S be the faithful normal conditional expectation from M(F S ) onto A(1) such that E S (⊕ β∈S a β ) = ∑ β∈S τ S (a β )I β , where a β ∈ L(F S ). By Lemma 3.1, we have
The following fact is well-known at least when S is denumerable [53] and it shows that the fundamental group of an uncountably generated free group factor is R + * = {t ∈ R, t > 0} as well.
Lemma 4.1. Let S be an infinite set (not necessarily denumerable). Then L(F S ) ∼ = pL(F S )p for every non-zero projection p ∈ L(F S ).
Proof. Let S = ∪ i∈Θ S i be a partition of S such that |S i | = |N| and |Θ| = |S|. Let (M, τ) be a W*-probability space with a normal faithful tracial state τ, containing a copy of the hyperfinite II 1 -factor R and a semicircular family {X ij : i ∈ Θ, j ∈ S i } (see [66, Definition 5.1.1]) such that {X ij : i ∈ Θ, j ∈ S i } and R are free. Consider the von Neumann algebra N = (R ∪ {qX ij q : i ∈ Θ, j ∈ S i }) , where q ∈ R is a projection with the same trace value as p. Let N i = (R ∪ {qX ij q : j ∈ S i }) . For each i ∈ Θ, by [14, Proposition 2.2], there exists a semicircular family {Y ij : j ∈ S i } ⊂ N i such that N i = (R ∪ {Y ij : j ∈ S i }) and {Y ij : j ∈ S i } and R are free.
Note that {Y i 0 j : j ∈ S i 0 } and R ∪ {X ij : i ∈ Θ \ {i 0 }, j ∈ S i } are free for every i 0 ∈ Θ. Thus {Y ij : i ∈ Θ, j ∈ S i } is a semicircular family which is free with R.
Lemma 4.2. For every set S such that
Then M is a II ∞ factor with a tracial weight τ • E and
Proof. Proposition A.4 in the appendix implies that τ • E is a tracial weight. By Lemma 3.2, we have 
).
) where t β is a real number bigger than 1 if S is a finite set (see [14] ) or t β = S if S is an infinite set. Then [14, Theorem 2.4] and Lemma 4.1 imply
where t β is a real number bigger than 1 if S is a finite set or t β = S if S is an infinite set.
where Θ is a set such that |Θ| = |S | and {S j } j∈J are disjoint countably infinite subsets of S . If S is a finite set, by [13, Proposition 4.3] The following fact is well-known, we sketch the proof for the readers' convenience.
Lemma 4.4. Let
Proof. We assume t ≥ 1/2. Then by [13 
, where 
be a unital subalgebra of M, and d > 1. We use {e ij } i,j to denote the canonical matrix units of M 2 (C) in A. Let A 0 be the abelian subalgebra generated by e 11 and P = e 22 + q and E be the trace-preserving conditional expectation from M onto A 0 . Assume that {e 22 } ∪ {p s } is a *-free family of projections in (e 22 + q)M(e 22 + q) such that τ(p s ) = 1/(1 + d). We denote by N the von Neumann subalgebra of (e 22 + q)M(e 22 + q) generated by {e 22 
Proof. The existence of v s is implied by [13 21 , dp s − P} for every s ∈ S. Note that E(a) = (1 + d)τ(e 11 ae 11 )e 11 + [(1 + d)/d]τ(PaP)P. We only need to show that E(t 1 · · · t n ) = 0. and t i ∈ Z k(i) such that k(1) = k(2) = · · · = k(n), where k(i) ∈ {0} ∪ S, i ∈ 1, . . . , n, n ≥ 1.
Note that E(t 1 · · · t n ) = 0 if t 1 · · · t n ∈ e 11 MP or PMe 11 . Therefore we assume that 0 = t 1 · · · t n is in e 11 Me 11 or in PMP and show that τ(t 1 · · · t n ) = 0. 
Lemma 4.6. Suppose that S is a set such that |S| = |S |, let M = * A 0 ,s∈S (
Case 1: d = 1. Then a similar argument as in the proof of Lemma 4.5 implies that I 1 MI 1 is generated by a free family of Haar unitaries {u s } s∈S\{s 0 } . Thus 
thus M is a factor and
Proof. First note that |S × S | = |S | (we assume the Axiom of Choice). Let
where 
where S is an index set such that |S| = |S |. 
M ξ where we set 
and Lemma 4.3 implies the result.
REALIZATION AS ENDOMORPHISMS OF Φ(H(1))
Let C be a rigid C * -tensor category with simple unit. In this section, we assume that the spectrum S is infinite and show that C can be realized as endomorphisms of the factor Φ(H(1)) constructed in Section 3. We first introduce for convenience an auxiliary algebra living on a bigger Hilbert space.
Let W(C ) be the "words" constructed from the objects of C (finite sequences of letters in C ). We denote by W 1 * W 2 the concatenation of two words W 1 , W 2 ∈ W(C ). Two words are equal if they have the same length and they are letterwise equal. Note that, e.g., 1 * 1 and 11 = 1 ⊗ 1 = 1 are different in W(C ), since 11 is a oneletter word and 1 * 1 is a two-letter word. As in the proof of Mac Lane's coherence theorem [43, XI. 3] , we define the arrows between words W 1 and W 2 , denoted by Hom(W 1 , W 2 ), to be Hom(ι(W 1 ), ι(W 2 )) with the composition just as in C and with tensor multiplication denoted by
where X i ∈ C , i = 1, . . . , n, n ≥ 1, and ∅ denotes the empty word. Thus W(C ) is a tensor category, moreover C can be viewed as the full C * -subcategory of W(C ) (not tensor anymore) consisting of all one-letter words. The reason for which we introduce words is to keep track of the distinction between X * Y and X * Z, when
From now on, we use Φ and
where
Here by ⊕ and ⊗ we mean the Hilbert space completions of the algebraic direct sums and tensor products. The inner product on H(C ) is given by
, and u 1 |u 2 is given as in Section 3 by eq. (6). To simplify the notation, we will use uξ to denote u ⊗ I β ξ for every
, acts on H(C ) as follows. On the linear span of the uξ's as above let
It is routine to check that
Thus the map extends by continuity to a bounded linear operator in B(H(C )), again denoted by f .
By the above definition, for every ζ, ζ 1 , ζ 2 ∈ H(C ), we have
In particular, for u ∈ Hom(β, W * γ) and ξ ∈ L 2 (Φ) ⊂ H(C ), we have u · ξ = uξ. Therefore, we write f · ζ as f ζ from now on. It is also clear that
For every ξ ∈ [
, α ∈ Λ, β 1 , β 2 ∈ S , the operator Γ(ξ) ∈ Φ acts from the left on H(C ) in the following way
and we denote again by Γ(ξ) the operator acting on H(C ).
Definition 5.1. Let Φ(C ) be the von Neumann subalgebra of B(H(C )) generated by
Let P W : H(C ) → H W be the orthogonal projection onto H W for W ∈ W(C ). We have the following easy result and its proof is omitted. 23
Lemma 5.1. The algebra Φ constructed in Section 3 from X = 1 is a corner of Φ(C ), namely Φ ∼ = P ∅ Φ(C )P ∅ and a canonical *-isomorphism is given by
From now on, we identify L 2 (Φ) and Φ with H ∅ and P ∅ Φ(C )P ∅ respectively.
Theorem 5.1. For every word W ∈ W(C ) (hence in particular for every object X ∈ C of the category, regarded as a one-letter word), the projection P W is equivalent to P ∅ in Φ(C ).
Lemma 5.3. For every word W ∈ W(C ) there exists a non-unital injective *-endomorphism ρ W of Φ(C ) such that
. By the definition of τ and E (see eq. (10)), we have
where NC 2 (2n) stands for the set of non-crossing pairings of {1, . . . , 2n}, i.e., there does not exist 1 ≤ i k < i l < j k < j l ≤ 2n (see [46, Notation 8.7] for more details). Thus we only need to show that, for every ({j 1 ,
here u 2n+1 = u 1 . We show that the two expressions are equal by induction on n.
Assume the claim holds for n = 2l. For n = 2l + 2, let k ∈ {1, . . . , 2l + 2} such that j k = i k + 1. Note that
Then the inductive hypothesis implies the claim. Let Φ 0 be the *-subalgebra of Φ(C ) generated by { f :
Moreover, let ρ W (Φ 0 ) be the *-subalgebra of PΦ(C )P generated by {ρ W ( f ) : Hom(W 1 * 25 
and v ∈ O
where π is the GNS representation of ρ W (Φ 0 ) with respect to d 
does not depend on the choice of the orthonormal basis of isometries in Hom(γ i , W * β i ) where the sum over u and v runs. Then it is not hard to check that ρ
Note that, even for objects X, Y ∈ C regarded as one-letter words in W(C ), ρ Y * X and ρ YX need not coincide as endomorphisms of Φ(C ), where Y * X is the concatenation of letters, while YX is the tensor multiplication in C .
Lemma 5.4. For every pair of words W
where f * I W * β ∈ Hom(W 1 * W * β, W 2 * W * β). Then the following intertwining relation in End(Φ(C )) holds
In particular,
Proof. We only need to show that (
Without loss of generality, we assume that
, η ∈ S } is an orthonormal basis of Hom(γ, W i β j ), i = 1, 2, j = 1, 2. Hence by Remark 5.1 we have the desired statement.
We choose and fix a partial isometry V X ∈ Φ(C ) such that V * X V X = P X and V X V * X = P ∅ (whose existence is guaranteed by Theorem 5.1) for every object X ∈ C . Note that ρ X (P ∅ ) = P X . Definition 5.2. For every object X ∈ C , let F(X) be the unital *-endomorphism of Φ (= P ∅ Φ(C )P ∅ ) defined by We denote by A(C ) be the von Neumann subalgebra of Φ(C ) generated by { f ∈ Hom(β 1 , W * β 2 ) : β 1 , β 2 ∈ S , W ∈ W(C )}. By Lemma 5.2, there exists a faithful normal conditional expectationẼ : Φ(C ) → A(C ) with respect to ϕ defined by eq. (14) . Note thatẼ| Φ = E : Φ → A(1) defined in eq. (10).
where M j (X), j = 1, 2, is the von Neumann subalgebra of Φ(X) generated by
, and M 1 and M 2 are defined by eq. (11) and eq. (12) respectively.
Proof. By eq. (12), it is not hard to check that Φ(X) is generated by M 1 (X) and
Proof. With the notation as in the previous lemma, it is easy to check that M 1 (X) ∼ = ⊕ γ∈S B(⊕ β∈S Hom(γ, X * β)) ⊗ N γ (see eq. (11)) where N γ is the factor generated
Let {U γ } γ∈S be the unitaries defined before Lemma 3.3, it clear that
Since Φ is a factor, [9, Chapter 2, Proposition 2] implies that the reduction map by I X * 1 = ρ X (I 1 ) is an isomorphism on ρ X (Φ) ∩ M 1 (X) A → AI X * 1 ∈ (I X * 1 ρ X (Φ)I X * 1 ) ∩ I X * 1 M 1 (X)I X * 1 .
Note that I X * 1 M 1 (X)I X * 1 ∼ = ⊕ γ∈S B(Hom(γ, X * 1)) ⊗ N γ , and ρ X (Γ(ξ 1 )) = ∑ γ∈S ,u∈O X * 1 γ uΓ(ξ γ )u * . We have
and the claim is proved by Lemma 5.4.
Proof. Let f i ∈ Hom(X i , X 1 ⊕ X 2 ) be isometries such that f * i f i = I X i and e 1 + e 2 = I X 1 ⊕X 2 , where e i = f i f * i , i = 1, 2. Here X 1 ⊕ X 2 ∈ C denotes the direct sum of objects in C . Then T ∈ Hom(F(X 1 ), F(X 2 )) if and only if
](e 1 ⊗ I) and Lemma 5.8 implies the result.
Denoted by End 0 (Φ) the subcategory of finite dimensional (i.e., finite index) endomorphisms of Φ, by Lemma 5.5, Lemma 5.6 and Lemma 5.9 we can conclude Theorem 5.2. F is a fully faithful tensor *-functor (non-strict but unital), hence it gives an equivalence of C with (the repletion of) its image F(C ) ⊂ End 0 (Φ) as C * -tensor categories.
In the case of categories with infinite and non-denumerable spectrum S , the factor Φ ∼ = Φ(H(1)) is not σ-finite (and it is either of type II ∞ or III λ , λ ∈ (0, 1]). Indeed, π τ (A(1)) ⊂ Φ(H(1)) and π τ (I β ) ∈ π τ (A(1)), β ∈ S , are uncountably many mutually orthogonal projections summing up to the identity. However, Φ ∼ = Φ ⊗ B(H) where Φ is a σ-finite factor and H is a non-separable Hilbert space. Moreover, Bimod 0 ( Φ ⊗ B(H)) Bimod 0 ( Φ) where, e.g., Bimod 0 ( Φ) denotes the category of faithful normal Φ-Φ bimodules (in the sense of correspondences) with finite dimension (i.e., with finite index) and denotes an equivalence of C * -tensor categories. In the type III case, we also have Bimod 0 ( Φ) End 0 ( Φ). In [21] we give a proof of these last facts, that we could not find stated in the literature, cf. [55, Corollary 8.6] , [44] . Recalling Theorem 4.1 and summing up the previous discussion, we can conclude Theorem 5.3. Any rigid C * -tensor category with simple unit and infinite spectrum S (not necessarily denumerable) can be realized as finite index endomorphisms of a σ-finite type III factor, or as bimodules of a σ-finite type II factor, such as the free group factor L(F S ) that arises by choosing the trivial Tomita structure.
We leave open the questions on whether every countably generated rigid C * -tensor category with simple unit can be realized on a hyperfinite factor, and on whether the free Araki-Woods factors defined by Shlyakhtenko in [57] are universal as well for rigid C * -tensor categories with simple unit, as our construction (see Lemma 3.1, Lemma 3.5 and Theorem 4.1, the latter in the trivial Tomita structure case) might suggest. 29
APPENDIX A. AMALGAMATED FREE PRODUCT
In [63] , the amalgamated free product of σ-finite von Neumann algebras is constructed. The purpose of this appendix is to demonstrate that the method used in [63, Section 2] can be applied to construct the amalgamated free product of arbitrary von Neumann algebras.
Definition A.1. Let {M s } s∈S be a family of von Neumann algebras having a common von Neumann subalgebra N such that each inclusion I ∈ N ⊂ M s has a normal faithful conditional expectation E s : M s → N . The amalgamated free product (M, E) = * N ,s∈S (M s , E s ) of the family (M s , E s ) is a von Neumann algebra M with a conditional expectation E satisfying:
(1) There exist normal *-isomorphisms π s from M s into M and Proof. Without loss of generality, we can assume that M s ⊆ M andM s ⊆M and π s (m) = m,π s (m) =m for every s ∈ S, m ∈ M s andm ∈M s . Let ϕ be a n.s.f. weight on N and A 0 be the *-subalgebra of M generated by
and ε > 0, there is a spectral projection p of E(a * a) such that (a − ap)ϕ 1/2 < ε and ϕ(p) < ∞. Since A 0 is a dense *-subalgebra of M in the strong operator topology, there exists b ∈ A 0 such that
s is a n.s.f. weight onÑ . Similarly, letÃ 0 be the *-subalgebra generated by
Let U be the linear map given by linear extension of
, it is not hard to check that U can be extended to a unitary from
where π ϕ and πφ are GNS representations of M andM w.r.t.
ϕ (Uπ ϕ (·)U * ) satisfies the conditions in the lemma.
To construct the amalgamated free product, we first fix a n.s.f. weight ϕ on N and regard M s as a concrete von Neumann algebra acting on 
). In the following, let A s be the maximal Tomita algebra of the left Hilbert algebra
∀z ∈ C},
, moreover J s and ∆ s can be decomposed as
, where ⊗ ϕ is the relative tensor product [56] . By [56, Remarque 2.2(a)],
is dense in H, where 
and that
where m ∈ A s and 
. Note that
Thus J can be extended to a conjugate-linear involutive unitary and we still use J to denote its extension.
The following fact is well-known, at least when the von Neumann algebras are σ-finite (see [ By Proposition A.1, E and E M s are faithful. Also note that E(E M s (A)) = E(A) and E(π s (m)) = π(E s (m)). Therefore (M, E) is an amalgamated free product of the family (M s , E s ) as in Definition A.1.
weight φ on N , we have σφ 
APPENDIX B. TECHNICAL RESULTS ON NON-σ-FINITE ALGEBRAS
The results of this appendix are well-known in the case of σ-finite von Neumann algebras (i.e., von Neumann algebras that admit normal faithful states), but we could not find them stated in the literature in more general situations. In the following we generalize them to the case of arbitrary von Neumann algebras, as we shall need later on in our construction (when considering categories with uncountably many inequivalent simple objects).
Let N be a von Neumann subalgebra of a von Neumann algebra M and let E be a normal, faithful conditional expectation from M onto N . Then M is a preHilbert N -N bimodule, as defined in Section 2, with the N -valued inner product m 1 |m 2 N = E(m * 1 m 2 ). The left action of N on M is clearly normal. For a n.s.f. weight ϕ of N , the Hilbert space H ϕ defined in Section 2 (see Notation 2.1), with H = M, coincides with the GNS Hilbert space L 2 (M, ϕ • E). The inner product ·|· associated with H and ϕ is the GNS inner product ·|· ϕ•E . We regard M and N as a concrete von Neumann algebras acting on L 2 (M, ϕ • E).
Recall that e N ∈ N is the Jones projection from L 2 (M, ϕ • E) onto the subspace L 2 (N , ϕ) , and e N Te N = E(T)e N for every T ∈ M. Moreover, there exists a unique n.s.f. operator-valued weight E −1 from N to M characterized by
, where ϕ and φ are n.s.f. weights on N and M respectively (see [25] , [26] , [37] ).
The following generalizes [37, Lemma 3.1] to the non-σ-finite case.
Lemma B.1. With the above notations E −1 (e N ) = I.
Proof. Let ξ ∈ L 2 (N , ϕ) be a ϕ-bounded vector (see [5] ) regarded as an element of L 2 (M, ϕ • E), namely such that the map R ϕ (ξ) : n ∈ N(N , ϕ) → nξ ∈ L 2 (M, ϕ • E) extends to a bounded linear operator from L 2 (N , ϕ) to L 2 (M, ϕ • E). Note that
Thus ξ is a ϕ • E-bounded vector and the map R ϕ•E (ξ) : m → mξ is a bounded operator in M N , ϕ) . Therefore, we have R ϕ•E (ξ)e N = e N R ϕ•E (ξ) and R ϕ•E (ξ)e N | L 2 (N ,ϕ) = R ϕ (ξ).
By [5, Proposition 3] , there exists a family {ξ α } α∈S of ϕ-bounded vectors in L 2 (N , ϕ) such that be their amalgamated free product (see Definition A.1) and ϕ be a n.s.f. weight on N . Proof. We assume that M acts on L 2 (M, ϕ • E) and take V as above. Let J be the modular conjugation associated with ϕ • E andÊ = j • E −1 M 1
• j be the dual operatorvalued weight from JM 1 J onto M, where E M 1 is the conditional expectation from M onto M 1 defined as in the discussion after Proposition A.2. We use e M 1 to denote the Jones projection from 
