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Zusammenfassung
Die vorliegende Arbeit untersucht die Anwendung des Groupware Systems cAR/PE!, das auf
derMixed Reality Technologie basiert. cAR/PE! wurde im ForschungszentrumUlm der Daimler-
Chrysler AG speziell für Ingenieure entwickelt, die in verteilten Gruppen zusammenarbei-
ten. Im Rahmen zweier Studien fand eine Testung der Software in verschiedenen Werken der
DaimlerChrysler AG statt. Interviews mit verteilt arbeitenden Ingenieuren als auch deren Beob-
achtung bei Projektmeetings bildeten die Grundlage für die Konzeption beider Studien. In der
ersten Studie wurde der erste Prototyp von cAR/PE! untersucht. Hierbei zeigte sich kein signi-
fikanter Unterschied in der Lösungsgüte von Gruppen, die eine Aufgabe mit geringer Komple-
xität in cAR/PE! oder in einem realen Meeting zu bearbeiten hatten. Bei der Bearbeitung der
komplexen Konstruktionsaufgabe schnitten Gruppen in realen Meetings besser als cAR/PE!-
Meeting Gruppen ab. Auf Grundlage der Ergebnisse dieser ersten Studie wurde cAR/PE! zu
cAR/PE!2 weiterentwickelt und in einer zweiten Studie wiederum evaluiert. Die zweite Studie
bestand aus zwei Forschungsbedingungen, in denen die Gruppen die komplexe Konstruktions-
aufgabe amphibious car bearbeiten mussten. Unter der ersten Forschungsbedingung schnitten
reale Meetings2 Gruppen weiterhin signifikant besser als cAR/PE!2-Gruppen ab. Der Problem-
löseprozess dieser Gruppen war vergleichbar und somit nicht mehr – wie in der ersten Studie –
strukturell unterschiedlich. Die Unterschiede in der Lösungsgüte lassen sich vielmehr auf die
stärkere softwarebedingte Beeinträchtigung durch die Nutzung von cAR/PE!2 zurückführen.
Unter der zweiten Forschungsbedingung wurde der Einfluss der Arbeitsumgebung auf die Qua-
lität der Gruppenarbeit untersucht. Die Arbeitsumgebung weist einen direkten, allerdings nicht
signifikanten Einfluss auf den Problemlöseprozess der Gruppen auf. Somit konnte abgeleitet
werden, dass die Arbeitsumgebung für eine erfolgreiche Kommunikation lediglich relevante
Informationen für die Problemlösung und die Bestimmung des Sprecherortes beinhalten soll-
te. Auf der theoretischen Ebene konnte das mit task awareness erweiterte Rahmenmodell von
Vertegaal et al. (1997) untermauert werden. Außerdem erwies sich das Model for the elements
of distributed group work als sehr geeignet zur strukturierten Darstellung von Unterschieden in
Gruppenarbeit. Auf der praktischen Ebene wurde cAR/PE! durch die Ergebnisse beider Studien
weiterentwickelt und etablierte sich als Groupware System in den Werken bei der Daimler-
Chrysler AG zwischen Sindelfingen und Bremen.

Abstract
The aim of this thesis is to examine the use of the groupware system cAR/PE!, which is based
onMixed Reality technology. cAR/PE! was developed at the DaimlerChrylser Research Center
in Ulm dedicated to distributed engineering group work and subsequently tested in two studies
at various plants of DaimlerChrysler AG. Interviews and observations of engineer meetings in
distributed project groups provided the basis for the conception of the two empirical studies. In
the first study the first cAR/PE! prototype was tested. The study confirmed that less complex
tasks could be solved equally well in both a conventional meeting room and in cAR/PE! meet-
ings. However, when solving a complex task, the conventional meeting was more favorable
than cAR/PE!. These results were exploited for further developments of cAR/PE! resulting in
cAR/PE!2. In the second study, the modifications were evaluated under two conditions to solve
the complex design task amphibious car. Under the first condition, groups were still better at
solving a complex task under the conventional meeting2 condition compared with cAR/PE!2,
even the problem-solving processes were comparable and no longer structurally different than
in the first study. The differences in the group results were caused by the software when using
cAR/PE!2. Under the second condition, the influence of the meeting workspace was tested; this
had a direct influence on the problem-solving processes of the groups, but the result was not
significant. However, from this outcome it was deduced that only the relevant information for
the tasks and the physical placement of the speaker leads to a successful conversation. On the
theoretical level, the enhancement of the framework developed by Vertegaal et al. (1997) in-
troducing the concept of task awareness and the appropriateness of the Model for the elements
of distributed group work were confirmed. On the practical level, cAR/PE!2 was improved
based on the results of both studies, then implemented and established as a permanent running
groupware system between DaimlerChrysler’s plants in Sindelfingen and Bremen.
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Introduction
In international companies distributed group work is becoming increasingly more important
(Krause, 2001). In the majority of cases, large enterprizes, such as DaimlerChrysler AG, VW
AG, Bayer AG or BASF AG maintain widespread operations located in different countries. Al-
though the operational units are separated geographically, they are often not independent from
each other. For example, DaimlerChrysler AG has offices in 17 countries with many employ-
ees working on the same projects, although they are geographically separated. Additionally,
in the car industry, geographically distributed suppliers, with their specific role to design car
components, must maintain continuous contact with their correspondent departments (Duden-
höffer, 2002). Consequently, employees separated geographically at different work locations
are forced to work collaboratively in project groups – distributed group work.
Even though teams have the possibility to use video conferencing systems or other groupware
systems, project members prefer face-to-face meetings in the majority of cases (Lorenz, 1995).
Despite the fact that groupware systems can save traveling costs and working time, participants
do not employ them. The primary deficit is the missing transfer of who is talking about what
with whom (Vertegaal, Velichkovsky & van der Veer, 1997).
Mixed Reality (Milgram&Kishino, 1994) offers an exciting new approach for distributed group
work. Using their own computers, distributed team members are able to work together in a
simulated common virtual meeting room. The media richness (Barua, Chellappa & Whinston,
1997, p. 1763) of Mixed Reality should support the intuitive use of the system and enhances the
awareness of the team members, yielding a better task performance of the group. Hence, the
project cAR/PE! was initiated at DaimlerChrysler AG at the beginning of 2003. The goal of the
project was to develop a tool for distributed group work based on Mixed Reality Technology.
cAR/PE! is a tool for collaborative Augmented Reality for Presentation and Engineering.
In this thesis, two studies examined the effect of the problem-solving process and the outcome
of groups who are geographically distributed, but who are forced to come together in a virtual
meeting room. The target groups were engineers working collaboratively in geographically
distributed project groups. The studies aimed at enhancing the theoretical framework developed
by Vertegaal et al. (1997). The framework distinguished between workspace and conversational
awareness when developing a tool for distributed group work – it will be put into practice and
enhanced by the concept of task awareness in this thesis. Aside from the framework of Vertegaal
et al. (1997), a model for the elements of distributed group work was developed to compare
different approaches of group work on an objective level. On the practical level, cAR/PE! was
improved based on the results of the two studies in order to establish cAR/PE! as a permanent
tool that could be used by engineers.
1

1 Theoretical Background for
Distributed Engineering Group Work
Developing software for geographically distributed group work is a complex and all encom-
passing topic of many different fields of research. In the future, the aim will be to replace local
group work by geographically distributed group work as far as possible. For this reason, it is
important to consider heretofore research on local group work. The task, which has to be solved
in groups, is a substantial element of group work and will be described more detailed below.
Currently, geographically distributed groups have the possibility to use groupware systems for
their meetings, i.e. Sametime or Netmeeting. Therefore, groupware systems and research on
groupware will be addressed. Afterwards, a model for the elements of distributed group work
serving as an objective basis to compare different approaches of group work will be described.
Based on technologies from the field of Mixed Reality, the cAR/PE! tool is intended to be
developed in this thesis and its concept will be explained. The aim of Mixed Reality Technology
is to create the feeling of actual presence to the best degree possible and also will be explained.
The theoretical research serves to formulate the research question and hypotheses and to evalu-
ate the results of the studies.
1.1 (Distributed) Group Work
Many definitions and different forms of group work are on hand; see Antoni & Bungard (2004).
In the automotive industry, there are often project groups who work together to design cars and
schedule type series. Project groups are timely limited and consist of project members with
different expertise to solve novel, complex and specific problems (Antoni, 1994). However, in
this thesis a tool for distributed project groups will be analyzed, therefore, a practical definition
of project group work is used. In this context group work is defined as a framework consisting
of six components, namely:
• Work group (two or more persons)
• Work equipment
• Material
• Product
3
1. THEORETICAL BACKGROUND FOR DISTRIBUTED ENGINEERING GROUP WORK
• Work process, and
• Work task
Work equipment supports a work group in a work process in the collective development of the
material to a product. The work task determines one or more system components and its purpose
(Schwabe, 1995, p. 130). Mostly work groups consist of persons with different qualifications
and abilities which have to be coordinated temporally (Breisig, 1997). Norms and expectations
are due to common group work and resulted in common expectations (Brandstätter & Brodbeck,
2004).
The focus of group work is always the work task. The collective transforming of the material
with work equipment (tools) into a product can rely on specific objects, like design components,
as well as abstract objects, like cost-optimizing tasks. The product is the aim of the work process
and therefore, part of the task. Steiner (1972) categorizes tasks on the basis of the requirements
they impose on the groups. Some tasks can be divided in different parts and other tasks can
only be solved as a whole. Furthermore, the so-called maximizing tasks require quantity (e.g.
to produce as many ideas as possible) while the optimizing tasks, on the other hand, require
quality.
A third category explains the relationship of the individual effort to the effort of the group:
• Additive tasks: The group product depends on the sum of all members’ contributions.
• Discretionary tasks: The group product is a combination of the members’ individual con-
tributions (e.g. to estimate the temperature of a room). Groups solving such kinds of
tasks appear rather seldom in daily life.
• Conjunctive tasks: In conjunctive tasks, every member must contribute to the group prod-
uct. The group product is determined by the individual with the poorest performance.
• Disjunctive tasks: The group product is determined by its best individual.
Further classifications of group tasks can be found in Hackmann (1968) and Witte & Lecher
(1998).
The group process depends on a defined task and is necessary to fulfill the task and can be di-
vided into three categories: communication, cooperation, and coordination (Weingärtner, 1996).
The basis for group work is communication. Cooperation means the exchange of information
between persons with the same aim. Basis for cooperation are at least two persons, who are
aligned in one common process. The controlled aggregation of different information, process
and tasks can be defined as coordination. The combination of all three elements is important
for solving tasks in groups. These elements are the basis for the category systems for analyz-
ing the communication processes in group work (for example the category system KATKOMP,
Stempfle & Badke-Schaub, 2002). Because of the substantial relevance of the problem-solving
process in group work, a detailed description will be given in section 1.5.
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Material and work equipment support the group process. Tools which visualize information can
support cooperative problem solving (Plötzner, Bodemer, Hoppe & Tewissen, 2000). But the
use of work equipment and material should be guided by the task and the group requirements.
Having explained the main components of group work above, a focus on distributed group
work is important. Distribution relies on a combination of the work task as well as the group
members.
Different distribution characteristics are possible (Weingärtner, 1996):
• Geographically (central/de-central)
• Temporally (synchronous/asynchronous)
• Organizationally (structured/semi-structured/unstructured)
A tool for distributed group work supports geographically distributed groups, therefore, distri-
bution in the context of this thesis means geographically distributed group members. However,
in international companies group work is combined with geographical separation and tempo-
rary organizationally distributed work and groups. Employees from different departments with
different expertise work together in one project group at different times; this fact has always to
be considered when introducing a tool for distributed group work.
1.1.1 Research on Group Work
There are abundant studies about group work and group performance in the literature; for an
overview see Brehm, Kassin and Fein (1999), West, Tjosvold and Smith (2003) and Brandstätter
and Brodbeck (2004). In the following section research on group work, which is relevant for
this thesis, will be presented. As explained in section 1.1 group performance depends on six
components of group work (Schwabe, 1995). For the purpose of simplicity, group work will be
capsulized according to Schwabe’s (1995) definition.
Task. Tasks are solved to produce a concrete or abstract product. Therefore, the product is
the aim of the task solving process and part of the task. In this thesis, additive, disjunctive and
conjunctive tasks are discussed because of their importance in the empirical chapter. In additive
tasks results can be influenced by lack of motivation or coordination loss. Coordination loss
appears when not all group members employ their whole strength at the same time or do not
work in the same direction (Steiner, 1972). In conjunctive tasks the group result is determined
by the individual with the poorest performance. But if a conjunctive task can be split, the
group product can be better than the potential effort of the least competent member. This is the
case, when the abilities of the individuals fit the difficulties of the specific subtasks. Solving
disjunctive tasks, groups may not realize, which group members have the best ideas nor who
has the most expertise. When having problems that have apparent solutions, it is enough if only
one member knows or realizes the right solution and tells it to the others (Steiner, 1972).
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In general, when groups have specific, challenging, and achievable goals they tend to perform
better on a task (Brehm et al., 1999). A meta-analysis conducted by Gully, Devine & Whitney
(1995) indicates that a positive relationship between cohesiveness and performance is much
stronger for tasks that require interdependence among group members than for tasks that do
not. With such tasks group members must interact, communicate, cooperate and observe each
other. But tasks where creative, innovative ideas and behaviors are needed interdependence can
create conformity, which hurts performance (Gully et al., 1995). In addition to this explanation,
a more specific task classification is needed and will be described in section 1.2.
Group. Knowledge of individuals in a group has a strong influence on group work and re-
sults. “In principle, pooling information permits a group decision that is more informed than
the decisions of members acting individually” (Stasser & Titus, 1985, p. 1467). However, prob-
lems arise because groups tend to discuss common information shared by all group members
and individually withhold information that is not often considered in the discussion. This phe-
nomenon was investigated by Stasser and Titus (1987) and is known as hidden profile. When
group members become more familiar with each other, the expertise of individual group mem-
bers surface and the chances for improved group performance increase (Littlepage, Robison &
Reddington, 1997).
Despite familiarity, many factors work against the complete recall of information during a dis-
cussion (see table 1.1):
Table 1.1: The fate of unshared information by Stasser (1992, pp. 58).
• Faulty human memories
• Distractions
• Discussion time may curtail opportunities to contribute
• Attention is often focused on reaching a consensus. Moreover, members may be
more concerned with assimilating information already discussed than brainstorming.
In the process of group work, individuals can be faced by the different inclinations of other
group members, i.e. cooperation, competition or conflict. Not only objective arguments influ-
ence change of attitude – solidarity, gratefulness, fear, complacency and anger also influence
attitude. This behavior is often non verbal (Brandstätter & Brodbeck, 2004). For example the
importance of an argument can depend on the popularity of the speaker and not the information
of the argument (Brandstätter & Brodbeck, 2004). These emotional components can have in-
fluence on group work and consequently group results. For an overview see Stroebe, Hewstone
and Stephenson (1997), Brehm et al. (2002) or Brandstätter & Brodbeck (2004).
Group Process. The ultimate success of group work depends on the coordination of the indi-
vidual contributions (Brandstätter & Brodbeck, 2004). Coordination requires communication
and cooperation. Any problems regarding the task or the group members have influence on the
accomplishment of the group process. In this thesis, the group process is task-related and will
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be explained in the scope of the problem-solving process in section 1.2.
Material and work equipment. Obviously material and equipment required for group work
depend strongly on the task, therefore, no special empirical research about material and equip-
ment is available. Consequently, material and tools will not be discussed here but will be spec-
ified in section 3.2.1.
As explained above the task determines the aim of group work, tools and materials to be used
and the constitution of the group as well as the group process. Consequently, the task is the
substantial element of group work. This thesis is focused on engineering tasks, therefore, a
detailed description of engineering tasks will be presented.
1.2 Classification of Engineering Tasks
A common framework with well defined dimensions is needed to describe differences between
various tasks. Complex Problem Solving (CPS) provides a general framework to classify tasks.
This framework can also be used to classify engineering tasks in the automobile context.
Problem solving is defined as the transfer of an initial state into a target state transgressing bar-
riers (Funke, 1992; Dörner, 1987; Hussy, 1984). In CPS, when considering a problem, either
the initial state, target state or the transfer from the initial state to the target state may be un-
known to the problem solver. However, when confronted with a task all these three components
are available knowledge to the problem solver (Hussy, 1984; Lüer & Spada, 1992). The words
task and problem will be interchanged in the empirical studies because the observer can not
objectively determine the thought process and knowledge of the problem solver.
Problems can be categorized considering different types of barriers (Dörner, 1987). Based on
the two categories known resources and distinctiveness of the criteria of the aim barriers can
be distinguished (see section A.1). An interpolation barrier is on hand when the initial state,
the target state and the transformation are known. The problem solver has only to order the
necessary operations. When having synthesis barriers the problem solver has rarely or even no
appropriate operations at all and has to develop them first. In case the target state is unclear a
dialectic barrier is existent (Dörner, 1987; Lüer & Spada, 1992) and the problem solver has to
specify the target state first. This taxonomy was applied by Fricke (1993) to compare differences
of design tasks, which are of primary interest in the automotive context; see table 1.2.
In the majority of cases design tasks comprise different combinations of barriers (Fricke, 1993;
Schroda, Leinert & Sachse, 1996; Schroda & Hacker, 2002). For further descriptions of design
tasks see Pahl, Beitz, Feldhusen and Grote (2003).
However, the complexity of a problem can be evaluated by the following available dimensions
(Dörner, 1987; Dörner, 1989; Hussy, 1984; Schroda et al., 1996); see table 1.3.
The characteristics of the dimensions determine the complexity of a problem. The requirements
of engineering tasks fit very well to the dimensions of CPS. Therefore, the tasks, used in the
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Table 1.2: Taxonomy of problems by Dörner (1987) applied to design tasks by Fricke (1993, English translation
by the author).
Design Problem: Distinctiveness of the criteria of the aim
High Low
High
Ordinary variant construction
(interpolation barrier)
Ordinary development study
(dialectic barrier)Designer:
Application
of known
resources Low
Complex adaptation construction
(synthesis barrier)
Newly-made construction
(synthesis and dialectic barrier)
Table 1.3: Dimensions for the classification of tasks by Dörner, Kreuzig, Reither and Stäudel (1983, English trans-
lation by the author).
• Number of variables that are influencing the situation, defined by the amount of 
information to be elaborated
• Dynamics, the system is changing by itself
• (Inter-)dependencies of involved variables
• Intransparency of the situation, which is defined by the degree to which a person 
has access to all relevant information needed
• Multiple goals, the problem solver has to accomplish several contradictory goals 
simultaneously
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empirical studies, are described using CPS as theoretical background.
1.3 Computer Supported Cooperative Working
The development of distributed group work in the 1980s led to the emergence of Computer Sup-
ported CooperativeWork (CSCW, Grudin, 1994), which “can be defined as the use of computers
and computing systems for the purpose of interaction between people for work, entertainment,
or even simple communication” (Barua et al. 1997, p. 1761). Grudin (1994) and Turoff, Hiltz,
Fjermstad, Bieber and Whitworth (2002) give an overview of this development. Implementa-
tions of CSCW systems are also known as groupware and are often used as synonyms – like in
this thesis.
CSCW systems can be located in a space-time-matrix (see figure 1.1). The x-axis explains the
geographical group distribution and the y-axis the time reference of synchronous (i.e. telephon-
ing) and asynchronous (i.e. emails), which supports the groupware system:
Asynchronous
Synchronous
Local Geographically distributed
Group Diary Workflow Management
Systems
EMail
Common Information Space:
Bulletin Board-Systems,
Distributed Hypertext Systems, etc.
Decision Support Systems,
Electronic Meeting Systems
Discussion
Supporting Systems
Whiteboards,
Application Sharing
Multi User Editors
Conference 
Systems
(Audio, Video)
Figure 1.1: Space-time matrix by Weingärtner (1996) after Johansen (1988), English translation by the author
The research on conference systems is of special interest because even though groupware sys-
tems are on hand since 1980s, project teams still prefer face-to-face meetings in the majority
of cases (Lorenz, 1995). For an overview about CSCW-systems see Weingärtner (1996) and
Borghoff & Schlichter (1998).
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1.3.1 Research on Computer Supported Cooperative Working
In CSCW systems, the group process is supported by information technology. In the following
section, research on CSCW, which is important for this thesis, will be presented. For a further
overview see Schiestl (1995), Schwabe (1995), Baltes, Dickson, Sherman, Bauer and LaGanke
(2002) and Tromp, Steed and Wilson (2003).
Verbal and nonverbal behavior is important to build up a common understanding in face-to-face
interaction (Vons, 1996). Studies conducted by Fish, Kraut & Chalfonte (1990) indicate that
the number of interactions in face-to-face meetings is higher than in video conferences. There
is a loss of information due to the limited transfer of the communication process when using
video conference systems (Vons, 1996; Gutwin & Greenberg, 1996). This loss of information
influences the effectiveness of multimedia communication and consequently the acceptance of
groupware systems (Fish et al., 1990). A major problem is the loss of awareness: who is
talking about what with whom. Awareness is “the state in which external and internal stimuli
are perceived and can be intentionally acted on” (Ortinski & Meador, 2004, p. 1017). In this
thesis the definition of awareness is related to the framework developed by Gutwin & Greenberg
(1996) and Vertegaal et al. (1997), which is discussed in more detail in the next paragraph; for
further definitions of awareness see Palmer (1999) or Zeman (2004).
To minimize the loss of awareness in groupware systems, joint attention should be supported
as well as possible (Colburn, Cohen & Drucker, 2000; Vertegaal, 1997; Vertegaal et al., 1997).
When experiencing joint attention, individuals see the same objects at the same time, which is
a fundamental ability for social coordination in social relationships (Fasel, 2000). Studies con-
ducted by Velichkovsky (1995) verify the importance of showing the attention state explicitly
by solving construction tasks (puzzle) with two persons. Improvements of joint attention create
a better awareness (Vertegaal, 1997).
According to Gutwin & Greenberg (1996) Vertegaal et al. (1997) developed a framework for
the aspects of awareness (see figure 1.2). This framework consists of two levels of awareness:
macro-level awareness and micro-level awareness in groupware and video conference systems.
“Macro-level awareness are forms of awareness which convey background information about
the activities of others prior to or outside of a meeting” (Vertegaal et al., 1997, p. 87). Micro-
level awareness gives “... online information about the activities of others during the meeting
itself” (Vertegaal et al., 1997, p. 88). “It consists of two categories: Conversational awareness
and Workspace awareness. Conversational awareness contains information about who is com-
municating with whom; workspace awareness contains information about who is working on
what” (Vertegaal et al., 1997, p. 88).
Conversational awareness requires the transfer of visual stimuli like gaze, gesture, etc. (Verte-
gaal, 1997). Vertegaal et al. (1997) divide elements of conversational awareness into time
and spatial location of attention. Their model is hierarchically organized. They distinguish the
syntax level with the locus of attention (spatial aspects) and attention span (temporal aspects)
from the semantical level, which they divide into entity and action. “Entity identifies which
objects or persons users are attending to at a given time. Action describes how this relationship
10
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varies over time.” (Vertegaal et al., 1997, p. 89) The pragmatic level describes “expectations
about the spatial and temporal behavior of others based on their history of attending to actions,
objects and people” (Vertegaal et al., 1997, p. 89). This level is divided into attention range
(expectations in the spatial domain) and future attention (expectations in the temporal domain).
Gutwin and Greenberg (1996) define workspace awareness as “The affordance of physical
workspaces [that] allow people to maintain awareness of others’ locations, activities, and in-
tentions relative to the task and to the space-awareness that enables them to work together more
effectively. They [We] call this workspace awareness: the collection of up-to-the minute knowl-
edge a person uses to capture another’s interaction with the workspace” (Gutwin & Greenberg,
1996, p. 2). They further say “Workspace awareness aids coordination of tasks and resources,
and assists transitions between individual and shared activities” (Gutwin & Greenberg, 1996,
p. 2). Their elements of workspace awareness can be summarized as presence, location, activity
level, actions, intentions, changes, objects, extents, abilities, sphere of influence, and expecta-
tions (Gutwin & Greenberg, 1996). The basic mechanisms, which maintain workspace aware-
ness, are direct communication, indirect productions (“utterances, expressions, or actions that
are not explicitly directed at others, but that are intentionally public”), consequential commu-
nication (visible or audible signs of interaction), feed through (“the observable effects of some-
one’s actions on the workspace’s artifacts”) and environmental feedback (Gutwin & Greenberg,
1996, pp. 4).
Vertegaal et al. (1997) proposes that information which maintain micro-level awareness should
be gathered by groupware systems and represented on the output side. Some practical sugges-
tions about designing CSCW-systems will be summarized below.
Vertegaal (1997) and Vons (1996) concluded in their empirical studies that persons should be
visually represented separately by a colored framed video avatar because of transferring vi-
sual stimuli. Audio sources should be separated locally and adjusted with the video transfer
(± 80 ms) (Steinmetz & Engler, 1993). The movement of a person in the 3D room should pro-
vide information about the line of sight of the person (Vertegaal, 1997; Vertegaal et al., 1997).
The eye gaze should be visible because of the important influence on interaction process like
deictic references and turn-taking process (Vertegaal, van der Veer & Vons, 2000; Dix, Finlay,
Abowd & Beale, 1993). The position of the camera is important for transferring eye gaze; par-
ticipants should look directly at the camera (Mühbach et al., 1995; Vons, 1996). To increase
workspace awareness, Vertegaal et al. (1997) recommends composing participants around a
virtual table to constitute a common working environment.
Despite all of the research about CSCW-systems, it can be stated that project members still
prefer face-to-face meetings (Lorenz, 1995). Therefore, it seems to be important to investigate
distributed group work with a theoretical background where differences compared with conven-
tional meetings can be explained structurally because with a theoretical background differences
can be categorized and the empirical results can be better evaluated. The intensity of aware-
ness depends strongly on external factors, i.e. design of the virtual meeting room, interaction
between participants, presentation of the task. The model developed by Vertegaal et al. (1997)
provides a framework for evaluating groupware systems. But different approaches for design-
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ing groupware systems should be compared on an objective level to provide a sound basis for
this evaluation.
Workspace 
awareness
Conversational
awareness
Locus of 
attention 
(spatial)
Location Where are they
working?
Where are the people
they communicate with?
Presence
Activity How actively arethey working?
How actively are
they communicating?
Attending
to objects Objects
Attending
to people People
Action Attendingto action Action
Extent What can they see? What channels
can they use?
Abilities What can they do? Whom can they 
communicate with?
Influence Where can they
make chanages? Where can they be?
Intention
(them)
What will they
do next?
Whom will they 
communicate with next?
Expectations
(me)
What do they need
me to do next ?
Who wants to 
communicate
with me next?
Attention 
range
Future 
attention
Pragmatics
Whom do they work
or communicate with?
What action are they
performing or referring to?
Entity
Semantics
Attention 
span 
(temporal)
Who is participating?
What object are they
using or referring to?
Syntax
Functionality
Attentive 
state Elements
Figure 1.2: Functional Elements of Conversational and Workspace Awareness1
1From Catching the eye: Management of Joint Attention in Cooperative Work by
R. Vertegaal, B.Velichkovsky & G. van der Veer, 1997.
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1.3.2 A Model for Comparing the Different Approaches of the
Elements of (Distributed) Group Work
Essential elements of group work are the group and the task. A group has to solve a task with
available tools and materials to create a product. In a conventional meeting all group members
are located together in a common room where each group member is aware of the meeting
environment and the environmental elements, its members and object of conversation – a shared
environment. The room presents a structure for the relationship of the elements. In other words,
each group member can determine with a quick glance where all elements (people, material
for the task, walls, etc.) are in the room. Behavior, visual and manual, is mainly direct and
therefore flexible and fast. Tools and materials are easily accessible.
However, a groupware system can hardly be called a shared environment. Group members
are present via cameras and headphones. The tools and materials can not be used in the same
way like in a conventional meeting. Grudin (2001) comes to the conclusion that although ad-
ditional digital support can increase efficiency, the face to face interaction and being able to
react to the environmental elements thereby render it inefficient because when something can
not be explained confusion often results. It is necessary that the essential environmental infor-
mation should be present. Consequently, the common working environment seems to be very
important. Therefore, it can be summarized that the group, the task and the environment are
regarded as the important elements for group work. Tools and materials support the interaction
between group members. Materials can be used to carry information, like prototypes for design
tasks; tools support the group process, e.g. a pointing device. Means of interaction become
increasingly more important when using groupware systems. Many actions of a conventional
meeting have to be transferred into interaction by the mouse, the space mouse or the keyboard.
The kinetic interactions (touching, turning, tasting, etc.) can not be underrated because these
interactions strongly support the learning process (Piaget, 1973).
The model for the elements of distributed group work (see figure 1.3) shows the important ele-
ments of (distributed) group work, which have to be considered when developing a groupware
system. This model provides an objective basis for comparing different approaches to (dis-
tributed) group work whose differences can be evaluated by using the framework developed by
Vertegaal et al. (1997).
The macro-level provides background information, e.g. time schedules and goals of the project,
knowledge about people, connecting projects and/or different departments (Vertegaal et al.,
1997). Although, the micro-level will be the focus of this thesis, the macro-level should not be
ignored when introducing a tool for distributed group work. The elements of the micro-level on
the other hand are the group, the environment of the meeting, the task, the material, the inter-
action possibilities and the tools. The group is one unit consisting of individuals who interact
with each other and with the environment and the task. The common environment structures
the relation of the individuals to each other as well as their relationship to the task. The task
can be represented by materials and/or mental activity and tools can support all interactions of
participants.
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Group Task
General project
information
External project
  members
Project schedule
Micro-LevelMacro-Level
Group member
InteractionOther outside
influences
Environment
Tools
Material
Legend
Figure 1.3: A model for the elements of distributed group work.
To sum up, the following objective characteristics are important for group work: macro-level
(pre-meeting information) and the micro level consisting of the group, task and environment.
Also, important is the a) interaction between group and task, b) interaction between task and
environment as well as c) interaction between group and environment. Likewise, the interaction
between group members on the micro-level. Direct interaction is possible as well as indirect
interaction. Tools and materials are additives for interaction and information transfer. These
objective elements have to be considered when developing a tool for distributed group work.
The framework of Vertegaal et al. (1997) is a sound basis to evaluate different approaches
of group work. This framework can be mapped to the major elements of group work: Con-
versational awareness can be related to the group and their interactions whereas workspace
awareness can be mapped to the environment of the meeting. In the concept of Gutwin and
Greenberg (1996) and Vertegaal et al. (1997) the awareness of the task is part of the workspace
awareness. Relying on the explanations above, the task is seen as a major element of group
work. Therefore, the influence of the task should be described with an own concept in a frame-
work for evaluating distributed group work. For this reason, the framework of Vertegaal et al.
was enhanced by the concept of task awareness; see figure 1.4.
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Figure 1.4: Functional Elements of Conversational, Workspace and Task Awareness
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1.4 Mixed Reality
When creating CSCW systems “The ultimate goal, of course, [is] to simulate as best as possible
the processes found in face-to-face interactions” (Barua et al., 1997, p. 1763).
This ambitious effort could be achieved by using technology for generating Mixed Reality,
which is an enhanced classification of Virtual Environments. Various researchers have estab-
lished that a Virtual Environment (VE) is “a computer-based generation of an intuitive perceiv-
able and experienceable scene of a natural or abstract environment” (Bullinger, Bauer & Braun,
1997, p. 1726). VEs should give participants the impression of being there (Bystrom, Barfield &
Hendrix, 1999). The development of VEs began in the 1960s. Since then various technologies
have been developed for generating different forms of VEs. Mixed Reality is a reality-virtuality-
continuum developed by Milgram and Kishino (1994). Technology for generating VEs can be
classified using this continuum (figure 1.5).
 
M ixed  Reality  
Real 
Envirom ent 
A ugm ented  
Reality (A R) 
A ugm ented  
V irtuality 
(A V ) 
V irtual  
Envirom ent  
Reality-V irtuality  (RV ) Continuum  
Figure 1.5: Reality-Virtuality continuum by Milgram & Kishino (1994)
The continuum is defined by two poles Real Environments and Virtual Environments. Virtual
Environments exclusively consist of virtual objects in virtual environments. Augmented Reality
adds virtual objects to real environments. In Augmented Virtuality real objects are added to
virtual environments (Milgram & Kishino, 1994). The intended purpose of Mixed Reality is to
create the sense of presence and hence, an intuitive use of software. In the following section, the
sense of presence is explained only briefly, as the cAR/PE! software developed for distributed
group work can be classified as an Augmented Virtuality tool because participants live video
images are displayed in the virtual meeting room as avatars. Hence, the sense of presence is not
crucial to meet the requirements of the scientific community: mostly virtual environments are
used for analyzing the sense of presence. However, some key conclusions can be drawn.
1.4.1 Presence
Witmer and Singer define presence as “the subjective experience of being in one place or en-
vironment, even when one is physically situated in another.” (Witmer & Singer, 1998, p. 225)
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Slater and Wilbur distinguish presence as a psychological phenomena from the concept of im-
mersion, which they describe as “the extent to which the computer displays are capable of
delivering an ... illusion of reality to the senses of a human participant.” (Slater & Wilbur,
1997, pp. 604). “It would be misleading, however, to assume a one-to-one relationship between
immersion and presence. One must take into account the cognitive processes leading from
stimuli perception to presence. Cognitive processes mediate the impact of immersion on the
development of presence” (Schubert, Friedmann & Regenbrecht, 2001, p. 267).
Presence is generally measured by questionnaires. For example, the IPQ (Igroup Presence
Questionnaire) developed by Schubert et al. (2001) identifies three factors of presence: spatial
presence, involvement and realness, whereby spatial presence is the strongest factor. Therefore,
the concept of spatiality was integrated in cAR/PE! in the form of geographically distributed
group members working together in a virtual 3D meeting room. The perception of the room
gives the orientation for the awareness of who is talking about what with whom (Vertegaal,
1997; Vertegaal et al., 1997). For further explanations and discussions about presence, mea-
suring of presence and immersion, see, for example, Slater & Wilbur (1997), Witmer & Singer
(1998), Regenbrecht (1999), Bystrom et al. (1999) and Schubert et al. (2001).
The objective of the virtual meeting room was to support the problem solving processes of the
groups, which has a strong influence on the group results.
1.5 Problem-Solving Processes
According to Brandstätter and Brodbeck (2004) the success of group work depends on the co-
ordination of the individual contributions. Therefore, the problem-solving process of the group
should be regarded when explaining different results of group work. The most established
methods for analyzing the communication process, the Interaction Process Analysis (IPA) and
the Systematic Multiple Level Observation of Groups (SYMLOG), were developed by Bales
(1976) and Bales and Cohen (1982), who promote the idea that the basic element of the com-
munication process is an interact, e.g. a nod or a sentence. These interacts can be categorized
as task-oriented or social-emotional oriented expressions (Bales, 1976). After categorizing in-
teracts, group problems can be described as person profiles or group profiles, interaction or
temporary process. For a detailed description see Marx (2000). Other approaches like the Con-
versational Games Analysis developed by Kowtko, Isard & Doherty-Sneddon (1991) and the
four analysis levels by Weinig (1996) have the same objectives even using different category
systems. For an overview of methods for analyzing the communication process see Schweizer
(2003).
In this thesis engineers were the targeted participants in the evaluation of group work and had
to solve engineering tasks. Therefore, more specific category systems for comprehending the
problem-solving process in the group are explained in more detail. Irle (1971) developed a cat-
egory system which considers in particular the dynamics character and task-relation of problem
solving. The following steps build up on each other; recursive processes and jumps are possible
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as well (see figure 1.6). Irle’s (1971) category system can be used for coding the communi-
comparison
benchmark
problem search alternatives decision incentive execution
controlling
check
(result)
outputinput
Figure 1.6: Scheme of decision phases by Irle (1971, p. 48, English translation by the author).
cation process in task-related group work. Dörner (1989, p. 67) describes a similar process:
definition of the aim, modeling and search of information, prediction and extrapolation, plan-
ning of actions, decision and accomplishment of actions and finally effect control and strategy
revision of actions. As suggested by Irle (1971), recursive processes and steps are possible and
necessary. Related to Dörner (1989), Stempfle and Badke-Schaub (2002) developed a category
system KATKOMP, which based on three levels. The first level relates to the content of problem
solving as an interaction of four cognitive operations which are required to be elaborated by the
participants (see figure 1.7): These operations are connected to the problem-solving process
Generative processes: Ideas are generated
Explorative processes: Ideas are analyzed
Comparison processes: Ideas are compared
Selection processes: Ideas are selected
Figure 1.7: Basic cognitive operations during problem-solving by Stempfle and Badke-Schaub (2002, p. 59, En-
glish translation by the author).
following Dörner’s (1989) concept. Alternative strategies are generated and elaborated by gen-
erative and explorative processes. However, in the comparison and selection process alternative
strategies are excluded (Stempfle & Badke-Schaub, 2002).
Another main requirement of group work is the organization of the group. A minimum of
process and interface management is necessary. The same cognitive operations described in
figure 1.7 are necessary (see Stempfle & Badke-Schaub, 2002). The third pillar is the social-
emotional aspect of group actions. This aspect is less important when groups work in a task-
related manner (Bierhals, 2005). Nevertheless, a minimum of cooperation is necessary (Stem-
pfle & Badke-Schaub, 2002). KATKOMP is a category system for analyzing communication on
three levels: content, process and social-emotional relation (Stempfle & Badke-Schaub, 2002).
A salient example for a problem-solving process is design work (Hacker, 1999). General engi-
neering tasks can be compared using category systems described above. VDI guidelines 2221,
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2222 and 2223 should be considered, for analyzing the problem-solving process for design
tasks. VDI 2221 gives an overview of the methodical development and design process (see
figure 1.8). VDI 2222 and 2223 explain these steps in more detail. In particular these VDI
guidelines should be regarded when analyzing the dynamics of the problem-solving processes
in groups solving design tasks.
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Figure 1.8: VDI 2221: Methodical development and design process (English translation by the author).
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2 General Question and Special
Methods of the Empirical Approach
The research on conference systems is of special interest because despite the fact that groupware
systems can save traveling costs and working time, participants do not employ them (Lorenz,
1995). In literature, there is a vast number of studies about distributed group work, but the-
oretical approaches to evaluate distributed group work structurally are rare. The framework
developed by Vertegaal et al. (1997), which provides a good basis for the assessment of dis-
tributed group work, has been enhanced with the concept of task awareness in this thesis. This
enhancement will be discussed within the scope of the following empirical approach. In sec-
tion 1.3.2, the model for the elements of distributed group work was developed: It should allow
an objective comparison of different approaches of (distributed) group work. The appropri-
ateness of this model will also be discussed. Both theoretical models shall allow to derive and
structure factors as to their importance for developing groupware systems in general. To confirm
the appropriateness of the theoretical models two empirical studies were conducted.
In these two studies, two experiments were performed under a variety of conditions whereby
virtual meetings were compared with conventional meetings. For this purpose, distributed group
work and local group work were reflected in the theoretical background. The impact of the re-
search on group work revealed that the task was seen as an important element of distributed
group work. Hence, the difficulty of the task was a central element of the empirical research.
Since these studies were conducted in the automobile industry, engineering tasks were of pri-
mary interest and were derived from the empirical background whereas CPS provided the the-
oretical background to compare different engineering tasks objectively (see section 1.2).
In the following sections, the two studies in which distributed engineering group work was
explored are presented. This thesis investigates the following question:
Are there any differences between group performances that depend on the shared environment
with the task as a moderate variable?
To investigate this question, the two studies were conducted at DaimlerChrysler AG plants in
Germany. The external validity was a critical factor; therefore, before conducting the studies,
eleven structured interviews were carried out and five engineering meetings were observed. The
employees were from different departments, working with geographically distributed partners.
The interviews and observations of the meetings provided information about the work domains
and tasks of employees in the Development and Production Planning Departments at Daimler-
Chrysler AG (section B.1 and section B.2). Additionally, potential participants for the studies
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were identified and recruited.
As dependent variables, the group results and participants’ interactions with the design task
were recorded and analyzed. Moreover, the group process yielded information about the quality
of the problem-solving process and mental models provided information about group members’
knowledge of the task. Therefore, statistical analyses of the problem solving process and mental
models are discussed as dependent variables to find differences between the conditions.
2.1 Statistical Analysis of Processes
When comparing conventional meetings with virtual meetings the productivity of the groups
under the different meeting conditions can be measured and compared using their group results;
yet it is of special interest to knowwhy the quality of their group results differs. This information
can be gathered when considering the dynamics of the problem-solving processes in the groups.
The problem-solving process can be acquired when using a category system whereas the cat-
egories can be assigned to numerical scores on a nominal level. Complex data are the result:
several categories occur consecutively over a continuous period of time, whereby the categories
may not be independent of each other and the process may be influenced by covariates, e.g.,
groups perform a task under different meeting conditions. These data can be treated using event
history analysis, which “studies transitions across a set of discrete states, including the length
of time intervals between entry to and exit from specific states” (Blossfeld & Rohwer, 2002,
p. 38). Before the data are analyzed using event histories analysis, a descriptive analysis should
always be done as it is important to acquire an overview and an impression of the distinctive
features of the complete processes.
The descriptive analysis can be event based and/or time based. Bakeman and Gottman (1997)
set out various alternatives for describing categorical data that happen over a period of time:
rates and frequencies, probabilities and percentages, and/or mean event durations. The best
descriptive presentation should be chosen depending on the available data. Additionally, the
sequential aspect should be captured by transitional frequency matrices, and step functions
should be generated to achieve an impression of the overall process. The descriptive analysis
of the data supports the detection of suspicious differences between groups (units). And then
event history analysis can be applied.
In the following paragraph, the necessary denotation for event history analysis used in this
thesis will be explained. The category system for coding the problem-solving process in the
group is the state space: each state (category) can occur more often with a different length over
a continuous period of time. Changes between states are events that can occur at any point in
time and that may be interdependent and/or dependent on the time. “An episode, spell, waiting
time, or duration – terms that are used interchangeably – is the time span a unit of analysis
(e.g. an individual) spends in a specific state” (Blossfeld & Rohwer, 2002, p. 38). The different
conditions under which groups perform a task can be included by time-constant covariates.
Time-dependent covariates can also be included (see for example Blossfeld & Rohwer, 2002).
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“The most restricted event history model is based on a process with only a single episode and
two states, (one origin and one destination state)” (Blossfeld & Rohwer, 2002, p. 38). Each unit
that entered into the origin state is represented by one episode. Multistate models are present if
more than one destination state exists; these models are called models with competing events or
risks. If more than one event is possible, the term multi-episode models is used. The problem-
solving process in a group is a multistate-multiepisode process as several states occur over a
continuous period of time. Furthermore, episodes can be right censored when the observation
is terminated at the right-hand side of the observation window, and episodes can be left censored
when the starting time is located before the beginning of the observation window (Blossfeld &
Rohwer, 2002). Right-censored data can be handled more easily than left-censored data. Note
that left-censored data are not relevant for this thesis.
The most important parameters of event history analysis are the survivor function, the density
function, and the transition rate. The survivor function specifies the probability that an indi-
vidual (or object) survives a special point in time t; i.e., an episode still continues and no event
happened. The survivor function is defined as
S(t) = Pr(T ≥ t) (2.1)
with the episode duration represented by T as a non-negative random variable and t the observed
point in time. As a function of time, the survivor function is monotonic decreasing.
The density function f(t) is generally not of direct interest. Yet the density function is necessary
to understand the transition rate, which is explained in the next paragraph. The (probability)
density function is the probability that an event (change of a state) occurred in a special time
interval. The probability density function is non-negative everywhere and its integral from −∞
to +∞ is equal to 1.
f(t) = lim
t′→t
S(t′)− S(t)
t′ − t (2.2)
The transition rate is the central concept of event history analysis and is also known as hazard
rate, failure rate, transition intensity, risk function, or mortality rate (Blossfeld & Rohwer,
2002). The transition rate is defined as
r(t) = lim
t′→t
Pr(t ≤ T < t′ | T ≥ t)
t′ − t (2.3)
r(t) is “the propensity to change the state from an origin [episode] to a destination [episode] at
t. But it is essential to note that this propensity is defined in relation to a risk set, the risk set
at t (i.e. the set of individuals who can experience the event as it has not occurred before t)”
(Blossfeld & Rohwer, 2002, p. 33).
The transition rate can depend on time-constant (for example gender) or time-dependent covari-
ates (for example age). The basic form of a transition rate model is hence
r(t|X = x) = g(t, x) (2.4)
“The central idea is to make the transition rate, which describes a process evolving in time,
dependent on time and on a set of covariates, x” (Blossfeld & Rohwer, 2002, p. 33).
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When analyzing differences in the process of task accomplishment between groups under dif-
ferent meeting conditions (in terms of event history analysis, the different conditions are a
time-constant covariate), the transition rates are compared. The problem-solving process in a
group is a multistate-multiepisode process. However, it has to be taken into account that the
necessary events for a full comparison of different processes rocket with the number of states
(categories) of the state space. Bakeman and Gottman (1997) give an orientation of the required
observations, whereby k is the number of categories:
n = k · (k − 1) · 5 (2.5)
For example, for nine categories, 400 observations (events) are needed. Therefore, it is impor-
tant to carefully choose a suitable category system for observing the problem-solving process.
On the theoretical level, the category system should be sufficient to find differences between
processes, which are important to develop and confirm theoretical concepts, whereas on the
practical level, the category system should be small enough to perform statistical analyses.
The distinctive features in the descriptive analysis serve to specify the hypotheses, if there are
not a sufficient number of events to analyze the data set completely. Then, interesting transitions
can be analyzed using different models to estimate the influence of a time-constant covariate
(in this case, the meeting condition) on the problem-solving process. Methods for analyzing
multistate-multiepisode data can be used if sufficient events are available to analyze the process
completely. For details on analyzing multistate-multiepisode data with time-constant and time-
dependent covariates see Blossfeld and Rohwer (2002).
As a side note, it must be stated that, in this chapter, only the basic theoretical concepts and
methods of event history modelling that are important for the empirical research in this thesis
are explained. In general, event history modeling has many concepts and can be employed for
a wide range of empirical applications (see Blossfeld & Rohwer, 2002 or Lindsey, 2004). In
particular, if multistate-multiepisode data with several time-constant and time-dependent co-
variates are available, event history analysis shows its real power. The most important step for-
ward in event history analysis is to include time-dependent covariates in transition rate models:
these covariates allow the interdependence of parallel processes to be analyzed (see Blossfeld &
Rohwer, 2002). The different concepts and empirical applications of event history modeling are
described in introductions to process analyses such as those found in Blossfeld, Hamerle and
Mayer (1986), Blossfeld and Rohwer (2002) or Lindsey (2004).
There are different methods to analyze process data that rely on the assumed distribution of the
transition rate – nonparametric methods, semi-parametric models and parametric models.
Nonparametric descriptive methods are particularly suited for initial exploratory data analy-
sis since these methods do not make assumptions about the distribution of the transition rate
(Blossfeld & Rohwer, 2002). The nonparametric methods enable the calculation of nonpara-
metric estimates of the survivor function, the density function, and the transition rate. There are
two procedures that are employed for first explorative studies: life tables and Kaplan-Meier (or
product limit) estimates. The life-table method is a traditional procedure, with the disadvantage
that discrete time intervals have to be defined by the researcher. It thus becomes necessary to
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have a relatively large number of episodes for reliable estimates of each interval. In the past, the
life-table method was used because of restricted computer time and/or storage space. However,
because of its disadvantages, it will not be described here (for presentations and applications of
the life-table method; see Namboodiri & Suchindran, 1987). The second method is the product-
limit or Kaplan-Meier method. “The product-limit method is based on the calculation of a risk
set at every point in time where at least one event occurred (Blossfeld & Rohwer, 2002, pp. 71).”
Unfortunately, only the survivor function can be estimated directly when using the product-limit
method; there are no direct estimates of the transition rates. Survivor functions of different units
can be compared when calculating confidence intervals or conducting specific test statistics (for
example Log-Rank (Savage) or Wilcoxon (Breslow); see Blossfeld & Rohwer, 2002). The life
tables and the product-limit estimates are limited to single episodes and to the assumptions that
the data are independent from each other and that the population is homogeneous (Blossfeld &
Rohwer, 2002).
In semi-parametric transition rate models, the functional form for the influence of covariates
is specified whereas the shape of the transition rate is as unspecified as possible. The pro-
portional hazard model, also called Cox model, is the most often used semi-parametric model
(Blossfeld & Rohwer, 2002). The following transition rate describes the Cox model
r(t|A(t)) = h(t) exp(A(t)α) (2.6)
“The transition rate, r(t), is the product of an unspecified baseline rate, h(t), and a second term
specifying the possible influence of a covariate vector A(t) on the transition rate” (Blossfeld &
Rohwer, 2002, p. 228). The Cox model can also be applied for multiple origin and destination
states, but in the Cox model “effects of covariates can only induce proportional shifts in the
transition rate but cannot change its shape” (Blossfeld & Rohwer, 2002, p. 228). Therefore, the
Cox model is restricted to a range of possible applications. For further details and applications
of semi-parametric transition rate models see Blossfeld and Rohwer (2002).
In parametric transition rate models, the functional dependence between the transition rate, the
covariates, and the waiting times are specified. However, the suitability of the assumed paramet-
ric models should be checked. There are two different approaches to check the preconditions.
The first method compares the transformations of nonparametric estimates of survivor func-
tions and is an informal method to evaluate the fit of parametric models. As a second method,
pseudoresiduals can be calculated and employed to evaluate distributional assumptions. How-
ever, both approaches merely have the character of heuristic tools (Blossfeld & Rohwer, 2002).
Therefore, Blossfeld and Rohwer (2002) recommend estimating a variety of model specifica-
tions and comparing the outcomes. The parametric transition rate models are the most powerful
models. First, the influence of a set of time-dependent (in particular, parallel processes) and
time-constant covariates on the transition rate can be analyzed. Second, the previous history of
the process can also be easily taken into account and finally, the impact of duration dependence
can be estimated. The models can be used for analyzing multistate-multiepisode data.
The basic model is the exponential transition rate model, which can be extended to the piecewise
constant exponential model. Further models are the Gompertz-Makeham models, the Weibull
models, log-logistic models, log-normal models, and sickle models. For further descriptions
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see Blossfeld et al. (1986).
Counting processes are an extension of event history analysis. “A counting process is a random
variable over time,N(t), which counts the number of events which have occurred up to t” (Lind-
sey, 1995, p. 202). When analyzing counting processes, the overall process is assessed over the
complete time. Therefore, many processes are required or a strong theoretical assumption about
the process is necessary to achieve a valid estimation of the real process. This technique is not
set out here as the data in this thesis did not meet the requirements for analyzing them as count-
ing processes. Nevertheless, statistical analyses for counting processes give a deep insight of
process data and should be considered in psychological research, e.g. for learning processes.
For an introduction to counting processes see Lindsey (2004).
2.2 Mental Models
In the following empirical approach, mental models are an important part of the two studies,
but they are not the main purpose of this thesis. The measurement of mental models was the
main subject of two diploma theses (Lum, 2004 and Bergholz, 2004). These theses provide a
detailed theoretical background of mental models. Therefore, only the fundamental theoretical
background is defined. In the following paragraphs the term mental model will be defined
and the functions explained. Moreover, shared mental models are described that are of special
significance in this thesis. In the next subsection the theoretical background of the used methods
for measuring mental models in the framework of this thesis are briefly explained.
Dutke (1994b) defines a mental model as a cognitive structure/construction based on the inter-
action between perception and knowledge. Perception activates a corresponding scheme in the
long term memory. On the one hand mental models are instanced scheme, but on the other hand
they can also change scheme (Dutke, 1994b; Weidenmann, 1988). In the scientific community
there is no agreement whether mental models are located in the long term memory or in the
working memory (see Rauh, Schlieder & Knauff, 1997; Johnson-Laird, 1983; Moray, 1997). In
spite of the missing consensus, mental models are seen as dynamic (Hillen, Berendes & Breuer,
2000; Mandl, Gruber & Renkl, 1995; Johnson-Laird, 1983). In addition to own experiences, a
further bases of a mental model is knowledge mediated by other persons. A mental model is
subjective, incomplete knowledge about complex issues (Kluwe, 1992). The more expertise a
person has in a certain domain, the more sophisticated is the persons’ mental model of that do-
main (Mandl et al., 1995). According to Rickheit & Sichelschmidt (1999, p. 10) mental models
have several functions that permit people to:
• Generate descriptions of the purpose of a system
• Generate descriptions of the architecture of a system
• Provide explanations of the state of a system
• Provide explanations of the functioning of a system
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• Make predictions of future states of a system
These are the reasons why mental models are the basis of human behavior and actions.
In group work, individual mental models (IMMs) in relation to all group members are referred
to as shared mental models (SMMs). SMMs reflect the common understanding and the com-
mon mental knowledge representation of group members (Klimoski & Mohammed, 1994). In
this context shared means overlapping knowledge of the group members (Cannon-Bowers &
Salas, 2001). The theory of SMMs proposes that team effectiveness improves when all mem-
bers have sufficient shared knowledge of a certain domain (Cannon-Bowers & Salas, 2001;
Klimoski & Mohammed, 1994; Mohammed & Dumville, 2001). But it is dysfunctional if all
group members have completely the same knowledge because the capability of the individuals
gets lost (Cannon-Bowers & Salas, 2001; Klimoski & Mohammed, 1994). There are four broad
categories of the content that can be shared in a group: task-specific knowledge, task-related
knowledge, knowledge of group members and finally, attitudes and beliefs (Cannon-Bowers
et al., 1993; Cannon-Bowers & Salas, 2001; Klimoski & Mohammed, 1994). The measurement
of mental models are varied in approaches and a short explanation is given in the next section.
2.2.1 Measuring Mental Models
Many researchers have developed methods for measuring mental models extensively. Because
of the reasons explained at the beginning of the section, methods for measuring mental models
are only described briefly.
Different methods can be used for eliciting IMMs and SMMs, for an overview of measur-
ing IMMs see Olson & Biolsi (1991); for an overview of measuring SMMs see Langan-Fox,
Code & Langfield-Smith (2000). According to Langan-Fox et al. (2000), appropriate methods
to measure SMMs are visual card sorting and causal mapping techniques. A mixture of the two
methods were used in the following study.
A short description of the methods is as follows: In visual card sorting participants write all
important terms on cards and have to organize the cards afterwards. The participants have
to explain the organization of the cards, whose answers are recorded and the cards are pho-
tographed. Here, no statistical analysis is necessary. For a discussion about advantages and
disadvantages of visual card sorting see Langan-Fox et al. (2000). On the other hand, when
using the causal mapping technique participants have to evaluate default pairs of terms. They
determine the power and tendency of their influence. Afterwards, a matrix can be derived and
SMMs can be determined using the distance ratio formula technique. For a detailed description
see Langan-Fox et al. (2000).

3 Empirical Approach of the Two
Studies
Two studies were conducted to analyze distributed engineering group work. Based on the re-
sults of the first study cAR/PE! was modified accordingly. Implications of the first study were
verified in a second study. Because the software cAR/PE! was used for the distributed meeting
condition, it is necessary to have a detailed description of the tool.
3.1 Description of cAR/PE! – Study 1
cAR/PE! was installed on off-the-shelf PCs with a TFT-display, camera, audio head-set, mouse
and space mouse 6-DOF controller (see figure 3.1). The cAR/PE! stations were connected
through an Ethernet network. The marker head-set was not used in the study. In the experimen-
tal setting only three cAR/PE! stations were connected, the future system shall allow meetings
with up to ten participants.
In a meeting, participants sat in front of their own computer, saw each other via their camera on
their PC (as an avatar) and communicated with a head-set in real-time in a virtual meeting room
presented on their PC displays. In this virtual meeting room participants were represented by
avatars, that means their live video image from their camera on the PC was displayed in a small
individually colored framed rectangle, one rectangle for each participant. The avatars of the
users (rectangles with the live video streams) were arranged around a virtual table. When using
the space mouse, the participants had the possibility to move intuitively their avatar with their
live video image in all directions of the virtual room, which means they could see and could
be seen by each group member when using the space mouse. With the head sets participants
could hear each group member and determine the direction of the other group members’ avatar
in the virtual meeting room, by hearing a sound in the right or left ear enabled the participants
to hear the direction from which the other group members were sitting, to the right or left of
them. Also, with the mouse, they could use a pointer on a large virtual presentation screen
for 2D display in the front of the virtual meeting room. The users’ pointer had the same color
as the frame of the participants’ avatar and could be seen by each group member. In the first
study, photographs of a real automotive side-door were projected on the 2D display, which were
uploaded by the experimenters onto the main computer and filed in a special folder. The content
of the folder was readily available on the 2D display when cAR/PE! started. One cAR/PE! PC
had a moderator function and the group member sitting in front of this PC could change the
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different photographs by using the keyboard.
According to Milgram & Kishino’s taxonomy (1994) cAR/PE! can be classified as Augmented
Virtuality, because real objects (the participants of the meeting) are added to virtual environ-
ments. Figure 3.2 shows a screenshot of the cAR/PE! room with two participants. For a further
description of cAR/PE! see the user manual in section B.11.
Figure 3.1: Photograph of a cAR/PE! workplace.
Figure 3.2: Virtual conference room cAR/PE! with two participants.
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3.2 First Study
In the first study, the two different meeting conditions cAR/PE! and conventional meetings were
compared. The model for the elements of distributed group work provided an objective basis
to compare the differences between conventional meetings and cAR/PE!. The differences were
observed and evaluated using the enhanced framework developed by Veregaal et al. (1997).
Based on this evaluation hypotheses were formulated and further tested.
3.2.1 A Comparison of cAR/PE! versus Conventional Meetings
As described in the theoretical background, the focus of this thesis is group work in which a
group elaborates on a task. Individuals in the group have to interact with each other, with the
task and with the room to gather and exchange information. Interaction can be supported by
tools and materials. To sum up, the comparison includes the following criteria: room, task,
group and their interactions with variable support by materials and tools. The macro-level
is kept constant because it is not an object of research in this thesis. Figure 3.1 presents a
comparison of the shared environment between cAR/PE! and conventional meetings.
Table 3.1: First study comparison of the shared environment.
Conventional Meeting cAR/PE! Meeting
Conventional room Virtual room
Table Virtual table
Items in the room Items in the virtual room
Tools / Materials
Presentation board Presentation board
Shared
Environment
Items in the room Items in the room
In cAR/PE!, the virtual meeting room should support workspace awareness. Since spatial
perception is an inherent part of life (Goldstein, 1997) the perception of the virtual room in
cAR/PE! should support the natural orientation of participants. Moreover, a room supports
conversational awareness of who is talking about what with whom (Vertegaal, 1997; Vertegaal
et al., 1997). But workspace and conversational awareness are more direct in conventional
meetings because all group members are physically together in one room and each group mem-
ber can determine with a quick glance where all elements are in the room. Additionally, because
interaction supports how participants gather and exchange information (Vons, 1996) the means
of interaction is very important for workspace and conversational awareness. In table 3.2 an
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objective comparison of similarities and differences between the interaction of the person with
the shared environment is presented.
In groupware systems perceptual and physical abilities are replaced through slow, inflexible
mechanisms (Gutwin & Greenberg, 1996). Interaction is very important for the information
process and the understanding process (Piaget, 1973). Interaction determines strongly which
information is gathered and which mental models are generated. Natural, i.e. simple interaction
means is important to get an understanding of the environment, task and group members.
In a conventional meeting conversational andworkspace awareness are very high because of the
natural, direct interaction with the environment, task and group members. Local and temporal
behavior of other group members can be estimated well. In cAR/PE! interaction is indirectly
multifarious but not as fast as moving the head, hands or eyes. Likewise, interaction of group
members is limited, subsequently interaction with the shared environment in cAR/PE! does not
support workspace and conversational awareness as well as a conventional meeting. A further
comparison of each group members private environment as pertaining to cAR/PE! is presented
in table 3.3.
Unlike a conventional meeting, where everything that happens in the room is visible to all mem-
bers, group members in cAR/PE! have their private environment which is an additional aspect
that determines workspace and conversational awareness. Depending on the group members
private environment some actions, due to the limitations of the camera, are invisible to other
group members, while other actions are visible. Furthermore, attention of group members can
be distracted from the private environment and can affect group work (e.g. other persons, tele-
phone or other tasks etc.). These external influences should be kept as low as possible. Although
there are disadvantages to the private environment using cAR/PE!, in an ideal situation, group
members have easy access to their own personal files and office tools, and in the best case
scenario, direct information at the production site. The group and interaction between group
members will be discussed next; see table 3.4.
In a conventional meeting all group members are physically together in one room which results
in high conversational awareness. Using cAR/PE! group members are distributed; their be-
havior is only visible in the virtual room. Additionally, in cAR/PE! interaction between group
members is not straight, devices have to be used instead. Disturbed audio and video signals
(for example time delays) may cause unnatural behavior which leads to loss of information. As
a result, conversational awareness in cAR/PE! is not as high as in a conventional meeting be-
cause it is not always determinable “where are the people they communicate with?” and “How
actively are they communicating?” (Vertegaal et al., 1997, p. 88).
How conversational and workspace awareness influence group work depends strongly on the
task that the group has to elaborate on; see table 3.5.
The task is one of the important elements of group work. In the actual study a special emphasis
was placed on the task. Here, only the important highlights of the two different assigned tasks
are used to compare and explain in table 3.5 and in the following paragraph. A more detailed
description of the tasks will be elaborated on in section 3.2.3.5.
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Table 3.2: First study comparison of the person’s interaction with the shared environment.
Conventional Meeting cAR/PE! Meeting
It is determinable who is
talking via voice, face, and
body. The room gives the
orientation.
It is determinable who is
talking via voice and face.
The virtual room gives the
orientation.
All participants see the 3D
conventional room.
All participants see the 3D
virtual room on a 2D
screen.
Participants see the room
and other participants from
their own perspective.
Participants see the room
and other participants from
their own limited
perspective.
Everybody can change the
own view independently in
the room, with the eyes.
Everybody can change the
own view independently in
the room, with the Space
Mouse.
Everybody can roam in the
room, bodily and visually.
Everybody can roam in the
room, visually.
The room has touchable
boundaries.
The rooms’ boundaries are
not touchable.
The walls can be used. The walls can be used.
The room can be
perceived with all senses.
The room can be
perceived visually and by
using devices.
Everybody can point
anywhere and operate with
the side-door from
anywhere.
Everybody can point on
the presentation screen
but only one can change
the photograph.
Past and future behaviour
can fully be assessed.
Past and future behaviour
can partly be assessed.
Fully dynamic Semi dynamic
Tools / Materials
Pencil Pencil
Paper Paper
Items in the room Items in the room
Interaction of
the person with
the shared
environment
Mouse, Keyboard, Space
Mouse, Headset and
Screen
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Table 3.3: First study comparison of the private environment and the interaction of a person with her/his environ-
ment.
Conventional Meeting cAR/PE! Meeting
Own private atmos-
phere and items
(chair, own pencil ...)
in a shared room
Private conventional
room
Private environ-
ment of a person
Items in the own
conventional room
Interaction of a
person with her/
his environment
Interaction with the own
items
Background information
which is accessable in
ones' own conventional
room.
Two typical engineering tasks were generated out of the structured interviews and observations
of real group work at DaimlerChrysler AG (see section B.1 and section B.2). These tasks were
investigated in the first study. One task was to redesign a side-door from a conventional car to a
convertible model (design task), this task had to be solved by different groups in a conventional
meeting condition and by cAR/PE!. In the conventional meeting a real side-door was available
whereas in cAR/PE! only photographs of the side-door were provided. The same meeting
conditions were applied to the second task.
The second task was a cost-optimizing problem. The task was to reduce the rejection rate when
producing a side-door because of a high warping rate of the covering while being pressed. The
group had to consider different variables to find the ideal solution.
The highest level of task awareness was obtained in a conventional meeting when a real object
was available. Under the cost-optimizing task condition the real side-door was not as important
as with the design task condition because the result of the group work, when solving a design
task, was a real touchable product. In addition to the representation of the task, tools, like paper
and pencil provided an easier exchange of information in a conventional meeting.
Task awareness was higher under the conventional meeting condition when the real side-door
was available, touchability was an important factor in solving the design task but it was not
significant when solving the cost-optimizing task. Consequently, the different task awareness
under both meeting conditions was particularly important when groups solve design tasks but
not pure cognitive tasks (cost-optimizing task). Furthermore, the relationship of the task to the
group members is structured by the room. Therefore, the interaction of the task with the room
will be discussed in table 3.6.
The interaction between room and task structures the relationship between group members, task
and room. In the conventional meeting the proportion of the task with the room can influence
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Table 3.4: First study comparison of the group and interaction in the group.
Conventional Meeting cAR/PE! Meeting
Group members are in
the same physical room.
Group members are locally
distributed.
Group members are
physically present.
Group members are in the
same virtual room.
Group
Group members are visible
via their avatars.
  Speaking directly Speaking via headset
Direct visual contact Indirect visual perception
via video screen
Everybody can see each
other, fast (view).
Everybody can see each
other, slow (Space Mouse).
Unlimited physical action Limited physical action
Tools / Materials
Mouse
Space Mouse
Headset
Camera
Interaction in
the group
Desktop
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Table 3.5: First study comparison of the task and interaction person and task.
Conventional Meeting cAR/PE! Meeting
Task description Task description
Tools / Materials
Task
Real design product Pictures of the designproduct
Direct interaction and
pointing to the real
design product.
Interaction by pointing
with a device on the
presentation board by all
group members.
The description of the
task is directly available
for all group members
(e.g. can be exchanged).
The description of the
task is only indirectly
available (e.g. by
speaking).
Interaction
between
person and
task
Everybody can interact
with the task
(unrestricted).
The moderator can only
change the pictures on
the presentation board
(restricted).
Table 3.6: First study comparison of the interaction between task and room.
Conventional Meeting cAR/PE! Meeting
Interaction
between task
and room
A real object is lying in the
room and can be turned
around in the room.
No interaction, the object
is a photograph on the
presentation board.
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the group process because components of the construction object can be estimated more easily.
3.2.2 Research Objective and Hypotheses of the Experiment
The differences of cAR/PE! and the conventional meeting discussed in section 3.2.1 can be
summarized as follows:
Shared environment and own environment: In a conventional meeting the group members were
in the same environment. In cAR/PE! group members were located together in the virtual
meeting room. Additionally, each group member had a second environment in cAR/PE!, which
could have had a disturbing influence on group members attention. Consequently, workspace
awareness was higher in a conventional meeting than in cAR/PE!.
Interaction person and environment: In a conventional meeting interaction with the environ-
ment could be enhanced by the direct use of potential multiple senses whereas in cAR/PE!
interaction was indirect and slower than in a conventional meeting. In a conventional meeting
means of interaction support workspace awareness better than in cAR/PE!.
Group and interaction in the group: In a conventional meeting all group members are physi-
cally in the same room, the interaction is direct and multifarious between group members. In
cAR/PE! all group members are visible in a virtual meeting room, interaction between group
members is indirect and can be disturbed by low-quality audio or video signals. The highest
conversational awareness could be observed in a conventional meeting.
Interaction person and task: In a conventional meeting material for solving a task was physi-
cally available whereas in cAR/PE! only photographs could be used as external representation
of an object. The highest task awareness should be found in a conventional meeting. However,
as stated above the importance of task awareness depends strongly on the task.
Interaction task and room: A room structures the relation between group members and the
task. This structure could support the memory process because memory experiments prove that
coding and decoding of information depends on the task and the context (Birbaumer & Schmidt,
1996). In the conventional meeting a real room is the common context whereas using cAR/PE!,
the virtual room provides the common context for the group members.
Considering all these differences, it can be summarized that the best workspace, task and con-
versational awareness can be observed under the condition of a conventional meeting. In
cAR/PE! the common workspace supports the conversational and workspace awareness of
group work as well but disadvantages are the indirect means of interaction and the second
environment. If materials have to be used for solving a task only photographs can be presented.
Workspace, task and conversational awareness are of a minor degree compared to a conven-
tional meeting. The need for conversational and workspace awareness depends strongly on the
task because object and complexity of the task determine all components of group work like the
arrangement of group members, tools, materials, aim of group work and group process. The
importance of the performed task when analyzing or evaluating any work system and its tech-
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nical components was formulated by Ulich (2001) in reference to Hacker (1986) as primacy of
the task.
3.2.2.1 Research Objective
Different types of tasks are elaborated in car manufacturing, in particular cost-optimizing and
design tasks. Cost-optimizing tasks require no external representations. In a conventional meet-
ing all important variables are available on a sheet of paper and required information can be
exchanged directly by group members. It can be assumed that there is no difference between
groups solving a cost-optimizing task in a conventional meeting compared with cAR/PE!.
But solving problems often requires processing of internal and external information (Zhang,
1997; Zhang & Norman, 1994). Design tasks require external representations (see section B.2).
In this study a real side-door was provided in a conventional meeting and the task was to re-
design the side-door to fit a convertible model whereas only photographs of the same side-door
were available under the cAR/PE! condition where no direct interaction was possible. The pre-
sentation of the task in cAR/PE! had influence on conversational awareness, because the group
members’ attention was focused on the presentation board while discussing the task. Therefore,
group members were able to move their avatars with the space mouse either to see the task or
the other group members. The assumption was that groups solving design tasks perform better
in a conventional meeting than in cAR/PE!. Furthermore, a significant higher interaction level
with the construction element was expected in a conventional meeting than in cAR/PE! because
interaction with the design task was more direct and provided more information.
3.2.2.2 Hypotheses Comparing cAR/PE! with a Conventional Meeting
General Hypothesis
Group performance will be equal for the cost-optimizing task in cAR/PE! and a conventional
meeting whereas, when solving the design task, the group performance will yield differences
under the two meeting conditions in favor of the conventional meeting.
The concrete hypotheses are structured according to the depended variables:
Mental Models
H1: The completeness of the users’ mental models and the degree of shared knowledge about
the task within the group will be equal for the cost-optimizing task under both meeting condi-
tions whereas, solving the design task, will yield differences under the two meeting conditions
in favor of the conventional meeting.
Interactions with Side-door under the Condition Design Task
H2: The sum of single interactions with the side-door under the condition design task will yield
differences in cAR/PE! (symbolic interaction) and a conventional meeting (direct interaction)
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in favor of the conventional meeting.
Annotation: Under the condition cost-optimizing task interaction with the side-door is not nec-
essary for solving the task.
Group Results
H3: The group results will be equal for the cost-optimizing task in cAR/PE! and a conventional
meeting whereas solving the design task will yield differences under the two meeting conditions
in favor of the conventional meeting.
Problem-Solving Process
H4: The problem-solving process will be equal for the cost-optimizing task in cAR/PE! and
a conventional meeting whereas solving the design task will yield differences under the two
meeting conditions in favor of the conventional meeting.
For testing these hypotheses an α of 10% was chosen because there are no previous studies
which analyze especially distributed engineering group work in a real application environment
(Bortz, 1993, p. 118).
3.2.3 Method of the Experiment
Eleven structured interviews with employees from different departments, working with locally
distributed partners, were conducted before performing the controlled experiment (see sec-
tion B.1). Additionally, five meetings in the departments of development and planning were
observed (see section B.2). In this first exploratory process information about potential par-
ticipants and their work-domain were gathered. Furthermore, the conducted interviews and
observed meetings were the key to acquire participants for the controlled experiment.
Then, a controlled experimental field study was conducted to test the outlined hypotheses. The
factor task difficulty (in the following factor task) and the factor meeting condition (in the fol-
lowing factor meeting) were the two independent variables in the controlled experiment. The
users’ mental models about the elaborated tasks, the interaction with the task (only under the
condition design task), the results of group work and the problem-solving processes were the
dependent variables. The factor task was assessed through two conditions: a cost-optimizing
task (less complex) and a design task (complex). The factor meeting was assessed through the
conditions of a conventional meeting versus a meeting with cAR/PE!. The controlled experi-
ment was conducted at DaimlerChrysler AG.
3.2.3.1 Sample
For reasons of external validity of the studies’ results, it was important to create a highly real-
istic and task-oriented setting with participants from the real industrial area. cAR/PE!’s target
users were employees from technical divisions and ultimately, they were the population for the
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sample. The attendance in the study was voluntary and relied on the participants’ interest in
the cAR/PE! system. The controlled experiment took place during regular working hours. The
subjects were acquired by presenting cAR/PE! to several business units in Sindelfingen and Bre-
men. Targeted participants for the experiment should have had a general technical background
of automobile development and production planning. An important variable for this study was
to control whether each group member knows each other or not because familiarity is seen as
a source of error variance and has to be controlled (Littlepage et al., 1997). In real life, group
members generally know each other in project work (see section B.1 and section B.2), there-
fore, the participants of this study had to know the other group members. For each experimental
group three participants were needed due to the fact that the current cAR/PE! system supports
only three or less participants.
Optimal Sample Size. An optimal sample size for testing a hypothesis can be determined
when considering the significance level, the effect power and the test power: all of these val-
ues are conventionalized. A test power of 1 − β = 0.8 and an α of 0.1 were determined for
testing the hypothesis. According to Bortz (1993, p. 118), an α of 10% can be chosen in new
research fields. The effect power can be determined when considering the assumed extent of
the effect. The best way to determine the effect power would be to use the mean values and
standard deviation from previous studies; yet there are no empirical studies about distributed
engineering group work in real applications. Therefore, the effect power was estimated under
consideration of practical observations. Despite the fact that CSCW systems have been avail-
able for years (Grudin, 1994) and, moreover, save traveling costs and especially working time,
attendees prefer face-to-face meetings (Lorenz, 1995). In the past, engineering groups have not
utilized CSCW systems in design meetings, although this would greatly facilitate collaborative
working (see section B.1). Therefore, a high effect power for the hypotheses was assumed as,
in spite of the advantages mentioned, CSCW systems are not used. For a determination of the
effect power when real values are available; see Bortz & Döring (2002).
Having determined the significance level and the effect and test powers, the optimal sample
size depends ultimately on the test conducted. In the first study, t-Tests and a 2x2 ANOVA were
carried out. The optimal sample size for the t-Test can be determined when using the following
equation (Bortz, 1993, p. 121):
n =
(z(1−α) − zβ)2
2
(3.1)
Thus, with this equation,
n =
(1.28− (−0.84))2
0.82
≈ 7 (3.2)
seven units are needed for the t-Test.
To determine the sample size for the 2x2 ANOVA, the following equation recommended by
Bortz & Döring (2002, p. 616) was used:
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ncell =
(n− 1) · (df + 1)
number of cells
+ 1 (3.3)
Thus, with this equation,
ncell =
(26− 1) · (1 + 1)
4
+ 1 ≈ 13 (3.4)
thirteen units per cell for a 2x2 ANOVA are needed. Unfortunately, there are only recommen-
dations for α = 0.05 and not for α = 0.1. Therefore, for α = 0.1, a smaller sample size than
13 should be valid as, for this calculation, n was used for α = 0.05.
In the following study, it was intended to recruit 30 persons (ten groups) for the experiment.
Each group performed two conditions as described in table 3.8; therefore, 20 research units
(groups) with five groups per cell were available. When considering all the explanations above,
this sample size was not optimal for analyzing the hypotheses. However, as the estimations are
only orientations and based on assumptions about the true values, an ex-post analysis should
always be conducted if the data are available for better evidence about the best sample size.
The optimal sample size for testing of differences between the problem-solving processes was
discussed in section 2.1 and will be discussed in the scope of hypothesis 4.
3.2.3.2 Materials and Apparatus for the Experiment
The experiment was conducted in the production plants at DaimlerChrysler AG in Bremen and
Sindelfingen. The room for the conventional meeting condition was equipped with a round table
and an additional flip chart to welcome the participants. Three different rooms were used for
the distributed meeting condition, one room for each PC.
Each cAR/PE! station was equipped with a standard PC (Pentium IV, 2.4 GHz, 512 MB RAM,
nVidia GeForce4, bt878 card), an analog color camera (720x576, 25Hz) equipped with a wide-
angle lens, a 17" TFT monitor, keyboard, a mouse, a space mouse/Magellan (Logitech/ 3Dcon-
nexion) 6-DOF controller and a stereo head-set with mono microphone. A marker head-set
could support the user’s line of sight, but is not used by cAR/PE! (see figure 3.1). All compo-
nents were off-the-shelf.
The cAR/PE! software system ran on each station and was implemented as an application mod-
ule. All application specific functionalities were provided by this module. The current imple-
mentation was primarily based on MS Windows 2000 because of the good integration into the
enterprize context. The PCs were connected with a switch with an integrated DHCP server. For
recording the meetings three video cameras and one video recorder were used.
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3.2.3.3 Experimental Design
A controlled experimental field study with a 2x2 factor, between-subjects and within-subjects
combination design was employed to test the effects of different task complexities and meeting
conditions on the dependent variables. Both factors were combined, resulting in four experi-
mental conditions; see table 3.7. A non-equivalent control group schedule was chosen because
the sample consists of predetermined groups (group members of a group had to know each
other).
Table 3.7: Four experimental conditions of the first study.
Experimental conditions
Cost-optimizing task / conventional meeting
Design task / conventional meeting
Cost-optimizing task / cAR/PE!
Design task / cAR/PE!
Each group was subjected to two sessions because the attendance on the experiment was vol-
untary and took place during the regular working hours and there were concerns to get enough
participants. This meant a combination of a within-group and a between-group design. The
within-group design can be seen as an error variance whereas the between-group measure-
ments where objective of the experiments (for an overview of experimental designs see Bortz &
Döring, 2002; Lüer, 1987; Nachreiner et al., 1987). The primary motivation for the participants
to take part in the experiment was to work with the newly developed CSCW system.
The groups and the order of experimental conditions were randomly distributed to avoid se-
quence effects as a source of error variance. Considering randomization and sequences a com-
plete cycle of all combinations of experimental conditions implied four groups. Each group
elaborated the two tasks under the two meeting conditions. The complete cycle is listed in
table 3.8.
Prior knowledge about elaborated tasks can affect working performance and consequently the
development of mental models (Birbaumer & Schmidt, 1996), therefore, mental models for
each individual were elicited before discussing it within the group and after.
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Table 3.8: Four different conditions of the first study.
Experimental conditions
Design task / cAR/PE!
Cost-optimizing task / conventional meeting
Design task / conventional meeting
Cost-optimizing task / cAR/PE!
Cost-optimizing task / cAR/PE!
Design task / conventional meeting
Cost-optimizing task / conventional meeting
Design task / cAR/PE!
3.2.3.4 Instruments of Data Collection in the Experiment
Under all conditions in the experiment the mental models were drawn using paper and pencil.
In the conventional meeting condition the group discussions were recorded on video tape. In
cAR/PE! the group discussions were video taped the complete verbal discussion was taped but
only the view of one participant could be seen due to technical reasons. After conducting the ex-
periment the participants filled in a questionnaire concerning the experiment (see section B.13).
3.2.3.5 Independent Variable: Factor Task
Due to the need for external validity, the tasks were designed to resemble the everyday work
conditions of the intended sample as much as possible. Two tasks with different complexity
were selected after analyzing different tasks from design departments and production plan-
ning departments through the exploratory interviews and observations (see section B.1 and sec-
tion B.2).
Solving problems often requires processing internal and external information (Zhang, 1997;
Zhang & Norman, 1994). Because of difficult design problems, engineers usually use virtual
or real objects, like parts, to point out important information in their design-meetings. Usually
diverse parties are involved in this process. Parties involved in such a meeting, often nationally
or even internationally distributed. Normally, numerous meetings with all parties are necessary,
sometimes on a daily basis for several weeks or even months, making it very time consuming
for the involved persons and expensive, in particular travel costs for the company. Therefore,
under the conventional meeting condition, a task was designed using a real side-door as a part
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to be redesigned (design task). Under the meeting condition of cAR/PE! several photographs
of the same side-door were provided to evaluate cAR/PE’s ability to support such tasks (for the
photographs of the side-door: see section B.12). As a further task, cost-optimizing problems
can be found in every manufacturing process (see section B.2, ZEUS meetings). In meetings,
several parties consider different variables and come to agreements on how to proceed. For the
two meeting conditions the side-door and the metal covering were displayed in the same way
as presented in the design task, as mentioned above, with the only difference being that the
participants had to solve a cost-optimizing task.
The tasks were designed in cooperation with engineering experts from DaimlerChrysler AG
working in the design department for side-doors and in the product planning department.
Design Task – Complex Task. The complex task was to design a new convertible side-door
from an original sedan side-door with a standard window frame. The task was specific enough
for the technical area, but as general as possible to eliminate task specific experience as a source
of error variance. Parts and components of a door should have been well known to the par-
ticipants who have a technical background, because many of the parts are visible and fulfill
functions in every-day-use.
The task for the group was to redesign a side-door of a currently available best seller two door
sports car. The group had to identify as many as possible components from the side-door to
be changed or redesigned in order to modify the sedan’s side-door containing a window frame
into a frameless door. Several changes had to be considered when removing the frame, such
as different behaviors under crash conditions or alternative door sealing (see section B.4 for a
complete list of variables identified to play a role in this problem). Different roles were assigned
to the participants for a more realistic scenario: a production manager, a manager from the
purchasing department and a design engineer. In this scenario small role-specific differences
were pointed out. The production manager and the manager from the purchasing department
should have to consider reusing as many parts as possible from the existing sports sedan. The
design engineer had to be interested in small expenses by changing components. The interests
of the group members did not interfere with each other. Section B.9 displays the different roles
given to the participants. Having described the task to be practiced, the theoretical framework
to be accomplished is classified next.
On the theoretical basis the task could be classified as a non-dynamic complex problem (Hussy,
1984; Funke, 1992; Dörner et al., 1983). The degree of difficulty was high because of the num-
ber of variables which had to be considered, the high interdependency of the involved variables
and the different goals which had to be considered. The initial state was known but the criteria
of the goal was not clear and thereby, how to achieve this goal was unclear. Consequently,
the task can be classified as a mixture of a complex adaptation construction and a newly-made
construction. Information for solving the task was distributed naturally to the group members –
taking into consideration that the participants had different experiences.
In agreement with Steiner (1972), this task could be classified as a mixture of an additive task
and disjunctive task in the group. The group results depended on the sum of contributions of
all members’ but the individual expertise could determine strongly the group result. Moreover,
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this task required quantity and could be divided into different parts.
Cost-Optimizing Task – Less Complex Task. The less complex task was a cost-optimizing
problem. In contrast to the design task, members needed to exchange information because
the correct conclusions could only be drawn by exchanging the intended information. Support
through real objects or parts were not required but available similar to the condition of the
design task. The task was to produce a car door covering which had a current rejection rate of
25% due to warping while being pressed. There were two possibilities to reduce the warping.
The plate could have been strengthened by reinforcing the thickness of the current material or
by using a more solid material. The aim was to reduce costs but reinforcing the thickness.
Using a more solid material would raise costs but reduce the rejection rate. However, using
a thicker plate would imply changes and consequently higher costs in the pressing machines.
The information for solving the problem was distributed to different tables and presented to the
group members. To solve this problem, the group had to exchange the existing information and
to identify those variables influencing the costs (e.g. costs for the quality and quantity of plate
material, the press, etc.). The costs of the different possibilities had to be calculated and the
most cost-efficient alternative had to be chosen. The complete information for solving the task
was distributed to a production manager (the moderator of the meeting), a plant manager and an
engineer. Section B.10 shows the different roles given to the participants, section B.5 explains
the expert model. Having described the task to be practiced, the continuation of the theoretical
framework to be accomplished is classified next.
In the same theoretical basis, the task could be classified as a non-dynamic less complex prob-
lem (Hussy, 1984; Funke, 1992; Dörner et al., 1983). The degree of difficulty was less than
solving the design task because the number of variables which had to be considered was man-
ageable; the variables were known to the group members but the interdependency of the in-
volved variables was high. The goal, which had to be considered, was clear – the group had
to consider how to reduce costs. The initial state was known and the criteria of the goal were
known as well, but how to achieve this goal was unclear. The group had to combine the dif-
ferent variables. Primary difficulty was the distributed information (Stasser & Titus, 1985).
Consequently, the task could be classified as an ordinary variant construction.
According to Steiner (1972) the cost-optimizing task could be classified as a mixture of a con-
junctive task and disjunctive task in the group: For solving the task each group member had to
contribute their information. If all information were available, capable individuals could deter-
mine strongly the group result by combining the different variables. Likewise, this task was an
optimizing task and had to be solved completely.
Task Classification. A questionnaire developed by Schroda (2000) was used to evaluate con-
struction tasks on dimensions derived from the theory of complex problem solving (section B.3)
to confirm the theoretical derivation of different levels of complexity between the two tasks.
Both tasks were given to six engineers from the research and development department. After
reading the task descriptions, they filled in the questionnaire comparing the tasks. To avoid
error variance the sequence of tasks was randomized.
Unfortunately, due to the complexity of the questions, all participants had difficulties in un-
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derstanding the questionnaire. When asked, they confirmed the different levels of difficulties
between the tasks but their filling in of the questionnaire did not reflect these differences. In their
statements, the engineers confirmed that the design task was more complex, involving more in-
formation and being more demanding in general than the cost-optimizing task. Consequently,
the results of the questionnaire were not used to differentiate the tasks.
3.2.3.6 Independent Variable: Factor Meeting Condition
The second independent variable was the meeting condition that was assessed equally for both
tasks in the two different conditions of cAR/PE! and a conventional meeting.
Meetings using cAR/PE!. The three subjects were distributed in three different rooms. They
were not able to see or hear each other except while using cAR/PE!. Each participant sat in front
of a PC with a keyboard, a mouse, 3D space mouse and a headset with an attached microphone
as interaction devices. By using the 3D space mouse, the participants had the possibility to
change their field of view in the virtual meeting room (360 degrees horizontally and 180 degrees
vertically). Likewise, they could minimize or maximize their field of view with the 3D space
mouse. To enable faster movement, four different point-of-views were predefined and assigned
to keys on the 3D space mouse. One of the four keys was dedicated to reset the field of view in
case orientation was lost.
On the presentation board twelve photographs of the side-door and the covering from different
positions were provided (see section B.12 for the photographs of the side-door). One further
slide was a welcome introduction slide. All participants could use a pointing device visible to
the others on the presentation board. The pointing devices could be used by moving the mouse.
For a better overview the pointing devices of the participant had different colors. The colors
were the same as the frame colors of the participants’ avatars.
One participant was randomly assigned to be the moderator for each meeting and was asked
to take notes of the group solution. Only the moderator was able to change the slides on the
presentation board using the Page Up and Page Down keys on their keyboard. This information
was available in the instruction text leaflet (section B.11) and also explained by one of the
experimenters.
Conventional Meeting. In the conventional meeting all three participants were sitting around
a table. For solving the tasks they could use the real side-door and metal covering placed near
the table. They had the possibility to move the side-door and the metal covering; turn it or
manipulate it in every direction. One participant was assigned to be moderator by random for
each meeting and was asked to take notes of the group solution.
3.2.3.7 Dependent Variables
Different dependent variables were collected for analyzing the hypotheses. The meetings were
recorded on video tape to analyze the problem-solving process and for counting the mentioned
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variables of the task and ultimately to evaluate the mental models. Under the design task
condition the interaction with the side-door was counted as well. Additionally, the participants
made their mental model of the task at the beginning and at the end of the meeting. Moreover,
the moderator was asked to write down the group solution.
Problem-Solving Process. To analyze the problem-solving process, the participants were in-
formed before the experiment started that the sessions would be recorded. The participants had
the possibility to refuse the recording, however, nobody refused. Two independent observers
were coders and classified independently the communication according to the categories of the
problem-solving process developed by Irle (1971). This category system was used because the
system considers the process character of the communication in a group; it was general enough
for coding different types of tasks and it was easy to apply.
Because coding communication is very time consuming, both coders analyzed the video tapes at
the same time. One experimenter paused the video tape when changes in the categories appeared
and they compared their coded category – when differences in the coding occurred the critical
sequence was repeated. The category system of Irle (1971) was modified and enhanced by four
additional categories break, joke, poor sound and miscellaneous to create a system which is
manageable for coding communication data (see table 3.9).
Table 3.9: According to Irle (1971) Category system for the problem-solving process.
1 Definition of the problem 6 Suggestion
2 Search for information 7 Break
3 Generation of alternatives 8 Joke
4 Evaluation of alternatives 9 Poor sound
5 Decision 0 Miscellaneous
Interaction with the Side-door. For the design task activity, the interaction with the side-
door was coded. Possibilities to interact with the side-door were different for each meeting
type. In the conventional meeting touching, pointing or moving the side-door was possible and
consequently coded. In the cAR/PE! meeting, participants could point at the photograph of the
side-door and they could change between the different views of the side-door which was also
coded.
MeasuringMentalModels. Mental models can be measured by different methods (see Langan-
Fox et al. 2000 for a detailed overview). In this study a method was derived from the visual
card sorting and causal mapping technique for measuring user’s mental models of the elab-
orated task. The participants’ drawn mental models were evaluated against the ideal mental
models developed by the experts (see section B.4 and section B.5). The mental models of the
participants were assigned numerical scores. The coding procedure followed the best practice
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mental models, which were developed with experts, by assessing two different values for the
concepts and three different values for the relationships. The important concepts were assigned
a numerical value of 2 and the concepts of minor importance a value of 1. Furthermore, all cor-
rect graphs between two concepts were assigned the numerical value 1. In addition, a numerical
score of 0.5 was assigned whether the graph was drawn in the correct direction. If, in addition
to the right relation and direction, the importance of a graph was highlighted, another 0.25 was
assigned, resulting in a numerical value of 1.75 for a correct, highlighted graph. The sum for
each IMM was put into relation with the best practice model by dividing the score of the IMM
by the score of the best practice model to obtain the percentage of the IMM separately for the
design task and cost-optimizing task.
For measuring SMMs, the numerical value for each concept and relation that appeared in the
IMMs of two participants of a group was multiplied by 0.5 and the numerical value for each
concept and relation appearing in all IMMs of the group (hence 3 times) was multiplied by 1.
If the numerical scores found for a specific graph differed, the lowest score was used for the
calculation of the SMM.
Group Results. A point system was developed to evaluate the group results by two independent
researchers; see table 3.10. The point system evaluated whether the group was able to solve the
task and was given a range from 0 to 4 depending on the quality of the task solution with 4 being
the highest score. The group solutions were evaluated against the ideal solution developed by
the experts. The moderator played a pivotal role in the experiments because he had to summa-
Table 3.10: Categories for evaluating group results.
Value Category
0 No solution
1 Basis for a solution
2 Enlightment for a solution
3 Nearly solved
4 Solved
rize the results of the group discussion. The opinion of the moderator had a stronger influence
on the written group solution because, although he had input from the group members, he was
the only person to write a summary of the group results. Furthermore, being the moderator
predisposed him to be an observer as well as a participant. Therefore, the written solution was
weighted with 40 percent and the solution proposals given in the last three minutes of the video
tape were weighted with 60 percent.
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3.2.3.8 Procedure of the Experiment
A random system of distributing the participants was prepared; see table 3.8 for the different
distribution possibilities. The groups were distributed randomly to one of four conditions. Pens,
felt tip pens, pocket calculators, a general introduction about the role specific task and blank
sheets of paper to create the mental models were provided. These sheets of paper contained time
and date, the number of the group session, the participants’ number, his role, whether the model
was gathered before or after the group discussion (see section B.8). For the instruction manual
see section B.6. The roles for the participants of the two sessions were randomly assigned to
the participants.
At the start of each experiment, all participants were given a short introduction and a demon-
stration of an example of a mental model (see section B.7: father/daughter problem). The
participants were given a description of the story of a father and his daughters soapbox car,
as an example of how to draw a mental model. If they would have been given the cAR/PE!
condition first, then they would have the conventional meeting in the second round and vice
versa.
In the first session the participants read the problem description and created the pre-mental
model (PREMM) of the problem independent from each other in ten minutes. Then, the partici-
pants were introduced to cAR/PE! by the experimenter when having cAR/PE! as first condition.
In case participants forgot the information, a manual explaining how to use cAR/PE! was avail-
able at each PC station. Two different manuals were provided, one for the moderator and one
for the other two participants (see section B.11). Afterwards, the experimenter distributed and
brought the participants to the three PCs (in three different rooms) where they were given ten
minutes to become familiar with the software. They were instructed not to talk about the task
with the other participants. The moderator was asked to start the meeting after ensuring that
all group members were accustomed to the system. After ten minutes of discussion the group
should have found a solution to be written down by the moderator. Subsequently, the partici-
pants created their second mental model of the problem on their own (POSTMM).
In the second session, the cAR/PE! participants changed to the conventional meeting in the
introduction room and did the same procedure with another task. After completing both tasks,
participants completed a feedback questionnaire containing questions about demographic data,
open format questions about the experimental design and about the impression of cAR/PE! (see
section B.13). Data security, which was important for the project, was not discussed in the
scope of this thesis. Then participants were dismissed.
The estimated total time of experiments was about 75 minutes. Most groups needed less time
than assumed because the time schedule was generously calculated. Approximate time periods
for the different phases of the controlled experiment are listed in table 3.11.
As mentioned above, the controlled experiment consisted of two sessions which were recorded
by video camera and video/audio recorder. Everything that occurred in the conventional meet-
ing was recorded straight forward and easily recorded by video camera and video/audio recorder.
Although not necessary in the final analyzes, the view of each participants face and voice in
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Table 3.11: Time periods of the experiment.
Time/min. Experiment – Periods
5 Introduction
5 Example for mental model
10 Reading task 1 & PREMM
10 Introduction to cAR/PE!*
10 Discussion of task 1
5 POSTMM of task 1
10 Reading task 2 & PREMM
10 Discussion of task 2
5 POSTMM of task 2
5 Feedback questionnaire
75 Total time in minutes
* Introduction to cAR/PE! took place just before
  elaborating the task, either before the cost-
  optimizing task or the design task.
cAR/PE! was recorded. However, for the purpose of this study, it became obvious that it was
only necessary to tape the view of the moderator’s screen and the audio tracks of all group mem-
bers. In the process of the experiment, it was discovered that the view of the moderators’ avatar
was sufficient for gathering the necessary data for the interaction with the side door. Recordings
were permitted by the participants to be used anonymously.
3.2.4 Results of the Experiment
One controlled experiment was conducted to test the outlined hypotheses. A combination of two
different sets of meeting and task factors were evaluated to test the hypotheses. As the statistical
procedure for analyzing the data, a 2x2 factorial analysis of covariance was planned using the
PREIMM’s and PRESMM’s as the covariate under the first hypothesis. A t-Test for independent
samples was devised for the second hypothesis and, for the third hypothesis, a 2x2 ANOVA
was outlined with the dependent variable being the group results. A descriptive analysis and a
discussion of the descriptive results, which was the basis for conducting the hypotheses, were
planned for analyzing the fourth hypothesis. Then, event history analysis were thought out and,
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if enough data were available, statistical analyses for counting processes were planned. The
effects for the statistical analysis should be significant on the level of α = 0.1. To conduct the
statistical analyzes, the softwares SPSS1, TDA2, MATLAB3 and R4 were used. SPSS was used
for hypotheses 1 to 3. MATLAB was used for hypotheses 2 and 4. TDA and R were used for
hypothesis 4.
To determine if the framework for the controlled experiment was functioning, a pretest was con-
ducted before the experiment started. The pretest provided information about the time schedule
and the experimental design and based on this pretest some changes were made.
3.2.4.1 Pretest Data
The pretest was conducted with two groups – one group from the DaimlerChrysler Research &
Technology Center in Ulm and the other one from the DaimlerChrysler production plant in
Bremen.
The pretests validated the targeted time schedule, comprehension of the tasks and the method
for gathering mental models. Small changes had to be made in the introduction speech and the
description of the complex task. Results of the dependent variables were not included in the
pretest.
3.2.4.2 Sample – Participants Data
The experiment was conducted from June to August 2003 with 30 participants (all were male)
recruited from the DaimlerChrysler production plant in Bremen, with the exception of one
group which was recruited from the production plant in Sindelfingen. Data for the sample were
gathered through the questionnaire provided to the participants after completing the tasks (see
section B.13).
Age and Work Experience. Average age was 42.3 years, (two missing values, range from 30-63
years, SD 8.7 years), average work experience at DaimlerChrysler AG was 13.72 years (one
missing value, ranging from 6 months to 30 years, SD 9.2 years).
Educational Background. 19 participants had a university degree in engineering, seven had
a technical education, one had a PhD in natural sciences, one a university degree in social
1SPSS is a Statistical Package for Social Sciences. SPSS provides statistical analysis for predictive analytics,
for SPSS see http://www.spss.com.
2TDA is a a program for Transition Data Analysis which mainly can be used for event history analysis,
survival data analysis or analysis of failure time data, for TDA see http://www.lrz-muenchen.de/~wlm/
tdaframe.htm.
3MATLAB is a high-level language and interactive environment that enables to perform computationally
intensive tasks, for MATLAB see http://www.mathworks.com/products/matlab.
4R is a language and environment for statistical computing and graphics. R provides a wide variety of statistical
(linear and nonlinear modelling, classical statistical tests, time-series analysis, classification, clustering, ...) and
graphical techniques, for R see http://www.r-project.org.
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sciences, one a sales and data-management education and one had a degree in economy.
Experience. 19 participants had direct experience with design tasks, 11 had no direct experi-
ence. Participants with no direct design experience worked together with construction depart-
ments, e.g. production planning.
3.2.4.3 Hypothesis 1 – Mental Models
IMMs were gathered before (PREIMMs) and after (POSTIMMS) the group discussion and used
to test the hypothesis that IMMs for the cost-optimizing task will be equal in both cAR/PE! and a
conventional meeting whereas, the IMMs for the design task will yield differences in favor of the
conventional meeting. The PREIMMs were used as a covariate to control for prior experience.
SMMs were derived out of the IMMs and the same hypothesis mentioned above was tested
with SMMs – the groups’ overlapping knowledge about a specific task was of special interest.
PRESMMs were gathered before and POSTSMMs were gathered after the group discussion.
These hypotheses were tested and discussed in more detail in the diploma thesis of Lum (2004)
and were incorporated in this thesis for cross-validation of the data of the whole experiment and
a summary of the important results is provided in this section.
In total, 120 mental models were assigned numerical scores. For data validity Cronbach’s Alpha
coefficient was measured for intercoder reliability and analyzed between three different coders,
Cronbach’s Alpha showed a 0.9 sufficiency.
Completeness of IMMs. A 2x2 ANOVA of covariance was performed for the two factors
task conditions and meeting conditions. The PREIMM was used as a co-variate to account for
individual differences such as experience in design tasks. The assumed interaction effect was
not confirmed, F (1, 55) = 0.946, p = 0.335. For the reason of the large differences between
the means for the levels of the factor task, further separate analyses of covariances within the
two levels of the factor task were conducted (between subject factor meeting condition).
The scores of mental models showed no difference between the two meeting conditions under
the cost-optimizing task, F (1, 27) = 0.357, p = 0.555. However, a significant higher numerical
score for the mental models could be found in favor of the conventional meeting for the design
task condition, F (1, 27) = 4.754, p = 0.019, when conducting an analysis of covariance sep-
arately on the levels of the factor task. The subsequent effect of the experimental design was
considered as source of error variance.
Completeness of SMMs. To test the effects of the factors task condition and meeting condition
on SMMs a 2x2 ANOVA of covariance was performed. The assumed interaction effect was
not confirmed, F (1, 15) = 0.084, p = 0.776. Because the means between the two levels of the
factor task differed widely, the levels of the factor meeting condition were compared separately
with an analysis of covariance on each level of the factor task.
A significant effect in favor of the conventional meeting under the design task, F (1, 7) =
7.010, p = 0.033, but no effect under the cost-optimizing task, F (1, 7) = 3.572, p = 0.101,
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was detected when conducting an analyzes of covariance separately on the levels of the factor
task. The sequence effect of the experimental design was considered as source of error variance
(see Lum, 2004).
3.2.4.4 Hypothesis 2 – Interaction with the Side-door
The hypothesis assumed that the sum of single interactions with the side-door under the condi-
tion design task will be significantly higher in the conventional meeting when compared to the
cAR/PE! meeting. To evaluate this hypothesis, interaction with the side-door was coded. The
coding system was to count each interaction (e.g. touching or pointing) with the side-door (see
section 3.2.3.7).
A descriptive analysis of the data was conducted before testing for differences; see table 3.12.
This analysis shows a high difference of the mean values but in favor of cAR/PE! and not
as assumed for the conventional meetings. This result has to be considered when testing and
discussing the data. To test the interaction with the side-door under the two different meeting
conditions a t-Test for independent samples was performed.
Table 3.12: Descriptive analysis for the interaction with the side-door under the conditions conventional meeting
and cAR/PE!.
Condition N Mean
value
Standard
deviation
Design task
cAR/PE! 5 60.20 45.565
Design task
Conventional meeting 5 22.80 16.407
Sum of
interaction
Before conducting a t-Test, the homogeneity of variances was confirmed with a Levene-Test.
Results of the Levene-Test and t-Test are presented in table 3.13.
The difference in the interactions with the side-door is significant, t-Test, t(8) = 1.727, p =
0.061, when comparing the conventional meeting with the cAR/PE! meeting.
However, this difference was in favor of cAR/PE! and not as assumed in favor of the con-
ventional meeting condition. Because of the high variances of the data, a variance stabilizing
procedure was conducted. To locate the best function for transforming the data, the Box-Cox-
Transformation was used, which is available in MATLAB. For a detailed description of the
Box-Cox-Transformation; see Dormann and Kühn (2004).
The transformed data was re-tested again, the homogeneity of variances was confirmed with a
Levene-Test, the result of the t-Test, t(8) = 1.504, p = 0.0875, was comparable. Furthermore,
since there was a small sample size, the data was tested with the Fisher-Pitmans-Randomization-
Test (see Bortz & Lienert, 1998), which yielded also in comparable results (p = 0.0159). A test
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Table 3.13: t-Test of interaction with the side-door for the design task under the conditions conventional meeting
and cAR/PE!.
F Sig. T Df Sig.(2-tailed)
Variances are 
homogeneous 3.223 0.110 1.727 8 0.122
Variances are not 
homogeneous 1.727 5.020 0.145
Levene-Test
of variance 
homogeneity
T-Test for
independent samples
for the sequent effect did not reveal any differences, which was tested with a Wilcoxon, Mann
and Whitney U-Test, U = 9, p = 1, for the conventional meeting condition and U = 4, p = 0.4,
for the cAR/PE! meeting condition.
Sample Size. To determine the effect power ex-post, and therefore the optimal sample size, the
x¯ and the dispersal can be used as estimations for µ and σ. To estimate σˆ:
σˆ =
45.5652 + 16.4072
2
= 34.24 (3.5)
The effect power is therefore:
d =
60.2− 22.8
34.24
= 1.1 (3.6)
And, the following sample size is necessary:
n =
(1.28)− (−0.84)2
1.12
≈ 4 (3.7)
four groups are needed for the t-Test.
3.2.4.5 Hypothesis 3 – Group Results
The hypothesis was tested that group results for the cost-optimizing task in cAR/PE! and a
conventional meeting will be equal, whereas group results when solving the design task, will
yield differences in favor of the conventional meeting. For the point system of group results see
table 3.10.
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To test the hypothesis, a 2x2 ANOVA was conducted with the dependent variable being group
results. One factor was the meeting condition and the other factor was the task difficulty. In
addition, a descriptive analysis of the data was performed; see table 3.14.
Table 3.14: Descriptive statistics under the meeting conditions cAR/PE!/conventional meeting and cost-optimizing
task/design task.
Meeting
condition
Mean
value
Standard
deviation N
Cost-optimizing 
task cAR/PE! 0.800 0.938 5
Conventional
meeting 1.600 1.575 5
Design task cAR/PE! 1.440 1.178 5
Conventional
meeting 2.600 0.883 5
Dependent variable: Group results
The homogeneity of variances was confirmed with a Levene-Test, before conducting a 2x2
ANOVA, which results are presented in table 3.15.
Table 3.15: Results for the 2×2 ANOVA for the factors meeting condition and task difficulty.
 Sum of
squares Typ III df
Mean of
square F Sig.
Task 3.362 1 3.362 2.433 0.138
SETTING 4.802 1 4.802 3.475 0.081
Task * SETTING 0.162 1 0.162 0.117 0.737
Total 82.280 20    
  R-square = 0.274 (corrected R-square = 0.137) 
Independent of the task, the group results were significantly different between the settings in
favor of the conventional meeting. The hypothesis assumed an interaction effect between task
and setting but the interaction effect was not significant, F(1, 16) = 0.117, p = 0.369. A test
for the sequent effect did not reveal any differences, which was tested with a Wilcoxon, Mann
and Whitney U-Test, U = 7, p = 0.4, for the cost-optimizing task under the meeting condition
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cAR/PE!, U = 6, p = 1 for the cost-optimizing task under the conventional meeting condition,
U = 9, p = 1 for the design task under the cAR/PE! meeting condition and U = 9, p = 1 for
the design task under the conventional meeting condition.
When comparing the data descriptively see table 3.19 and table 3.22, it is evident that the dif-
ference of group results for groups solving the cost-optimizing task was influenced by only one
group which solved the task very well. The other groups under the cost-optimizing task condi-
tion had similar group results under both meeting conditions whereas, in the groups solving the
design task, the descriptive analysis shows different group results in favor of the conventional
meeting.
Therefore, a t-Test for independent samples was performed to test the differences between the
group results of the design task under the two different meeting conditions. Figure 3.16 presents
the results of the Levene-Test and the t-Test.
Table 3.16: t-Test of group results for the design task under the conditions conventional meeting and cAR/PE!.
F Sig. T Df Sig.(2-tailed)
Variances are 
homogeneous 0.841 0.386 -1.726 8 0.116
Variances are not 
homogeneous -1.726 7.417 0.119
Levene-Test
of variance 
homogeneity
T-Test for
independent samples
The homogeneity of variances was confirmed with a Levene-Test. The t-Test for independent
samples resulted in a significant difference between group results in favor of the conventional
meeting condition, t(8) = −1.726, p = 0.058. Since there was a small sample size, the data was
tested with the Fisher-Pitmans-Randomization-Test (see Bortz & Lienert, 1998), which yielded
comparable results (p = 0.02).
Sample Size. For the ex-post determination of the effect power and hence the optimal sample
size, the x¯ and the dispersal can be used as estimations for µ and σ. To estimate σˆ:
σˆ =
1.17812 + 0.88322
2
= 1.04 (3.8)
The effect power is therefore:
d =
2.6− 1.44
1.04
= 1.1 (3.9)
And, the following sample size is necessary:
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n =
(1.28)− (−0.84)2
1.12
=≈ 4 (3.10)
four groups are needed for the t-Test.
3.2.4.6 Hypothesis 4 – Problem-Solving Processes
In order to test the hypothesis whether the problem-solving process is identical for the cost-
optimizing task under the two meeting conditions whereas solving the design task will yield dif-
ferences in favor of the conventional meeting; two coders independently analyzed the problem-
solving process according to the category system presented in table 3.9.
A descriptive analysis of the data was conducted to specify the hypotheses for the testing of
differences between the conditions because of the relative small number of events and the large
state space of the category system. For each condition, the frequency and time periods of the
episodes are presented in tables, with matrices indicating the episodes’ transition rates.
Both the frequency and time periods of the episodes and the matrices of the transition rates and
step functions for each group are set out in section B.15 and section B.14.
Furthermore, group results and POSTSMMs are presented and discussed in the context of the
group process. The group results served as a dependent variable to estimate the quality of the
group process. The POSTSMMs were used since they represent the absolute shared knowledge
in a group. Hence, POSTSMMs were seen as a sound basis to find a common decision in the
group. The POSTSMMs were correlated with the group results as cross-validation. Based on
the descriptive results, hypotheses were deducted and the necessary inference statistical proce-
dure was chosen and performed.
First, the results of the groups that solved the cost-optimizing task are presented with the results
of design task groups subsequently addressed.
Cost-optimizing task. While all cAR/PE! groups defined the problem, only three of the con-
ventional meeting groups defined the problem; see section B.15. Episodes 1 (definition of the
problem) and 4 (benchmarking of alternatives) occurred more frequently and for a longer time
under the cAR/PE! meeting condition compared with the conventional meeting. In addition, all
cAR/PE! groups had problems with the poor sound quality.
Conventional meeting groups had a higher frequency of episode 2 (search for information) and
exchanged information for a slightly longer time while having higher transition rates between
episodes 2↔ 3 compared with the cAR/PE! groups. However, these differences are not signifi-
cant when looking at the hazard rates; see section B.16. In addition, four groups completed the
discussion by themselves in the conventional meeting whereas only one group completed the
discussion by themselves in the cAR/PE! meeting.
The frequency of episode 3 was similar between cAR/PE! and the conventional meeting and the
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Table 3.17: Frequencies and time periods of episodes for the problem-solving process cAR/PE! and the conven-
tional meeting for the cost-optimizing task.
FR t (sec) FR t (sec)
0 Miscellaneous 1 16 0 0
1 Definition of the problem 4 147 7 476
2 Search for information 31 1449 23 1377
3 Generation of alternatives 23 1171 22 921
4 Benchmarking of alternatives 2 138 8 302
5 Decision 5 215 7 217
6 Suggestions 1 23 1 14
7 Break 4 51 2 21
8 Joke 5 174 0 0
9 Poor sound 0 0 8 236
10 Completed 4 1
Conventional 
meeting
cAR/PE!
meeting
Category system for the
problem solving process
Cost-optimizing task
Table 3.18: Transition rates of the episodes under the conventional meeting condition and the cAR/PE! meeting
condition for the cost-optimizing task.
0 1 2 3 4 5 6 7 8 11 Sum 1 2 3 4 5 6 7 9 11 Sum
0 0 0 0 1 0 0 0 0 0 0 1 1 0 4 1 1 0 0 0 1 0 7
1 0 0 4 0 0 0 0 0 0 0 4 2 1 1 12 3 2 1 0 3 0 23
2 1 1 1 18 2 1 1 2 3 1 31 3 3 9 0 3 2 0 2 3 0 22
3 0 0 19 0 0 2 0 2 0 0 23 4 0 2 3 1 2 0 0 0 0 8
4 0 0 2 0 0 0 0 0 0 0 2 5 0 2 1 1 1 0 0 1 1 7
5 0 0 2 0 0 0 0 0 1 2 5 6 0 1 0 0 0 0 0 0 0 1
6 0 0 1 0 0 0 0 0 0 0 1 7 0 0 2 0 0 0 0 0 0 2
7 0 0 0 2 0 1 0 0 1 0 4 9 0 4 3 0 1 0 0 0 0 8
8 0 0 2 1 0 1 0 0 0 1 5
Cost-optimizing task
conventional meeting
Cost-optimizing task
cAR/PE!
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Table 3.19: Group results for the cost-optimizing task under the conventional meeting condition and cAR/PE!.
Group 3 7 11 15 19 2 6 10 14 18
Group result 2 1.6 4 0 0.4 1.6 2 0 0.4 0
POSTSMM
(Conformity divided by 
the absolute value)
0.20 0.25 0.23 0.25 0.19 0.24 0.25 0.19 0.12 0.18
Conventional meeting
Cost-optimizing task
cAR/PE! meeting
Cost-optimizing task
periods of time were comparable, with the exception of the 7th group (see section B.15). Under
both meeting conditions, groups switched four times from episode 1→ 2.
These differences in the group processes did not have a systematic influence on the group re-
sults. After analyzing the group results in more detail, it can be concluded that the significant
result of the analysis of variance conducted under hypothesis 3 was mainly caused by the 11th
group. This group solved the cost-optimizing task very well, whereas the other groups had sim-
ilar results when comparing both meeting conditions. The group processes between cAR/PE!
and the conventional meeting seem to be slightly different but these differences are not salient
and do not have a systematic influence on the group results.
The POSTSMMs do not systematically depend on the group results or on the group processes.
These results were confirmed by Pearson and Spearman correlations, which are not presented
here. However, although successful groups had a high POSTSMM score, this was not suffi-
cient for a successful group result as some unsuccessful groups also had a high POSTSMM
score. Therefore, the problem-solving process had to be considered. All successful groups im-
plemented episodes 2 (search for information), 3 (generation of alternatives) and 5 (decision);
see section B.15. As set out for the POSTSMMs, these three episodes were necessary but not
sufficient to achieve a good group result. Yet a high POSTSMM score in combination with
the frequency of episodes 2, 3 and 5 were a good indicator for the determination of successful
groups. There were only few indicators to determine successless groups such as lack of deci-
sion (episode 5) and poor POSTSMMs. Three of the five unsuccessful groups did not come to
a decision (episode 5) and, in spite of group 15, all unsuccessful groups had a poor POSTSMM
score. However, these indicators did not have a systematical influence on the poor group results.
To sum up, it can be concluded that the differences in the problem-solving processes under
both meeting conditions had no significant influence on the group results. The cost-optimizing
task was solved with comparable results under both meeting conditions, with the exception of
group 11, which solved the cost-optimizing task efficiently. Some indicators for successful
groups were observed. However, these indicators, the POSTSMMs and episodes 2, 3 and 5 of
the problem-solving process, are effective only in a combination. No further hypotheses were
conducted for the cost-optimizing task.
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Table 3.20: Frequencies and time periods of episodes for the problem-solving process cAR/PE! and the conven-
tional meeting for the design task.
FR t (sec) FR t (sec)
0 Miscellaneous 3 47 4 311
1 Definition of the problem 11 323 7 188
2 Search for information 8 182 20 536
3 Generation of alternatives 34 1644 31 1789
4 Benchmarking of alternatives 4 88 2 51
5 Decision 24 768 9 177
6 Suggestions 0 0 0 0
7 Break 0 0 0 0
8 Joke 1 15 2 27
9 Poor sound 0 0 4 118
10 Completed 3 3
Conventional 
meeting
cAR/PE!
meeting
Category system for the
problem solving process
Design task
Table 3.21: Transition rates of the episodes under the conventional meeting condition and the cAR/PE! meeting
condition for the design task.
0 1 2 3 4 5 8 11 Sum 0 1 2 3 4 5 8 9 11 Sum
0 0 0 0 1 0 2 0 0 3 0 1 0 0 2 0 0 1 0 0 4
1 0 0 0 9 0 1 0 1 11 1 0 0 3 3 0 0 0 1 0 7
2 1 1 0 5 0 1 0 0 8 2 0 0 0 17 1 0 0 1 1 20
3 1 6 7 0 2 17 1 0 34 3 3 1 13 1 1 9 1 2 0 31
4 0 0 0 1 0 2 0 1 4 4 0 0 1 1 0 0 0 0 0 2
5 1 0 1 17 2 2 0 1 24 5 0 1 2 4 0 0 0 0 2 9
8 0 0 0 0 0 1 0 0 1 8 0 0 0 2 0 0 0 0 0 2
9 1 0 1 2 0 0 0 0 0 4
Design task
conventional meeting
Design task
cAR/PE!
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Table 3.22: Group results for the design task under the conventional meeting condition and cAR/PE!.
Group 1 5 9 13 17 4 8 12 16 20
Group result 2.6 4 2.6 1.6 2.2 2 1.6 3 0 0.6
POSTSMM
(Conformity divided by 
the absolute value)
0.09 0.1 0.02 0.06 0 0.04 0.01 0.07 0.01 0.02
cAR/PE! meeting
Design task
Conventional meeting
Design task
Design task. The problem-solving processes of the design task indicate systematic differences
between the two meeting conditions, which is also observable in the comparison of the group
results. Independent of the meeting condition, all groups managed to define the problem but
cAR/PE! groups searched longer and for more information (episode 2: frequency 25% and
17% of the total time) than the groups under the conventional meeting condition (episode 2:
frequency 9% and 6% of the total time). Additionally, cAR/PE! groups switched more fre-
quently from episode 2→ 3 than conventional meeting groups. cAR/PE! groups also switched
from episode 3→ 2 more often; yet this difference is not salient.
All ten groups in both meeting conditions repeated episode 3 (generation of alternatives) very
often. cAR/PE! groups (episode 5 (decision): frequency 11% and 6% of the total time) dwelled
on episode 5 less frequently and spent less time in this episode than conventional meeting groups
(episode 5 (decision): frequency 28% and 25% of the total time). In particular, the higher fre-
quency and longer periods of time of the decision episode 5 were salient for conventional meet-
ing groups. Additionally, the conventional meeting groups had high transition rates between
the episodes 3 (generation of alternatives)↔ 5 (decision); transition rates for the conventional
meeting groups were 40%, whereas transition rates for the cAR/PE! meeting groups were 16%
of all transitions.
Likewise, although the group results correlate with the POSTSMMs under the cAR/PE! meet-
ing condition, a correlation could not be observed under the conventional meeting condition.
Because of the inconsistent results of the POSTSMMs for the conventional meeting groups,
they cannot be used as an indicator to identify a good or a poor group compared to the cost-
optimizing task condition. To sum up the descriptive analysis, the following hypotheses were
conducted:
H4a: cAR/PE! groups have a significantly higher hazard rate between episodes 2 (search for
information)→ 3 (generation of alternatives) than groups under the conventional meeting con-
dition.
H4b: Conventional meeting groups have a significantly higher hazard rate from episode 3 (gen-
eration of alternatives)→ 5 (decision) and 5→ 3 than cAR/PE! groups.
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To test the hypotheses outlined, the application of parametric counting processes using Log-
linear models developed by Lindsey (1995) would be most effective as this statistical analysis
considers the dependency on the previous episodes and, at the same time, the frequencies and
time periods of episodes. However, this analysis cannot be conducted because of the small
sample size (transitions) for the conditions with the few transitions. Therefore, event history
analysis, which consider the previous events as time-dependent covariate, were applied. Unfor-
tunately, event history analysis cannot take into account differences between the frequencies of
the transition rates. And a χ2-Test cannot be conducted since it cannot be assumed that the tran-
sitions are independent. Therefore, differences of frequencies are only mentioned descriptively.
In order to test hypotheses H4a and H4b, event history analysis were performed using paramet-
ric transition rate models. Nonparametric descriptive methods and semi-parametric transition
rate models were not employed because of the restricted conditions described in the theoreti-
cal background; see section 2.1. As recommended by Blossfeld and Rohwer (2002), a variety
of model specifications was tested. The different meeting conditions are considered as time-
constant covariate and the previous events are considered as time-dependent covariate.
Results of Hypothesis 4a for the transition rate 2→ 3.
Unfortunately, no model that fitted the data could be found: as an example, the exponential
model is presented in table 3.23.
Table 3.23: Results for comparing the hazard rates from episode 2 → 3 for the design task with the meeting
condition as covariate.
Org Des MT Variable Coeff Error C/Error Significance
2 3 A CONSTANT -2.8546 1.8801 -1.5184 0.8711
2 3 A CONDITION -0.1745 0.5349 -0.3262 0.2558
2 3 A PRE-EVENTS -0.0265 0.1455 -0.1820 0.1444
       Log likelihood (starting values): -98.6794   
       Log likelihood (final estimates): -98.6219     
Under the conventional meeting condition, the groups changed only five times from episode
2→ 3 whereas the cAR/PE! meeting groups changed 17 times from episode 2→ 3, as, due to
the small sample size under the conventional meeting condition, no model that fitted the data
could be found. However, cAR/PE! groups changed about a factor of 3.4more often from 2→ 3
than conventional meeting groups. For the different hazard rates of the two meeting conditions;
see figure 3.3. The hazard rate and therefore the probability to change from episode 2→ 3 was
higher for the cAR/PE! groups compared with conventional meeting groups. At the end of the
time, the hazard rates were perturbing for both meeting conditions: the hazard rate dropped and
then increased at the end.
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Figure 3.3: Hazard rates for the transition 2→ 3 for the design task, with the dashed line representing the cAR/PE!
groups and the solid line the conventional meeting groups.
Results of Hypothesis 4b for the transition rate 3→ 5.
Table 3.24: Results for comparing the hazard rates from episode 3 → 5 for the design task with the meeting
condition as covariate.
Org Des MT Variable Coeff Error C/Error Significance
2 3 A CONSTANT -8.0404 1.5323 -5.2475 1.0000
2 3 A CONDITION 0.6658 0.4142 1.6073 0.8920
2 3 A PRE-EVENTS 0.1864 0.0721 2.5845 0.9902
      Log likelihood (starting values): -152.9604     
      Log likelihood (final estimates): -148.3116
The test statistic is
LR = 2
(
(−148.3116)− (−152.9604)) = 4.6488
with one degree of freedom. Given a significance level of 0.1, it can be concluded that there
is a nearly significant difference between the hazard rates for the transition from episode 3→
5 comparing cAR/PE! with the conventional meeting condition, 0.892 < 0.90. However, the
previous process has an influence on the hazard-rates 0.9902 > 0.90. As rate model, the expo-
nential model is presented here as it fits the data well. However, the models with polynomial
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rates and the Gompertz-Makeham model also showed a good fit. figure 3.4 indicates the hazard
rates for both meeting conditions. The conventional meeting groups had a higher hazard rate
than the cAR/PE! meeting groups, with the probability of changing from episode 3→ 5 higher
than for the cAR/PE! meeting groups.
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Figure 3.4: Hazard rates for the transition 3→ 5 for the design task, with the dashed line representing the cAR/PE!
groups and the solid line the conventional meeting groups.
Results of Hypothesis 4b for the transition rate 5→ 3. Conventional meeting groups changed
17 times from episode 5→ 3 whereas cAR/PE! groups switched only four times from 5→ 3.
Due to the small sample size under the cAR/PE! meeting condition, no model would fit the
data, and, therefore, a statistical test was not conducted. However, conventional meeting groups
changed about a factor of 4.25 more often from 5→ 3 than cAR/PE! groups. The hazard rates
are nearly similar comparing the two meeting conditions; see figure 3.5. Therefore, although
the groups were comparable for a long time in episode 5 before they changed to episode 3, the
hazard rates have to be interpreted carefully because of the small sample size for the cAR/PE!
meeting groups.
Sequent effect. Each group had to participate in two of the four possible conditions; see ta-
ble 3.8. The sequence of conditions determined which groups were compared to others. Groups
that solved the task under a specified meeting condition as a first condition were compared with
the groups that solved the same task under the same meeting condition as a second condition.
The problem-solving processes of the groups were compared descriptively; see section B.17.
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Figure 3.5: Hazard rates for the transition 5→ 3 for the design task, with the dashed line representing the cAR/PE!
groups and the solid line the conventional meeting groups.
3.2.5 Discussion of the Experiment
Results will be discussed following the hypotheses outlined in section 3.2.2.2. Afterwards, the
dependent variables and the experimental design will be discussed. Based on the discussion,
the second study was conducted.
3.2.5.1 Discussion of the Hypotheses
The general hypothesis that group performance is equivalent for the cost-optimizing task under
both meeting conditions, whereas, when solving the design task, the group performance is
higher under the condition in a conventional meeting, can be supported when considering all
the hypotheses of the dependent variables.
The statistical analysis confirmed the first hypothesis: the developed mental models of the par-
ticipants were better under the condition conventional meeting and design task compared with
cAR/PE!; yet groups had comparable mental models when solving the cost-optimizing task
under the two meeting conditions.
According to Fish et al. (1990), a higher number of interactions with the side-door was expected
in favor of the conventional meeting groups under hypothesis 2. The difference of the mean
values for the number of interactions with the side-door was significant (p = 0.061), but the
descriptive analysis showed a great difference between the mean values in favor of cAR/PE!
and not in favor of the conventional meeting as expected. A transformation of the data could
not stabilize the high variances. Nevertheless, this result was not expected. A higher number
of interactions was expected for conventional meeting groups and not for cAR/PE! groups as
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indicated by Fish et al. (1990).
This result can be explained when considering the qualitative observations of the coders. Al-
though the participants interacted with the side-door more frequently in cAR/PE!, the two
coders observed that the interaction with the side-door was different for cAR/PE! and a conven-
tional meeting. Participants interacted intensively with the eyes when analyzing the side-door
in the conventional meeting. This result underlines the importance of eye movements for in-
formation processing discovered by Velichkovsky (1995). This conclusion can be supported by
the descriptive results of hypothesis 4 as cAR/PE! groups searched longer and more frequently
for information than conventional meeting groups. Unfortunately, these data could not be tested
by a statistical analysis for counting processes and for event history modeling due to the small
sample size of the episodes under the conventional meeting condition. However, the transi-
tion rate from episode 2 → 3 was higher by about a factor of 3.4 under the cAR/PE meeting
condition. The different presentations and different interaction options with the side-door had
the expected influence on task awareness, especially when solving the design task. While in
the conventional meeting groups solved the design task better than the cAR/PE! groups, it was
not clear if this was due to the touchable object or the complexity of the task. Furthermore,
the interaction possibilities under the two meeting conditions were different (e.g. touching the
side-door and pointing at the side-door). The different quality of the interaction possibilities
were not considered in the data analysis because it can not be determined objectively which
interaction possibility is the best and how strong the different possibilities influence the infor-
mation processing. Nevertheless, the loss of information can be proven when considering all
the different variables as discussed above.
A 2x2 factorial analysis of variance was conducted for testing of different group results between
the four experimental conditions under hypothesis 3. The proposed interaction effect of the
design task and the conventional meeting could not be confirmed. However, group results were
better for conventional meeting groups compared with cAR/PE! groups independent of the task
(p = 0.041).
Examining the group results descriptively as under hypothesis 4, see table 3.19 and table 3.22,
it becomes clear that the difference in the group results for groups solving the cost-optimizing
task was influenced only by group 11, which solved the task very well. The other groups under
the cost-optimizing task condition showed similar group results under both meeting conditions,
whereas, for groups solving the design task, the descriptive analysis presents varying group
results in favor of the conventional meeting. This difference was confirmed by a t-Test of
independent samples (p = 0.058) conducted under hypothesis 3.
As discussed in section 3.2.4.6, the problem-solving process of the cost-optimizing task was dif-
ferent in some way when comparing both meeting conditions: only three conventional meeting
groups defined the problem, while, in contrast, all cAR/PE! groups were able to do so. On the
other hand, four conventional meeting groups completed the meeting by themselves, whereas
only one cAR/PE! group finished the meeting.
In addition, the transition rates between episodes 2 (search for information)↔ 3 (generation of
alternatives) were higher in favor of conventional meeting groups. Yet, these differences were
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not significant when comparing the hazard rates. Furthermore, episode 2 was more frequent
and took a longer period of time for conventional meeting groups, with episodes 1 (definition
of the problem) and 4 (evaluation of alternatives) taking longer and being more frequent for the
cAR/PE! groups. Likewise, all cAR/PE! groups had problems with the sound quality.
Moreover, some indicators for a good group result could be determined. Successful groups
had a high POSTSMM score with the combination of the occurrence of episodes 2 (search for
information), 3 (generation of alternatives), and 5 (decision).
Nevertheless, these differences were not salient and did not have a systematic influence on the
group results. Except for group 11, there were no differences between the group results for the
cost-optimizing task under both meeting conditions. Therefore, no further hypotheses were set
up.
On the other hand, the problem-solving processes of groups solving the design task under both
meeting conditions have to be regarded differently as the problem-solving process was system-
atically different. In particular, the higher frequency and longer period of time of episode 5
(decision) was salient for the conventional meeting groups as, due to the small sample size for
episode 5, no statistical analysis for counting processes could be conducted. Furthermore, the
conventional meeting groups had a nearly significantly higher hazard rate from episode 3 (gen-
eration of alternatives)→ 5 (decision) than the cAR/PE! groups. The hazard rates from episode
5→ 3 were not tested because of the small sample size under the cAR/PE! meeting condition.
However, conventional meeting groups changed about a factor of 4.25 more often from 5→ 3
than cAR/PE! groups. For a typical problem-solving process for groups solving the design task
in a conventional meeting see figure 3.6.
In summary, conventional meeting groups were more result oriented, whereas cAR/PE! groups
searched more for information. Conventional meeting groups changed only five times, whereas
cAR/PE! groups changed 17 times from episode 2 → 3. Because of the small sample size
under the conventional meeting condition, the hazard rates could not be compared statistically.
However, cAR/PE! groups changed about a factor of 3.4 more often from episode 2→ 3, and
the probability to change from episode 2 → 3 was higher for the cAR/PE! groups compared
with the conventional meeting groups, when comparing the hazard rates descriptively. For a
typical problem-solving process for groups solving the design task in cAR/PE! see figure 3.7.
These differences in the problem-solving processes are in line with the group results and the
IMMs/SMMs tested under hypotheses 1 and 3. Groups solving the design task in a conventional
meeting were better than cAR/PE! groups.
The conventional meeting groups were more solution oriented as they had a nearly significantly
higher hazard rate from episode 3 (generation of alternatives)→ 5 (decision) and changed about
a factor of 4.25 more often from episode 5→ 3. cAR/PE! groups changed about a factor of 3.4
more often from episode 2 (search for information)→ 3 (generation of alternatives) and had a
higher hazard rate than conventional meeting groups, which are indicators for the information
loss in groups solving the design task when using cAR/PE!. These results confirm the loss of
information due to the limited transfer suffered in the communication process when using video
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Figure 3.6: A typical problem-solving process for groups solving the design task in a conventional meeting (x-axis:
time in seconds; y-axis: episodes of the problem-solving process).
conference systems assumed by Vons (1996) and Gutwin & Greenberg (1996).
In the context of the theoretical background, the results of the study confirm the importance
of the enhancement of the Vertegaal et al. (1997) framework with the concept of task aware-
ness. Whether groups could work in cAR/PE! as compared to conventional meetings depended
largely on the task at hand.
The model for the elements of distributed group work was efficient in finding systematic differ-
ences between the conditions. Differences could be explored structurally and compared at an
objective level. The framework developed by Vertegaal et al. (1997) provided a sound basis to
evaluate the explored differences and to conduct the hypotheses.
When solving the cost-optimizing task in cAR/PE!, groups generally talked about the variables
of the task. The photographs on the presentation board were not as important as under the
design task condition: consequently task awareness was higher and had more impact on the
conversational awareness and workspace awareness as the group members sat around the vir-
tual table and mostly looked at each other. However, although awareness was still lower than
in a conventional meeting due to the possibilities for indirect interaction, this did not have the
same negative effect as when solving the design task.
In particular, under the condition design task and cAR/PE! meeting, groups typically looked at
the photographs of the side-door on the presentation board and did not often look at other group
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Figure 3.7: A typical problem-solving process for groups solving the design task in cAR/PE! (x-axis: time in
seconds; y-axis: episodes of the problem-solving process).
members directly, which has a negative influence on conversational awareness. Furthermore,
group members interacted significantly more often with the side-door under the condition de-
sign task and cAR/PE!. Because of the qualitative observations made by the coders, it can be
assumed that interaction was not lower in a conventional meeting but that it was different when
compared with cAR/PE! meetings – participants interacted with the side-door intensively with
their eyes when solving the design task in a conventional meeting. Therefore, the task and the
presentation of the task had a direct influence on the task awareness, which was lower under the
condition cAR/PE! compared with conventional meetings, where a real side-door was available.
Moreover, when group members looked only at the presentation board, orientation in the virtual
meeting room was insufficient, leading to less workspace awareness. In addition, the slow
interaction devices in cAR/PE! amplified the slight conversational awareness since, when group
members wanted to see each other, they had to move the space mouse, which is slower than
moving the head. Furthermore, many participants complained about the poor audio quality in
cAR/PE! and the slowmovements of the space mouse (see section B.13). Insufficient interaction
possibilities have a strong impact on all kinds of awareness as information can only be gathered
slowly.
However, as mentioned, it was not clear if it was due to the tangible object or the complexity
of the task that groups solved the design task better in a conventional meeting compared with
cAR/PE!. Hence, groups who solve a design task under the two meeting conditions should be
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investigated in more detail in a second study.
Additionally, this study did not examine the importance of a highly designed virtual workspace,
the main factor of presence – spatial presence. Gutwin & Greenberg (1996) and Grudin (2001)
assume that more context is important for distributed group work. The importance of the com-
mon workspace for the problem-solving process in a group should be analyzed in more detail in
a second study as the media richness of Mixed Reality and the concept of presence, in particular,
were key reasons for launching the cAR/PE! project.
Based on this study, cAR/PE! was improved and tested in a second study. Therefore, the im-
provements in cAR/PE! will be explained in the framework of the second study (see section 3.3).
As set out previously, cross-validation was conducted with the dependent variables to obtain
higher evidence of the research issue. In the following section, the validity of the dependent
variables will be discussed.
3.2.5.2 Discussion of the Dependent Variables
Mental Models. The method for eliciting mental models was adequate, but the method had
to be validated which was conducted in the framework of the second study. Additionally, the
correlation between group results and mental models will be discussed later on as a further
validation of the mental models.
Interaction with the Side-door. This variable was the less valid dependent variable. High
error variance became apparent since it was difficult to determine when a person started and
ended with an interaction stage. It would have been preferable if the mouse movements could
have been recorded automatically to avoid any observational error. Furthermore, the interac-
tion possibilities under the two meeting conditions were different (e.g. touching the side-door
and pointing at the side-door). The different quality of the interaction possibilities were not
considered in the data analysis because it can not be stated objectively which interaction possi-
bility is the best and how strong the different possibilities influence the information processing.
However, combining the interaction of the participants with the side-door with the results of
hypotheses 3 and 4 yielded some valuable information.
Group Results. The protocol sheet and the last three minutes of the video tape were evaluated
to get the group results. This procedure of using the last three minutes of the video tape helped
prevent the possible bias and domination of the participant who registered the protocol sheet.
This method was quite sufficient to compare the two different types of tasks. However, for
further research, it has to be considered, that it was difficult to evaluate the quality of the solution
in the last 3 minutes of the video tape, especially when groups solved the complex design task
because the solution was mostly a result of the complete problem-solving process.
Problem-Solving Process. Irle’s (1971) category system of the problem-solving process was
used for coding the communication process. The category system proved to be sufficient for
comparing different types of tasks because the categories were sensitive enough to determine
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differences in the problem-solving processes of the different groups. The deductive category
system was enhanced by inductive categories observed by the coders. This procedure promised
a sufficient compromise between theoretical developed categories and empirically observed
behavior.
MentalModels andGroup Results. As explained in the theoretical background, groups should
have sufficient shared knowledge for team effectiveness (Cannon-Bowers & Salas, 2001; Kli-
moski & Mohammed, 1994; Mohamed & Dumville, 2001) whereas it is dysfunctional when
all group members have the same knowledge (Cannon-Bowers & Salas, 2001; Klimoski &
Mohammed, 1994).
The difference between the step from the PRESMMs to the POSTSMMs was analyzed to deter-
mine the efficiency of exchanging information in the groups. For analyzing the correlations be-
tween SMMs and group results in this study, the POSTSMMs were used because POSTSMMs
gave information about the common knowledge, which was available in the group to find the
group solution.
No correlation between group results and POSTSMMs was determined when groups solved the
cost-optimizing task under both meeting conditions. But as explained in section 3.2.4.6 a high
POSTSMM score in combination with the frequency of the events 2 (search for information), 3
(generation of alternatives) and 5 (decision) of the problem-solving process was a good indicator
for determining successful groups.
A correlation was determined between POSTSMMs and group results under the cAR/PE! meet-
ing condition when solving the design task whereas no correlation could be found when groups
solved the design task in a conventional meeting. Groups, who solved the design task in
cAR/PE!, exchanged information more frequently than groups in conventional meetings (see
event 2 (search for information) under hypothesis 4). Therefore, cAR/PE! groups generated
and elaborated on more information thus leading to more intensive processing (Spitzer, 2002).
The requirement of a sufficient common POSTSMM within a group for a good group result
seemed to depend strongly on the task: A combination of an additive and disjunctive task
(Steiner, 1972), as the design task, needed information processing only under certain circum-
stances, e.g. the cAR/PE! meeting condition. A combination of a conjunctive and disjunc-
tive task, as the cost-optimizing task, forced group members to exchange information and
to deal with information from other group members. Therefore, information had to be com-
bined, leading to more intensive processing (Spitzer, 2002). Well performing groups had a high
POSTSMM score when solving the cost-optimizing task. However, a high POSTSMM score
was not enough to determine good groups, the information had to be exchanged effectively and
therefore, the problem-solving process had to be considered as well when determining good
groups.
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3.2.5.3 Discussion of the Experimental Design
The chosen 2x2 factorial experimental design for assessing differences between group work
was sufficient. The impressions gathered by observing the group discussions and by discussions
with the participants showed that almost all participants took the tasks seriously and understood
the meaning of this experimental setting.
Due to concerns about acquiring a sufficient number of participants, the groups had to take part
in two sets of meetings and task conditions. Some attendees were irritated that they had to take
part in the cAR/PE! session and especially the conventional meeting. This motivational lack
was confirmed by the elaboration of mental models; see Lum (2004). In future experiments,
participants should not take part in two conditions successively because of the experiences and
the tight time schedule of the experiment. If attendees took part in only one meeting condition,
a further advantage would be that they could work longer on a task, leading to more episodes.
Thus, a better statistical analysis (for counting processes) for hypothesis 4 would be possible.
The investigated sample size for hypothesis 2 was estimated ex-post because of the high effect
power. A sample size of four units per condition was needed for testing the hypothesis; there-
fore, the investigated sample size of five units was large enough. However, when conducting a
2x2 ANOVA under hypothesis 3, an outlier had a strong influence on the results: a t-Test for
groups solving the design task was hence conducted. The targeted sample size for conducting
the 2x2 ANOVA was not large enough; but, when conducting a t-Test for testing of differences
between groups solving the design task, a sample size of four units per cell was needed, making
the investigated sample size of five units sufficient.
Considering the every day work environment, the tasks which had to be solved in the exper-
iment were realistic and were conducted based on the proposed theoretical background. CPS
provided by Dörner et al. (1983) and the modified taxonomy by Fricke (1993) were very good
at determining the differences between the tasks whereas, on the other hand, it was difficult to
classify the tasks clearly using Steiner’s classification system (1972).
The design task was too specific for some participants and they had problems finding construc-
tion elements on the side-door which had to be redesigned into a convertible side-door. In
future studies, inexperienced participants should have the possibility to find enough variables
for solving parts of a design task whereas experienced participants should have the possibility
to find significantly more variables. However, the groups had no problems understanding and
discussing the cost-optimizing task. All groups understood the task and tried to find the optimal
solution for the task. Additionally, the phenomenon of hidden profiles (Stasser & Titus, 1987)
could be observed in the group discussions. In this study the hidden profile was in the role of the
designer who had the information that the increase of the side-doors weight could be neglected
whereas the other group members where left in the dark as to whether they had to consider the
weight of the side-door or not. Successful groups considered very efficiently this hidden profile
information whereas in unsuccessful groups, individuals often withheld this information in the
discussion and thereby prevented the best solution.
Furthermore, group phenomena, for example the influence of dominant participants on the other
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group members, or the bad popularity of group members (Brandstätter & Brodbeck, 2004)
could be observed as well. The observed group phenomena were not conspicuous for one of
the conditions. However, in future studies, a question about the group atmosphere should be
considered because of this observed behavior.
Conducting controlled experiments in field studies is always challenging. Although, advantages
of external validity and disadvantages as lack of experimental control are not new insights,
there was the possibility to conduct the study at the University of Ulm. However, because the
meetings in which tasks are discussed have a clear structure with clear roles and aims which are
learnt only in a true work environment, observations of group work at DaimlerChrysler AG led
to concerns about conducting the study with artificial student groups. Therefore, conclusions
drawn by examining student groups were regarded as rather uncertain. Additionally, the macro
level of group work was important to establish cAR/PE! as a permanent tool for employees
in industry, whose information could only effectively be gathered in a real life meeting room,
trying to determine how many plug ins were needed or the number of available laptops for
the participants, likewise, a functioning software (CATIA, Excel etc.) or even the amount of
available rooms etc.
In general, group work is difficult to examine because for a deeper insight of group work, the
group process has to be analyzed and cross-validated between different dependent variables.
The experimental procedure and the data analysis are very complex. Additionally, further vari-
ables such as emotions or popularity of a speaker influence the success of group work (see
Brandstätter & Brodbeck, 2004). Individual behavior (e.g. power struggles) influence other
variables and make it unusually difficult for controlled experiments.
Not with standing the results of the first study, many indications of variables were determined
which influenced the group performances of distributed group work in general and led to an
improvement of cAR/PE!. The modified cAR/PE! software was tested in a second study and
therefore, will be presented in the framework of the second study (see section 3.3.1).
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3.3 Second Study
In the first study, it was shown that cAR/PE! was appropriate if task complexity was specificated
as low, whereas groups were much better in solving a complex design task in a conventional
meeting. Therefore, on the practical level, the primary aim of the second study was to verify
the improvements of cAR/PE! for groups solving complex tasks. On the theoretical level, the
second study should give a deeper understanding of factors which are important when groups
have to solve a complex task in a distributed virtual meeting and the importance of the common
work environment for distributed group work.
The general practice would be to compare the modified cAR/PE! with the “old” cAR/PE! ver-
sion applying the same design task (side-door), but some reasons argue against this procedure.
The first reason is obvious, the aim of cAR/PE! is to replace conventional meetings, therefore, it
is prudent to compare the improved cAR/PE! (in the following cAR/PE!2) with a conventional
meeting (in the following conventional meeting2 for the conventional meeting situation in the
second study). As a second reason, the design task, which was solved by the groups in the
first study, was not appropriate for some participants. For this reason, another design task was
chosen for the second study. As a third reason, the poor sound quality and the difficulties when
participants used the space mouse were so obvious and were in need of repair that it would not
make any sense to analyze these problems again. The required improvements to cAR/PE!2 are
described in section 3.3.1. Moreover, the experimental design and the dependent variables were
modified, based on the experiences made in the first study.
As a further condition, the importance of the common workspace for the problem-solving pro-
cess in a group should be analyzed in more detail in the second study because the media richness
of Mixed Reality and especially the concept of spatial presence was one main reason to initiate
the project cAR/PE!. The two different research approaches described above are not interde-
pendent and therefore, were analyzed in two separate conditions in the second study.
The task and therefore task awareness, had a significant influence on the quality of group pro-
cesses and results in the first study. Groups had problems when solving the design task in
cAR/PE!, but it was not clear if it depended on the touchable object or the complexity of the
task. Therefore, these two new approaches are promising: to analyze a less complex task with
a touchable object or a complex task with a virtual object. This decision was made according
to practical considerations: CAD models are often used in design meetings (see section B.2),
whereas less complex design tasks with a real design element have rarely to be solved in engi-
neering groups. Because of the practical relevance and for precise conclusions, the following
changes were made: In the first condition of the second study, the use of a CAD car model,
which was represented virtually in cAR/PE!2, was compared with the same CAD car model,
which replaced the physical design element of the first studies conventional meeting.
In the second condition, the importance of a common workspace for group work was exam-
ined because in literature the importance of a common workspace and consequently a high
workspace awareness is assumed (Gutwin and Greenberg, 1996; Grudin, 2001). Investigations
in cognitive science about learning in context support this assumption (Birbaumer & Schmidt,
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1996, p. 573), but there are only few empirical studies about the influence of the common work-
space on group work on a realistic level (Grudin, 2001). This is in particular important because
“until real applications are tried, we do not know what is involved in making them work, or
even whether or not they are workable.” (Grudin, 2001, pp. 271) In the second condition of
the following study, the importance of the utilities of a common workspace for group work was
analyzed.
On the theoretical level, this study was designed according to considerations about conver-
sational, task and workspace awareness. Conversational awareness was kept as constant as
possible on the highest level because the importance of this concept was sufficiently proven in
research (Velichkovsky, 1995; Velichkovsky & Hansen, 1996; Vertegaal, 1997; Vertegaal et al.,
1997). In the first condition, groups had to solve a design task in a conventional meeting2 and
in cAR/PE!2 to verify the improvements of cAR/PE! for solving complex design tasks. The
groups had to redesign a body shell of the new Mercedes SLK to an amphibious car, which
was presented as a virtual object (CAD model) in both meeting types. In the second condition,
the factor workspace and therefore workspace awareness was varied in two different meeting
conditions to examine the importance of a common workspace for group work. The factor task
and therefore task awareness was kept constant under both conditions. Because the cAR/PE!2
software was used for the distributed meeting condition, it is necessary to have a detailed de-
scription of the improved tool.
3.3.1 Description of cAR/PE!2 and cAR/PE!2 no room – Study 2
The cAR/PE!2 system for the study was installed on off-the-shelf laptops with a LC-display.
The remaining hardware was the same as in the first study. The participants were sitting in
front of their own laptop, saw each other via video and communicated using a head-set in real-
time in a virtual meeting room as in the first study. Modifications were made to the cAR/PE!
room: Apart from the space mouse, group members had the possibility to use an icon bar. By
double clicking the icons participants could jump to different positions in the virtual meeting
room very quickly. They could use the icons Face, Shoulder, Screen, and Home. Two icons,
Face and Shoulder, could be used for seeing the two other group members and/or see their
view, respectively. Likewise, the view of the presentation board could be directly selected with
the icon Screen. The Home icon brought them back to the starting position. Two further icon
movements changed the modus of the space mouse: In one mode the user could roam in the
virtual meeting room, in the second mode the virtual car could be moved and examined from
all sides, independently from the other group members. The advantage of this system was that
the participants could move independently from each other, but still be visible to the other team
members.
A car model in VRML file format exported from the CAD software CATIA could be used in
cAR/PE!2. This model could be moved by the space mouse in all directions and pointed to
by each group member with their individual mouses. When the user moved the virtual car, a
green outlined bounding box became visible around the virtual car, thereby indicating the user
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had control over the virtual car movement. When changing from this mode, the green outlines
disappeared and the persons could move their own avatar again. The mouse could be used as a
pointing device on the virtual car and the virtual presentation screen. The colors of the pointers
were associated with the user’s avatars; each avatar was framed with the same color as the user’s
pointer.
The screen of another laptop next to the cAR/PE!2 laptop could be used for application sharing
by the moderator. The other group members could see and follow the activities of the moderator
on the presentation board. Because the moderator was the only one who could manipulate the
screen, the participants were only able to ask the moderator to make changes on the screen. The
additional presentation board should support the decision phase (in the first study episode 5) of
the group. cAR/PE!2 had two presentation screens, but for the experimental design only one
screen was necessary. The second screen is useful when more than one application has to be
shared.
The sound was improved as well with another software-codec. The software-codec (G.711-
uLaw-64k for the speech and for video H.261-CIF/QCIF [CIF = 352x288, QCIF = 176x144
resolution]) of the first study works well when having plenty of band width. The consequences
of variable latency or not enough band width creates dropouts in sound. The software-codec
(GSM-6k for the speech and H.263-CIF/QCIF for the video) used for the second study needs
less band width and has a lower latency. Additionally, the quality of the video is better when
using the new codec and needs less band width.
The movement behaviors of the space mouse were changed as well: Participants could move
in every direction as in the first cAR/PE! version, but now, space mouse movement follow the
given direction and was no longer restricted along main axis.
Under the meeting condition cAR/PE! – no room in the second study, the participants had the
same possibilities, e.g. icon bar, space mouse etc., the only difference was that the group
members had no common working room. Instead of a virtual room, they were located in front of
a monochrome background. Figure 3.8 shows a screenshot of the cAR/PE!2 room and figure 3.9
shows a screenshot of cAR/PE!2 no room, both with two participants.
76
3.3. SECOND STUDY
Figure 3.8: Virtual conference room cAR/PE!2 with two participants.
Figure 3.9: cAR/PE!2 no room with two participants.
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3.3.2 A Comparison of Conventional Meetings2 versus cAR/PE!2
and cAR/PE!2 versus cAR/PE!2 no room
Because of the detailed comparison of cAR/PE! with a conventional meeting in the first study
section 3.2.1, only additional differences concerning the three meeting conditions are presented
in table 3.25.
The shared environment was different between all three meeting situations. In cAR/PE!2 no
room, there was the lowest workspace awareness. The participants were visible in a monochro-
matic environment on their monitor. Information was reduced to the essentials, there was no
room structure that indicated who was talking about what with whom (Vertegaal, 1997; Verte-
gaal et al., 1997), but everybody could see each other, the virtual object and the presentation
board.
The perception of the virtual room in cAR/PE!2 should support the natural way of partici-
pants’ orientation because spatial perception is something learnt at the beginning of lifetime
(Goldstein, 1997, pp. 258). Therefore, workspace awareness was higher in cAR/PE!2 than in
cAR/PE!2 no room; participants were together in a virtual meeting room that structured the in-
formation and provided the same background information to all group members. This is in con-
trast to conventional meetings2where more tactile senses could be activated because interaction
is directly bound to the physical presence of other people and therefore faster. Consequently,
conventional meetings2 had the highest workspace awareness. Additionally, in cAR/PE!2 and
cAR/PE!2 no room, participants had a second environment, which had a disturbing influence on
workspace awareness. For a discussion of the own persons environment and interaction envi-
ronment of a person with the person; see section 3.2.1. Because of the icon bar, the improve-
ments of the space mouse and sound in both cAR/PE! (2 and no room) conditions, interaction
possibilities were better than in cAR/PE! of the first study. However, because interaction was
still indirect, conventional meeting2 interactions were more advantageous.
In the conventional meeting2, all group members were together in a common room whereas in
both cAR/PE! (2 and no room) versions, group members were locally distributed. The common
virtual meeting room in cAR/PE!2 should support conversational awareness; who was talk-
ing about what with whom (Vertegaal, 1997; Vertegaal et al., 1997). In cAR/PE!2 no room the
background of the common environment was only monochromatic and supported less conversa-
tional awareness than in cAR/PE!2 because of the missing structure. The highest conversational
awareness was still to be found in the conventional meeting2 due to the best and straightest in-
teraction possibilities.
Interaction in the group was improved compared with cAR/PE! in the first study. The transmis-
sion of the sound and the use of the space mouse had been improved. Furthermore, the icon bar
supported fast movements in both cAR/PE! (2 and no room) versions. Participants had the pos-
sibility to see the task and the group members at the same time which supported conversational
awareness and task awareness.
In all three meeting conditions, the task was presented by a virtual design element (see fig-
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Table 3.25: Second Study comparison of the elements of (distributed) group work between conventional meetings2,
cAR/PE!2 and cAR/PE!2 no room meetings
Conventional meeting2 cAR/PE!2 meeting cAR/PE!2  no room 
meeting
Conventional room Virtual room Monochromatic background
Table Virtual table
Fully dynamic Semi dynamic Semi dynamic
Icon bar Icon bar
Space Mouse Space Mouse
Private 
environment of a 
person
(see 3.2.1)
Own private atmosphere 
and items in a shared 
room.
Private conventional 
room
Private conventional 
room
Interaction of a 
person with 
her/his 
environment
Interaction with the own 
items
Background information 
which is accessable in 
ones' own conventional 
room. 
Background information 
which is accessable in 
ones' own conventional 
room. 
Group
(see 3.2.1)
All group members are in 
the same conventional 
room.
All group members are 
in the same virtual 
meeting room. 
All group members are 
in the same mono-
chromatic background.
Interaction in
the group
(see 3.2.1)
Direct speaking
Speaking via headset, 
better sound trans-
mission than in the 
original first study.
Speaking via headset, 
better sound trans-
mission than in the 
original first study.
Virtual car on the 
presentation board
Virtual car in the middle 
of the virtual table Virtual car
Paper and pencil for the 
protocol
Virtual presentation 
board for the protocol
Virtual presentation 
board for the protocol
Everybody can interact 
with the object:
Everybody can interact 
with the virtual object:
Everybody can interact 
with the virtual object:
Pointing → everybody Pointing Pointing
Moving in every direction 
→ only the person on the 
laptop
Moving in every direction 
→ everyone
Moving in every direction 
→ everyone
One person writes the 
protocol on a piece of 
paper.
One person writes the 
protocol in Microsoft 
Word .
One person writes the 
protocol in Microsoft 
Word .
Virtual object is visible via 
beamer on the wall.
Virtual object is in the 
virtual room.
Virtual object is in the 
monochromatic back-
ground.
Everybody can see the 
protocol.
Everybody can see the 
protocol.
Everybody can see the 
protocol.
Shared 
environment
(see 3.2.1)
Tools / Materials
Interaction 
person and 
shared 
environment
(see 3.2.1)
Tools / Materials
Interaction task 
and room
Tools / Materials
Task
(see 3.2.1)
Tools / Materials
Interaction 
person and
task
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ure 3.8). The object, although visible, was not touchable. Under the cAR/PE!2 condition, each
participant could independently move the virtual design element with the space mouse and in-
teract with the object by using their mouse as a pointer. This is in contrast to the conventional
meeting2 where only one participant could move the virtual object at a given time, however,
each group member could point to the object with a pointer. The protocol was typed in Micro-
soft Word by one group member and was instantly visible on the presentation board under both
cAR/PE! (2 and no room) conditions. In the conventional meeting2 the protocol was written by
paper and pencil. Consequently, task awareness was kept constant in all three meeting situa-
tions. Interaction between task and room was not regarded since the CAD model was only a
minor virtual image of the real construction element.
3.3.3 Research Objectives and Hypotheses of the Experiment
To briefly summarize the comparison of the three meeting conditions, the following main dif-
ferences are elaborated below:
Shared environment and person’s own environment: As in the first study, one of the primary
difference was the shared environment. In the conventional meeting2, all group members were
together in the same physical room. In cAR/PE!2, participants were together in a virtual meeting
room. In cAR/PE!2 no room, there was no structuring element; group members worked together
in the same session but only in front of a monochromatic background. In both cAR/PE! (2 and
no room) conditions, interaction was indirect as compared to the conventional meeting2, where
direct interaction was still superior. Additionally, in both cAR/PE! (2 and no room) conditions,
each group member had their own environment which may have had a disturbing influence.
Concerning the environment, the highest workspace awareness and conversational awareness
were still found in the conventional meeting2; the lowest had cAR/PE!2 no room.
Group and interaction in the group: In cAR/PE!2, group interaction was indirect but group
members could see each other and the task simultaneously. Therefore, conversational aware-
ness and task awarenesswere comparable with the conventional meeting2. Because of the miss-
ing environment, conversational awareness in cAR/PE!2 no room was lower than in cAR/PE!2.
Task and interaction with the task: The virtual design object was always the same for all con-
ditions – the virtual object was untouchable. Each participant had their own view of the virtual
object and could point to it with a pointer. Under both cAR/PE! conditions (2 and no room),
each group member could move the virtual object. In the conventional meeting2, only one per-
son could move the virtual object. Task awareness was the same under all meeting conditions
because of the virtual presented object.
Considering these differences, the conventional meeting2 still had the highestworkspace aware-
ness and conversational awareness. In cAR/PE!2, conversational awareness and workspace
awareness were higher than in cAR/PE!2 no room but lower than in the conventional meeting2.
Notwithstanding the workspace awareness and the conversational awareness, the task was the
focus for the group work and the virtual object was apparent, therefore, the task awareness was
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accomplished in all three meeting conditions. Because of the low workspace awareness and
hence, lower conversational awareness using cAR/PE!2 no room compared with cAR/PE!2, a
difference between these two meeting conditions was expected in favor of cAR/PE!2. It was
assumed that a minimum of workspace awareness was necessary for solving tasks. Workspace
awareness and conversational awareness were higher in the conventional meeting2 compared
with cAR/PE!2, but because group members could see each other and the task simultaneously
conversational awareness was high in cAR/PE!2. Additionally, the common virtual meeting
room should support workspace awareness on a high level in cAR/PE!2. Finally, task aware-
ness was the same for both meeting conditions. Hence, there should be no differences between
both meeting conditions.
3.3.3.1 Research Objectives
As described above, the differences between cAR/PE!2 and the conventional meeting2 situation
was minimal. It was assumed that there was no difference between the two meeting situations
for groups solving a digitally represented design task. Comparing cAR/PE!2 with cAR/PE!2 no
room a difference in group performance was expected because of the assumed importance of
minimal workspace awareness and consequently conversational awareness.
For measuring differences, a one factorial design with three factor steps was chosen whereby
conventional meetings2 were compared with cAR/PE!2 meetings and cAR/PE!2 meetings were
compared with cAR/PE!2 no room meetings because of the two independent research interests.
The following dependent variables were gathered: mental models, group results and problem-
solving processes. The sense of spatial presence was only analyzed comparing cAR/PE!2 with
cAR/PE!2 no room. cAR/PE!2 can be classified as an Augmented Virtuality tool, hence, pres-
ence will not occur as strong as necessary to meet the requirements of the scientific community.
In particular spatial presence is an important factor in the concept of the sense of presence (see
Schubert et al., 2001) and in cAR/PE!2 because of the virtual meeting room. Therefore, two
questions, selected by the high factor loadings for measuring spatial presence, were taken from
the questionnaire developed by Schubert et al. (2001). One further question was added about
the orientation in the virtual room/environment and under all meeting conditions, one question
was added about the atmosphere in the group (see section C.6).
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3.3.3.2 Hypotheses comparing cAR/PE!2 with the Conventional Meeting2
General Hypothesis
Group performance is equal for groups solving a complex design task shown as a virtual object
under the conditions conventional meeting2 and cAR/PE!2 meeting.
The specific hypotheses structured after the depended variables are:
Mental Models
H1: The completeness of the users’ mental models and the level of shared knowledge about
the design task within the group are equal when comparing cAR/PE!2 with the conventional
meeting2.
Group Results
H2: Group results of the design task are equal when comparing cAR/PE!2 with conventional
meetings2.
Problem-Solving Process
H3: The problem-solving processes of the groups are equal when comparing cAR/PE!2 with
conventional meetings2.
3.3.3.3 Hypotheses comparing cAR/PE!2 with cAR/PE!2 no room
General Hypothesis
Group performance is different for groups solving a complex design task shown as a virtual
object under the conditions cAR/PE!2 and cAR/PE!2 no room in favor of cAR/PE!2.
The specific hypotheses structured after the depended variables are:
Mental Models
H4: The completeness of the users’ mental models and the level of shared knowledge about the
design task within the group are different when comparing cAR/PE!2 with cAR/PE!2 no room
in favor of cAR/PE!2.
Group Results
H5: Group results of the design task are different when comparing cAR/PE!2 with cAR/PE!2
no room in favor of cAR/PE!2.
Problem-Solving Process
H6: The problem-solving processes of the groups are different when comparing cAR/PE!2 with
cAR/PE!2 no room in favor of cAR/PE!2.
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Sense of Spatial Presence
H7: The sense of spatial presence is different when comparing cAR/PE!2 with cAR/PE!2 no
room in favor of cAR/PE!2.
3.3.4 Method of the Experiment
A controlled experimental field study was conducted to test the outlined hypotheses. The factor
meeting condition was the independent variable. The users’ mental models about the elaborated
task, the problem-solving processes and the results of group work were the dependent variables.
Another dependent variable was the sense of spatial presence under the meeting conditions
cAR/PE!2 and cAR/PE!2 no room. The factor task (design task) was kept constant. The partici-
pants had to convert the body shell of the new Mercedes SLK to an amphibious car. The factor
meeting was different and evaluated through the conditions of a meeting with cAR/PE!2 versus
the conventional meeting2 in the first condition whereas in the second condition cAR/PE!2 was
compared with cAR/PE!2 no room. The experiment was conducted at DaimlerChrysler AG.
3.3.4.1 Sample
The sample for the second study was identical to that of the first study (see section 3.2.3.1).
Optimal Sample Size. Under the first condition of the second study, theH1 hypothesis was the
alternative hypothesis as it was assumed that group performance is equivalent for groups solving
a complex design task shown as a virtual object under the conditions conventional meeting2
and cAR/PE!2 meeting. A t-Test, a Mann & Whitney U-test and an analysis of covariance were
conducted. These hypotheses required a large sample size (Bortz & Döring, 2002, p. 603),
which could not be achieved when conducting an experimental field study. Therefore, this first
experiment was an explorative study.
The second condition was also explorative. In the literature, the importance of a common
workspace is assumed (Gutwin and Greenberg, 1996; Grudin, 2001). Investigations in cognitive
science about learning in context support this assumption (Birbaumer & Schmidt, 1996, p. 573);
yet there were no previous studies that could give an orientation of the expected effect-power.
A middle effect-power was assumed since the common workspace seemed to be important for
group work, in particular, for the orientation of the group members. However, a great influence
of the workspace on the group results was not assumed because of many other important factors
which influence distributed group work, for example, the audio quality or the task. A test
power of 1 − β = 0.8 and an α of 0.05 were determined for testing the hypotheses, therefore,
the second condition was also explorative because not enough groups could be recruited for a
valid statistical evidence. However, both experiments are a sound basis for further research.
The optimal sample size for testing of differences between the problem-solving processes was
discussed in section 2.1 and will be discussed in the scope of hypotheses 3 and 6.
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In the following study, it was intended to recruit 45 people (15 groups) for the experiments: for
each experiment, 30 participants with five units per cell. The condition cAR/PE!2 was used for
both conditions. A further nine people (three groups) took part in the pretest.
3.3.4.2 Material and Apparatus for the Experiment
The experiment was conducted at DaimlerChrysler in Bremen, Sindelfingen, Untertürkheim and
Ulm. Three different rooms were equipped with a laptop. Additionally, one room contained a
table and a flipchart for welcoming the participants. Each cAR/PE!2 laptop was an off-the-shelf
laptop (Pentium IV, 3.06 GHz, 512 MB RAM, nVidia GeForce FX Go5600 - 64 MB card) with
a 15.4" TFT display, equipped with a digital color camera (640x480, LogiTech QuickCam), a
three button wheel-mouse, a space mouse (Magellan/Logitech/3Dconnexion) 6-DOF controller
and a stereo head-set with a mono microphone. The cAR/PE!2 software system was running
on each laptop and was implemented as described in the first study (see section 3.2.3.2). All
components were off-the-shelf. A video camera and a video recorder were used to record the
sessions.
The conventional meeting2 took place in a room with tables and a flipchart at DaimlerChrysler
in Ulm. The body shell of the new Mercedes SLK was presented by the SceneViewer, Version
3.1.1, (www.tgs.com) running on a cAR/PE!2 laptop. The display was projected on the wall
by a beamer and visible to all participants. A video camera and a video recorder were used to
record the sessions.
3.3.4.3 Experimental Design
One experimental field study with a one factorial between-subjects design with three factor steps
was chosen to test the effects of different meeting conditions on the dependent variables; see
table 3.26 for the two different conditions. A non-equivalent control group schedule was chosen
because the sample comprised pre-determined groups. As an independent variable cAR/PE!2
meetings were compared with conventional meetings2. The same cAR/PE!2 condition was
compared separately with the condition cAR/PE!2 no room because of the different research
interests.
Table 3.26: Experimental conditions of the second study.
Condition 1 Condition 2
Design task / Conventional meeting2 Design task / cAR/PE!2
Design task / cAR/PE!2 Design task / cAR/PE!2 no room
Participants from the plants in Sindelfingen and Bremen in the first study were irritated at hav-
ing a conventional meeting as an experimental condition, therefore the conventional meeting2 in
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the second study took place in Ulm. Participants in Ulm had been working in research projects
and understood the experimental necessity of the conventional meeting2. The cAR/PE!2 meet-
ings were conducted in Bremen, Sindelfingen, Untertürkheim and Ulm. Groups were randomly
distributed to the experimental conditions cAR/PE!2 and cAR/PE!2 no room. Each group elab-
orated the design task in one session under one condition of the factor meeting – conventional
meeting2, cAR/PE!2 or cAR/PE!2 no room.
Mental models of each individual were elicited before and after discussing the task within the
group, therefore each participant had to create two mental models. As purported in the first
study, previous knowledge can affect working performance positively and has to be controlled.
Results from the first study indicate that participants did not experience high levels of stress
when creating two mental models. The negative effect of knowledge, like proactive inhibition
(Birbaumer and Schmidt, 1996, p. 571), could not be controlled.
3.3.4.4 Instruments of Data Collection in the Experiment
Mental models were drawn on paper and pencil (see section C.2). The group discussions were
recorded on video tape. In cAR/PE!2 and cAR/PE!2 no room the camera shows the viewing
position of one participant, because it was the only possibility to record the group process.
After conducting the experiment, the participants filled in a questionnaire (see section C.6).
3.3.4.5 Independent Variable: Meeting Condition
Three different conditions assessed the factor meeting situation: conventional meeting2,
cAR/PE!2 and cAR/PE!2 no room.
Conventional Meeting2. All three participants were sitting around two tables connected side by
side. For solving the task, they could use a body shell CAD model of the new Mercedes SLK,
which was projected on the wall by a projector. The laptop with the CAD model was located
in front of one participant who had the possibility to interact with the Mercedes SLK model
by a mouse. Each group member could use a pointing device to indicate on the virtual model.
During the meeting, the results were written on a piece of paper by one group member.
Meeting using cAR/PE!2. Apart from some differences, the setting was comparable with the
first study (section 3.2.3.6). The particular differences were: the application sharing, the virtual
body shell of the Mercedes SLK and the icon bar. The moderator was asked to use Microsoft
Word as a protocol application running on the laptop next to the cAR/PE!2 laptop. This docu-
ment was visible to all group members on the presentation board in cAR/PE!2. The body shell
model was centered on the virtual meeting table. All participants could independently move
the object by using the space mouse. The mouse could be used as a pointing device for the
presentation board and for the virtual car. The icon bar accelerated movements of participants
in the virtual meeting room. Information about running a cAR/PE!2 meeting was given by one
of the experimentators and was available in the instruction guidelines; see section C.5. One
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participant was assigned to be the moderator by random for each meeting and was asked to type
the group result.
Meeting using cAR/PE!2 no room. The setting was the same as the cAR/PE!2 setting but
without a virtual meeting room. Instead of the virtual meeting room, participants were located
together with a light brown background which is the primary color of the origin cAR/PE!2
meeting room (see figure 3.9). All the other features were the same as in cAR/PE!2.
3.3.4.6 Constant Variable: Task
In the first study, it was shown that groups could solve the cost-optimizing task but had problems
in solving the design task under the meeting condition cAR/PE!. Consequently, groups had to
solve a design task in the second study and because of the experiences in the first study, the task
had to fulfill the following requirements: All members of the groups should have the possibility
to discuss many variables with a different level of difficulty. Furthermore, the second study
was designed to enable the “poor” and “good” solvers to participate more actively in the group
discussions. Therefore, a task was designed, which distinguished between “poor” and “good”
solvers. Likewise, the task had to be realistic, taking into consideration a daily work task.
After discussions with design experts from the research department of DaimlerChrysler AG in
Ulm a body shell model of the newMercedes SLK was chosen, which had to be redesigned to an
amphibious car. The task was made realistic because the British Company Gibbs Technology
had already developed a High Speed Amphibious car. Moreover, many variables for the task
difficulties had to be considered to redesign the car which helped to separate different types
of solvers, however, participants with less technical background should be able to solve parts
of the task as well. The Mercedes SLK was presented as a CAD model in the conventional
meeting2. Under the two cAR/PE! (2 and no room) meeting conditions the model was available
in the VRML file format (see figure 3.8. Annotation: the picture does not show a Mercedes
SLK because the permission was not granted by the company. Instead, another VRML model
is shown clarifying the principle as well.).
Similar to the first study, the design task was classified as a non-dynamic complex problem
(Hussy, 1984; Funke, 1992; Dörner et al., 1983). The level of difficulty was high because of
the number of variables to be considered, the high interdependency of the involved variables,
and the different goals to be balanced. The initial state was known, but the criteria of the goal
was not clear as to how the goal was to be achieved. Consequently, the task was classified as a
mixture of a complex adaptation construction and a newly-made construction. Information for
solving the task was distributed according to the group members different experiences. After
Steiner (1972), this task was classified as a mixture of an additive task and disjunctive task in
the group: The group results depended on the sum of contributions of all members, but good
individuals could strongly influence the group result. Additionally, this task required a variety
of variables and was dividable into different task-parts.
86
3.3. SECOND STUDY
3.3.4.7 Dependent Variables of the Experiment
As in the first study the problem-solving processes, group results and mental models were ana-
lyzed as dependent variables (see section 3.2.3.7). Additionally, some questions for measuring
the sense of spatial presence were asked. The interaction with the task was not analyzed be-
cause the video recording depended on the viewpoint of one participant and the interaction of
each group member was not visible. Furthermore, the interaction with the task was not ana-
lyzed because of the high error variances in the first study. As the result of the first study, the
classification for coding the problem-solving process had to be changed. Although the classifi-
cation used in the first study was sufficient to compare the less complex task with the (complex)
design task, in this second study, groups solved only a design task. Consequently, a more spe-
cific classification was used. In the following section, only the differences and added dependent
variables are described. For a detailed overview of the original variables see section 3.2.3.7.
Mental Models. Before conducting the second study, Bergholz (2004) used the background
of knowledge acquisition to validate the method for eliciting mental models in the first study.
Based on this validation, the method for eliciting mental models was changed slightly: two
different values for the concepts and the relations were assigned. The important concepts were
assigned a numerical value of 2 and the concepts of minor importance a value of 1. Addition-
ally, participants could mark the important variable and received a further numerical score of
0.5. The maximum numerical value for an important concept was 2.5 and for a less important
concept 1. The evaluation of the graphs was simplified compared with the first study. All correct
graphs between two concepts were assigned the numerical value 1; for reasons of validity, no
further values were assigned. The coding procedure followed the best-practice mental model,
which was developed with experts (for the best-practice model see section C.3). The means of
the concepts and graphs, which were determined from the values given by the two independent
coders, were the basis for measuring the SMMs. Both values were multiplied by 0.5 when two
participants had identical concepts or graphs; when all three participants had the same concepts
and graphs, they were multiplied by 1. If the numerical scores differed between the participants,
the lowest score was used for the calculation of the SMM.
Problem-Solving Process. The classification for coding the communication process was devel-
oped according to VDI guidelines for design methodology 2221, 2222 and 2223; these guide-
lines describe the ideal construction process. The categories were adapted to the amphibious
body shell task. Problems with cAR/PE!2 (no room) and discussion about cAR/PE!2 (no room)
were only coded under the conditions cAR/PE!2 and cAR/PE!2 no room. The categories absence
of activity, disturbance, miscellaneous and reflection of the process, were added as “inductive”
categories while coding the group discussion.
Group Results. The same categories of the first study (see section 3.2.3.7) were used to assess
the group results. In this second study, the rating consisted of two parts: the structure of the
components and their completeness.
Sense of Spatial Presence. This dependent variable was only measured under the second condi-
tion. The questions for measuring the sense of spatial presence were taken from a questionnaire
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Table 3.27: Category system for the problem-solving process solving design tasks according to VDI 2221 and
2222.
0 Absence of activity 7 Disturbance
1 Definition of the problem 8 Poor sound quality
2 Identification of part-structures 9 Reflection of the process
3 Development of solution principles 10 Problems with cAR/PE!2 (no room )
4 Evaluation of solution principles 11 Miscellaneous
5 Decision 12 Discussion about cAR/PE!2  (no room )
6 Further procedure
Table 3.28: Categories for evaluating group results (- bad; ◦ neutral; + good)
Categories Structure ofthe components
Completeness of
the components
0 - No solution    
1 - Basis for a solution 
 
/
 
   
 /
 


 
/
 
   
 
/
 

 
3 - Nearly solved  /   / 
4 - Solved  
2 - Enlightenment for a 
     solution
developed by Schubert et al. (2001)5. The ratings were recorded using a four point Likert scale.
The factor loadings of the questions determined which questions should be used. The following
questions were used to measure the sense of spatial presence (for the feedback questionnaire
see section C.6):
• I felt present in the virtual space.
• I had a sense of acting in the virtual space, rather than operating something from outside.
One further question was added about the orientation in the virtual room/environment and un-
der all meeting conditions, one question was added about the atmosphere in the group (see
section C.6):
• I had a good orientation in the virtual room/environment.
• We understood each other well in the group discussion!
5see http://www.igroup.org for the questionnaire.
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3.3.4.8 Procedure of the Experiment
The experiment started with a short introduction and an example of a mental model to all par-
ticipants (section C.1). The description differed slightly from the first study; the example for
the mental model was more technically orientated. All conditions were recorded on video tape
with the permission of the participants, with the understanding it would be used anonymously.
Under all conditions, the participants read the problem descriptions (section C.4) and drew
their individual PREMM of the problem separately within ten minutes. As described below,
after creating the PREMM, the procedure of the conditions differed only slightly because of
the introduction to the software between the three meeting conditions. Under the condition
conventional meeting2, the experimenter introduced how to use the body shell of the Mercedes
SLK and the pointing device. Additionally, one participant was asked to write down the group
results on a piece of paper. Under the meeting conditions cAR/PE!2 and cAR/PE!2 no room,
the participants were introduced to the software by the experimenter. In case participants forgot
information, a manual near by each laptop was available (section C.5). Each participant could
test the software for ten minutes. From there on, all three meeting conditions were the same.
Each group had to find a solution for the task within fifteen minutes, without any regulations
because established rules in the first study were found to be a disruptive factor and subsequently
were not given in the second study. The moderator had to write down the group result under
the condition conventional meeting2 using a piece of paper and type withMicrosoft Word under
both cAR/PE! (2 and no room) conditions. Subsequently, the participants made their POSTMM
of the problem by themselves.
Finally, participants filled in a feedback questionnaire (section C.6) under all three condi-
tions. The questionnaire included several questions about demographical data. Under the two
cAR/PE! (2 and no room) conditions, the questionnaire included some further questions about
the functionality of cAR/PE! (2 or no room), the usability of the 3D object compared with
the CAD software CATIA, solicited further suggestions and some closed-ended questions were
asked about presence. Then participants were dismissed.
The estimated total time of the experiment was about 55 minutes. Approximate time periods
for the different phases of the experiment are listed in table 3.29.
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Table 3.29: Experiment time periods of the second study.
Time
(min) Experiment – Periods
5 Introduction
5 Example of mental models
10 Reading the task & PREMM
10 Introduction to cAR/PE!2  (no room )*
15 Discussion of the task
5 POSTMM of the task
5 Feedback questionnaire
55 Total time
* Introduction to cAR/PE!2  (no room ) took place 
only under the both cAR/PE! (2  and no room ) 
conditions.
3.3.5 Results of the Experiment
Testing the hypotheses, the two different meeting conditions cAR/PE!2 and conventional meet-
ing2 under the condition design task amphibious car were compared. The same meeting con-
dition cAR/PE!2 was compared with cAR/PE!2 no room under the condition design task am-
phibious car under the second condition. As statistical procedure for analyzing the data a one
factorial analysis of covariance was planned, using the PREIMMs and PRESMMs as covriates
under the first and fourth hypotheses. For analyzing the second and fifth hypotheses a t-Test
for independent samples was planned. For analyzing the third and sixth hypotheses a descrip-
tive analysis was planned which was basis for conducting the hypotheses. Then, event history
analyses were planned to perform and when having enough data, statistical analyses for count-
ing processes were planned. The multivariate Hotelling T 2-Test was planned for the seventh
hypothesis. The effects for the statistical analysis should be significant on the level of α = 0.2
for the first experiment and on the level of α = 0.05 for the second experiment. To conduct the
statistical analyses, the same software packages were used as under the first study.
Before conducting the experiment, a pretest was performed. The pretest provided information
about the time schedule and the experimental design. Based on the pretest, some changes were
made.
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3.3.5.1 Pretest Data
A pretest, before conducting the experiment, was performed on three groups at the Daimler-
Chrysler Research & Technology Center in Ulm – one group for each condition. The pretest
confirmed the planned time schedule, comprehension of the task and the method for eliciting
mental models. A few changes were made to the explanations of mental models and some
problems with the sound could be located and fixed.
3.3.5.2 Sample – Participants Data
To test the hypotheses, the three meeting conditions were performed after the time table of the
participants. The conventional meeting2 took place at the Daimler Chrysler Research Center
in Ulm. Both cAR/PE! (2 and no room) sessions were conducted in Bremen, Sindelfingen,
Untertürkheim and one final group in Ulm. All three sessions of the experiment were conducted
from May to July 2004 with 45 participants (15 groups). Data of the sample were gathered
through the questionnaire provided to the participants after completing the tasks.
Conventional Meeting2. In total 15 participants took part under the condition conventional
meeting2, all were male. Average age was 35.2 years (one missing value, range from 24 to 54
years, SD 9.6 years); average work experience at DaimlerChrysler AG was nine years (ranging
from four months to test the effects of different meeting conditions on the dependent variables.
33 years, SD 11.2 years). Twelve participants had an university degree, three participants had a
technical apprenticeship. Ten of them were mechanical engineers, one was a natural scientist,
three of them had a technical education and one of them was an economic engineer. Eleven
participants had direct experience with design tasks, four had no direct experience. Experience
duration with design tasks was 5.5 years in average (ranging from no experience to 20 years,
SD 5.69 years). Participants with no direct design experience worked together with construction
departments, e.g. production planning.
cAR/PE!2 Meeting. In total 15 participants took part under the meeting condition cAR/PE!2,
all were male. The average age was 35.1 years (ranging from 23 to 55 years, SD 8.6 years); the
average work experience at DaimlerChrysler AG was six years (ranging from four months to 25
years, SD 6.8 years). Thirteen participants had an university degree, two had an apprenticeship.
Nine of them were mechanical engineers, one of them had a degree in law, one was a natural
scientist, one was a business economist, two did an apprenticeship in information science and
one participant was an economic engineer. Six participants had direct experience with design
tasks, nine had no direct experience. Experience duration with design tasks was 7.6 years in
average (ranging from no experience to 20 years, SD 8.13 years). Participants with no direct
design experience worked together with construction departments, e.g. production planning.
cAR/PE!2 no room Meeting. In total 15 participants took part under the condition cAR/PE!2
no room, 14 were male and one was female. Average age was 35.9 years (ranging from 22 to
56 years, SD 9 years), average work experience at DaimlerChrysler AG was 7.9 years (ranging
from three month to 28 years, SD 9.25 years). Twelve participants had a university degree,
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three had an apprenticeship. Nine of them were mechanical engineers, three of them had a
technical education, one of them was an economic engineer, one was a computer scientist and
one participant had a non-technical profession. Ten participants had direct experience with de-
sign tasks, five had no direct experience. Experiences with design tasks were 2.7 years average
(ranging from no experience to seven years, SD 1.89 years). Participants with no direct design
experience worked together with construction departments, e.g. production planning.
3.3.5.3 Condition 1: Hypothesis 1 – Mental Models
The hypothesis was tested that the completeness of the users’ mental models and the level of
shared knowledge about the design task within the group are equal when comparing cAR/PE!2
with the conventional meeting2. This hypothesis was tested and discussed in more detail in the
diploma thesis of Bergholz (2004) and was incorporated in this thesis for cross-validation of the
data of the whole experiment and a summery is provided in this section.
IMMs were gathered before and after the group discussion and used to test the hypothesis that
IMMs are equal comparing cAR/PE!2 with a conventional meeting2. The mental models of
the participants were assigned numerical scores. SMMs were derived from the IMMs and the
hypothesis mentioned above was tested with SMMs. In total, 60 mental models were assigned
numerical scores. For data validity Cronbach’s Alpha coefficient was measured for intercoder
reliability and analyzed between two different coders, Cronbach’s Alpha showed a 0.9 suffi-
ciency.
Completeness of IMMs. The completeness of IMMs was tested by an analysis of covariance
under the factor meeting condition. The PREIMM was used as a co-variate to account for
individual differences, such as experiences in design tasks. There was no significant difference
in mental models comparing the two meeting conditions conventional meeting2 and cAR/PE!2,
F (1, 27) = 0.96, p = 0.337.
Completeness of SMMs. To test the effects of the factor meeting condition on SMMs a Mann
and Whitney U-Test was conducted. This type of test was chosen because the preconditions to
conduct an analysis of covariance were not fulfilled. The POSTSMMs were eliminated from
the PRESMMs, before conducting the test. There was no significant effect between the two
different meeting conditions comparing SMMs, U = 10, p = 0.69.
3.3.5.4 Condition 1: Hypothesis 2 – Group Results
The hypothesis was tested that group results of the design task are equal comparing cAR/PE!2
with conventional meetings2. For the point system of group results see table 3.28.
For testing the hypothesis, a t-Test for independent samples was conducted with the dependent
variable being group results. Taking into account that the research hypothesis was the null-
hypothesis, therefore, α < 0.20 instead of α < 0.05 for a significant result (Bortz, 1993;
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Bortz & Döring, 2002). In addition, a descriptive analysis of the data was performed, which is
presented in table 3.30.
Table 3.30: Descriptive statistics under the meeting conditions cAR/PE!2/conventional meeting2 for the design
task amphibious car.
Condition N Mean
value
Standard
deviation
Conventional 
meeting2 5 2.2 0.447
cAR/PE!2 meeting 5 1.6 0.548
Group 
results
Before conducting a t-Test, the homogeneity of variances was confirmed with a Levene-Test
(see table 3.31).
Table 3.31: t-Test of group results for the design task amphibious car under the conditions conventional meeting2
and cAR/PE!2
F Sig. T Df Sig.(2-tailed)
Variances are 
homogeneous 1.524 0.252 1.897 8 0.094
Levene-Test
of variance 
homogeneity
T-Test for
independent samples
The group results were significantly different between the settings in favor of the conventional
meeting2, t-Test, t(8) = 1.897, p = 0.094. Since there was a small sample size, the data was
tested with the Fisher-Pitmans-Randomization-Test (see Bortz & Lienert, 1998), which yielded
comparable results (p = 0.02).
3.3.5.5 Condition 1: Hypothesis 3 – Problem-Solving Processes
For testing the hypothesis whether the problem-solving processes are equal for the design task
amphibious car under the two meeting conditions cAR/PE!2 and conventional meeting2; two
coders analyzed independently the problem-solving processes according to the category system
presented in table 3.27. If the coders had differences in the ratings, the video tape was stopped
and the critical sequence was repeated. Additionally, the time of each episode was recorded in
seconds.
A descriptive analysis of the data was conducted to specify the hypotheses for testing of differ-
ences between the conditions because of the large state space of the category system. For each
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condition, the frequency and time periods of episodes are presented in tables and matrices show
the episodes’ transition rates.
The frequency and time periods of episodes as well as the matrices of transition rates and step
functions for each group are presented in section C.8 and section C.7.
Furthermore, group results and POSTSMMs are presented and discussed in the context of the
group process. The group results served as dependent variable to estimate the quality of the
group process. The POSTSMMs were used because they present the absolute shared knowl-
edge in a group and therefore, POSTSMMs were seen as a sound basis to find a common deci-
sion in the group. The POSTSMMs were correlated with the group results as cross-validation.
Based on the descriptive results, hypotheses were conducted and then, the necessary inference
statistical procedure was chosen and performed.
Table 3.32: Frequencies and seconds of episodes for the problem-solving process under the conditions cAR/PE!2
and conventional meeting2.
FR t (sec) FR t (sec)
0 Absence of activity 5 64 2 34
1 Definition of the problem 9 139 4 76
2 Identification of part structures 42 765 26 1067
3 Development of solution principles 53 2445 39 1594
4 Evaluation of solution principles 29 734 18 563
5 Decision 0 0 0 0
6 Further procedure 0 0 3 44
7 Disturbance 1 285 0 0
8 Poor sound 0 0 11 268
9 Reflection of the process 9 183 17 334
10 Problems with cAR/PE!2 0 0 10 352
11 Miscellaneous 1 7 0 0
12 Discussion about cAR/PE! 0 0 6 168
13 Completed 2 0
Conventional 
meeting2
cAR/PE!2
meeting
Category system for the
problem solving process
Amphibious task
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Table 3.33: Transition rates of the episodes for the conventional meeting2 condition and the cAR/PE!2 meeting
condition.
0 1 2 3 4 7 9 11 13 Sum 0 1 2 3 4 6 8 9 10 12 Sum
0 0 1 2 2 0 0 0 0 0 5 0 0 0 0 1 0 0 0 1 0 0 2
1 0 0 3 4 0 0 2 0 0 9 1 0 0 3 0 0 0 0 1 0 0 4
2 0 0 0 32 5 1 2 1 1 42 2 0 0 1 12 1 1 5 5 1 0 26
3 4 4 17 2 23 0 3 0 0 53 3 1 0 7 1 14 1 5 3 4 3 39
4 1 1 12 12 1 0 1 0 1 29 4 1 0 3 13 0 0 0 0 1 0 18
7 0 0 0 0 1 0 0 0 0 1 6 0 0 0 1 0 2 0 0 0 0 3
9 0 0 6 3 0 0 0 0 0 9 8 0 0 5 4 1 0 0 1 0 0 11
11 0 0 0 0 0 0 1 0 0 1 9 0 1 5 4 1 1 1 1 3 0 17
10 0 0 1 2 1 0 0 3 0 3 10
12 0 0 1 2 0 0 0 2 1 0 6
Conventional meeting2
amphibious car  task
cAR/PE!2
amphibious car task
Table 3.34: Group results and POSTSMMs for the conventional meeting2 condition and the cAR/PE!2 meeting
condition.
Group 1 2 3 4 5 11 12 13 14 15
Group result 3 2 2 2 2 2 2 1 2 1
Common POSTSMM 12.375 15.375 15.625 8.500 13.000 16.250 11.000 10.125 15.375 12.875
cAR/PE!2 meetingConventional meeting2
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Conventional Meeting2Condition. Under this condition, groups very often alternated between
the episodes 2 (identification of part-structures), 3 (development of solution principles) and 4
(evaluation of solution principles). The groups alternated 32 times from episode 2→ 3 (21.5%
of the total transition rates), 17 times from episode 3→ 2 (11% of the total transition rates), 23
times from episode 3→ 4 (15% of the total transition rates), 12 times from episode 4→ 2 and
12 times from episode 4→ 3 (each one was 8.1% of the total transition rates).
When considering 3 sequences of episodes, the conventional meeting2 groups changed 12 times
from the episodes 2→ 3→ 4, 11 times from the episodes 3→ 2→ 3 and 11 times from the
episodes 2→ 3→ 2.
The 3rd episode was the most frequent episode with 53 observations (35.6% of all episodes)
and with 2445 seconds measured in the 3rd episode (52.9% of the total time). The episodes 2
(28% of all episodes and 16.6% of the total time) and 4 (19.5% of all episodes and 15.9% of
the total time) happened also very frequently. All of the groups defined the problem (episode 1)
and two conventional meeting2 groups finished the discussion by themselves.
cAR/PE!2 Meeting Condition. These groups alternated often between the episodes 2 (identi-
fication of part-structures), 3 (development of solution principles) and 4 (evaluation of solution
principles) similar to the conventional meeting2 groups but not to the same extent. The groups
alternated 12 times from episode 2→ 3 (8.8% of the total transition rates), 7 times from episode
3→ 2 (5.1% of the total transition rates), 14 times from episode 3→ 4 (10.3% of the total tran-
sition rates), 3 times from episode 4→ 2 (2.2% of the total transition rate) and 13 times from
episode 4→ 3 (9.6% of the total transition rates).
When considering 3 sequences of episodes, the cAR/PE!2 groups alternated 4 times from the
episodes 2→ 3→ 4, 3 times from the episodes 3→ 2→ 3 and 3 times from the episodes 2→
3→ 2.
The 3rd episode was the most frequent episode with 39 observations (28.7% of all episodes)
and with 1594 seconds measured in the 3rd episode (35.4% of the total time). The episodes 2
(19.1% of all episodes and 23.7% of the total time) and 4 (13.2% of all episodes and 12.5%
of the total time) happened also very frequently. All cAR/PE!2 groups reflected the process
(episode 9), altogether cAR/PE!2 groups (reflection of the process 17 times) reflected more
often the process than conventional meeting2 groups (reflection of the process 9 times). Four
cAR/PE!2 groups defined the problem whereas no groups finished the discussion by themselves.
These differences in the problem-solving processes had an influence on the group results. The
conventional meeting2 groups performed better in solving the complex design task amphibious
car than the cAR/PE!2 groups. After analyzing the problem-solving processes in more detail, it
can be concluded that the group processes were different not in the structure of the processes but
in the frequency of the episodes. In the following, the hazard rates are presented that differed
significantly. The hazard rates with no significant difference are not presented here.
In order to test the hypothesis that there is no difference between the transition rates of the two
different meeting conditions conventional meeting2 and cAR/PE!2, event history analyzes were
performed using parametric transition rate models to estimate the hazard rates. Differences of
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frequencies are only presented descriptively because of reasons mentioned in section 3.2.4.6.
The different meeting conditions are considered as time-constant covariate and the previous
events are considered as time-dependent covariate. There were not enough events for conduct-
ing a statistical analysis for counting processes.
Results for the hazard rate 2 → 3 comparing the conditions conventional meeting2 and
cAR/PE2.
Table 3.35: Results for comparing the hazard rates from episode 2→ 3 with the meeting condition as time-constant
covariate and the pre-events as time-dependent covariate.
Org Des MT Variable Coeff Error C/Error Significance
2 3 A CONSTANT -1.3310 0.5946 -2.2383 0.9748
2 3 A CONDITION -1.4334 0.3503 -4.0921 1.0000
2 3 A PRE-EVENTS -0.0888 0.0666 -1.3327 0.8174
      Log likelihood (starting values): -208.0749
      Log likelihood (final estimates): -198.4608     
The test statistic is
LR = 2
(
(−198.4608)− (−208.0749)) = 19.2282
Unfortunately, when considering the previous events as time-dependent covariate no model fits
the data. However, the previous events have no significant effect on the hazard rates. Therefore,
only the meeting conditions are considered as time-constant covariate.
Table 3.36: Results for comparing the hazard rates from episode 2 → 3 for the amphibious car task with the
meeting condition as covariate.
Org Des Variable Coeff Error C/Error Significance
2 3 CONSTANT -1.8606 0.4564 -4.0763 1.0000
2 3 CONDITION -1.3136 0.3385 -3.8805 0.9999
Log likelihood (starting values):     -208.0749
Log likelihood (final estimates):     -199.4249
The test statistic is
LR = 2
(
(−199.4249)− (−208.0749)) = 17.3
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with one degree of freedom and with LR = 17.3 > 1.323 given a significance level of 0.25 and
LR = 17.3 > 2.71 given a significance level of 0.10. Unfortunately, no value for α = 0.2 could
be found. However, it can be concluded that there is a significant difference between the hazard
rates for the transition from episode 2 → 3 when comparing cAR/PE!2 with the conventional
meeting2 condition, 0.9999 > 0.8. The exponential model is presented as a rate model since
it fitted the data well with a significance of 1.000. However, the models with polynomial rates
and the Gompertz-Makeham model also showed a good fit. Figure 3.10 sets out the hazard rates
for both meeting conditions. The hazard rate, and thus the probability to change from episode
2 → 3, was higher for the conventional meeting2 groups compared with cAR/PE!2 groups.
Furthermore, the conventional meeting2 groups changed about a factor of 2.7 more often from
episode 2→ 3.
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Figure 3.10: Hazard rates for the transition 2→ 3 for the amphibious car task, whereas the dashed line presents
the conventional meeting2 groups and the continuous line presents the cAR/PE!2 meeting groups.
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Results for the hazard rate 4 → 2 comparing the conditions conventional meeting2 and
cAR/PE2.
Table 3.37: Results for comparing the hazard rates from episode 4 → 2 for the amphibious car task with the
meeting condition as time-constant covariate and the pre-events as time-dependent covariate.
Org Des MT Variable Coeff Error C/Error Significance
4 2 A CONSTANT -2.3006 0.9933 -2.3160 0.9794
4 2 A CONDITION -1.1956 0.6482 -1.8444 0.9349
4 2 A PRE-EVENTS -0.1941 0.1726 -1.1244 0.7391
      Log likelihood (starting values): -81.8964
      Log likelihood (final estimates): -79.3744    
The test statistic is
LR = 2
(
(−79.3744)− (−81.8964)) = 5.044
Unfortunately, when considering the previous events as time-dependent covariate no model fits
the data. However, the previous events have no significant effect on the hazard rates. Therefore,
only the meeting conditions are considered as time-constant covariate.
Table 3.38: Results for comparing the hazard rates from episode 4 → 2 for the amphibious car task with the
meeting condition as covariate.
Org Des Variable Coeff Error C/Error Significance
4 2 CONSTANT -2.9925 0.8165 -3.6651 0.9998
4 2 CONDITION -1.1211 0.6455 -1.7367 0.9176
Log likelihood (starting values):     -81.8964
Log likelihood (final estimates):     -80.0672
The test statistic is
LR = 2
(
(−80.0672)− (−81.8964)) = 3.6584
with one degree of freedom and with LR = 3.6584 > 1.323 given a significance level of 0.25
and LR = 3.6584 > 2.71 given a significance level of 0.10. There was a significant difference
between the hazard rates for the transition from episode 4→ 2 when comparing cAR/PE!2 with
the conventional meeting2 condition. Unfortunately, because of the small sample size under the
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cAR/PE!2 meeting condition, no model could fit the data, although the transition rates differ
by about a factor 4 in favor of the conventional meeting2. Figure 3.11 shows the hazard rates
for both meeting conditions. The hazard rate, and thus the probability to change from episode
4→ 2, is higher for the conventional meeting2 condition and is constant over the time for both
meeting conditions.
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Figure 3.11: Hazard rates for the transition 4→ 2 for the amphibious car task, whereas the dashed line presents
the conventional meeting2 groups and the continuous line presents the cAR/PE!2 meeting groups.
Taking the disturbances of the processes caused by cAR/PE!2 (27 times in total for the episodes
8, 10 and 12) into account and comparing only the 1st to the 4th episode relative to their occur-
rence, the frequencies of episodes for the two different meeting conditions were comparable;
see table 3.39.
Table 3.39: Relative frequencies comparing the 1st to the 4th episode of cAR/PE!2 and conventional meetings2
under the condition amphibious car.
Episode (%) Time (%) Episode (%) Time (%)
1 6.8 3.4 4.6 2.3
2 31.6 18.7 29.9 32.3
3 39.8 59.9 44.8 48.3
4 21.8 18.0 20.7 17.1
Conventional meeting2 cAR/PE!2  meeting
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As conventional meeting2 groups, cAR/PE!2 groups were mostly in the episodes 2 (identifi-
cation of part-structures), 3 (development of solution principles) and 4 (evaluation of solution
principles). cAR/PE!2 groups were only in the 2nd episode slightly longer than conventional
meeting2 groups, which was mainly caused by group 15. This group had enormous problems
with the sound.
Furthermore, cAR/PE!2 groups (17 times in total) reflected the process (episode 9) more often
than conventional meeting2 groups (9 times in total). Considering the frequency of episode
9 in more detail, it was evident that in cAR/PE!2 groups, some sort of disturbing episodes
happened 7 times before groups reflected the process (episode 9), the disturbing episodes were
0 (absence of activity), 8 (poor sound quality), 10 (problems with cAR/PE!2) or 12 (discussion
about cAR/PE!2). In the conventional meeting2 groups, only one disturbing episode (episode
11) happened before the groups reflected on the process (episode 9). Therefore, cAR/PE!2 and
conventional meeting2 groups reflected the problem-solving process nearly similar, the higher
frequency of the episode 9 for cAR/PE!2 groups was caused by the disturbances mainly caused
by the software of cAR/PE!2.
To sum up the analysis above, there were differences in the problem-solving processes between
cAR/PE!2 and conventional meeting2 groups, but these differences were not structural as in the
first study; they were caused by the disturbing episodes in the group.
The common POSTSMMs did not correlate with the group results, therefore, they could not be
used to predict group results.
3.3.5.6 Condition 2: Hypothesis 4 – Mental Models
The hypothesis was tested if the completeness of the users’ mental models and the level of
shared knowledge about the design task within the group are different between cAR/PE!2 and
cAR/PE!2 no room in favor of cAR/PE!2. This hypothesis was tested and discussed in more
detail in the section C.9 and was incorporated in this thesis for cross-validation of the whole ex-
periments data and a summery is provided in this section. Data of mental models were gathered
as described under section 3.3.5.3.
Completeness of IMMs. The completeness of IMMs was tested by an analysis of covariance
under the factor meeting condition. The PREIMM was used as a co-variate to account for indi-
vidual differences such as experience in design tasks. For a detailed description see section C.9.
There was no significant difference in mental models comparing the two meeting conditions
cAR/PE!2 and cAR/PE!2 no room, F (1, 27) = 2.225, p = 0.0735.
Completeness of SMMs. To test the effects of the factor meeting conditions on SMMs, a Mann
and Whitney U-Test was conducted. This type of test was chosen because the preconditions to
conduct an analysis of covariance were not fulfilled. The POSTSMMs were eliminated from
the PRESMMs, before conducting the test. For a detailed description see section C.9.
There was no significant effect between the two different meeting conditions comparing SMMs,
U = 6, p = 0.111.
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3.3.5.7 Condition 2: Hypothesis 5 – Group Results
The hypothesis was tested that group results of the design task are different comparing cAR/PE!2
with cAR/PE!2 no room in favor of cAR/PE!2. For the point system of group results see ta-
ble 3.28.
For testing the hypothesis, a t-Test for independent samples was conducted with the dependent
variable being group results. In addition, a descriptive analysis of the data was performed,
which is presented in table 3.40.
Table 3.40: Descriptive statistics for the group results under the meeting conditions cAR/PE!2/cAR/PE!2 no room
for the design task amphibious car.
Condition N Mean
value
Standard
deviation
cAR/PE!2 meeting 5 1.6 0.245
cAR/PE!2 no room 
meeting 5 1.8 0.374
Group 
results
Before conducting a t-Test, the homogeneity of variances was confirmed with a Levene-Test
(see table 3.41).
Table 3.41: t-Test of group results for the design task amphibious car under the conditions cAR/PE!2 and cAR/PE!2
no room.
F Sig. T Df Sig.(2-tailed)
Variances are 
homogeneous 0.640 0.447 -0.447 8 0.667
Levene-Test
of variance 
homogeneity
T-Test for
independent samples
The assumed difference of group results was not confirmed between the meeting conditions
cAR/PE!2 and cAR/PE!2 no room, t-Test, t(8) = −0.447, p = 0.334.
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3.3.5.8 Condition 2: Hypothesis 6 – Problem-Solving Processes
For testing if the problem-solving processes are different for the design task amphibious car
under the two meeting conditions cAR/PE!2 and cAR/PE!2 no room in favor of cAR/PE!2; two
coders analyzed independently the problem-solving processes according to the category system
presented in table 3.27. If the coders had differences in the ratings, the video tape was stopped
and the critical sequence was repeated. Additionally, the time of each episode was recorded in
seconds.
A descriptive analysis of the data was conducted to specify the hypotheses for testing of differ-
ences between the conditions because of the large state space of the category system. For each
condition, the frequency and time periods of episodes are presented in tables. Matrices show
the transition rates of the episodes.
The frequency and time periods of episodes as well as the matrices of transition rates and step
functions for each group are presented in section C.10 and section C.7.
Furthermore, group results and POSTSMMs are presented and discussed in the context of the
group process. The POSTSMMs were correlated with the group results as cross-validation.
Based on the descriptive results, hypotheses were conducted and then, when necessary the
inference statistical procedures were chosen and performed.
Table 3.42: Frequencies and seconds of episodes for the problem-solving process under the meeting conditions
cAR/PE!2 and cAR/PE! no room .
FR t (sec) FR t (sec)
0 Absence of activity 2 34 0 0
1 Definition of the problem 4 76 4 97
2 Identification of part structures 26 1067 22 571
3 Development of solution principles 39 1594 43 2706
4 Evaluation of solution principles 18 563 14 327
5 Decision 0 0 0 0
6 Further procedure 3 44 0 0
7 Disturbance 0 0 2 82
8 Poor sound 11 268 1 25
9 Reflection of the process 17 334 17 308
10 Problems with cAR/PE!2  (no room ) 10 352 7 321
11 Miscellaneous 0 0 0 0
12 Discussion about cAR/PE!2  (no room ) 6 168 2 63
13 Completed 0 0
cAR/PE!2
meeting
cAR/PE!2
no room
meeting
Category system for the
problem solving process
Amphibious task
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Table 3.43: Transition rates of the episodes under the meeting conditions cAR/PE!2 and cAR/PE!2 no room.
0 1 2 3 4 6 8 9 10 12 Sum 1 2 3 4 7 8 9 10 12 Sum
0 0 0 0 1 0 0 0 1 0 0 2 1 0 0 2 0 0 0 2 0 0 4
1 0 0 3 0 0 0 0 1 0 0 4 2 1 0 16 0 2 0 2 1 0 22
2 0 0 1 12 1 1 5 5 1 0 26 3 1 12 4 13 0 1 7 4 1 43
3 1 0 7 1 14 1 5 3 4 3 38 4 0 2 9 1 0 0 1 0 1 14
4 1 0 3 13 0 0 0 0 1 0 18 7 0 1 0 0 0 0 1 0 0 2
6 0 0 0 1 0 2 0 0 0 0 3 8 0 0 1 0 0 0 0 0 0 1
8 0 0 5 4 1 0 0 1 0 0 11 9 1 5 7 1 0 0 1 2 0 17
9 0 1 5 4 1 1 1 1 3 0 17 10 0 1 5 0 0 0 1 0 0 7
10 0 0 1 2 1 0 0 3 0 3 10 12 0 1 1 0 0 0 0 0 0 2
12 0 0 1 2 0 0 0 2 1 0 6
cAR/PE!2
amphibious car task
cAR/PE!2 no room
amphibious car task
Table 3.44: Group results and POSTSMMs under cAR/PE!2 and cAR/PE!2 no room.
Group 11 12 13 14 15 6 7 8 9 10
Group result 2 2 1 2 1 3 1 1 2 2
Common POSTSMM 16.250 11.000 10.125 15.375 12.875 9.750 5.625 10.000 9.125 11.250
cAR/PE!2 meeting cAR/PE!2 no room  meeting
Meeting Condition cAR/PE!2 no room compared with cAR/PE!2. cAR/PE!2 no room groups
alternated often between the episodes 2 (identification of part-structures), 3 (development of
solution principles) and 4 (evaluation of solution principles) as the cAR/PE!2 groups. For the
descriptive results of cAR/PE!2 groups see section 3.3.5.5.
The cAR/PE!2 no room groups alternated 16 times from episode 2 → 3 (14.3% of the total
transition rates), 12 times from episode 3 → 2 (10.7% of the total transition rates), 13 times
from episode 3→ 4 (11.6% of the total transition rates), two times from episode 4→ 2 (1.8%
of the total transition rate) and nine times from episode 4→ 3 (8% of the total transition rates).
When considering three sequences of episodes, the sequence 3→ 2→ 3 happened nine times in
cAR/PE!2 no room groups whereas this sequence was only observed for three times in cAR/PE!2
groups. The other 3-sequence alternatives were comparable.
For all cAR/PE!2 no room groups, the 3rd episode was the most frequent episode with 43
observations (38.1% of all episodes) and the longest episode with 2706 seconds (60.1% of
the total time). The episodes 2 (19.6% of all episodes and 12.7% of the total time) and 4 (12.5%
of all episodes and 7.3% of the total time) happened also very frequently. All cAR/PE!2 no
room groups reflected the process (episode 9), altogether cAR/PE!2 no room groups reflected
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the process to the same extend as cAR/PE!2 groups, under both conditions 17 times. Only
two cAR/PE!2 no room groups defined the problem and no group finished the discussion by
themselves.
The cAR/PE!2 no room groups were very long in the 3rd episode and less time in the 2nd episode
when compared with cAR/PE!2 groups. Additionally, only two disturbances happened before
episode 9 (reflection of the process) in cAR/PE!2 no room groups whereas seven disturbances
happened before episode 9 in cAR/PE!2 groups.
In order to test the hypothesis that there is a difference between the transition rates of the two
different meeting conditions in favor of cAR/PE!2, event history analyses were performed us-
ing parametric transition rate models to estimate the hazard rates. Differences of frequencies
are only presented descriptively because of reasons mentioned in section 3.2.4.6. The different
meeting conditions are considered as time-constant covariate and the previous events are con-
sidered as time-dependent covariate. There were not enough events for conducting statistical
analyses for counting processes.
Results for the hazard rate 2→ 3 comparing the conditions cAR/PE!2 and cAR/PE!2 no
room.
When comparing the hazard rates between the different transitions, a significant difference of
the transition rate 2→ 3 could be found. There were no differences between the other transition
rates, therefore, the results are not presented.
Table 3.45: Results for comparing the hazard rates from episode 2 → 3 for the amphibious car task with the
meeting condition as time-constant covariate and the pre-events as time-dependent covariate.
Org Des MT Variable Coeff Error C/Error Significance
2 3 A CONSTANT -6.0994 1.0760 -5.6685 1.0000
2 3 A CONDITION 0.8907 0.3834 2.3233 0.9798
2 3 A PRE-EVENTS -0.0503 0.1020 -0.4930 0.3780
      Log likelihood (starting values): -141.9327
      Log likelihood (final estimates): -138.9234     
The test statistic is
LR = 2
(
(−138.9234)− (−141.9327)) = 6.0186
with one degree of freedom, whereas LR = 6.0186 > 3.84 given a significance level of 0.05. It
can be concluded that there is a difference between the hazard rates for the transition from the
episode 2→ 3 comparing cAR/PE!2 with cAR/PE!2 no room, 0.9832 > 0.95. The exponential
model is presented as rate model, because it fitted the data well with a significance of 1.000.
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However, the models with polynomial rates and the Gompertz-Makeham model fitted the data
also very well. Figure 3.12 shows the hazard rates for both meeting conditions. The hazard
rate and therefore, the probability to change from episode 2→ 3 was higher for the cAR/PE!2
groups compared with cAR/PE!2 no room meeting groups. cAR/PE!2 groups were a longer
period of time in episode 2, however, cAR/PE!2 no room changed more often from episode 2→
3 than cAR/PE!2 groups.
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Figure 3.12: Hazard rates for the transition 2→ 3 for the amphibious car task, whereas the dashed line presents
the cAR/PE!2 no room groups and the continuous line presents the cAR/PE!2 meeting groups.
To sum up, the problem-solving processes of cAR/PE!2 no room groups differed slightly com-
pared with cAR/PE!2 groups. Taking the disturbances of the process caused by the software
cAR/PE!2 (27 times in total for the episodes 8, 10 and 12) and by the software cAR/PE!2 no
room (only ten times in total for the episodes 8, 10 and 12) into account, cAR/PE!2 groups had
obviously more disturbances than cAR/PE!2 no room groups.
cAR/PE!2 groups were a longer time in episode 2 (identification of part-structures) which was
mainly caused by group 15 which had problems with its sound and alternated often between the
two episodes 2 (identification of part-structures) and 8 (poor sound). cAR/PE!2 no room groups
were a longer period of time in episode 3 which was noticeable to them. Episode 9 (reflection
of the process) occurred in the same extend under both meeting conditions whereas, cAR/PE!2
groups reflected seven times the process after disturbances, cAR/PE!2 no room groups reflected
only two times the process after disturbances. Considering the description above, the differ-
ences of the episodes depended strongly on the disturbances groups had in cAR/PE!2 meetings,
therefore, these groups had less time for the important episodes of the problem-solving process.
However, there was no structural difference between the two meeting conditions. cAR/PE!2
groups had only a higher frequency of disturbances than cAR/PE!2 no room groups which had a
negative influence on the number of frequency of the important episodes 1 to 4 of the problem-
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solving process and the period of time, especially in episode 3 (development of solution princi-
ples).
The common POSTSMMs correlate not with the group results. Therefore, they could not be
used to predict group results.
3.3.5.9 Condition 2: Hypothesis 7 – Sense of Spatial Presence
The sense of spatial presence was tested to establish if there is a difference when comparing
cAR/PE!2 with cAR/PE!2 no room in favor of cAR/PE!2.
Some participants misunderstood the question about the group atmosphere, therefore, the ques-
tion was not tested. To test for differences between the sense of spatial presence a multivariate
Hotelling T 2-Test was conducted which is a special case of the unifactorial ANOVA with two
factor steps and multiple dependent variables (Diehl and Staufenbiel, 2001). In addition, a
descriptive analysis of the data was performed, which is presented in table 3.46.
Table 3.46: Descriptive statistics for the sense of spatial presence under the meeting conditions cAR/PE!2 /
cAR/PE!2 no room for the design task amphibious car.
Meeting
condition
Mean
value
Standard
deviation N
Present cAR/PE!2 3.2 0.676 15
cAR/PE!2
no room
3.2 0.676 15
Acting cAR/PE!2 2.93 0.799 15
cAR/PE!2
no room
2.93 0.704 15
Orientation cAR/PE!2 2.8 0.676 15
cAR/PE!2
no room
3.13 0.516 15
Dependent variable: Group results
Violations of preconditions for the ANOVA could be neglected because n > 10 and the samples
had the same size (Bortz, 1993). The results of the multivariate Hotelling T 2-Test are presented
in table 3.47 and table 3.48.
The assumed difference of the sense of spatial presencewas not confirmed between the meeting
conditions cAR/PE!2 and cAR/PE!2 no room. The test of the between subject effects showed no
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significant difference between the sense of spatial presence, only the orientation in the virtual
meeting room/environment was nearly significant.
Table 3.47: Multivariate Hotelling T 2-Test for the sense of spatial presence under the conditions cAR/PE!2 and
cAR/PE!2 no room.
Value F HypothesisDf
Error
Df Sig.
0.086 1.276 (a) 2.000 27.000 0.538
(a) Exact statistics
Pillai-Trace
Table 3.48: Test of the between subject effects for the sense of spatial presence under the conditions cAR/PE!2 and
cAR/PE!2 no room.
 Sum of
squares Typ III df
Mean of
squares F Sig.
Present 0 1 0 0 1
Acting 0 1 0 0 1
Orientation 0.833 1 0.833 2.303 0.14
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3.3.6 Discussion of the Experiment
Results are discussed following the hypotheses outlined in section 3.3.3.1. Afterwards, the
dependent variables, the experimental design and further developments of cAR/PE!2 will be
discussed.
3.3.6.1 Condition 1: Discussion of the Hypotheses
The general hypothesis outlined in section 3.3.3.2 was not confirmed: In contrast to the expec-
tations, there was still a difference between group performance when comparing conventional
meetings2with cAR/PE!2meetings. Groups performed still better in elaborating the design task
in conventional meetings2.
Nevertheless, statistical analyses confirmed the first hypothesis: There was no significant dif-
ference between the developed mental models when comparing conventional meetings2 with
cAR/PE!2.
But in hypothesis 2, the difference of the mean values for the group results was still significant
(p = 0.094) in favor of the conventional meeting2.
The differences of group results were underlined by results of hypothesis 3 because the problem-
solving processes were still different comparing cAR/PE!2 with conventional meetings2. How-
ever, these differences were not structural as in the first study: cAR/PE!2 groups had a similar
group process, but many disturbances, which were mainly caused by the software, cAR/PE!2
groups were less frequently in the important episodes 2 (identification of part-structures), 3
(development of solution principles) and 4 (evaluation of solution principles).
Additionally, cAR/PE!2 groups reflected more often the group process (episode 9). However,
when analyzing the data in more detail, it was evident that cAR/PE!2 and conventional meet-
ing2 groups reflected the group process to the same extend, the higher frequency of episode 9
(reflection of the process) was caused by the disturbances of the process. After these distur-
bances, the groups reflected seven times on the group process in order to come back into the
group discussion. For the typical problem-solving process for groups solving the design task
amphibious car in a conventional meeting2 and in cAR/PE!2; see figure 3.13 and figure 3.14.
There was no correlation between the common POSTSMMs and group results. It was difficult
to get any discriminative power because eight groups had the same average group result. The
two groups with the lowest group results had a low and an average common POSTSMM score
whereas, the group with the highest group result had an average common POSTSMM score.
The common POSTSMMs of groups with an average group result were distributed between
low and high scores. A prediction of group results based on the common POSTSMMs was not
possible. This phenomenon is discussed further in section 3.3.6.3.
In the context of the theoretical background, the results of the hypotheses confirm the impor-
tance of the presentation of a complex design task for group work and therefore, the enhance-
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Figure 3.13: A typical problem-solving process for groups solving the design task amphibious car in the conven-
tional meeting2 (x-axis: time in seconds; y-axis: episodes of the problem-solving process).
ment of Vertegaal et al. (1997) framework with the concept of task awareness. The design
element was not touchable and the visibility was not different under both meeting conditions.
Hence, the direct task awareness and the complexity of the task were kept constant.
The group results were still different between both meeting conditions but the group processes
were similar comparing cAR/PE!2 and conventional meetings2 in more detail. The differ-
ences of the group processes were not caused by the task, as in the first study, but as a re-
sult of cAR/PE!2 groups having more disturbances in their problem-solving processes caused
by the software than conventional meeting2 groups. These disturbances influenced negatively
the workspace and conversational awareness because group members talked about the use of
cAR/PE!2, e.g. where they are at the moment, how to use the space mouse or what they can do
in cAR/PE!2. However, these breaks are also an indicator that groups in cAR/PE!2 had still less
workspace and conversational awareness than in the conventional meeting2 because cAR/PE!2
groups talked about how to orientate in cAR/PE!2 and to use cAR/PE!2. Additionally, due to
the disturbances, cAR/PE!2 groups had less time to talk about the task, which resulted in lost
time for other episodes. Therefore, it can be assumed, when working a longer time with the
software, groups gain more expertise and better orientation using cAR/PE!2, and consequently
they will have less disturbances which results in a higher workspace and conversational aware-
ness. Furthermore, the protocol written by the moderator on the presentation board supported
the decision episode 4 (evaluation of solution principles).
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Figure 3.14: A typical problem-solving process for groups solving the design task amphibious car in cAR/PE!2
(x-axis: time in seconds; y-axis: episodes of the problem-solving process).
The model for the elements of distributed group work was efficient in systematically finding
differences between the conditions. Like in the first study, differences could be structurally
explored and compared on an objective level. The enhanced framework developed by Vertegaal
et al. (1997) provided a sound basis to evaluate the explored differences and to conduct the
hypotheses.
3.3.6.2 Condition 2: Discussion of the Hypotheses
The general hypothesis outlined in section 3.3.3.3 assumed that there is a difference in group
performance for groups solving the design task amphibious car in favor of cAR/PE!2. How-
ever, this was not confirmed – there is no difference when comparing the meeting conditions
cAR/PE!2 and cAR/PE!2 no room.
Statistical analyses resulted in no significant differences between the two meeting conditions
comparing IMMs and SMMs testing hypothesis 4; see section C.9.
The assumed difference of group results under hypothesis 5 was not confirmed between the
meeting conditions cAR/PE!2 and cAR/PE!2 no room.
The problem-solving processes were slightly different comparing the cAR/PE!2 groups with
the cAR/PE!2 no room groups under hypothesis 6. In particular, the cAR/PE!2 groups had
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more disturbances (27 times) of their problem-solving process caused by the cAR/PE!2 software
whereas cAR/PE!2 no room groups had only 11 disturbances caused by their software. There-
fore, cAR/PE!2 no room groups were more frequently in important episodes of the problem-
solving process and were obviously longer in the 3rd episode (development of solution prin-
ciples). cAR/PE!2 groups interacted for a longer period of time in episode 2 (identification
of part-structures) which was also observable when considering the hazard-rates from episode
2 → 3, but when considering the data in more detail, it was obvious that this difference was
caused only by group 15 which alternated often between the episodes 2 (identification of part-
structures) and 8 (poor sound). After the frequent disturbances (episode 8), caused by the poor
sound, group 15 tried to come back into the problem-solving process, for the other groups under
both meeting conditions, episode 2 (identification of part-structures) was comparable.
Additionally, episode 9 (reflection of the process) occurred 17 times under both meeting con-
ditions, but cAR/PE!2 groups reflected more often after the disturbances in the process (seven
times) whereas cAR/PE!2 no room groups reflected the process after only two interruptions.
But these differences were not systematical and of no statistical relevance which was under-
lined by the comparable group results of hypothesis 5. For the typical problem-solving process
for groups solving the design task amphibious car in cAR/PE!2 and in cAR/PE!2 no room; see
figure 3.14 and figure 3.15.
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Figure 3.15: A typical problem-solving process for groups solving the design task amphibious car in cAR/PE!2 no
room (x-axis: time in seconds; y-axis: episodes of the problem-solving process).
In hypothesis 7, the assumed difference of the sense of spatial presencewas not confirmed when
comparing cAR/PE!2 with cAR/PE!2 no room groups. The test of the between subject effects
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showed only a nearly significant difference between the orientation in the virtual meeting room
and the monochromatic environment with p = 0.07 in favor of the virtual meeting room.
To sum up the results above, in the context of the theoretical background, the concept of work-
space and therefore workspace awareness has to be differentiated better: The virtual meeting
room in cAR/PE!2 supported the orientation for the groups in the common work space compared
with cAR/PE!2 no room where group members were together in a monochromatic background;
see the results of hypothesis 7. Therefore, the room metaphor which causes spatial orientation
seems to be important. Spatial presence was also a main factor for the sense of presence (Schu-
bert et al., 2001). In the long term, because of a better common orientation, spatial orientation
should support the awareness of who is talking about what with whom (Vertegaal et al., 1997).
Nevertheless, the virtual meeting room also distracted the groups from their task which be-
came obvious when considering the problem-solving processes of the groups under hypothesis
6. However, to gain as much context information as possible may lead to information overflow
and is therefore distracting and should be avoided.
A common virtual meeting room for distributed group work supports the orientation of group
members and therefore, in a long term, the awareness of who is talking about what with whom
(Vertegaal et al., 1997). But many features which are unnecessary for the discussion of the task,
are rather distracting. Groups should have only information necessary to solve the task and to
support the conversational awareness in the group like the virtual meeting room.
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3.3.6.3 Discussion of the Dependent Variables
Mental Models. Before using the method for eliciting mental models, Bergholz (2004) vali-
dated this method and improved it for analyzing the mental models of the second study, whose
results were incorporated in this current thesis. The correlation between group results and men-
tal models will be discussed later on as a further validation of the mental models.
Group Results. The group results were coded according to the category system described in
table 3.28 by two independent coders to avoid error variance whereby one of the coders was a
design engineer. In this study only the protocol written by the moderator was evaluated as group
result. The last three minutes of the group process were not evaluated as a part of group result
because according to experiences made in the first study, it was difficult to evaluate the last three
minutes of the group process when groups solved the design task (side-door). The solution of
the design task took all the time and not only the last three minutes in the problem-solving
process. However, when evaluating the whole problem-solving process, the evaluation would
no longer be an assessment of the group results but more an assessment of the group process.
Additionally, when solving the design task, the moderator’s influence was as strong on group
results because the combination of different variables was not as important as solving the cost-
optimizing task. This method was quite sufficient because the group results consisted of two
parts, the structure of the components and the completeness of the components and therefore,
group results for the design task were evaluated in more detail.
Problem-Solving Process. In the second study, a category system was used for coding the
problem-solving process different from that, used in the first study. Because groups only solved
a design task, a more specific category system derived from the VDI guidelines for design
methodology 2221, 2222 and 2223 was used to find differences in the problem-solving pro-
cesses. In addition, in the case of statements not able to be codified by the origin category
system, the category system was expanded by further categories. This method was very suf-
ficient because deductive categories from the theoretical background and inductive categories
generated out of the empirical observations were merged into one category system.
Sense of Spatial Presence. The sense of spatial presence was measured by answers to ques-
tions derived from the questionnaire developed by Schubert et al. (2001). The questions were
selected according to their influence on the explanation of variance for the concept of presence.
One further question about the orientation in the virtual environment was added. The results
had to be interpreted carefully because cAR/PE!2 did not create presence to the same extend
as discussed in the scientific community. Nevertheless, some valuable indications especially
about the importance of a virtual meeting room for a common understanding in the group were
derived. The question about understanding in the group was rejected because some participants
misunderstood this question and interpreted it to mean the acoustical sound versus feeling well
in the group.
Mental Models and Group Results. The group results were correlated with the
POSTSMMs. Under both conditions no correlation was found. As explained in the first study,
the necessity of sharing information in the group for a good group result depends strongly
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on the task to be solved (see section 3.2.5.2). A combination of an additive and disjunctive
task (Steiner, 1972), like the design task, needed information processing only under certain
circumstances, e.g. the cAR/PE! meeting condition of the first study, where a real side-door
provided information in the conventional meeting and only a photograph of this side-door was
provided in the cAR/PE! meeting where groups searched more together for information.
On the one hand, design tasks need less information sharing for a good group result because
sharing information is more important when information has to be combined for solving a task,
but on the other hand, the method for eliciting mental models had to be discussed in more detail.
Lum’s (2004) method for eliciting mental models was modified by Bergholz (2004). In partic-
ular the relationships between the variables were regarded as a source of high error variance.
Hence, the weighing of these relationships was reduced in the assessment of mental models.
Indeed, this modification avoided error variance, but the modification had also influence on
the discriminative power of the method; the relationships between the variables represent the
structure of the knowledge and therefore, are an important part of mental models (Kluwe, 1992;
van den Meer, 1996; Dutke, 1994b; Tschan & Semmen, 2001). In future research, the con-
flict between avoiding error variance and possible information loss of mental models has to be
considered.
3.3.6.4 Discussion of the Experimental Design
Both conditions for assessing differences between group work with the amphibious car were
quite sufficient. The impressions gathered by observing the group discussions and by discus-
sions with the participants showed that all participants took the task seriously and understood
the experimental meeting settings. Participants in Ulm took part in the conventional meeting2
condition. Most of them were known to the experimenters and understood the experimental re-
quirement of a conventional meeting. All participants from Ulm have done field work at plants
of DaimlerChrysler AG. For this reason, the same level of experience with design tasks was
assumed when comparing them with groups directly from the plants. This assumption was con-
firmed by elaborating PREIMMs – the groups did not differ in their previous knowledge under
the different meeting conditions. The other groups were randomly assigned to both cAR/PE!
conditions (2 and no room).
Considering the every day work environment of the drawn sample, the task to convert aMerce-
des SLK to an amphibious carwas not realistic. However, all important phases and requirements
for solving a design task had to be considered and the needed procedure to come to a solution
was the same as solving “real” design task. Additionally, experienced and inexperienced group
members had the possibility to find enough variables for solving parts of the design task. Fur-
thermore, participants were delighted when solving the task; most of them did not want to finish
the discussion after fifteen minutes and all participants were strongly concentrated when they
discussed the task and while creating the mental models. As in the first study, CPS provided by
Dörner et al. (1983) and the modified taxonomy by Fricke (1993) were very effectiv at deter-
mining the difficulty of the task, on the other hand, classifying the task clearly using Steiner’s
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classification system was difficult (1972).
Likewise, group phenomena (Brandstätter & Brodbeck, 2004) could be observed such as dom-
inant group members or lack of thought diversity as in the first study. These phenomena had
an influence on group results but they were difficult to observe. To get an impression of the
influence of group phenomena, a question about the group atmosphere was asked under both
conditions of the second study. Unfortunately, the question about the group atmosphere could
not be tested and the experimenters’ observations of group phenomena could not be confirmed
statistically because some participants misunderstood the question related to acoustical under-
standing; some thought the question was related to the sound problems and not the individual
interaction with each other. Therefore, the influence of group phenomena on the results could
not be excluded. However, the observed group phenomena were not conspicuous for one of the
conditions.
Under both conditions, groups elaborated only one session and therefore, the conditions lasted
less than an hour for each group, this time schedule was appropriate. Furthermore, the condi-
tions could be conducted with flexibility because the cAR/PE!2 software was installed on lap-
tops and the experiment could be accomplished in the participant’s own offices. Some valuable
information about the micro level and the macro level of group work were found. Nevertheless,
the problems of conducting controlled experiments in the field were the same as discussed in the
first study but because of the primary interest of external validity in this thesis, disadvantages
such as experimental control and the higher organizational effort were accepted. Problems with
the experimental control will be discussed in the next paragraph.
Under the first condition, predetermined groups were analyzed for the conventional meeting
condition, therefore, the better group results of the conventional meeting whether dependent on
the individuals in the groups and/or on the meeting situation, can not be excluded. However,
in spite of the disturbances caused by the software, when considering the PREIMMs and the
group processes, there were no differences in the previous individual knowledge and the group
processes were similar to the other groups under the other meeting conditions.
Additionally, in this study the groups worked on the task five minutes longer than in the first
study, which was sufficient to find out the effects of different meeting conditions, but in the long
run, it was not the same as working with the system on everyday tasks. Ideally, it would have
been beneficial if the participants were able to use the system for more than an hour instead of
the allotted fifteen minutes. Furthermore, statistical analyses for counting processes would be
possible when groups would work for a longer time on the task. As in the first study, group work
is difficult to examine because of the very complex dependencies between various variables but
because of the controlled experiment, some valuable information about variables which have a
main influence on group work were observed.
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Groups still had problems with solving a complex design task using cAR/PE!2 when comparing
with conventional meetings2. In the following section, implemented features and suggestions
for further implementations for improving cAR/PE!2 will be discussed.
The transmission of the sound was still not sufficient, since even marginal disturbances were
not accepted by the participants (see section C.6). However, the transmission of the sound is the
basis for the conversational awareness of who is talking about what with whom. The sound can
be improved on different levels. In spite of the audiocodec and the network loading, the quality
of the sound can be improved when using better hardware devices, for example a high quality
microphone (e.g. Shure WH30XLR) or an extern sound card (e.g. AUREON 5.1 USB and
Sennheiser Headset PC130). In future developments technicians should concentrate carefully
on developing a solid sound transmission because of the critical importance in group studies.
Closely connected to the sound is the transmission of the video streams. Although not tested,
the sound and the video streams were implemented so that there would be no delays between
them. There were no outstanding delays in the experiment, nevertheless, it was suggested that
all devices that were used, should be tested for problems in delays, e.g. in the mouse movements
or video streams as suggested by Steinmetz and Engler (1993) who give criteria for tolerances of
input devices for distributed group work. Additionally, for a better conversational awareness,
the eye contact between participants had to be improved. Eye movements are important to
regulate interaction between group members (Vertegaal 1997, Vertegaal et al. 2000 and Vons
1997). In his diploma thesis, Baldauf (2005) analyzed the eye contact between participants
and discussed four possibilities for catching the eye contact in cAR/PE!. However, conveying
eye contact using eye-controlled camera direction would be the best (see Vertegaal, Weevers,
Sohn & Cheung, 2003).
Furthermore, the use of the improved space mouse was still not sufficient for most of the partic-
ipants. Many participants preferred to use the mouse for navigating in the virtual environment
because they were more familiar with the use of the mouse and did not want to have more de-
vices. In addition, space mouse movements were slower. This feature was implemented and
evaluated by Thiele (2005). In future applications, it would be interesting to use eye move-
ments to steer the avatar instead of external devices because it would be the most direct and
fastest possibility for movements in the virtual meeting room.
The concept of workspace awareness was discussed in more detail in section 3.3.6.2. It is im-
portant that participants have a common workspace to support the awareness of who is talking
about what with whom (Vertegaal et al., 1997). Likewise, the common workspace should only
have information that is important for solving the task – participants should know where other
group members are and what they are working on which can be supported easily when using
the room metaphor. The cAR/PE!2 room should have just enough information sufficient for
solving the task and to locate other group members, however, it was determined that further
background information was more distracting rather than supporting the attention of the partic-
ipants; although these improvements have still to be done for the actualization of cAR/PE!2 in
the real work force.

4 General Discussion of the Two
Studies
Two studies were conducted to confirm the appropriateness of the enhanced theoretical frame-
work developed by Vertegaal et al. (1997) and the model for the elements of distributed group
work. On the practical level, the groupware system cAR/PE! was evaluated as a tool that can be
used as an alternative to conventional meetings for distributed engineering group work. There-
fore, distributed group work and local group work were reflected in the theoretical background.
The impact of the research on group work revealed that the task was seen as an important
element of distributed group work. Hence, the difficulty of the task was a central element
of the theoretical models and the empirical research. Since these studies were conducted in
the automotive industry, engineering tasks were of primary interest and were derived from the
empirical background, whereas CPS provided the theoretical background to compare different
engineering tasks objectively. To sum up, this thesis investigated the question if there were any
differences between group performances depending on the shared environment with the task as
moderator variable.
After observing and interviewing employees (see section B.1 and section B.2) at Daimler-
Chrysler AG, it was obvious that the meetings in which engineering tasks are discussed have
a clear structure with clear roles and aims that are learnt only in a true work environment.
Therefore, the challenge to conduct experimental field studies was accepted for this thesis. The
analysis of the problem-solving process in the group was a new and very promising approach
to analyze group work in general. And because of the high external validity of the studies
conducted, the data offers a deeper insight into engineer group work.
The aim of the first study was to analyze the general hypothesis if group performance is identical
for the cost-optimizing task in cAR/PE! and a conventional meeting whereas, when solving the
design task, the group performance yields differences under the two meeting conditions in favor
of the conventional meeting. All the results of the dependent variables confirmed the outlined
general hypothesis. After different statistical analyses, the mental models of participants and
group results were better under the condition conventional meeting and design task compared
with cAR/PE!; however, meeting attendees had comparable mental models and group results
when solving the cost-optimizing task under the two meeting conditions. According to Fish
et al. (1990), a higher number of interactions with the side-door was expected when solving the
design task in favor of the conventional meeting. However, group members interacted signifi-
cantly more often with the side-door under the condition design task and cAR/PE!. Because of
the qualitative observations made by the coders, it can be assumed that interaction was not lower
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in a conventional meeting but that it was different when compared with cAR/PE! meetings –
participants interacted with the side-door intensively with their eyes when solving the design
task in a conventional meeting. This result underlines the importance of eye movements for in-
formation processing proven by Velichkovsky (1995). Therefore, the task and the presentation
of the task had a direct influence on the task awareness, which was lower under the condition
cAR/PE! compared with conventional meetings, where a real side-door was available. This
conclusion could be supported by the descriptive results of hypothesis 4 as cAR/PE! groups
searched longer and more frequently for information than conventional meeting groups.
The problem-solving processes in the groups that solved the cost-optimizing task were some-
what different when comparing both meeting conditions, but these differences were not salient
and had no systematical influence on the group results. The problem-solving processes of
groups solving the design task under both meeting conditions were systematically different. The
conventional meeting groups were more solution oriented, whereas cAR/PE! groups searched
more for information. These results greatly enhanced the collecting of information in hypoth-
esis 2, where groups had a stymied interaction more frequently with the photograph of the
side-door in the cAR/PE! meeting than groups interacting with the actual side-door available
in the conventional meeting. These results confirm the loss of information due to the limited
transfer suffered in the communication process when using video conference systems assumed
by Vons (1996) and Gutwin & Greenberg (1996).
The different presentations and different interaction possibilities with the side-door had the
expected influence on awareness, that is, conversational, workspace, and task awareness, in
particular, when solving the design task. The conventional meeting groups solved the design
task better than the cAR/PE! groups; however, it was not clear if this was due to the tangible
object or the complexity of the task.
Based on the results of the first study, a second study was conducted. On the practical level,
the primary aim of the second study was to verify the improvements in cAR/PE! for groups
solving complex tasks with intangible content in cAR/PE!. Additionally, the importance of a
highly designed virtual workspace – the main factor of presence, spatial presence – was ana-
lyzed as Gutwin & Greenberg (1996) and Grudin (2001) assume that more context is important
for distributed group work. The two different research approaches described above are not in-
terdependent and, therefore, were analyzed under two conditions. On the theoretical level the
second study should give a deeper understanding of factors which are important when groups
have to solve a complex task in a distributed virtual meeting and the importance of the common
work environment for distributed group work.
Under the first condition of the second study, the hypothesis was tested whether group perfor-
mance is identical for groups solving a complex design task shown as a virtual object under the
conditions conventional meeting2 and cAR/PE!2meeting. However, groups performed still bet-
ter in elaborating the design task in conventional meetings2. In spite of the mental models that
are discussed in the scope of the dependent variables, the group results and the problem-solving
processes still diverged significantly for the two meeting conditions in favor of the conventional
meeting2. The difference between the problem-solving processes was not structural as in the
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first study. cAR/PE!2 groups had a similar group process as the conventional meeting groups
but, because of many disturbances mainly caused by the software, cAR/PE!2 groups were less
frequently involved in the important episodes of the problem-solving process.
In the context of the theoretical background, the results of the hypotheses confirm the impor-
tance of the presentation of a complex design task for group work and, thus, the enhancement
of Vertegaal’s et al. (1997) framework with the concept of task awareness. Tangibility and
visibility of the design element were the same under both meeting conditions. Hence, the direct
task awareness and the complexity of the task were kept constant. The disturbances caused by
the software cAR/PE!2 negatively influenced the workspace and conversational awareness as
group members talked more about the use of cAR/PE!2 (e.g. where they were at the moment,
how to use the space mouse, or what they could do in cAR/PE!2) than solving the task. Like-
wise, these disturbances are also an indicator that groups in cAR/PE!2 still had less workspace
and conversational awareness than in the conventional meeting2 since cAR/PE!2 groups talked
about how to orient themselves and how to use cAR/PE!2. Additionally, due to the disturbances
that resulted from lost time, cAR/PE!2 groups had less time to talk about the task. Therefore,
it can be assumed that, when working with the software for a longer time, groups would gain
more expertise and better orientation using cAR/PE!2, leading to fewer disturbances, which
means higher workspace and conversational awareness.
Under the second condition, the hypothesis was tested whether group performance is differ-
ent for groups solving a complex design task shown as a virtual object under the conditions
cAR/PE!2 and cAR/PE!2 no room in favor of cAR/PE!2. However, this hypothesis was not
confirmed. Statistical analyses resulted in no significant differences between the two meeting
conditions comparing IMMs/SMMs and group results. The problem-solving processes were
slightly different comparing the cAR/PE!2 groups with the cAR/PE!2 no room groups. In par-
ticular, the cAR/PE!2 groups had more disturbances in their problem-solving process caused by
the cAR/PE!2 software, whereas cAR/PE!2 no room groups had fewer disturbances caused by
their software. However, these differences were not systematic and of no statistical relevance.
The assumed difference in the sense of spatial presence was also not confirmed when compar-
ing cAR/PE!2 with cAR/PE!2 no room groups. The test of the between subject effects showed
only a nearly significant difference between the orientation in the virtual meeting room and the
monochromatic environment in favor of the virtual meeting room.
In the context of the theoretical background, the concept of workspace, and hence workspace
awareness, has to be differentiated better: a common virtual meeting room for distributed group
work supports the orientation of group members and, in a long run, the awareness of who is
talking about what with whom (Vertegaal et al., 1997). But the incorporation of many virtual
features, some of which are unnecessary for the discussion of the task, is rather distracting. As
in the virtual meeting room, groups should have only the information necessary to solve the
task and to support conversational awareness.
The results of the two studies indicated that the groupware system cAR/PE! was appropriate for
groups solving less complex tasks, whereas groups were still better in solving complex design
tasks in conventional meetings. A further result was that, although the common virtual meeting
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room for distributed group work supported the orientation of group members, many features in
the virtual meeting room that were unnecessary for the discussion of the task (i.e. additional
virtual doors) were rather distracting. It can be concluded that there are differences between
group performances depending on the difficulty of the task; yet the shared environment also has
an influence on group performances if not to the same extent as the task.
On the theoretical level, the appropriateness of the model for the elements of distributed group
work for comparing different approaches of group work was shown. Differences and similari-
ties were structurally conducted and compared on an objective level. The enhanced framework
developed by Vertegaal et al. (1997) served as a sound basis to evaluate these differences. Work-
space awareness and conversational awareness were appropriate concepts for evaluating, in
particular, distributed group work. Furthermore, based on the empirical results, the importance
of the enhancement of Vertegaal’s et al. framework (1997) with the concept of task awareness
was confirmed. The task is an important element of group work and has to be considered when
evaluating different approaches of group work. Based on these two theoretical approaches, fac-
tors can be derived and structured as to their importance for developing groupware systems in
general.
4.1 General Discussion of the Dependent Variables
The collecting and analyzing of different dependent variables were nearly similar in the hy-
potheses of the two studies. In the first study, mental models, the problem-solving processes
in the groups, group results and only under the design task condition the interaction with the
side-door were tested. In the second study also the mental models, the problem-solving pro-
cesses in the groups, group results and additionally under the second condition, some questions
for measuring the sense of spatial presence were tested.
Mental Models. Eliciting and analyzing mental models was the main subject of two diploma
theses, which results were incorporated for cross-validation in this thesis.
In order of importance, prearranged activity points were given to the individual tasks before
the experiment began based on the tasks’ concepts and their relationships (for the best practice
models see section B.4, section B.5 and section C.3). After conducting the study, the experi-
menters assigned numerical scores based on the importance of the prearranged activity points
resulting in IMMs. The participants draw a mental model before the group discussion and a
mental model after the group discussion. A high mental model score could be reached when
having most of the important concepts and many correct and important graphs. The SMMs
were generated out of the IMMs; see section 3.2.4.3 and section 3.3.5.3.
In the first study, the difference between the step from the PRESMMs to the POSTSMMs was
analyzed to determine the efficiency of exchanging information in the groups. The method for
eliciting mental models was adequate but because the method was newly developed, it had to be
validated, which was conducted in the framework of the second study. Based on the validation,
the method for analyzing the mental models was improved, whose results were incorporated in
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the second study of this thesis. Furthermore, mental models and group results were correlated
in both studies for cross-validation. As explained in the theoretical background, groups should
have sufficient shared knowledge for team effectiveness, on the other hand, it is dysfunctional
when all group members have the same knowledge (Cannon-Bowers & Salas, 2001; Klimoski &
Mohammed, 1994).
For both studies the POSTSMMswere correlated with the group results because the POSTSMMs
gave information about the common knowledge, which was available in the group to find the
group solution. In the first study, no correlation between group results and POSTSMMs was
determined when groups solved the cost-optimizing task under both meeting conditions. A
good indicator for determining successful groups, however, was a high POSTSMM score in
combination with the frequency of the events 2 (search for information), 3 (generation of alter-
natives) and 5 (decision) of the problem-solving process. A correlation was determined between
POSTSMMs and group results under the cAR/PE! meeting condition when solving the design
task whereas, no correlation could be found when groups solved the design task in a conven-
tional meeting. Groups, who solved the design task in cAR/PE!, exchanged information more
frequently than groups in conventional meetings. Therefore, cAR/PE! groups generated and
elaborated on more information thus leading to more intensive processing (Spitzer, 2002). In
the second study the group results were correlated with the POSTSMMs, however, no correla-
tion could be found.
Both studies showed that the requirement of a sufficient common POSTSMMwithin a group for
a good group result seemed to depend strongly on the task: A combination of a conjunctive and
disjunctive task (Steiner, 1972), as the cost-optimizing task, forced group members to exchange
information and to deal with information from other group members. Therefore, information
had to be combined, leading to more intensive processing (Spitzer, 2002). Well performing
groups had a high POSTSMM score when solving the cost-optimizing task. However, the ef-
fective exchange of information was a further important criteria for determining good group
results and not only a high POSTSMM score. A combination of an additive and disjunctive task
(Steiner, 1972), as the design task, needed information processing only under certain circum-
stances, e.g. the cAR/PE! meeting condition of the first study, where a real side-door provided
information in the conventional meeting and only a photograph of this side-door was provided
in the cAR/PE! meeting where groups searched together for more information. Design tasks
need less information sharing for a good group result because sharing information is more im-
portant when information has to be combined for solving a task. Furthermore, in both studies,
the dysfunctional influence when group members have the same knowledge (Cannon-Bowers &
Salas, 2001; Klimoski & Mohammed, 1994) was not observable because all analyzed groups
were far underneath the highest POSTSMM scores. However, the method for eliciting mental
models had to be discussed in more detail.
Lum’s (2004) method for eliciting mental models was validated and modified by Bergholz
(2004). In particular, the relationships between the variables were regarded as a source of high
error variance. Hence, the weighing of these relationships was reduced in the assessment of
mental models. Indeed, this modification avoided error variance, but the modification had also
influence on the discriminative power of the method; the relationships between the variables
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represent the structure of the knowledge and therefore, are an important part of mental models
(Kluwe, 1992; Dutke, 1994b; Tschan & Semmen, 2001).
To sum up, in future research, the conflict between avoiding error variance and possible infor-
mation loss of mental models has to be considered. Moreover, to measure mental models seems
to be an ambitious aim because it is not clear if mental models are too transient for measuring
them correctly and if the conducted measurements measure mental models and not the perfor-
mance of the memory. On the one hand, it depends strongly on the task and the problem-solving
process in the group whether mental models can be used for predicting group results or not and
on the other hand, further fundamental research should give better implications how to measure
the validity of mental models. Consequently, to use SMMs to predict group results has to be
considered carefully.
Problem-Solving Process. Irle’s (1971) problem-solving process was used for coding the com-
munication process by two independent observers in the first study. The deductive category
system was enhanced by inductive categories observed by the coders, e.g. break or joke. In
the second study, all groups solved a design task, therefore, a more specific category system
derived from the VDI guidelines for design methodology was used to find differences in the
problem-solving processes. The category system was expanded by further categories, e.g. poor
sound or problems with cAR/PE!.
To sum up, both category systems proved to be sufficient for their application because they
considered the process character of problem-solving and had a high discriminative power –
they were sensitive enough to determine differences between the groups. Additionally, deduc-
tive categories from the theoretical background and inductive categories generated out of the
empirical observations were merged into one category system, which was a good compromise
between theoretical deduction and empirical approach.
As statistical analysis in both studies, event history modeling was used to find differences in
the problem-solving processes which is very promising as a possibility to analyze the process
character of the problem-solving process in group work. However, a considerable extension
would be the use of statistical analyses for counting processes. Unfortunately, many processes
are needed for a valid statistical analysis, but if a sufficient number of processes are available,
the time and frequency of episodes can be considered simultaneously over all of the process and
many covariates can be included.
In the second study the groups worked on the task five minutes longer than in the first study. It
was sufficient to find out the effects of different meeting conditions. But it was still not the same
as working with the system on everyday tasks in the long term run. Event history modelling
and analyzing counting processes are also interesting for other psychology research because
there are often observations over time having only categorial data which interdependent. Event
history modelling and analyzing counting processes give a deeper inside of the process and
not only of the results of a process. Therefore, these analyses support to find why things are
different and not only determine that things are different.
Group Results. A scoring point system was used in both studies to evaluate the group results
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by two independent researchers. The same categories from the first study were used to asses the
group results in the second study. However, the assessment of the group results was changed
slightly, based on the results of the first study. The ratings of the second study consisted of two
parts to be used for a more detailed analyzes, especially of the design tasks: the structure of
the components and their completeness. The moderator in the first study was seen as having a
strong influence on the written group solution because, although he had input from the group
members, he was the only person to write a summary of the group results. Therefore, the written
solution was weighted with 40 percent and the solution proposals given in the last three minutes
of the video tape were weighted with 60 percent.
In the second study, only the protocol written by the moderator was evaluated as group re-
sult. The last three minutes of the group process were not evaluated as a part of the group
results because according to experiences made in the first study, it was difficult to evaluate the
last three minutes of the group process when groups solved the design task (side-door). The
solution of the design task took all the time and not only the last three minutes in the problem-
solving process. However, when evaluating the whole problem-solving process, the evaluation
would no longer be an assessment of the group results but more an assessment of the group
process. Additionally, when solving the design task, the moderator’s influence was as strong on
group results because the combination of different variables was not as important as solving the
cost-optimizing task. Both methods were quite sufficient for their application because aim of
measuring group results in the first study was to find differences between and within different
types of task and therefore, a grosser evaluation was necessary whereas, in the second study a
more specific evaluation was necessary because all groups solved a design task and with con-
sidering the two parts, the structure of the components and the completeness of the components,
group results for the design task were evaluated in more detail.
Interaction with the Side-door. The interaction with the side-door was coded for the design
task activity in the first study. Possibilities to interact with the side-door were different for
each meeting type. In the conventional meeting touching, pointing or moving the side-door
was possible and consequently coded. In the cAR/PE! meeting, participants could point at the
photograph of the side-door and they could change between the different views of the side-door,
which was also coded. The interaction with the side-door variable was the least valid dependent
variable in the first study. High error variance became apparent since it was difficult to deter-
mine when a person started and ended with an interaction stage. It would have been preferable
if the mouse movements could have been recorded automatically to avoid any observational
error. The different quality of the interaction possibilities were not considered in the data anal-
ysis because it can not be stated objectively which interaction possibility is the best and how
strong the different possibilities influence the information processing. However, combining the
interaction of the participants with the side-door to the results of the other hypotheses yielded
some valuable information in the first study. The interaction with the task in the second study
was not analyzed because of the high error variances in the first study. Furthermore, the video
recording, which depended on the viewpoint of one participant and therefore, the interaction of
each group member was not visible for the coders in the second study.
Sense of Spatial Presence. Under the second condition of the second study, the sense of spatial
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presence was measured. The questions for measuring the sense of spatial presence were taken
from the questionnaire developed by Schubert et al. (2001) and two further questions were
asked. The results had to be interpreted carefully because cAR/PE!2 did not create presence to
the same extend as discussed in the scientific community. Nevertheless, some valuable indica-
tions especially about the importance of a virtual meeting room for a common understanding in
the group were derived.
4.2 General Discussion of the Experimental Designs
Experimental Design. The challenge in both studies was to conduct controlled experiments
in the field. There was the possibility to conduct the experiments at the University of Ulm.
After observations of group work at DaimlerChrysler AG, it was clear that group work is some-
thing learnt in the real work environment because the meetings in which tasks are discussed
have a clear structure with clear roles and aims; see section B.2. Therefore, conclusions drawn
by examining student groups were regarded as rather uncertain. Because of the importance
of the external validity, the studies were conducted in the plants of DaimlerChrysler AG and
disadvantages such as experimental control and the higher organizational effort were accepted.
Additionally, the macro level of group work was important to establish cAR/PE! as a permanent
tool for employees in industry, whose information could only effectively be gathered in a real
life meeting room. A 2x2 factorial experimental design for assessing differences between group
work was chosen in the first study whereas in the second study a one factorial between-subjects
design with three factor step was chosen. The impressions gathered by observing the group dis-
cussions and by discussions with the participants showed that almost all participants understood
the meaning for the experimental settings of both studies.
Experimental Procedure. Due to concerns about getting enough participants, the groups had
to participate in two sets of meeting and task conditions in the first study. The experimental
design was changed in the second study because some participants in the first study from the
plants in Sindelfingen and Bremen were irritated that they had already taken part in the cAR/PE!
session and especially the conventional meeting. Therefore, the participants in Ulm took part
in the conventional meeting2 condition because they were from the research center and had an
understanding of the process for experimental designs. Furthermore, the groups had only to
elaborate one session in the experiment of the second study because the time schedule was very
tight in the first study and therefore, the groups could discuss about the task five minutes longer
in the second study which resulted in better data for event history modeling. In the second study,
the time schedule lasted less than an hour which was appropriate. Therefore, in the second study
predetermined groups were acquired for the conventional meeting2 condition – it could not be
excluded that the predetermined sample had an error variance with a significant influence on the
group results because all participants were from the Research Center at DaimlerChrysler AG in
Ulm. However, all participants from Ulm had done field work at plants of DaimlerChrysler AG
and for this reason, the same level of experience with design tasks was assumed when comparing
them with groups directly from the plants. This assumption was confirmed by elaborating
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PREIMMs – the groups did not differ in their previous knowledge under the different meeting
conditions. The other groups were randomly assigned to both cAR/PE! conditions (2 and no
room).
Task. Groups had to solve a cost-optimizing task and a design task (side-door) in the first
study. The tasks were realistic considering every days work and almost all participants took
the tasks seriously. The groups had no problems in understanding and discussing the cost-
optimizing task. All groups understood the task and tried to find the optimal solution for the
task. Additionally, the phenomenon of hidden profiles (Stasser & Titus, 1987) could be observed
in the group discussions of the cost-optimizing task. The hidden profile was in the role of the
designer who had the information that the increase of the side-doors weight could be neglected
whereas the other group members where left in the dark as to whether they had to consider the
weight of the side-door or not. Successful groups considered this hidden profile information
very efficiently whereas in unsuccessful groups, individuals often withheld this information in
the discussion and thereby, prevented the best solution. The design task of the first study was too
specific for some participants and they had problems finding construction elements on the side-
door, which had to be redesigned into a convertible side-door. Therefore, in the second study,
a task was chosen where experienced and inexperienced group members had the possibility to
find enough variables for solving parts of the design task.
Groups had to convert a Mercedes SLK to an amphibious car in the second study. The task
was not realistic considering the every day work environment of the drawn sample, but all im-
portant phases and requirements for solving a design task had to be considered and the needed
procedure to come to a solution was the same as solving a “real” design task. Furthermore,
participants were delighted when solving the task; most of them did not want to finish the dis-
cussion after fifteen minutes. All participants were strongly concentrated when they discussed
the task and when creating the mental models.
In both studies CPS provided by Dörner et al. (1983) and the modified taxonomy by Fricke
(1993) were very good at determining the differences between the tasks, however, it was difficult
to classify the tasks clearly using Steiner’s classification system (1972).
Group Phenomena. Group phenomena, for example the influence of dominant participants on
the other group members, or the bad popularity of group members (Brandstätter & Brodbeck,
2004) could be observed in the first study. These phenomena had an influence on group results
but they were difficult to observe and depended strongly on the observer. To get an impression
of the influence of group phenomena, a question about the group atmosphere was asked under
both conditions of the second study. Unfortunately, some participants misunderstood the ques-
tion to be related to the acoustical understanding (participants thought that acoustic referred to
the sound problems), therefore, the question about the group atmosphere was not tested and the
experimenters’ observations of group phenomena could not be confirmed statistically. There-
fore, the influence of group phenomena on the results could not be excluded. However, the
observed group phenomena were not conspicuous for one of the conditions.
Sample. In both studies, for reasons of external validity, cAR/PE!’s target users were employees
from technical divisions and ultimately, they were the population for the sample. Each group
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member had to know each other because familiarity was seen as a source of error variance in
both studies (Littlepage et al., 1997). Due to the fact that the current cAR/PE! system supports
only three or less participants, each experimental group had three participants.
After determining the significance level, the effect-power and the test-power, a sample size of
five groups per cell was aimed at in the first study. This sample size was sufficient to analyze
the outlined hypotheses. However, for hypothesis 4, more observations of episodes would have
been better for a valid statistical analysis (for counting processes). The experiment of the second
study had an explorative character due to the fact that the H1 hypothesis was the alternative
hypothesis under the first condition of the second study and as, under the second condition of
this study, only a middle effect power was assumed, making the sample size of five units per
cell too small for a statistically sure conclusion. However, both conditions in the second study
contributed some valuable information for the design of tools for distributed engineering group
work and serve as explorative experiment for further studies.
General Problems of Group Research. Analyzing group work is a complex and all encom-
passing topic because for a deeper inside of group work, many different dependent variables
have to be considered. The experimental procedure and the data analysis are very complex.
Additionally, variables such as emotions or popularity of a speaker influence the success of
group work (see Brandstätter & Brodbeck, 2004) and make it unusually difficult for controlled
experiments. Furthermore, group work is difficult to examine because of the very complex
dependencies between various variables. For this reason, different dependent variables were
gathered for cross-validated in both studies. In particular the analysis of the problem-solving
process was very promising for finding valid results. Therefore, in spite of the problems of ana-
lyzing group work, many indications of variables were determined which influenced the group
performances of distributed group work in general and led to improvements of cAR/PE!.
4.3 General Improvements of cAR/PE!
cAR/PE! is a tool based on Mixed Reality, which should support distributed engineering group
work. Using their own computers, distributed team members are able to work together in a
simulated common virtual meeting room and thereby, cAR/PE! should support the transfer of
who is talking about what with whom (Vertegaal et al., 1997) as well as possible. The model
for the elements of distributed group work developed in section 1.3.2 provides an objective
basis for structuring the elements of distributed group work. Therefore, the improvements in
cAR/PE! can be presented using this model. The enhanced framework developed by Vertegaal
et al. (1997) provides a sound basis to classify the improvements in cAR/PE!. In the follow-
ing section, the improvements of cAR/PE! will be presented structured after the elements of
distributed group work. The macro-level provides background information and should not be
ignored when introducing a tool for distributed group work but because the micro-level of group
work is focus of this thesis, the macro-level will not be presented. Workspace, conversational
and task awareness serve to classify the improvements in cAR/PE!.
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First Study’s Improvements of cAR/PE!. Participants had problems to move quickly from
one place to another when using the space mouse leading to problems that affected workspace,
conversational and task awareness negatively. The slow and insufficient interaction possibilities
led to less group discussions about the task. Participants were more concentrated on the use of
the space mouse than on solving the task. Their loci of attention and attention spans were
less than in a conventional meeting. Therefore, the interaction of the person with the shared
environment and the interaction in the group had to be improved. In cAR/PE!2, participants
could move in every direction with the space mouse as in the first cAR/PE! software, but now,
space mouse movements followed the given direction and were no longer restricted along the
main axis. Furthermore, an icon bar was implemented in cAR/PE!2. By double clicking the
icons, participants could jump to different positions in the virtual meeting room very quickly,
e.g. the icon Face and Shoulder, could be used for seeing the two other group members and/or
see their view, respectively. For further descriptions of the icon bar; see section 3.3.1.
In the first study, cAR/PE! groups had problems with solving the complex design task compared
with the conventional meeting groups. The task awareness on what are they working and how
actively are they working were less in cAR/PE! than in conventional meetings because the
design task was presented by photographs when using cAR/PE! whereas in the conventional
meetings, a real side-door was available. Additionally, cAR/PE! groups were less in the decision
phases (episode 5) in their problem-solving process and therefore, conversational awareness
has to be supported as well for a better task performance when solving design tasks. The
presentation of the task and interaction with the task had to be improved. A car model in
VRML file format was available in cAR/PE!2. This model could be moved by the space mouse
in all directions and pointed to by each group member with their individual mouses. To support
conversational awareness a screen of another laptop next to the cAR/PE!2 laptop could be used
for application sharing by the moderator. The other group members could see and follow the
activities of the moderator on the presentation board. The decision phases in the group process
should be supported by using this protocol function.
Finally, participants had problems with the sound in cAR/PE!. A poor sound quality negatively
affects conversational awareness and therefore, the interaction in the group. cAR/PE!2 was
improved with using another software-codec. The software codec (GSM-6k for the speech and
H.263-CIF/QCIF for the video) implemented in cAR/PE!2 needs less band width and has a
lower latency. Additionally, the quality of the video was better when using the new codec and
needs less band width.
Second Study’s Improvements of cAR/PE!2. The use of the improved space mouse was still
not sufficient in cAR/PE!2. Most of the participants still had problems using the space mouse,
additionally, they did not want to have more devices. The poor use of the space mouse affects
negatively workspace, conversational and task awareness because low interaction possibilities
distract participants from their ultimate task. The interaction of a person with her/his envi-
ronment and the interaction in the group had to be improved. Thiele (2005) implemented and
evaluated the use of the mouse instead of the space mouse in cAR/PE!2, for a detailed descrip-
tion see Thiele (2005). In future applications, it would be of high interest to use eye movements
to steer the avatar instead of external devices because it would be the most direct and fastest
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possibility for movements in the virtual meeting room.
Groups had still problems with the transmission of the sound in cAR/PE!2 which negatively
affects conversational awareness. Therefore, the interaction in the group had to be improved.
The sound can be improved on different levels. In spite of the audiocodec and the network load-
ing, the quality of the sound can be improved when using better hardware devices, for example
a high quality microphone (e.g. Shure WH30XLR) or an extern sound card (e.g. AUREON 5.1
USB and Sennheiser Headset PC130). In future developments technicians should concentrate
carefully on developing a solid sound transmission because of the critical importance in group
studies.
Sometimes participants had problems with determining what the other team members were
talking about. They were distracted from the ultimate problem-solving process and talked more
about where the other team members were and what were they doing. The conversational
awareness was affected and therefore, the interaction in the group. The interaction in the
cAR/PE! groups was improved by considering the eye contact between the group members. In
his diploma thesis, Baldauf (2005) analyzed the eye contact between participants and discussed
four possibilities for capturing the eye contact in cAR/PE!. A further interesting implementation
would be to show the attention state of the group members as suggested by Vertegaal et al.
(1997).
Finally, the group members were distracted by the many features in the virtual meeting room
of cAR/PE!2. The overloaded common workspace had a negative influence on conversational
and workspace awareness. The shared environment has to be changed. The common workspace
should only have information, which is important for solving the task – participants should know
where other group members are and on what are they working, which can be supported very well
when using the room metaphor, but the cAR/PE!2 room should have just enough information
sufficient for solving the task and to locate other group members. These improvements have
still to be done.
To sum up, interaction possibilities especially affect mostly all forms of awareness simultane-
ously, therefore, when developing a groupware system, special attention should be paid to the
interaction possibilities for group work.
5 Future Prospects
The work described in this thesis contributes to the deeper theoretical and practical insight of
the important elements of distributed group work, especially for engineers. In two studies, it
could be shown that the groupware system cAR/PE! was appropriate for solving less complex
tasks whereas conventional meeting groups were still better in solving complex design tasks.
The results are valuable against the background that distributed group work becomes more
important especially in international companies (Krause, 2001) and in the car industry where
the suppliers play a much more major role now and in the future (Dudenhöffer, 2002).
In the second study of this thesis, the decision had to be made if group work should be ana-
lyzed with a less complex task with a touchable object or a complex task with a virtual object.
Because of practical considerations, groups had to solve a complex design task presented by a
CAD model. It would be of high interest to get more insight in the role of a touchable design
element in engineering group work, therefore, in future controlled laboratory studies, the basic
cognitive mechanisms should be to find out what is important when solving a touchable design
task in a group compared with groups solving the same task with no touchable design element.
The use of eyetracking systems for analyzing this question would be very promising because in
the first study, the two coders observed that the participants interacted (e.g. pointing etc.) with
the side-door more frequently in cAR/PE! but they interacted intensively with the eyes when
analyzing the side-door in the conventional meeting. This result underlines the importance of
eye movements for information processing as emphasized by Velichkovsky (1995). Addition-
ally, further field studies of distributed engineering group work should be conducted to stabilize
the results because the second study was only an explorative study. Under the first condition of
the second study, the structures of the problem-solving processes in the groups were no longer
different compared with the first study where the problem-solving processes were different be-
tween the meeting conditions cAR/PE! and conventional meeting. The disturbances, caused by
the software, in particular the sound quality, were the main reason for the differences of group
results, therefore, it is advised that in future studies, groups should be allowed more time to
work more intensely with the cAR/PE! software to overcome any possible disturbances that
resulted in lost time and breaks in the problem-solving process.
To convey eye movements are a further promising approach especially to support conversational
awareness. Vertegaal et al. (1997) developed an “imaging” eyetracking system which conveys
the gaze direction of the participants in a virtual meeting room. This system should be set
into practice in the industrial environment and the potential of such an eyetracking system for
practical applications should be analyzed.
In this thesis, it was shown that the task is very important for analyzing requirements of a
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tool for distributed group work. Therefore, the appropriateness of cAR/PE! for other tasks
should be examined as well. On the theoretical level, it was difficult to classify the tasks clearly
using Steiner’s classification system (1972), therefore, a classification system for tasks in group
work with a higher discriminative power should be developed which can be used for practical
applications. Furthermore, the macro level of distributed group work in the industry should be
analyzed and structured in more detail for real applications. In international companies, group
work comes along with locally, temporally and organizationally distributed work and groups.
Employees from different departments with different expert knowledge work together in one
project group at different times. Hence, distribution of the data and access to the data have to
be considered as well. Further issues are the invitation process in cAR/PE!, the network load
and the security when using a company’s network etc. Currently, cAR/PE! is used by a project
group working between Sindelfingen and Bremen. This first utilization will show further room
for improvements in cAR/PE! on the micro-level and the macro-level.
In general, event history modeling and especially statistical analyses for counting processes are
very promising methods not only for analyzing problem-solving processes but also, for all psy-
chological research where the process character plays a major role, e.g. for learning processes.
These methods give a new and deeper insight of statistical data and therefore, can support theo-
retical developments providing more information about the process character. Finally, it has to
be considered that this thesis gave only information about group work when having three group
members. Research with a higher number of group members would give a deeper insight in the
use of a groupware system for bigger groups, which appears frequently in the industry.
On the theoretical level, the model for the elements of distributed group work provides a sound
basis to compare structurally different approaches of (distributed) group work on an objective
level. This model enables tracing problems back to their origin, therefore, different solutions for
an issue can be found easier. This is demonstrated by the example where groups had problems
with using the space mouse in cAR/PE!. When using the model for the elements of distributed
group work, this is an interaction problem – the interaction between group members and the
interaction between group and task are concerned. When generalizing the problem space mouse
to the problem interaction, the solution space is extended, therefore, more solutions can be
found. In this thesis, the space mouse was improved and, as a further element, the icon bar
was implemented for faster movements. The generalization of the problem space mouse to
interaction opened the solution space.
The enhancement of the framework developed by Vertegaal et al. (1997) with the concept of task
awareness was excellent, especially when evaluating a groupware system for an actual applica-
tion in the industry. As presented earlier, the task and solving tasks in groups are very special
for different application areas, therefore, it is of high importance to consider task awareness,
especially in real applications. All three awareness concepts are very promising for evaluating
different approaches of group work. In future research, these three concepts should have an
evaluation scala, for example a Likert Scale, to evaluate different approaches of group work by
using a point system. In particular, such an evaluation system would be important for devel-
opers of distributed group work tools without a psychology background. However, analyzing
group work is a complex and all encompassing topic where many variables are interdependent,
132
therefore, it is difficult to develop a valid measurement. Nevertheless, such a scale can give an
orientation especially for novices.
To sum up the methodological arguments, it is important to separate a model, with which differ-
ences between various approaches of group work can be found, from an evaluation framework,
with which these differences can be evaluated. The separation of finding differences and eval-
uating them leads to an extended problem-solving space, which is important for enhancing
creativity and finding new approaches for the task at hand.

Bibliography
Antoni, C. H. (1994). Gruppenarbeit – mehr als ein Konzept. Darstellung und Vergle-
ich unterschiedlicher Formen der Gruppenarbeit. In C. H. Antoni (Ed.), Gruppenar-
beit – Konzepte, Erfahrungen, Perspektiven (pp. 19–48). Weinheim: Psychologie Verlags
Union.
Antoni, C. H., & Bungard, W. (2004). Arbeitsgruppen. In H. Schuler (Ed.), Enzyklopädie
der Psychologie. (Vols. 4: Organisationspsychologie – Gruppen und Organisation, pp.
129–191). Göttingen: Hogrefe.
Backhaus, K., Erichson, B., Plinke, W., & Weiber, R. (2000). Multivariate Analysemethoden:
Eine anwendungsorientierte Einführung (9th ed.). Berlin: Springer Verlag.
Bakeman, R., & Gottman, J. (1997). Observing interaction: An introduction to sequential
analysis. Cambridge: Cambridge University Press.
Baldauf, M. (2005). Blickkontakt für interaktives 3D-Teleconferencing. Unpublished diploma
thesis, Fachhochschule Regensburg.
Bales, R. F. (1976). Interaction process analysis: A method for the study of small groups.
Chicago: University Press.
Bales, R. F., & Cohen, S. P. (1982). SYMLOG: Ein System für die mehrstufige Betrachtung von
Gruppen. Stuttgart: Klett-Cotta.
Baltes, B. B., Dickson, M. W., Sherman, M. P., Bauer, C. C., & LaGanke, J. S. (2002).
Computer-mediated communication and group decision making: A meta-analysis. Orga-
nizational Behavior and Human Decision Processes, 87(1), 156–179.
Barua, A., Chellappa, R., & Whinston, A. B. (1997). Social computing: Computer supported
cooperative work and groupware. In G. Salvendy (Ed.), Handbook of human factors and
ergonomics (2nd ed., pp. 1760–1782). New York: John Wiley & Sons.
Bergholz, W. (2004). Evaluation eines Virtual Reality-basierten CSCW-Systems der Daimler-
Chrysler AG: Validierung und Anwendung mentaler Modelle als Leistungskriterium. Un-
published diploma thesis, Technischen Universität Dresden.
Bierhals, R. (2005). Das Team im Kopf – der Einfluss geteilter mentaler Modelle auf das kom-
plexe Problemlösen in der Gruppe. Unpublished diploma thesis, Universität Bamberg.
Birbaumer, N., & Schmidt, R. F. (1996). Biologische Psychologie (3rd ed.). Berlin: Springer.
Blossfeld, H.-P., Hamerle, A., & Mayer, K. (1986). Ereignisanalyse. Frankfurt, New York:
Campus.
Blossfeld, H.-P., & Rohwer, G. (2002). Techniques of Event History Modeling: New Ap-
proaches to Causal Analysis (2rd ed.). Mahwah: Lawrence Erlbaum Associates.
Borghoff, U. M., & Schlichter, J. H. (1998). Rechnergestützte Gruppenarbeit: Eine Einführung
in verteilte Anwendungen (2nd ed.). Berlin: Springer.
135
BIBLIOGRAPHY
Bortz, J. (1993). Statistik für Sozialwissenschaftler (4th ed.). Berlin: Springer.
Bortz, J., & Döring, N. (2002). Forschungsmethoden und Evaluation für Human- und Sozial-
wissenschaftler (3rd ed.). Berlin: Springer.
Bortz, J., & Lienert, G. A. (1998). Kurzgefasste Statistik für die klinische Forschung – Ein
praktischer Leitfaden für die Analyse kleiner Stichproben. Berlin: Springer.
Brandstätter, H., & Brodbeck, F. C. (2004). Problemlösen und Entscheiden in Gruppen. In
H. Schuler (Ed.), Enzyklopädie der Psychologie. (Vol. 4: Organisationspsychologie -
Gruppen und Organisation, pp. 383–443). Göttingen: Hogrefe.
Brehm, S., Kassin, S., & Fein, S. (1999). Group processes. In Social psychology (4rd ed., pp.
246–291). Boston, New York: Houghton Mifflin Company.
Breisig, T. (1997). Gruppenarbeit und ihre Regelungen durch Betriebsvereinbarung. Frank-
furt/Main: Bund Verlag.
Bullinger, H.-J., Bauer, W., & Braun, M. (1997). Virtual environments. In G. Salvendy (Ed.),
Handbook of human factors and ergonomics (pp. 1725–1759). New York: John Wiley &
Sons.
Bystrom, K. E., Barfield, W., & Hendrix, C. (1999). A conceptual model of the sense of
presence in virtual environments. Presence, 8(2), 241–244.
Cannon-Bowers, J. A., & Salas, E. (2001). Reflection on shared cognition. Journal of Organi-
zational Behavior, 22, 195–202.
Clauß, G., Finze, F.-R., & Partzsch, L. (1999). Statistik für Soziologen, Pädagogen, Psycholo-
gen und Mediziner: Grundlagen (3rd ed.). Thun: Deutsch.
Colburn, R. A., Cohen, M. F., & Drucker, S. M. (2000, July). The role of eye gaze in avatar
mediated conversational interfaces (Technical Report No. MSR-TR-2000-81). Mircosoft
Research.
Diehl, J. M., & Staufenbiel, T. (2001). Statistik mit SPSS Version 10.0. Eschborn: Dietmar
Klotz.
Dix, A., Finlay, J., Abowd, G., & Beale, R. (1993). Human-computer interaction. New York:
Prentice Hall.
Doherty-Sneddon, G., Anderson, A. H., O’Malley, C., Langton, S., Garrod, S., & Bruce, V.
(1997). Face-to-face and video-mediated communication: A comparison of dialogue
structure and task performance. Journal of Experimental Psychology: Applied, 3(2),
105–125.
Dormann, C. F., & Kühn, I. (2004). Angewandte Statistik für die biologischen Wissenschaften.
[Internet] http://www.ufz.de/data/Dormann2004Statsskript1625.
pdf [07.12.2004].
Dörner, D. (1987). Problemlösen als Informationsverarbeitung (3rd ed.). Stuttgart: Kohlham-
mer.
Dörner, D. (1989). Die Logik des Misslingen: Strategisches Denken in komplexen Situationen.
Reinbek bei Hamburg: Rowohlt.
Dörner, D., Kreuzig, H. W., Reither, F., & Stäudel, T. (1983). Lohhausen: Vom Umgang mit
Unbestimmtheit und Komplexität. Bern: Hans Huber Verlag.
Dudenhöffer, F. (2002). Automobil-Zulieferer im Wachstumsstreß. GAK: Gummi, Fasern,
Kunststoffe, 55(1), 16–19.
Dutke, S. (1994a). Mentale Modelle beim Erinnern sprachlich beschriebener räumlicher Anord-
136
BIBLIOGRAPHY
nungen: Zeitliche Aspekte der Modellkonstruktion und -nutzung. Zeitschrift für Experi-
mentelle und Angewandte Psychologie, XXl(4), 523–548.
Dutke, S. (1994b). Mentale Modelle: Konstrukte des Wissens und Verstehens – Kognitionspsy-
chologische Grundlagen für die Software-Ergonomie. Göttingen: Verlag für Angewandte
Psychologie.
Fasel, I. (2000). Joint visual attention: A tiny filament connecting the disciplines of cog-
nitive science. [Internet] http://cogsci.ucsd.edu/~ianfasel/ianfasel_
finalPaper.pdf [30.08. 2004].
Fish, R. S., Kraut, R. E., & Chalfonte, B. L. (1990). The video window system in informal
communication. In Proceedings of the conference on computer-supported cooperative
work (cscw’90) (pp. 1–11). New York: ACM.
Fricke, G. (1993). In Fortschrittberichte VDI (Ed.), Konstruieren als flexibler Problemlöse-
prozeß – Empirische Untersuchung über erfolgreiche Strategien und methodische Vorge-
hensweisen beim Konstruieren. Düsseldorf: VDI Verlag.
Funke, J. (1992). Wissen über dynamische Systeme. Erwerb, Repräsentation und Anwendung.
Berlin: Springer Verlag.
Goldstein, E. B. (1997). Wahrnehmungspsychologie: Eine Einführung. Heidelberg: Spektrum,
Akademischer Verlag.
Grudin, J. (1994). Computer-supported cooperative work: History and focus. IEEE Computer,
27(5), 19–27.
Gully, S., Devine, D., & Whitney, D. (1995). A meta-analysis of cohesion and performance:
effects of levels of analysis and task interdependence. Small Group Res., 26(4), 497–520.
Gutwin, C., & Greenberg, S. (1996). Workspace awareness for groupware. In Companion
of acm chi’96 conference on human factors in computing systems. Vancouver, British
Columbia, Canada: ACM.
Hacker, W. (1986). Arbeitspsychologie. Berlin: DVW Verlag.
Hacker, W. (1999). Konstruktives Entwickeln als Tätigkeit. Sprache & Kognition, 18, 88–112.
Hackmann, J. (1968). Effects of task characteristics on group products. Journal of Experimental
Social Psychology, 4(2), 162–187.
Hillen, S., Berendes, K., & Breuer, K. (2000). Systemdynamische Modellbildung als Werkzeug
zur Visualisierung, Modellierung und Diagnose von Wissensstrukturen. In H. Mandl and
F. Fischer (Ed.), Wissen sichtbar machen. Wissensmanagement mit Mapping-Techniken
(pp. 71–89). Göttingen: Hogrefe.
Hoffmann, J. E. (1998). Visual attention and eye movements. In H. Pashler (Ed.), Attention
(pp. 119–153). Hove: Psychology Press.
Hollingshead, A. B., & McGrath, J. (1995). Computer-assisted groups: A critical review of the
empirical research. In R. A. Guzzo & E. Salas (Eds.), Team effectiveness and decision
making in organizations (pp. 46–78). San Francisco: Jossey-Bass Inc.
Hussy, W. (1984). Geschichte, BegriFffs- und Problemlöseforschung, Intelligenz (Vol. 1).
Stuttgart: Kohlhammer.
Irle, M. (1971). Macht und Entscheidungen in Organisationen: Studie gegen das Linie-Stab-
Prinzip. Frankfurt am Main: Akademische Verlagsgesellschaft.
Johnson-Laird, P. N. (1983). Mental models. Cambridge: MA: Harvard University Press.
137
BIBLIOGRAPHY
Klimoski, R., & Mohammed, S. (1994). Team mental model: Construct or metaphor? Journal
of Management, 20(2), 403–437.
Kluwe, R. H. (1992). Gedächtnis und Wissen. In H. Spada (Ed.), Lehrbuch der Allgemeinen
Psychologie (2nd ed., pp. 115–187). Bern: Hans Huber Verlag.
Kowtko, J., Isard, S., & Doherty-Sneddon, G. (1991). Conversational games in dialogue
(HCRC Technical Report). Edinburgh: University of Edinburgh.
Krause, D. (2001). Kreatives Problemlösen mit webSCW. [Internet] http://www.
community-of-knowledge.de/pdf/webSCW_f36.pdf [30.10.2004].
Krcmar, H. (1995). Informationsmanagement und Computer Aided Team. Wiesbaden: Gabler
Verlag.
Langan-Fox, J., Code, S., & Langfield-Smith, K. (2000). Team mental models: Techniques,
methods, and analytic approaches. Human Factors, 42(2), 242–271.
Lindsey, J. K. (1995). Fitting parametric counting processes by using log-linear models. Applied
Statistic, 44(2), 201–212.
Lindsey, J. K. (2004). Statistical Analysis of Stochastic Processes in Time. Cambridge: Cam-
bridge University Press.
Littlepage, G., Robison, W., & Reddington, K. (1997). Effects of task experience and group
experience on group performance, member ability, and recognition of expertise. Organi-
zational behavior and Human Decision Processes., 69(2), 133–147.
Lorenz, C. (1995, November 10th). In two minds: Real versus ’virtual’ co-location. Financial
Times.
Lüer, G. (1987). Allgemeine Experimentelle Psychologie. Stuttgart: Gustav Fischer Verlag.
Lüer, G., & Spada, H. (1992). Denken und Problemlösen. In H. Spada (Ed.), Allgemeine
Psychologie (pp. 189–280). Bern: Hans Huber Verlag.
Lum, T. (2004). Evaluation of collaborative virtual environments as a tool for developing
shared mental models in locally distributed work groups. Unpublished diploma thesis,
Carl von Ossietzky Universität Oldenburg.
Mandl, H., Gruber, H., & Renkl, A. (1995). Mental models of complex systems: When veridi-
cality decreases functionality. In C. Zucchermaglio, S. Bagnara, & S. U. Stucky (Eds.),
Organizational learning and technological change (pp. 102–111). Berlin: Springer.
Marx, C. (2000). Das Beobachtungsverfahren SYMLOG in der Praxis. Anwendung, Analyse
und Kritik. Wiesbaden: Deutscher Universitäts-Verlag.
Milgram, P., & Kishino, F. (1994). A taxonomy of mixed reality visual display. In Ieice
transactions on information systems (Vol. 2, pp. 1321–1329).
Mohammed, S., & Dumville, B. C. (2001). Team mental models in a knowledge framework:
Expanding theory and measurement across disciplinary boundaries. Journal of Organi-
zational Behavior, 22, 89–106.
Moray, N. (1997). Models of models of ... mental models. In T. B. Sheridan & T. van Lun-
teren (Eds.), Perspectives on the human controller (pp. 271–285). Mahwah: Lawrence
Erlbaum.
Mühlbach, L., Böcker, M., & Prussog, A. (1995). Telepresence in videocommunications: A
study on stereoscopy an individual eye contact. Human Factors, 37, 290–305.
Nachreiner, F., Müller, G. F., & Ernst, G. (1987). Methoden zur Planung und Bewertung ar-
beitspsychologischer Interventionsmaßnahmen. In U. Kleibeck & J. Ruthenfranz (Eds.),
138
BIBLIOGRAPHY
Enzyklopädie der Psychologie, D/III, Arbeitspsychologie (pp. 360–439). Göttingen:
Hogrefe.
Namboodiri, K., & Suchindran, C. (1987). Life table techniques and their applications. New
York: Academic Press.
Olson, J. R., & Biolsi, K. J. (1991). Techniques for representing expert knowledge. In K. A.
Ericsson & J. Smith (Eds.), Toward a general theory of expertise: Prospects and limits
(pp. 240–285). New York: Cambridge University Press.
Ortinski, P., & Meador, K. (2004). Neuronal mechanisms of conscious awareness. Archives of
Neurology, 61, 1017–1020.
Pahl, G., Beitz, W., Feldhusen, J., & Grote, K. H. (2003). Konstruktionslehre: Grundlagen
erfolgreicher Produktentwicklung. Methoden und Anwendung (5th ed.). Berlin: Springer
Verlag.
Palmer, S. E. (1999). Vision science: Photons to phenomenology. Cambridge: The MIT Press.
Piaget, J. (1973). Das Erwachen der Intelligenz beim Kinde (2nd ed.). Stuttgart: Klett Verlag.
Plötzner, R., Bodemer, D., Hoppe, H., & Tewissen, F. (2000). Kooperatives Problemlösen auf
der Grundlage gemeinsamer Visualisierungen. In R. Reichwald & J. Schlichter (Eds.),
Verteiltes Arbeiten – Arbeit der Zukunft (pp. 91–102). Stuttgart: B. G. Teubner Verlag.
Prieto, F., Avin, C., Zornoza, A., & Peiro, H. (1995). Telematic communication support to
work group functioning. In Proceedings of the 7th european conference on work and
organizational psychology. Gyor.
Rauh, R., Schlieder, C., & Knauff, M. (1997). Präferierte mentale Modelle beim räumlich-
relationalen Schließen: Empirie und kognitive Modellierung. Kognitionswissenschaft, 6,
21–34.
Regenbrecht, H. (1999). Faktoren für Präsenz in virtueller Architektur. Doctoral thesis,
Bauhaus University Weimar.
Regenbrecht, H., Lum, T., Kohler, P., Ott, C., Wagner, M., Wilke, W., et al. (2004). Using
augmented virtuality for remote colloboration. Presence: Teleoperators & Virtual Envi-
ronment, 3(3), 338–354.
Rickheit, G., & Habel, C. (1999). Mental models in discourse. Processing and reasoning.
North-Holland: Elsevier Science Publishers B.V.
Rickheit, G., & Sichelschmidt, L. (1999). Mental models: Some answers, some questions, some
suggestions. In G. Rickheit & C. Habel (Eds.), Mental models in discourse processing
and reasoning (pp. 9–40). North-Holland: Elsevier Science Publishers B.V.
Ross, B. H. (1981). The more, the better?: Number of decisions as a determinant of memora-
bility. Memory and Cognition, 9(1), 23–33.
Rudolf, M. (2001). Multivariate Biostatistik mit SPSS für Windows – Beispielaufgaben mit
ausführlichen Lösungshilfen – Teil 1. Lehrheft Oktober 2001.
Sachse, P., & Hacker, W. (1995). Wie denkt, handelt der Konstrukteur? (Vol. 24). Dresden:
Technische Universität Dresden, Institut für Allgemeine Psychologie und Methoden der
Psychologie: Eigenverlag TU Dresden.
Schiestl, J. (1995). Groupware zur Unterstützung von verteilten Kommunikationsprozessen in
Entwicklungsprojekten aus der Sicht des Projektmanagements. Doctoral thesis, Univer-
sity of Innsbruck.
139
BIBLIOGRAPHY
Schroda, F. (2000). Über das Ende wird am Anfang entschieden: Zur Analyse der Anforderun-
gen von Konstruktionsaufträgen. Doctoral thesis, Technische Universität Berlin.
Schroda, F., & Hacker, W. (2002). Formale Anforderungen in der Produktentwicklung.
Zeitschrift für Arbeits- und Organisationspsychologie, 46(2), 57–68.
Schroda, F., Leinert, S., & Sachse, P. (1996). Anforderungsstruktur (task structure) und Prob-
lemraum (problem space) – theoretische und empirische Problemanalyse (Vol. 1: Theorie
und Methoden). Dresden: Technische Universität Dresden, Institut für Allgemeine Psy-
chologie: Eigenverlag TU Dresden.
Schubert, T., Friedmann, F., & Regenbrecht, H. (2001). The experience of presence: Factor
analytic insights. Presence, 3(10), 266–281.
Schwabe, G. (1995). Objekte der Gruppenarbeit: Ein Konzept für das Computer Aided Team.
In H. Krcmar (Ed.), Informationsmanagement und Computer Aided Team. Wiesbaden:
Gabler.
Schweizer, K. (2003). Medienpsychologische Methoden: Ein Vergleich ausgewählter
Methoden zur Analyse von Kommunikationsdaten aus der netzbasierten Kleingruppen-
forschung. Zeitschrift für Medienpsychologie, 15(1), 34–37.
Slater, M., &Wilbur, S. (1997). A framework for immersive virtual environments: Speculations
on the role of presence in virtual environments. Presence, 6(6), 603–616.
Spitzer, M. (2002). Lernen: Gehirnforschung und die Schule des Lebens. Heidelberg, Berlin:
Spektrum, Akademischer Verlag.
Stasser, G. (1992). Pooling of unshared information during group discussions. In S. Worchel,
W. Wood, & J. Simpson (Eds.), Group process and productivity (pp. 48–67). Newbury
Park, CA: Sage.
Stasser, G., & Titus, W. (1985). Pooling of unshared information in group decision making.
biased information sampling during discussion. Journal of Personality and Social Psy-
chology, 48(6), 1467–1478.
Stasser, G., & Titus, W. (1987). Effects of information load and percentage of shared informa-
tion on the dissemination of unshared information during group discussion. Journal of
Personality and Social Psychology, 53, 81–93.
Steiner, I. D. (1972). Group process und productivity. New York: Academic Press.
Steinmetz, R., & Engler, C. (1993). Human perception of media synchronization (Technical
Report 43.9310). Heidelberg: IBM European Networking Center.
Stempfle, J., & Badke-Schaub, P. (2002). Kommunikation und Problemlösen in Gruppen: Eine
Prozessanalyse. Gruppendynamik und Organisationsberatung, 33(1), 57–81.
Stroebe, W., Hewstone, M., & Stephenson, G. (1997). Sozialpsychologie. Berlin: Springer
Verlag.
Thiele, S. (2005). Konzeption und Implementierung von 2D und 3D-User-Interfaces für 3D-
Teleconferencing. Unpublished diploma thesis, Technischen Universität Ilmenau.
Tromp, L. G., Steed, A., & Wilson, J. R. (2003). Systematic evaluation and design issues for
collaborative virtual environments. Presence, Teleoperators and Virtual Environments,
12(3), 241–268.
Turoff, M., Hiltz, S. R., Fjermstad, J., Bieber, M., & Whitworth, B. (2002). Computer – medi-
ated communications for group support: Past and future. In J. M. Carroll (Ed.), Human-
140
BIBLIOGRAPHY
computer interaction in the newmillenium (pp. 279–302). Reading, MA: Addison-Wesley
Publishing Company.
Ulich, E. (2001). Arbeitspsychologie (5th ed.). Stuttgart: Schäffer-Poeschel.
Velichkovsky, B. M. (1995). Communicating attention: Gaze position transfer in cooperative
problem solving. Pragmatics & Cognition, 3(2), 199–224.
Velichkovsky, B. M., & Hansen, J. P. (1996). New technological windows into mind: There is
more in eyes and brains for human-computer interaction. In Proceedings of the conference
on human factors in computing systems (chi’96) Vancouver, British Columbia, Canada
(pp. 496–503). New York: ACM Press.
Verein Deutscher Ingenieure. (1975). VDI Guideline 2210: Datenverarbeitung in der Kon-
struktion – Analyse des Konstruktionsprozesses im Hinblick auf den EDV-Einsatz. Berlin:
Beuth Verlag GmbH.
Verein Deutscher Ingenieure. (1993). VDI Guideline 2221: Methodik zum Entwickeln und
Konstruieren technischer Systeme und Produkte (2nd ed.). Berlin: Beuth Verlag GmbH.
Verein Deutscher Ingenieure. (1997). VDI Guideline 2222, Blatt 1: Konstruktionsmethodik –
Methodisches Entwickeln von Lösungsprinzipien. Berlin: Beuth Verlag GmbH.
Verein Deutscher Ingenieure. (2004). VDI Guideline 2223: Methodisches Entwerfen technis-
cher Produkte. Berlin: Beuth Verlag GmbH.
Vertegaal, R. (1997). Conversational awareness in multiparty VMC. In Extended abstracts
of acm the conference on human factors in computing systems (chi’97). Atlanta, USA:
ACM SIGCHI.
Vertegaal, R., Veer, G. van der, & Vons, J. A. (2000). Effects of gaze on multiparty mediated
communication. In Proceedings of graphics interface (pp. 95–102). Montreal, Canada.
Vertegaal, R., Velichkovsky, B. M., & van der Veer, G. (1997). Catching the eye: Management
of joint attention in cooperative work. SIGCHI Bulletin, 29(4), 87–99.
Vertegaal, R., Weevers, I., Sohn, C., & Cheung, C. (2003). Gaze-2: Conveying eye contact in
group video conferencing using eye-controlled camera direction. In V. Bellotti, T. Erick-
son, G. Cockton, & P. Korhonen (Eds.), Conference proceedings – conference on human
factors in computing systems (Vol. 5, pp. 521–528). Ft. Luaderdale: ACM PRESS.
Vons, J. A. (1996). Human interaction through video mediated systems. University of Twente,
Department of Computer Science & Department of Electrical Engineering.
Weidemann, B. (1988). Psychische Prozesse beim Verstehen von Bildern. Bern: Hans Huber
Verlag.
Weingärtner, M. (1996). Computer gestützte Gruppenarbeit: State of the Art (Tech. Rep. No. 7).
Bonn: Informationszentrum Sozialwissenschaften.
Weinig, K. (1996). Wie Technik Kommunikation verändert. Münster: Lit Verlag.
West, M. A., Tjosvold, D., & Smith, K. G. (2003). International handbook of organizational
teamwork and cooperative working. Chichester West Sussex: John Wiley & Sons Ltd.
Witmer, B. G., & Singer, M. J. (1998). Measuring presence in virtual environments: A presence
questionnaire. Presence, 7(3), 225–240.
Witte, E., & Lecher, S. (1998). Leistungskriterien für aufgabenorientierte Gruppen. In
E. Ardelt-Gattinger, H. Lechner, & W. Schlögl (Eds.), Gruppendynamik. Anspruch und
Wirklichkeit der Arbeit in Gruppen (pp. 52–61). Göttingen: Verlag für Angewandte Psy-
chologie.
141
Worchel, S., Wood, W., & Simpson, J. (1992). Group process and productivity. Newbury Park,
London, New Delhi: Sage Publications.
Zeman, A. (2004). Theories of visual awareness. Progress in Brain Research, 144, 321–329.
Zhang, J. (1997). The nature of external representations in problem solving. Cognitive Science,
21(2), 179–217.
Zhang, J., & Norman, D. A. (1994). Representations in distributed cognitive tasks. Cognitive
Science, 18, 87–122.
List of Figures
1.1 Space-time matrix by Weingärtner (1996) after Johansen (1988) . . . . . . . . 9
1.2 Functional Elements of Conversational and Workspace Awareness . . . . . . . 12
1.3 A model for the elements of distributed group work. . . . . . . . . . . . . . . . 14
1.4 Functional Elements of Conversational, Workspace and Task Awareness . . . . 15
1.5 Reality-Virtuality continuum by Milgram & Kishino (1994) . . . . . . . . . . . 16
1.6 Scheme of decision phases by Irle (1971) . . . . . . . . . . . . . . . . . . . . 18
1.7 Basic cognitive operations during problem-solving by Stempfle and Badke-
Schaub (2002) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.8 VDI 2221: Methodical development and design process . . . . . . . . . . . . . 20
3.1 Photograph of a cAR/PE! workplace. . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Virtual conference room cAR/PE! with two participants. . . . . . . . . . . . . 30
3.3 Hazard rates for the transition 2→ 3 for the design task . . . . . . . . . . . . . 63
3.4 Hazard rates for the transition 3→ 5 for the design task . . . . . . . . . . . . . 64
3.5 Hazard rates for the transition 5→ 3 for the design task . . . . . . . . . . . . . 65
3.6 A typical problem-solving process for groups solving the design task in a con-
ventional meeting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.7 A typical problem-solving process for groups solving the design task in cAR/PE! 69
3.8 Virtual conference room cAR/PE!2 with two participants. . . . . . . . . . . . . 77
3.9 cAR/PE!2 no room with two participants. . . . . . . . . . . . . . . . . . . . . 77
3.10 Hazard rates for the transition 2→ 3 for the amphibious car task . . . . . . . . 98
3.11 Hazard rates for the transition 4→ 2 for the amphibious car task . . . . . . . . 100
3.12 Hazard rates for the transition 2→ 3 for the amphibious car task . . . . . . . . 106
3.13 A typical problem-solving process for groups solving the design task amphibi-
ous car in the conventional meeting2 . . . . . . . . . . . . . . . . . . . . . . . 110
3.14 A typical problem-solving process for groups solving the design task amphibi-
ous car in cAR/PE!2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.15 A typical problem-solving process for groups solving the design task amphibi-
ous car in cAR/PE!2 no room . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
B.1 Hazard rates for the transition 2→ 3 for the cost-optimizing task . . . . . . . . 218
B.2 Hazard rates for the transition 3→ 2 for the cost-optimizing task . . . . . . . . 219
C.1 The button icons of the lower display screen. . . . . . . . . . . . . . . . . . . 236
C.2 The virtual meeting room. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
143

List of Tables
1.1 The fate of unshared information by Stasser (1992) . . . . . . . . . . . . . . . 6
1.2 Taxonomy of problems by Dörner (1987) . . . . . . . . . . . . . . . . . . . . 8
1.3 Dimensions for the classification of tasks by Dörner, Kreuzig, Reither and
Stäudel (1983) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.1 First study comparison of the shared environment. . . . . . . . . . . . . . . . . 31
3.2 First study comparison of the person’s interaction with the shared environment. 33
3.3 First study comparison of the private environment and the interaction of a per-
son with her/his environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 First study comparison of the group and interaction in the group. . . . . . . . . 35
3.5 First study comparison of the task and interaction person and task. . . . . . . . 36
3.6 First study comparison of the interaction between task and room. . . . . . . . . 36
3.7 Four experimental conditions of the first study. . . . . . . . . . . . . . . . . . 42
3.8 Four different conditions of the first study. . . . . . . . . . . . . . . . . . . . . 43
3.9 According to Irle (1971) Category system for the problem-solving process. . . 47
3.10 Categories for evaluating group results. . . . . . . . . . . . . . . . . . . . . . 48
3.11 Time periods of the experiment. . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.12 Descriptive analysis for the interaction with the side-door under the conditions
conventional meeting and cAR/PE!. . . . . . . . . . . . . . . . . . . . . . . . 53
3.13 t-Test of interaction with the side-door for the design task under the conditions
conventional meeting and cAR/PE!. . . . . . . . . . . . . . . . . . . . . . . . 54
3.14 Descriptive statistics under the meeting conditions cAR/PE!/conventional meet-
ing and cost-optimizing task/design task. . . . . . . . . . . . . . . . . . . . . . 55
3.15 Results for the 2×2 ANOVA for the factors meeting condition and task difficulty. 55
3.16 t-Test of group results for the design task under the conditions conventional
meeting and cAR/PE!. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.17 Frequencies and time periods of episodes for the problem-solving process cAR/PE!
and the conventional meeting for the cost-optimizing task. . . . . . . . . . . . 58
3.18 Transition rates of the episodes under the conventional meeting condition and
the cAR/PE! meeting condition for the cost-optimizing task. . . . . . . . . . . 58
3.19 Group results for the cost-optimizing task under the conventional meeting con-
dition and cAR/PE!. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.20 Frequencies and time periods of episodes for the problem-solving process cAR/PE!
and the conventional meeting for the design task. . . . . . . . . . . . . . . . . 60
3.21 Transition rates of the episodes under the conventional meeting condition and
the cAR/PE! meeting condition for the design task. . . . . . . . . . . . . . . . 60
145
LIST OF TABLES
3.22 Group results for the design task under the conventional meeting condition and
cAR/PE!. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.23 Results for comparing the hazard rates from episode 2→ 3 for the design task
with the meeting condition as covariate. . . . . . . . . . . . . . . . . . . . . . 62
3.24 Results for comparing the hazard rates from episode 3→ 5 for the design task
with the meeting condition as covariate. . . . . . . . . . . . . . . . . . . . . . 63
3.25 Second Study comparison of the elements of (distributed) group work between
conventional meetings2, cAR/PE!2 and cAR/PE!2 no room meetings . . . . . . 79
3.26 Experimental conditions of the second study. . . . . . . . . . . . . . . . . . . 84
3.27 Category system for the problem-solving process solving design tasks accord-
ing to VDI 2221 and 2222. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.28 Categories for evaluating group results . . . . . . . . . . . . . . . . . . . . . . 88
3.29 Experiment time periods of the second study. . . . . . . . . . . . . . . . . . . 90
3.30 Descriptive statistics under the meeting conditions cAR/PE!2/conventional meet-
ing2 for the design task amphibious car. . . . . . . . . . . . . . . . . . . . . . 93
3.31 t-Test of group results for the design task amphibious car under the conditions
conventional meeting2 and cAR/PE!2 . . . . . . . . . . . . . . . . . . . . . . 93
3.32 Frequencies and seconds of episodes for the problem-solving process under the
conditions cAR/PE!2 and conventional meeting2. . . . . . . . . . . . . . . . . 94
3.33 Transition rates of the episodes for the conventional meeting2 condition and the
cAR/PE!2 meeting condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.34 Group results and POSTSMMs for the conventional meeting2 condition and the
cAR/PE!2 meeting condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.35 Results for comparing the hazard rates from episode 2 → 3 with the meeting
condition as time-constant covariate and the pre-events as time-dependent co-
variate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.36 Results for comparing the hazard rates from episode 2→ 3 for the amphibious
car task with the meeting condition as covariate. . . . . . . . . . . . . . . . . . 97
3.37 Results for comparing the hazard rates from episode 4 → 2 for the amphibi-
ous car task with the meeting condition as time-constant covariate and the pre-
events as time-dependent covariate. . . . . . . . . . . . . . . . . . . . . . . . . 99
3.38 Results for comparing the hazard rates from episode 4→ 2 for the amphibious
car task with the meeting condition as covariate. . . . . . . . . . . . . . . . . . 99
3.39 Relative frequencies comparing the 1st to the 4th episode of cAR/PE!2 and con-
ventional meetings2 under the condition amphibious car. . . . . . . . . . . . . 100
3.40 Descriptive statistics for the group results under the meeting conditions cAR/PE!2/
cAR/PE!2 no room for the design task amphibious car. . . . . . . . . . . . . . 102
3.41 t-Test of group results for the design task amphibious car under the conditions
cAR/PE!2 and cAR/PE!2 no room. . . . . . . . . . . . . . . . . . . . . . . . . 102
3.42 Frequencies and seconds of episodes for the problem-solving process under the
meeting conditions cAR/PE!2 and cAR/PE! no room . . . . . . . . . . . . . . . 103
3.43 Transition rates of the episodes under the meeting conditions cAR/PE!2 and
cAR/PE!2 no room. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.44 Group results and POSTSMMs under cAR/PE!2 and cAR/PE!2 no room. . . . . 104
146
LIST OF TABLES
3.45 Results for comparing the hazard rates from episode 2 → 3 for the amphibi-
ous car task with the meeting condition as time-constant covariate and the pre-
events as time-dependent covariate. . . . . . . . . . . . . . . . . . . . . . . . . 105
3.46 Descriptive statistics for the sense of spatial presence under the meeting condi-
tions cAR/PE!2 / cAR/PE!2 no room for the design task amphibious car. . . . . 107
3.47 Multivariate Hotelling T 2-Test for the sense of spatial presence under the con-
ditions cAR/PE!2 and cAR/PE!2 no room. . . . . . . . . . . . . . . . . . . . . 108
3.48 Test of the between subject effects for the sense of spatial presence under the
conditions cAR/PE!2 and cAR/PE!2 no room. . . . . . . . . . . . . . . . . . . 108
B.1 Results of the groups under the meeting condition cAR/PE! and the cost-opti-
mizing task with the episodes frequency and time period for each group. . . . . 209
B.2 Transition rates of the episodes within the groups under the meeting condition
cAR/PE! and the cost-optimizing task. . . . . . . . . . . . . . . . . . . . . . . 210
B.3 Group results for the cost-optimizing task under the meeting condition cAR/PE!. 210
B.4 Results of the groups under the meeting condition conventional meeting and the
cost-optimizing task with the episode frequency and time period for each group. 211
B.5 Transition rates of the episodes within the groups under the meeting condition
conventional meeting and the cost-optimizing task. . . . . . . . . . . . . . . . 211
B.6 Group results for the cost-optimizing task under the meeting condition conven-
tional meeting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
B.7 Results of the groups under the meeting condition cAR/PE! and the design task
with the episode frequency and time period for each group. . . . . . . . . . . . 213
B.8 Transition rates of the episodes within the groups under the meeting condition
cAR/PE! and the design task. . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
B.9 Group results for the design task under the meeting condition cAR/PE!. . . . . 214
B.10 Results of the groups under the meeting condition conventional meeting and the
design task with the episode frequency and time period for each group. . . . . . 215
B.11 Transition rates of the episodes within the groups under the meeting condition
conventional meeting and the design task. . . . . . . . . . . . . . . . . . . . . 215
B.12 Group results for the design task under the meeting condition conventional
meeting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
B.13 Comparison of the hazard rates from episode 2→ 3 for the cost-optimizing task
with the meeting condition as covariate. . . . . . . . . . . . . . . . . . . . . . 217
B.14 Comparison of the hazard rates from episode 3→ 2 for the cost-optimizing task
with the meeting condition as covariate. . . . . . . . . . . . . . . . . . . . . . 218
C.1 Results of the groups under the meeting condition conventional meeting2. . . . 255
C.2 Transition rates of the events within the groups under the conventional meeting2
condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
C.3 Results of the groups under the meeting condition cAR/PE!2. . . . . . . . . . . 257
C.4 Transition rates of the events within the groups under the cAR/PE!2 meeting
condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
147
C.5 Spearman Correlation for IMMs between the control variable and the dependent
variable under the condition design task amphibious car. . . . . . . . . . . . . 259
C.6 Mann and Whitney U-Test for IMMs between cAR/PE!2 and cAR/PE! no room
under the condition design task amphibious car. . . . . . . . . . . . . . . . . . 260
C.7 Levene test for the dependent variable IMM under the condition design task
amphibious car comparing cAR/PE!2 and cAR/PE! no room. . . . . . . . . . . 260
C.8 An analysis of covariance for the dependent variable IMM under the condition
design task amphibious car comparing cAR/PE! and cAR/PE! no room. . . . . 260
C.9 Mann and Whitney U-Test of SMMs for the design task amphibious car under
the conditions cAR/PE!2 and cAR/PE! no room. . . . . . . . . . . . . . . . . . 261
C.10 Results of the groups under the meeting condition cAR/PE!2 no room. . . . . . 262
C.11 Transition rates of the events within the groups under the cAR/PE!2 no room
meeting condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
A Theoretical Concepts
A.1 Task Classification1
High Low
High Interpolation barrier Dialectic barrier
Low Synthesis barrier Dialectic barrier and 
synthesis barrier
Distinctiveness of the criteria of the aim
Known 
ressources
1According to Problemlösen als Informationsverarbeitung (p. 14) by Dörner (1987). Stuttgart: Kohlhammer.
(English translation by the author)
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B Study 1
B.1 Structured Interview
Interview
Petra Kohler & Tim Lum
DaimlerChrysler AG, Research
Product, Process, Resource Integration: RIC/EP
Psychology in Engineering
Postfach 2360, 89013 Ulm, Germany
Visitor address: Wilhelm-Runge-Strasse 11
Phone: +49 (0) 731 - 505 4184
E-Mail: Petra.p.Kohler@DaimlerChrysler.com
Tim.Lum@DaimlerChrysler.com
Survey on Distributed Group Work
A) Personal Details
What is your field of work?
How long have you been working in this field at DaimlerChrysler?
Did you work in a related field at DaimlerChrysler earlier? If so, which field of work and how
long?
Did you work in another company in the same or a similar field? If so, which field of work and
how long?
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What is your education/qualification? (Multiple answers are possible)
 Vocational Training  University
 Master  Technician
 Others:
Do you have further qualifications?
How many projects have you worked in? What kind of projects were they and how long was
the project run? How many departments/persons were involved in the projects? (Please give
information about the last 3 projects.)
Project Description Your Function Team Size Project Run
B) Field of Activity/ Project
1. What percentage of your working time is taken up by project work? %
2. What is your current main project:
3. How long is the complete project? (months/years)
4. How long has the project already run? (months/years)
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5. How many people are working in the project team? Which departments do they belong
to?
Department No. of Persons
6. What is the project’s aim?
7. What is your aim and which position do you have?
8. What is the main focus of your work (if leadership, see communication)? Which phase is
the project currently in (see items below)?
Item Percentage
Planning
Design
Implementation
Steering/Controlling
Evaluation
9. Which utilities/tools do you need to work on your task?
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Software
Hardware
Others
10. Where do you work? (Please specify in %.)
Location Percent of the Time
Office
Plant
Meetings
Other
11. How much of your available time do you spend on the following tasks? (Please specify
in %.)
Item Percentage
Planning
Design
Implementation
Steering/Controlling
Evaluation
Communication
Coordination
C) Communication
1. Howmany contact persons do you have and why do you communicate with them? (Which
information do you exchange?)
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Contact Person Reason/Information Exchanged Frequency
2. How do you get and pass on information (telephone, documents, orally, email. . .)? Which
kind of information is communicated? (Please specify in %.)
Get Information Pass on Information
(Type of Information) (Type of Information)
3. How much of your time (in percent) is it absolutely necessary for you to cooperate and
coordinate tasks with other people?
4. Where and how do you cooperate? (place/time)
5. How many meetings do you have on average? (week/month)
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6. Which software and hardware do you use in the meetings?
7. Which kind of meetings do you have (official/ad hoc, contents) and how many people
participate? Which information is changed?
8. How many meetings are held using video conferencing systems or Lotus Sametime?
9. Which experiences have you made with the systems?
10. Can you imagine holding more meetings using distributed communication systems? Yes
or no? Why?
11. What are the problems when having distributed meetings (also technical or local prob-
lems)?
12. How often is communication bilateral (weeks/months)?
13. How do you communicate, how long, and about what? (telephone,
email, . . .)
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D) Challenges/Difficulties/Successes
1. What are the greatest challenges regarding the task and/or cooperation with the col-
leagues? (pressure of time, material, solutions/cooperation, communication, information)
2. What are the greatest successes regarding the task and/or cooperation with the colleagues?
(pressure of time, material, solutions/cooperation, communication, information)
3. In which fields of work are the greatest challenges (task/communication)? Please also
consider technologies, organization, culture, process and
group/individual concerns.
4. Do you have a chart setting out the organizational structure of the project organization?
Yes / No
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Results
1. Qualification of the 11 persons interviewed
• From vocational training to a doctoral degree, all with a technical background (tool-
maker, electrician, electrical engineer, industrial engineer)
2. Field of work
• Pilot body in white
• Production planning body in white and chassis
3. Duration of the projects
• At least 6 months to maximum 6 years
• Normally from 6 to 12 months
4. Kind of projects
• Mainly scheduling and solving problems
• R171, W164/W251, S211, S203, S215, S220
5. Number of persons involved
• Between 5 and 120
• Normally between 10 and 40
6. Kind of work
• More than 94% project work
7. Departments involved
• Design
• Clamp and fix concept
• Body in white of the production planning and the pilot line
• Receiving plants, for example, Bremen and Tuscaloosa
• Quality assurance
• Car body engineering
• Parts supplier
• At least 3 - 4 other parties with at least one partner not locally present
8. Descriptions of the meetings
• 50% or more meetings in the assembly plant
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• Main part of the work is communication/coordination
• Daily meetings with the project partners, meetings are between 30 minutes and 8
hours long, depending on the phases of the project (also with suppliers)
• Mostly meetings are scheduled
9. Comments on video conferencing systems
• Used infrequently, partly for regular meetings once a week (for example, with Bre-
men or Tuscaloosa)
• Exhausting, poor view of the slides, unnatural/impersonal, instable
• Typically distributed meetings are useful for bilateral as well as group meetings
10. Tools (hardware and software)
• Microsoft Office, Lotus Notes, etc.
• CATIA, Smaragd, ZEUS, 3D COM, CG DOC, ROBCAD, DMU Navigator, Cam-
tasia
• Tools for measurements (for example, pressed parts, dimensioning), UNIX, tools in
the shop
• Construction elements, manufacturing resources, models, complete cars
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B.2 Meeting Descriptions
The meeting descriptions are based on 5 participants’ observations. The generalization of
the information was adjusted directly with the attendees.
ZEUS Meeting
ZEUS is a failure documentation program used in processing and production planning. In
ZEUS, failures and the stati of elaboration are documented, responsibilities are recorded, and
work is controlled as to its completion. Meetings with ZEUS are accomplished with several
persons (8-15), generally from 2 or 3 different departments.
ZEUS is used very often as all types of failures can be documented independently of further
software. Moreover ZEUS is easy to use and clearly structured.
The ZEUS software is the basis for meetings that are known by the employees as ZEUS meet-
ings. In a ZEUS meeting, several ZEUS topics are elaborated. A ZEUS topic is a failure that
has occurred. To solve the problem, rights, responsibilities, and tasks are determined. As many
as 12 ZEUS topics can be treated in a meeting. The duration of a meeting is typically between
30 minutes and 2 hours and depends on the number of ZEUS topics at hand.
The attendees of a ZEUS meeting sit together around several tables, so that they can see the
presentation wall in the front of the room very well. One attendee introduces a ZEUS topic
when asked by the coordinator. The coordinator is the chair of the meeting and assigns actions
and responsibilities to the ZEUS topic. The chair notes keywords to the requirements, updates
ZEUS, and informs the relevant ZEUS employee. In the next meeting the ZEUS employee
brings the new topics along. Other documents can be attached to ZEUS, e.g. PowerPoint or
measurement reports.
Design-Meeting – As Example Manufacturing Equipment
Design meetings are held on several days in a week over a longer period of time (several months)
in the production planning and development departments. Normally, design meetings take place
in design offices as the designers are generally employees from external design offices. In their
design office, the data are better available. Typically 5 to 20 people from 2 to 3 different
departments attend a design meeting. The duration of a meeting is, on the average, 4 to 8 hours.
During the meeting, the attendees sit facing a screen that shows the topic at hand. Normally, an
employee from the design office chairs the meeting using the minutes of the last meeting, which
were normally written by this person, as agenda.
In the meeting, a manufacturing tool as presented using the CAD software is viewed on the
screen and changes that the designer would like to make are discussed in line with the minutes of
the last meeting. Pointers are used to indicate the various elements of the tool under discussion.
Several pointers are available so that the attendees can work autonomously. The individual
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change measures are treated one after the other, with the feasibility of a change immediately
verified in the CAD software. Any new changes or changes that do not prove to be feasible at
the time are documented in the minutes of the meeting, which serves as a foundation for the
next design meeting. The minutes are the road map for the meeting. Other items may also be
put up for discussion and are incorporated into the minutes. The relevant designer sends the
minutes to the groups involved.
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B.3 Questionnaire by Schroda (2000) to Classify
Construction Tasks (English translation by the author)
A) Conflicting Aims
Often design tasks have multiple aims. Single aims can conflict. This can result in a conflict
of aims. The conflict between the aims can differ strongly.
How many aims does the task have?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very few few middle many great many
How many conflicting aims does the design task have?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
none to very few few middle many great many
How strong is the conflict between the aims?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
none to very low low middle strong very strong
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B) Complexity
On the one hand, the complexity of a design task depends on the number of the part-functions
that have to be considered simultaneously. On the other hand, the complexity depends on the
number and strength of the connections between the part-functions.
How many different part-functions have to be considered simultaneously?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very few few middle many great many
How many connections are between the part-functions?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very few few middle many great many
How strong are the part-functions connected?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very low low middle strong very strong
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C) Transparency
Transparency is the objective availability of information to the start and boundary conditions,
to the way of solution, to the aim, and to the result independent of the employee.
This information can be available in the contract (in particular the start and boundary conditions)
or the know-how of the problem (for example catalogs, patents, other projects).
How much information regarding the start and end conditions is available?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
great deal much middle little very little
How much information is available about the way of solution?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
great deal much middle little very little
How much information is available about the aim?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
great deal much middle little very little
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D) Degree of Freedom
The degrees of freedom are the different variations of solution ways that are available ob-
jectively and the different variations of solutions that can emerge when working on a task.
Preconditions can border the ways of solutions and the variations and hence the degrees of free-
dom when designing.
How many different variations of solutions are possible?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very few few middle many great many
solutions solutions
How many different ways of solutions are possible?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very few few middle many great many
solutions solutions
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E) Dynamics
A dynamic contract is variable over the time. The exact identification of the start conditions
is difficult. The future effect of the decisions and encroachments are predictable only to a
limited extent. Dynamic contracts do not exist independently of the environment, but outside
aspects (boundary conditions) can have an effect. When having static problems, start condi-
tions are identifiable to any point of time. Outside aspects do not have an influence. The effect
of decisions and constraints can be estimated.
In the case of dynamic problems, employees must have the ability to work under time pressure
and to estimate the design process.
How greatly can start conditions of the design contract change independently
of the employee?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very little little middle much very much
How exactly can the effect of the decisions and the constraints of the employee
be calculated beforehand?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very little little middle much very much
How strongly can outside aspects (boundary conditions) affect the design
contract?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very little little middle much very much
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F) Required Knowledge
The employee needs a sound basis of knowledge for any design task. This knowledge can be dis-
tinguished as either specialized know-how or knowledge of methods. Specialized know-how
is knowledge about terms, conditions, licit coherences, and conditions of the special problem.
Knowledge of methods is the knowledge about the procedures and strategies to elaborate the
contract.
How much specialized know-how is necessary for the design task?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very little little middle much very much
How much knowledge about procedures and strategies of solutions is
necessary for the design task?
Task Side Door
© © © © ©
Task Convertible
© © © © ©
very little little middle much very much
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B.4 Expert/Best Practice Model of the Complex, Design
Task
 10 
weight
 windowpane
13
shape 
windowpane
12
shape 
side door
5
crash
safety
2
stiffness
side door
8 
side door
seal
15
hinge
side door
19
mechanics
side door
17
material
side door
1 overall
weight
side door
11
surface 
side door
18
overall
stiffness
7 window-
pane
guidance
3 
packaging
16
loudspeaker
9 
surface
windowpane
 6
stiffness
sill edging
 4 
A/ B pillar
20
 side mirror
14
    thickness
windowpane
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B.5 Expert/Best Practice Model of the Less Complex,
Cost-Optimizing Task
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B.6 Welcome and Introduction to the Experiment
Welcome
• We are Tim Lum and Petra Kohler from the Research Center in Ulm
• Our project, cAR/PE!, is about distributed group work
• cAR/PE! is a software geared to support distributed group work
• We would like to test the first prototype
• The experiment will take 75 minutes
• This is not an intelligence test
• All the analyses of the data will be anonymous
• The reactions of real users are important for us
• We will explain the procedure briefly
• Feel free to ask questions any time
• Experiment:
1. Controlled comparison is possible
2. Reasons for differences can be found
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Procedure
• Please do two tasks together in the next 80 minutes
• One task will be elaborated in a conventional meeting; the other task will be elaborated
in cAR/PE! (the principle of cAR/PE! will be explained beforehand).
• Before beginning the tasks as a group, you will have 10 minutes to read the task descrip-
tion and to examine the model. Note that you have 10 minutes to discuss the task in the
group.
• We will show you how to create the model afterwards
• After finishing the task, we will ask you to create a second model
• At the end we would welcome your comments and suggestions about the experiment and
cAR/PE!
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B.7 Example for Eliciting the Mental Model, Including
the Story and the Mental Model
Example
You designed a soapbox car with your daughter. After a week your daughter did not like the
color anymore and the old tires you took from her stroller to use in the soapbox. Even worse,
the children from the neighborhood teased her about this.
That is the reason why she wants to have a yellow soapbox instead of the green one. Addition-
ally, she would like to have bigger tires with a better tread, but they would cost 30 e each.
Which factors are important to solve the problem “your daughter wants another soapbox" and
how are the factors linked, i.e. are interdependent?
prestige
size
of the
 wheel house
tires
costs
color educationalmeasures
your
daughter's
feelings
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B.8 Blank Sheet to Display the Mental Models
Date/Time:
Nr.:
Participant-Nr.:
Rule:
Task:
Condition:
Measurement: (Pre or Post)
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B.9 Task Description Containing the Different Roles for
the Complex Design Task
Task C-Class Convertible – Role A
Yesterday the successful sales figures of the C-Class coupe were published. Sales indicated
there was also high customer demand for the C-Class convertible.
Next week the Board of Directors expects a modification proposal for the construction of the
C-Class convertible. The time frame and the cost calculation are not important at the moment.
Production Scheduler
You are the production scheduler responsible for the C-Class coupe. Yesterday you asked the
designer and the scheduler for parts acquisition for the side door for an appointment. You
have to talk about the requirements of the Board of Directors. You are speaker of the Side Door
Function Group and you have to make a suggestion about the components and parameters that
have to be changed and their influence on changes to other components. You therefore call a
meeting of your colleagues to develop a first proceeding.
It is important to change as few components as possible.
1. Which components of the door have to be changed and which factors and variables have
to be considered (for example safety, sealing of the side door)?
2. What has to be done to solve the task?
You as a production scheduler have to give a solution of the group discussion after 10 minutes!
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Task C-Class Convertible – Role B
Yesterday the successful sales figures of the C-Class coupe were published. Sales indicated
there was also high customer demand for the C-Class convertible.
Next week the Board of Directors expects a modification proposal for the construction of the
C-Class convertible. The time frame and the cost calculation are not important at the moment.
Scheduler for Parts Acquisition
You are the scheduler for parts acquisition responsible for the C-Class coupe side door. You
were involved in the introduction of the coupe as scheduler for parts acquisition. Yesterday you
got a call from the production scheduler of the side door, asking you to attend a meeting with
the scheduler and the designer to discuss the requirements of the Board of Directors. In this
meeting you will develop a first proceeding with your colleagues.
After 10 minutes the production scheduler should hand in a suggestion for a first solution. It is
important to change as few components as possible.
1. Which components of the door have to be changed and which factors and variables have
to be considered (for example stiffness, surface of the window pane)?
2. What has to be done to solve the task?
You have 10 minutes to find a solution with your colleagues!
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Task C-Class Convertible – Role C
Yesterday the successful sales figures of the C-Class coupe were published. Sales indicated
there was also high customer demand for the C-Class convertible.
Next week the Board of Directors expects a modification proposal for the construction of the
C-Class convertible. The time frame and the cost calculation are not important at the moment.
Designer
You are the designer of the C-Class coupe side-door. Yesterday you got a call from the produc-
tion scheduler responsible for the side door, asking you to attend a meeting with the scheduler
and the scheduler for parts acquisition to discuss the requirements of the Board of Directors.
In this meeting you will develop a first proceeding with your colleagues.
After 10 minutes the production scheduler should hand in a suggestion for a first solution. It is
important to change as few components as possible.
1. Which components of the door have to be changed and which factors and variables have
to be considered (for example windowpane guidance, shape of the side door)?
2. What has to be done to solve the task?
You have 10 minutes to find a solution!
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B.10 Task Description Containing the Different Roles
for the Less Complex Cost-Optimizing Task
Task Side Door – Role A
Pressed Part Scheduler
You are the pressed part scheduler responsible for the L-Class 255 side door. You are based in
Sindelfingen. The system scheduler for the body in white of your project phoned you yesterday
to call a meeting with you and the designer of the side door because the paneling of the inside
warped in the production machine. New tests of the process engineering indicated a reject rate
of 25%.
The paneling made from deep-drawing plate (steel EN 10268–1.048) warped strongly in the
machine. The system scheduler for the body in white suggests bolstering up the paneling to 0.9
mm to reduce the reject rate to 5%. This would increase the weight of the side door by about
18%. If the paneling is reinforced instead, all 6 compression molds would have to be changed,
incurring costs of 50,000 e . Changing the material but using the same diameter would have no
impact on the compression molds. The annual number of units produced for the L-Class 255 is
100,000 side doors.
The objective is to find the solution with the lowest possible costs with your two colleagues!
1. Find a solution in the group with the available information from you and your colleagues
(all combinations are allowed)!
2. Which further information could be important for the solution?
You have a meeting with the designer and the system scheduler to discuss the problem. Both
of them can give you further information.
After 10 minutes you should present the group solution.
Price of Deep-Drawing Plate, Steel EN 10268–1.0480
Dimensions in mm Price in e Price increase in %
0.75 6 0
0.80 6.5 8.3333
0.85 7 16.666
0.90 7.5 25
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Weight Increase
Weight increase in % Weight increase in %
Dimensions in mm
Standard plate Stronger plate
0.75 0 0
0.80 6 6
0.85 12 12
0.90 18 18
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Task Side Door – Role B
System Scheduler for the Body in White
You are the system scheduler of the body in white responsible for the L-Class 255 side door.
You are based in Bremen. You phoned the pressed part scheduler and designer of the side door
yesterday to call a meeting because the paneling of the inside warped in the production machine.
New tests of the process engineering indicated a reject rate of 25% when using deep-drawing
plate (steel EN 10268-1.048). Normally the reject rate is 5%. Bolstering up the paneling to 0.9
mm would reduce the reject rate to 5%. But this might increase the dead weight of the side door
too much.
The objective is to find the solution with the lowest possible costs with your two colleagues!
1. Find a solution in the group with the available information from you and your colleagues
(all combinations are allowed)!
2. Which further information could be important for the solution?
You have a meeting with the designer and the pressed part scheduler to discuss the problem.
Both of them can give you further information.
After 10 minutes the pressed part scheduler should present the group solution.
Price Deep Drawing Plate, Steel EN 10268–1.0480
Dimensions in mm Price in e Price increase in %
0.75 6 0
0.80 6.5 8.3333
0.85 7 16.666
0.90 7.5 25
Reject Rate
Dimensions in mm Deep drawing plate in % F 18 (DC07) plate in %
0.75 25 15
0.80 15 10
0.85 10 5
0.90 5 1
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Task Side Door – Role C
Designer
You are the designer responsible for the L-Class 255 side door. You are based in Ulm. Yes-
terday the pressed part scheduler phoned you that a meeting would be necessary because the
paneling of the inside warped in the production machine.
The system scheduler of the body in white had found that new tests of the process engineering
indicated a reject rate of 25% when using 0.75 mm deep-drawing plate (steel EN 10268-1.048).
Normally the reject rate is 5%. Bolstering up the paneling to 0.9 mm would reduce the reject
rate to 5%. The weight of the side door would increase about 18%. This increase is still in the
permissible tolerance and can be neglected.
The annual number of units produced for the L-Class 255 is 100,000 side doors. Alternative
plates of a higher strength could be used (IF 18), but they are more expensive.
The objective is to find the solution with the lowest possible costs with your two colleagues!
1. Find a solution in the group with the available information from you and your colleagues
(all combinations are allowed)!
2. Which further information could be important for the solution?
You have a meeting with the system scheduler and the pressed part scheduler to discuss the
problem. Both of them can give you further information.
After 10 minutes the pressed part scheduler should present the group solution.
Price of Deep Drawing Plate, Steel EN 10268–1.0480
Dimensions in mm Price in e Price increase in %
0.75 6 0
0.80 6.5 8.3333
0.85 7 16.666
0.90 7.5 25
Price of Stronger Plate, IF 18
Dimensions in mm Price in e Price increase in %
0.75 6.5 8.3333
0.80 7 16.6666
0.85 7.5 25
0.90 8 33.3333
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B.11 User Manual for cAR/PE!
Manual for the Moderator
Introduction to cAR/PE!
cAR/PE! is a virtual conference room that allows you and your colleagues from other locations
to work together without leaving your own office.
Description of the room
You and your colleagues are sitting around a table in
the middle of the room. You are represented by a live-
video stream in the room.
On the other side of the room is a presentation wall
where you can get some information about the task.
Since you are the moderator, you can change the dif-
ferent slides.
Additionally, each participant has a pointer in a differ-
ent color that can be moved on the presentation wall.
The wall across from the presentation wall gives you
status information about the participants and yourself,
for example, a view of your own video stream.
181
B. STUDY 1
Control in cAR/PE!
Moving and interacting are possible using a mouse with six degrees of freedom (space mouse)
and the headset with the integrated microphone.
1. Movement with the Space Mouse
Your own position in the room is static,
but you have the following degrees of free-
dom:
• Right/left twist of the field of view with the knob
of the space mouse around the axis of rotation B.
• Up/down changes of the field of view when tilting
the knob of the space mouse forward and back-
ward around the axis of rotation A.
• Changes of the perspective in the virtual environ-
ment by shifting the knob forward/backward on
the Z axis.
• Press button 1 on the space mouse to come back to
the original position taken at the beginning. That
can be helpful, for example, if you have lost your
orientation.
3D mouse with
axes of movement
2. Use of the Presentation Wall
To change the information on the presentation wall use the buttons Page⇑ and Page⇓ on
your keyboard. Additionally, you can project your view of the monitor to your colleagues
on the presentation wall, when you use the button POS1 on your keyboard.
You can use the colored pointer on the presentation wall with your normal 2D mouse.
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Caution: Since you are the moderator of the meeting, only you have the possibility to
manipulate the presentation. The other participants can only follow your changes – they cannot
change the presentation!
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Manual for the Normal Participants
Introduction to cAR/PE!
cAR/PE! is a virtual conference room that allows you and your colleagues from other locations
to work together without leaving your own office.
Description of the Room
You and your colleagues are sitting around a table in
the middle of the room. You are represented by a live-
video stream in the room.
On the other side of the room is a presentation wall
where you can get some information about the task.
The moderator can change the different slides.
Additionally, each participant has a pointer in a differ-
ent color that can be moved on the presentation wall.
The wall across from the presentation wall gives you
status information about the participants and yourself,
for example, a view of your own video stream.
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Control in cAR/PE!
Moving and interacting are possible using a mouse with six degrees of freedom (space mouse)
and the headset with the integrated microphone.
Movement with the Space Mouse
Your own position in the room is static, but you have the following degrees of freedom:
• Right/left twist of the field of view with the knob
of the space mouse around the axis of rotation B.
• Up/down changes of the field of view when tilting
the knob of the space mouse forward and back-
ward around the axis of rotation A.
• Changes of the perspective in the virtual environ-
ment by shifting the knob forward/backward on
the Z axis.
• Press button 1 on the space mouse to come back to
the original position taken at the beginning. That
can be helpful, for example, if you have lost your
orientation.
3D mouse with
axes of movement
You can use the colored pointer on the presentation wall with your normal 2D mouse.
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B.12 Door Images
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B.13 Feedback Questionnaire
Date/Time:
Code:
Rule:
Feedback Questionnaire
In the following we would ask you to give us some general information about your person and
about the cAR/PE! system. The questionnaire is anonymous!
1. Age:
2. Sex: male: female:
3. How long have you worked at DaimlerChrysler?
4. Qualification:
Vocational Training:
Direction:
University Education:
Field of Study:
Others:
5. Do you have experience with design tasks? If so, which experiences have you made and
how long?
6. Do you have any suggestions or comments about the cAR/PE! system?
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7. Do you have any suggestions or comments about the experimental design?
8. Do you have any suggestions or comments about the use and distribution of data and data
security?
9. Other suggestions or comments:
10. Do you think you could work with a system like cAR/PE! for distributed group work?
© yes © no
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If not, why and what has to be changed?
Thank you very much for your active participation!
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30 males, ages between 30 and 63
Seniority
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Qualifications
Professions
193
B. STUDY 1
Professions
Experience in design
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Experience in years
Could you imagine distributed working with a system like cAR/PE! ?
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1. The audio quality needs improvement. (19 respondents) Better video/audio synchroniza-
tion needed.
2. The system is too slow.(4 respondents)
3. The images are too complicated; not absolutely necessary.
4. Image/movement synchronization needs improvement.
5. Use of two screens would be better than changing images.
6. A flip chart would be helpful. (4 respondents)
7. The space mouse is not necessary. (4 respondents)
8. Minutes of the meeting would be desirable. (4 respondents)
9. The moderator should be able to call up presentations.
10. The task should be more practice oriented in nature.
11. The task should be tailored to the target group.
12. Orientation should be more in depth. Some potential stumbling blocks were mentioned.
13. The task should be stated more concretely. The connection between the task and cAR/PE!
should be illustrated.
14. CAD data should be encrypted.
15. The system should be connected to the DaimlerChrysler Engineering Portal.
16. Any connection to third parties should be encrypted. Third parties should be granted
solely read-only access.
17. A firewall should be implemented.
18. The moderator should be able to administrate and distribute the data.
19. Shared libraries should be available.
20. A moderator function is needed.
21. The meeting environment is missing.
22. A feature indicating whose turn it is to talk would be useful.
23. The system should be made simpler.
24. The system should connect to MS Office products and allow screenshot integration.
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B.14 Study 1: Step-Functions
Conventional meeting condition – Design task
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Conventional meeting condition – Cost-optimizing task
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cAR/PE! meeting condition – Design task
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cAR/PE! meeting condition – Cost-optimizing task
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B.15 Study 1: Description of the Problem-Solving
Processes of the Single Groups
Table B.1: Results of the groups under the meeting condition cAR/PE! and the cost-optimizing task with the
episodes frequency and time period for each group.
Group 2 6 10 14 18
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
0 = Miscellaneous 00
0
0
0
0
0
0
0
0
0
0
1 = Definition of the problem 133
1
86
2
45
2
171
1
141
7
476
2 = Search for information 8440
4
260
2
62
4
325
5
290
23
1377
3 = Generation of alternatives 6101
3
240
5
265
4
143
4
172
22
921
4 = Evaluation of alternatives 279
1
31
3
167
0
0
2
25
8
302
5 = Decision 133
1
16
2
87
0
0
3
81
7
217
6 = Suggestion 00
0
0
1
14
0
0
0
0
1
14
7 = Break 00
0
0
2
21
0
0
0
0
2
21
8 = Joke 00
0
0
0
0
0
0
0
0
0
0
9 = Poor sound 18
1
77
2
59
3
81
1
11
8
236
Completed 1 0 0 0 0 1
cAR/PE! meeting
Cost-optimizing task
Sum
FREQ
t (sec)
Group 2.Group 2 attempted all phases of the problem-solving process from step 1 to 5. Mostly
they alternated between the episodes 2↔ 3 , resulting altogether in 61% of the transition rates
(11/18). Additionally, they were the only group under the meeting condition cAR/PE! and cost-
optimizing task who completed the meeting by themselves. They had a good group result and
one of the highest POSTSMM score.
Group 6. Like the previous group, group 6 joint all episodes of the problem-solving process.
Episodes 2 and 3 are the most frequent and longest episodes, but unlike group 2, they did not
change very often between the episodes. Furthermore, they talked about the poor sound only
once but for 77 seconds. Their group result and POSTSMM score were the best under this
condition.
Group 10. Changing very often between the different episodes was the hallmark of group 10.
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Table B.2: Transition rates of the episodes within the groups under the meeting condition cAR/PE! and the cost-
optimizing task.
2 3 4 5 9 11 1 2 3 4 5 9 1 2 3 4 5 6 7 9 1 2 3 9 1 2 3 4 5 9
1 1 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 1 1 0 0 0 0 1 0 1 0 1 1 0 1 0 0 0 0
2 0 6 1 0 1 0 2 0 0 2 0 1 1 2 0 0 0 1 0 1 0 0 2 0 1 2 1 2 1 0 2 1 1 0
3 5 0 1 0 0 0 3 1 1 0 1 0 0 3 1 0 0 1 0 0 2 1 3 1 2 0 1 3 0 1 0 0 2 1
4 1 0 0 1 0 0 4 0 1 0 0 0 0 4 0 0 1 1 1 0 0 0 9 0 1 2 0 4 0 0 2 0 0 0
5 0 0 0 0 0 1 5 0 0 1 0 0 0 5 0 1 0 0 0 0 0 1 5 0 1 0 1 1 0
9 1 0 0 0 0 0 9 0 1 0 0 0 0 6 0 1 0 0 0 0 0 0 9 0 1 0 0 0 0
7 0 0 2 0 0 0 0 0
9 0 0 1 0 1 0 0 0
Group 14 Group 18Group 2 Group 6 Group 10
Table B.3: Group results for the cost-optimizing task under the meeting condition cAR/PE!.
Group 2 6 10 14 18
Group result 1.6 2 0 0.4 0
POSTSMM
(Conformity divided by the absolute value) 0.24 0.25 0.19 0.12 0.18
cAR/PE! meeting
Cost-optimizing task
In this case the episodes 3 and 4 are the longest episodes. They searched for information only
twice for 62 seconds. All episodes from 1 to 6 were attempted. They talked about the poor
sound twice. They achieved a poor group result with an average POSTSMM score.
Group 14. The participants of group 14 defined twice the problem and had 3 breaks caused by
the poor sound. They changed mostly between the episodes 2 ↔ 3. They made no decision.
Hence, they had a poor group result and a POSTSMM score below average.
Group 18. All phases of the problem-solving process were attempted by group 18, with most
of the time spent in the episodes 2 and 3. They talked about the poor sound once. They achieved
a poor group result with an average POSTSMM score.
Group 3. Group 3 changed often between 2↔ 3, altogether 77%. They attempted the episodes
4 and 5 only once but for a longer period of time, episode 4 for 127 seconds and episode 5 for
84 seconds. They did not define the problem but they completed the meeting by themselves.
They achieved a good group result with an average POSTSMM score.
Group 7. Although, group 7 attempted all problem solving steps from 1 to 5 and they spent
the longest time in the episodes 2 and 3 (87% of the whole time) and most frequently (74%
of all episodes). In addition, they changed frequently between these two episodes (55% of all
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Table B.4: Results of the groups under the meeting condition conventional meeting and the cost-optimizing task
with the episode frequency and time period for each group.
Group 3 7 11 15 19
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
0 = Miscellaneous 00
0
0
0
0
1
16
0
0
1
16
1 = Definition of the problem 00
1
49
0
0
2
58
1
40
4
147
2 = Search for information 9220
7
267
5
204
5
457
5
301
31
1449
3 = Generation of alternatives 7281
7
324
3
255
3
189
3
122
23
1171
4 = Evaluation of alternatives 1127
1
11
0
0
0
0
0
0
2
138
5 = Decision 184
1
5
3
126
0
0
0
0
5
215
6 = Suggestion 00
0
0
0
0
0
0
1
23
1
23
7 = Break 00
2
22
1
9
0
0
1
20
4
51
8 = Joke 00
0
0
3
40
0
0
2
134
5
174
9 = Poor sound 00
0
0
0
0
0
0
0
0
0
0
Completed 1 1 1 0 1 4
Conventional meeting
Cost-optimizing task
Sum
FREQ
t (sec)
Table B.5: Transition rates of the episodes within the groups under the meeting condition conventional meeting
and the cost-optimizing task.
2 3 4 5 11 2 3 4 5 7 11 2 3 5 7 8 11 0 1 2 3 2 3 6 7 8 11
2 0 7 1 1 0 1 1 0 0 0 0 0 2 0 2 0 0 2 1 0 0 0 0 1 1 1 0 0 0 0 0
3 7 0 0 0 0 2 0 5 1 0 1 0 3 1 0 1 1 0 0 1 0 0 2 0 2 0 2 1 1 1 0
4 1 0 0 0 0 3 5 0 0 1 1 0 5 2 0 0 0 1 0 2 1 1 1 2 3 3 0 0 0 0 0
5 0 0 0 0 1 4 1 0 0 0 0 0 7 0 0 1 0 0 0 3 0 0 3 0 6 1 0 0 0 0 0
5 0 0 0 0 0 1 8 2 0 1 0 0 0 7 0 0 0 0 1 0
7 0 2 0 0 0 0 8 0 1 0 0 0 1
Group 3 Group 11 Group 15 Group 19Group 7
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Table B.6: Group results for the cost-optimizing task under the meeting condition conventional meeting.
Group 3 7 11 15 19
Group result 2 1.6 4 0 0.4
POSTSMM
(Conformity divided by the absolute value) 0.20 0.25 0.23 0.25 0.19
Conventional meeting
Cost-optimizing task
transition rates). The group completed the meeting by themselves and had a good group result
with a high POSTSMM score.
Group 11. Group 11 did not attempt all problem solving steps. They spent most of the time in
the episodes 2, 3 and 5. These episodes were only interrupted by a single break or when group
members made jokes. Likewise, they completed the meeting by themselves and had the best
group result and a high POSTSMM score.
Group 15. Group 15 attempted only the first three episodes of the problem-solving process.
They changed often between 2 ↔ 3 (45% of all transition rates). Additionally, they made no
decision. It is the only group that did not completed the meeting by themselves under the
condition conventional meeting and cost-optimizing task. They had a poor group result but a
high POSTSMM score.
Group 19. Not all episodes of the problem-solving process were attempted by group 19. In-
stead, they undertook only episodes 1, 2, 3 and 6, with episode 2 and 3 being most frequent
(62% of all episodes) while group members often switched between the two episodes (38% of
all transition rates). Similar to group 11, this group made jokes and had one break during the
problem-solving process. Additionally, they made no decision and got a poor group result. They
achieved an average POSTSMM score. This group completed the discussion by themselves.
Group 4. The episodes 1, 2, 3 and 5 occurred most frequently in group 4. One time they
talked about the poor sound. In addition, the group completed the discussion by themselves.
The transition rates were most frequently between episodes 3 ↔ 5. The group achieved a
good group result and an average POSTSMM score for the cAR/PE! meeting and design task
condition.
Group 8. Spending most of their time in the episodes 2, 3 and 5, group 8 defined the problem
and evaluated the alternatives once. They changed often between the episodes 2↔ 3 as well as
3↔ 5. The group completed the group discussion by themselves with an average group result
and a low POSTSMM score.
Group 12. In group 12, the episodes 2 and especially 3 occurred very often (episode 3 occurred
47%). Episode 3 took a long time period (82% of the total time). The group alternated mostly
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Table B.7: Results of the groups under the meeting condition cAR/PE! and the design task with the episode fre-
quency and time period for each group.
Group 4 8 12 16 20
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
0 = Miscellaneous 00
0
0
0
0
2
91
2
220
4
311
1 = Definition of the problem 398
1
10
1
20
1
30
1
30
7
188
2 = Search for information 458
4
178
4
68
6
167
2
65
20
536
3 = Generation of alternatives 6292
6
390
7
546
8
290
4
271
31
1789
4 = Evaluation of alternatives 00
1
25
0
0
1
26
0
0
2
51
5 = Decision 5141
3
21
1
15
0
0
0
0
9
177
6 = Suggestion 00
0
0
0
0
0
0
0
0
0
0
7 = Break 00
0
0
0
0
0
0
0
0
0
0
8 = Joke 00
0
0
1
9
1
18
0
0
2
27
9 = Poor sound 113
0
0
1
7
2
98
0
0
4
118
Completed 1 1 1 0 0 3
cAR/PE! meeting
Design task
Sum
FREQ
t (sec)
Table B.8: Transition rates of the episodes within the groups under the meeting condition cAR/PE! and the design
task.
1 2 3 5 9 11 2 3 4 5 11 2 3 5 8 9 11 0 2 3 4 8 9 0 2 3
1 0 2 1 0 0 0 1 1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1
2 0 0 3 0 1 0 2 0 3 0 0 1 2 0 4 0 0 0 0 1 0 0 0 0 0 1 1 0 0 1
3 1 0 0 5 0 0 3 2 0 1 3 0 3 4 0 1 1 1 0 2 0 0 5 1 0 0 2 0 0 2
5 1 1 2 0 0 1 4 0 1 0 0 0 5 0 0 0 0 0 1 3 1 5 1 0 0 1 3 2 2 0
9 0 1 0 0 0 0 5 1 2 0 0 0 8 0 1 0 0 0 0 4 0 1 0 0 0 0
9 0 1 0 0 0 0 8 0 0 1 0 0 0
9 1 0 1 0 0 0
Group 20Group 4 Group 8 Group 12 Group 16
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Table B.9: Group results for the design task under the meeting condition cAR/PE!.
Group 4 8 12 16 20
Group result 2 1.6 3 0 0.6
POSTSMM
(Conformity divided by the absolute value) 0.04 0.01 0.07 0.01 0.02
cAR/PE! meeting
Design task
between the two episodes 2↔ 3 (53% of the total transition rates). They made a decision only
once, defined the problem once and had problems with the sound also once. They completed
the problem-solving process by themselves with a good group result and a high POSTSMM
score.
Group 16. As in the previous group, the transition between the episodes 2↔ 3 was frequent
(48% of the total transition rates) in group 16. The group had problems with the sound two
times and was distracted from the task twice. They made no decision and had consequently a
poor group result with a low POSTSMM score.
Group 20. Group 20 attempted episodes 2 and 3 more frequently and had two long breaks
which resulted in non-attempts in episodes 4 to 6. They made no decision resulting in a poor
group performance with a low POSTSMM score.
Group 1. The problem-solving process was completely attempted by group 1. In particular, the
episodes 3 and 5 occurred very often (in total 71% of all episodes) and took a long time (74%
of the total time). The 3rd episode took the longest time and occurred five times. After the 3rd
episode the group changed four times to the 5th episode. The group completed the process by
themselves with a good group result and a high POSTSMM score.
Group 5. As in the previous group, group 5 alternated between episodes 3 and 5 most frequently
(in total 87% of all episodes) and with it also being the longest episodes (89% of the total time).
The transitions from 3 ↔ 5 were high (in total 74% of all transition rates). Furthermore, this
group did not search for information. The group completed the process by themselves with a
very good group result and the highest POSTSMM score at all.
Group 9. Group 9 switched often between the 1st, 3rd and 5th episode. The episodes 3 and
5 were the most frequent episodes (in total 68% of all episodes) and took the longest time
(86% of the total time). They compared the alternatives twice and completed the discussion by
themselves with a good group result and a low POSTSMM score.
Group 13. The process of group 13 had less transitions then the previous three groups. Episodes
3 and 5 took the longest time (70% of the total time). This group switched between the episodes
2↔ 3. After episode 0 they made the decision episode in 100 seconds at the end of the discus-
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Table B.10: Results of the groups under the meeting condition conventional meeting and the design task with the
episode frequency and time period for each group.
Group 1 5 9 13 17
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
0 = Miscellaneous 00
0
0
0
0
2
40
1
7
3
47
1 = Definition of the problem 148
2
50
4
33
1
83
3
109
11
323
2 = Search for information 239
0
0
1
21
3
92
2
30
8
182
3 = Generation of alternatives 5207
11
340
9
291
4
405
5
401
34
1644
4 = Evaluation of alternatives 128
0
0
2
29
0
0
1
31
4
88
5 = Decision 5116
9
192
6
218
1
100
3
142
24
768
6 = Suggestion 00
0
0
0
0
0
0
0
0
0
0
7 = Break 00
0
0
0
0
0
0
0
0
0
0
8 = Joke 00
1
15
0
0
0
0
0
0
1
15
9 = Poor sound 00
0
0
0
0
0
0
0
0
0
0
Completed 1 1 1 0 0 3
Conventional meeting
Design task
Sum
FREQ
t (sec)
Table B.11: Transition rates of the episodes within the groups under the meeting condition conventional meeting
and the design task.
2 3 4 5 11 1 3 5 8 11 1 2 3 4 5 11 0 2 3 5 0 1 2 3 4 5
1 0 1 0 0 0 1 0 1 0 0 1 1 0 0 3 0 1 0 0 0 0 1 1 0 0 0 0 0 0 1
2 0 2 0 0 0 3 2 0 8 1 0 2 0 0 1 0 0 0 1 0 0 1 0 1 0 0 0 3 0 0
3 1 0 0 4 0 5 0 9 0 0 0 3 3 1 0 1 4 0 2 1 0 2 0 2 0 1 0 0 0 1
4 0 0 0 1 0 8 0 0 1 0 0 4 0 0 0 0 1 1 3 1 3 0 0 3 0 1 2 0 1 1
5 1 2 1 0 1 5 0 0 5 1 0 0 5 0 0 0 1 4 0 0 0 1 0 0
5 1 0 0 1 0 1
Group 17Group 1 Group 5 Group 9 Group 13
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Table B.12: Group results for the design task under the meeting condition conventional meeting.
Group 1 5 9 13 17
Group result 2.6 4 2.6 1.6 2.2
POSTSMM
(Conformity divided by the absolute value) 0.09 0.1 0.02 0.06 0
Conventional meeting
Design task
sion. This group got an average group result and had a good POSTSMM score.
Group 17. Like all groups under this condition, the members of group 17 defined the prob-
lem and spent most of the time in episodes 3 and 5 (75% percent of the total time). Always
after episode 1 (three times) they switched to episode 3. They had a good group result and no
POSTSMM.
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COST-OPTIMIZING TASK.
B.16 Study 1: Hazard Rates for the Episodes 2↔ 3
under the Condition Cost-optimizing Task.
In order to test the hypothesis that there is a difference between the transition rates
2 ↔ 3 of the two different meeting conditions, event history analysis was performed using
parametric transition rate models. Nonparametric descriptive methods and semi-parametric
transition rate models were not chosen because of the restricted conditions described in the
theoretical background; see section 2.1. As recommended by Blossfeld and Rohwer (2002), a
variety of model specifications was tested and the best fitting model was selected. The influence
of the meeting condition on the transition rate was considered as a time-constant covariate.
Results for the hazard rate 2→ 3
Table B.13: Comparison of the hazard rates from episode 2 → 3 for the cost-optimizing task with the meeting
condition as covariate.
Org Des MT Variable Coeff Error C/Error Significance
2 3 A CONSTANT -5.2007 0.7277 -7.1466 1.0000
2 3 A CONDITION 0.3539 0.3727 0.9497 0.6578
2 3 A PRE-EVENTS 0.0293 0.1050 0.2794 0.2200
    Log likelihood (starting values):     -166.3626
    Log likelihood (final estimates):     -165.8631
The test statistic is
LR = 2
(
(−165.8631)− (−166.3626)) = 0.999
with one degree of freedom and with LR = 0.999 < 2.71 given a significance level of 0.1.
It can be concluded that there is no difference between the hazard rates for the transition from
episode 2 → 3 comparing cAR/PE! with the conventional meeting condition, 0.6578 < 0.90.
The exponential model was used as rate model since it fitted the data well with a significance
of 1.000. Figure B.1 depicts the hazard rates for both meeting conditions. The previous events
had no influence on the hazard-rates. The hazard rate, and thus the probability to change from
episode 2→ 3, was slightly higher for the conventional meeting groups compared with cAR/PE!
groups, but both of them remain constant , whereas, at the end of the time, the process fluctuated
as there were fewer cases remaining.
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Figure B.1: Hazard rates for the transition 2 → 3 for the cost-optimizing task, with the dashed line representing
the cAR/PE! groups and the solid line representing the conventional meeting groups.
Results for the hazard rate 3→ 2
Table B.14: Comparison of the hazard rates from episode 3 → 2 for the cost-optimizing task with the meeting
condition as covariate.
Org Des MT Variable Coeff Error C/Error Significance
2 3 A CONSTANT -5.8146 0.7584 -7.6671 1.0000
2 3 A CONDITION 0.5325 0.4049 1.3151 0.8115
2 3 A PRE-EVENTS 0.2241 0.0938 2.3894 0.9831
      Log likelihood (starting values): -148.7828
      Log likelihood (final estimates): -145.3866     
The test statistic is
LR = 2
(
(−145.3866)− (−148.7828)) = 3.3962
with one degree of freedom and with LR = 3.3962 > 2.71 given a significance level of 0.1.
It can be concluded that there is no difference between the hazard rates for the transition from
episode 3 → 2 comparing cAR/PE! with the conventional meeting condition, 0.8115 < 0.90.
However, the previous process has a significant influence on the hazard-rates 0.9831 > 0.90.
The exponential model was used as a rate model since it fitted the data well with a significance
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COST-OPTIMIZING TASK.
of 1.000. Figure B.2 shows the hazard rates for both meeting conditions. The hazard rates are
comparable with the transition from episode 2→ 3.
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Figure B.2: Hazard rates for the transition 3 → 2 for the cost-optimizing task, with the dashed line representing
the cAR/PE! groups and the solid line representing the conventional meeting groups.
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B.17 Study 1: Subsequent Effects
It is difficult to compare the subsequent effects as five groups worked on the tasks under each
of the four conditions. Hence, only 2 with 3 groups can be compared for a task and a meeting
condition. And this is not a sufficient number of cases to find systematic differences. Yet some
observations can be made in particular if groups were distracted or had a lack of motivation
when they did the task under the second condition as illustrated in events 0, 7 and 8.
Effects for the Cost-optimizing Task
First condition: Cost-optimizing task cAR/PE! meeting
Group2 Group 10 Group 18
FREQ FREQ FREQ
TIME(S) TIME(S) TIME(S)
0 0 00 = Miscellaneous
0 0 0
1 2 11 = Definition of the problem
33 45 141
8 2 52 = Search for information
440 62 290
6 5 43 = Generation of alternatives
101 265 172
2 3 24 = Benchmarking of alternatives
79 167 25
1 2 35 = Decision
33 87 81
0 1 06 = Suggestions
0 14 0
0 2 07 = Break
0 21 0
0 0 08 = Joke
0 0 0
1 2 19 = Poor sound
8 59 11
Completed 1 0 0
Groups that solved the cost-optimizing task under the
cAR/PE! meeting condition first.
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Second condition: Cost-optimizing task cAR/PE! meeting
Group 6 Group 14
FREQ FREQ
TIME(S) TIME(S)
0 00 = Miscellaneous
0 0
1 21 = Definition of the problem
86 171
4 42 = Search for information
440 62
6 53 = Generation of alternatives
260 325
3 44 = Benchmarking of alternatives
240 143
1 05 = Decision
16 0
0 06 = Suggestions
0 0
0 07 = Break
0 0
0 08 = Joke
0 0
1 39 = Poor sound
77 81
Completed 0 0
Groups that solved the cost-optimizing task under the
cAR/PE! meeting condition second.
There is no systematic difference when comparing groups that had the cost-optimizing task as
the first or the second condition under the cAR/PE! meeting condition. In particular, there are
no obvious differences when comparing events 0, 7 and 8.
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First condition: Cost-optimizing task conventional meeting
Group 7 Group 11 Group 15
FREQ FREQ FREQ
TIME(S) TIME(S) TIME(S)
0 0 10 = Miscellaneous
0 0 16
1 0 21 = Definition of the problem
49 0 58
7 5 52 = Search for information
267 204 457
7 3 33 = Generation of alternatives
324 255 189
1 0 04 = Benchmarking of alternatives
11 0 0
1 3 05 = Decision
5 126 0
0 0 06 = Suggestions
0 0 0
2 1 07 = Break
22 9 0
0 3 08 = Joke
0 40 0
1 2 19 = Poor sound
0 0 0
Completed 1 1 0
Groups that solved the cost-optimizing task under the
conventional meeting condition first.
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Second condition: Cost-optimizing task conventional meeting
Group 3 Group 19
FREQ FREQ
TIME(S) TIME(S)
0 00 = Miscellaneous
0 0
0 11 = Definition of the problem
0 40
9 52 = Search for information
220 301
7 33 = Generation of alternatives
281 122
1 04 = Benchmarking of alternatives
127 0
1 05 = Decision
84 0
0 16 = Suggestions
0 23
0 17 = Break
0 20
0 28 = Joke
0 134
0 09 = Poor sound
0 0
Completed 1 1
Groups that solved the cost-optimizing task under the
conventional meeting condition second.
There is no systematic difference when comparing groups that had the cost- optimizing task as
the first or the second condition under the conventional meeting condition. In particular, there
are no obvious differences when comparing events 0, 7 and 8.
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Effects for the Design Task
First condition: Design task cAR/PE! meeting
Group 4 Group 20
FREQ FREQ
TIME(S) TIME(S)
0 20 = Miscellaneous
0 220
3 11 = Definition of the problem
98 30
4 22 = Search for information
58 65
6 43 = Generation of alternatives
292 271
0 04 = Benchmarking of alternatives
0 0
5 05 = Decision
141 0
0 06 = Suggestions
0 0
0 07 = Break
0 0
0 08 = Joke
0 0
1 09 = Poor sound
13 0
Completed 1 0
Groups that solved the design task under the
cAR/PE! meeting condition first.
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Second condition: Design task cAR/PE! meeting
Group 8 Group 12 Group 16
FREQ FREQ FREQ
TIME(S) TIME(S) TIME(S)
0 0 20 = Miscellaneous
0 0 91
1 1 11 = Definition of the problem
10 20 30
4 4 62 = Search for information
178 68 167
6 7 83 = Generation of alternatives
390 546 290
1 0 14 = Benchmarking of alternatives
25 0 26
3 1 05 = Decision
21 15 0
0 0 06 = Suggestions
0 0 0
0 0 07 = Break
0 0 0
0 1 18 = Joke
0 9 18
0 1 29 = Poor sound
0 7 98
Completed 1 1 0
Groups that solved the design task under the
cAR/PE! meeting condition second.
There is no systematic difference when comparing groups that had the design task as the first or
the second condition under the cAR/PE! meeting condition. In particular, there are no obvious
differences when comparing events 0, 7 and 8.
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First condition: Design task conventional meeting
Group 5 Group 13
FREQ FREQ
TIME(S) TIME(S)
0 20 = Miscellaneous
0 40
2 11 = Definition of the problem
50 83
0 32 = Search for information
0 92
11 43 = Generation of alternatives
340 405
0 04 = Benchmarking of alternatives
0 0
9 15 = Decision
192 100
0 06 = Suggestions
0 0
0 07 = Break
0 0
1 08 = Joke
15 0
0 09 = Poor sound
0 0
Completed 1 0
Groups that solved the design task under the
conventional meeting condition first.
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Second condition: Design task conventional meeting
Group 1 Group 9 Group 17
FREQ FREQ FREQ
TIME(S) TIME(S) TIME(S)
0 0 10 = Miscellaneous
0 0 7
1 4 31 = Definition of the problem
48 33 109
2 1 22 = Search for information
39 21 30
5 9 53 = Generation of alternatives
207 291 401
1 2 14 = Benchmarking of alternatives
28 29 31
5 6 35 = Decision
116 218 142
0 0 06 = Suggestions
0 0 0
0 0 07 = Break
0 0 0
0 0 08 = Joke
0 0 0
0 0 09 = Poor sound
0 0 0
Completed 1 1 0
Groups that solved the design task under the
conventional meeting condition second.
There is no systematic difference when comparing groups that had the design task as the first
or the second condition under the conventional meeting condition. In particular, there are no
obvious differences when comparing events 0, 7, and 8.
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C.1 Example for Creating a Model
You designed a soapbox with your daughter. After a week the front axle broke because it was
too thin. You decided to assemble a more stable front axle (larger bore). Which other factors
have to be considered when assembling a more stable axle and how do they interdependent?
steering center
bores
fix point of 
steering ropes
Assemble a larger (bigger) axle
spring 
cotter
center DSKD – 
axle support
middle 
adaptor end
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1. Center bore 6. Spring cotter 11. Former 16. Steering wheel
2. DSKS axle support 7. Floorboard 12. Gadflies 17. Steering column
3. Angle 8. Rope roles 13. Padded upper borders 18. Steering rope
4. Front axis 9. Backrest 14. Braked wire and tube 19. Brake pedal
5. Center 10. Pressure supporting section 20. Middle adaptor
area 15. Driver’s seat room end
Soapbox components
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C.2 Blank Sheet for Mental Models
Mental Model (Pre)
Date/Time: Attendee No.:
Group number: Condition:
Measurement: (Pre or Post)
Instructions
1. Draw all car components as well as further changes and their interdependencies.
2. Mark the car components and further changes that are very important for the solution.
Note: Draw all the car components and further changes even if you think they are self-evident.
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Mental Model (Post)
Date/Time: Attendee No.:
Group number: Condition:
Measurement: (Pre or Post)
Please create a further model after the discussion with your associates. Draw all the components
of the car and further changes as well as the interdependencies you know after elaborating the
task in the group.
Instructions
1. Draw all car components as well as further changes and their interdependencies.
2. Mark the car components and further changes that are very important for the solution.
Note: Draw all the car components and further changes even if you think they are self-evident.
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C.3 Best Practice Model
 
 
E
ngine
U
nderbody
Sealing
O
ptim
ize
W
eight 
M
aterial
Pow
er 
train
C
hassis 
fram
e
Passenger 
com
partm
ent
C
onvertible 
roof, lids, 
doors
W
ater 
drive
Steering
A
ir inlet/exhaust
 (further) 
A
bsorber
Suitable 
Shipping  
traffichydr./m
ech. 
electr. System
s
C
orrosion 
protection Centroid
C
ar body 
Stiffness
Stream
 design
Safety aspects
Speed 
indicator
V
ariable 
suspension
Floatage
Packing
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C.4 Role Description
The British company Gibbs Technology surprised the
automotive community in 2003 with their newly devel-
oped high-speed amphibious car Aquada.
The Aquada is a sports car with a top speed of 160 km/h
on country roads. On the water the car has a top speed
of 50 km/h. At the push of a button the Aquada can be
launched into the water within six seconds.
Due to the high demand, DaimlerChrysler AG wants to develop a high-speed amphibious as
well.
The SLK should be reconstructed so that it can be used on the water and on the street in the
future.
You are a team member of the “Holistic Vehicle” group. Your boss gave your group the task
to make a suggestion about how to redesign the SLK so that it can be used on the water as a
high-speed amphibious car. Today you have a meeting with your team to discuss the task:
1. Check which components of the car (for example engine, car body) have to be changed
to construct a high-speed amphibious car! Consider further changes as well (for example,
sealing).
2. Talk about further measures which have to be done for the implementation of changes
(for example, inform other departments).
The moderator of your team will write down the group result.
The time schedule and the costs are not important at the moment.
Please draw a model with the car components to be changed, further changes, and interdepen-
dence before you begin to discuss the problem with your associates.
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C.5 cAR/PE!2 – Instruction Manual
cAR/PE!2 is a software for distributed group work (video conference system). cAR/PE!2 en-
ables locally distributed group members to work together on a task in a virtual meeting room.
The following technique is needed to use cAR/PE!2: a computer with a monitor, a mouse, a
Space Mouse, a headset, a camera and a network.
During a cAR/PE!2 meeting each participant is sitting in front of his computer and looks at the
virtual cAR/PE!2 room. The headset is used to hear the other participants. A little camera above
of each display screen tapes the participants. This live-video screens of each participant are vis-
ible for each participant in the middle of the cAR/PE!2-room in a small rectangle (avatar).
Steering in cAR/PE!2
1. Navigating in the room
You can navigate in the virtual room with the Space Mouse. You have the following
degrees of freedom:
• Movement of the field of view to the right/left:
Turn the knob of Space Mouse to the right/left
• Movement of the field if view up/down:
Press the knob of the Space Mouse forward/backward
• Go forward and backward:
Shift the knob of the Space Mouse forward/backward
• Moving to the right/left:
Shift the knob of the Space mouse to the right/left
• Moving upward and downward:
Pull up and press down the knob of the Space Mouse
In the lower area of your display screen is a cAR/PE!2 button bar. Here you have further
functions which you can use for movements in the room. You activate the buttons with a
double click on your mouse.
• Home: You get back to the origin position on the table which you had at the begin-
ning of the meeting. A further possibility to go back to the origin position is to press
the button “1” on the Space Mouse.
• Screen: This option focuses your view directly on the screen.
• Face 1-3: When you would like to see the other persons, click here.
• Shoulder 1-3: This possibility allows you to look “over the shoulder” of other
persons. You see the room from the perspective of the chosen person.
2. Moving the 3D-Object
You move the 3D-object in the middle of the table also with the Space Mouse. For this
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Figure C.1: The button icons of the lower display screen.
purpose you have to press the right Space Mouse button in the button bar by your mouse.
Afterwards the following degrees of freedom are available when using the Space Mouse:
• Right-Turn/Left-Turn of the knob enables the movement of the 3D-object to the
right/left.
• Pull up/press down the knob enables the movement of the 3D-object up/down.
• Shifting of the knob forward/backward moves the 3D-object in “direction of mo-
tion” forward/backward.
• Pressing the front/back of the knob tilts the 3D-object above the engine hood/rear
trunk.
• Pressing right/left on the knob you can tilt the 3D object in the “direction of motion”
to the right/left.
• Pressing the button “1” of the Space Mouse backs the car into the initial position.
Before you can move again in the room you have to press the left Space Mouse-button
on the button bar with a double click on your mouse.
3. Further functions
Each participant has a colored pointer and can point at the 3D-object with this pointer. All
participants can see the colored pointer. The pointers have the same color as the frames
of the corresponding avatars. Please use the mouse for moving the pointer.
Furthermore a screen is in the front of the virtual meeting room. The moderator can write
down the group results by a further laptop and present the results on the screen. The
results are visible on the screen for all participants.
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Figure C.2: The virtual meeting room.
Annotation:
The cAR/PE!2 no room instruction manual is comparable with the cAR/PE!2 instruction manual.
Figure C.2 showed only the cAR/PE!2 no room virtual environment, for cAR/PE!2 no room see
figure 3.9. Additionally, the word roomwas replaced by the word environment. In other respects
the instruction manuals were equal.
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C.6 Feedback Questionnaire
Questionnaire Conventional Meeting2 Condition
Date/Time: Condition:
Attendee No: Group Number:
Feedback Questionnaire
In the following we ask you to give us some information in general, about yourself as a person
and about the study. The data will be treated anonymously!
1. Age:
2. Gender: Male: Female:
3. How long have you been working for DaimlerChrysler? years/months
4. Qualification:
Vocational Training/Branch:
University Degree/Field:
Other:
5. Do you have experience with design tasks?
© yes © no
If so, what kind?
. . . and over what period of time? years/months
Please mark the appropriate statement in the following.
6. We understood each other well in the group discussion!
© © © ©
Not at all Very much
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Questionnaire cAR/PE!2 (no room)Meeting Conditions
Date/Time: Condition:
Attendee No: Group Number:
Feedback Questionnaire
In the following we ask you to give us some information in general, about yourself as a person
and about the study. The data will be treated anonymously!
1. Age:
2. Gender: Male: Female:
3. How long have you been working for DaimlerChrysler? years/months
4. Qualification:
Vocational Training/Branch:
University Degree/Field:
Other:
5. Do you have experience with design tasks?
© yes © no
If so, what kind?
. . . and over what period of time? years/months
Please mark the appropriate statement in the following.
1. How do you assess the functions in cAR/PE!2 and what would you improve?
2. How was working with the 3-D object in comparison with CATIA? Which advantages/
disadvantages do you see?
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3. Which further suggestions do you have?
4. Can you imagine using cAR/PE!2 ?
© yes © no
Why?
5. In the virtual room/environment I had a sense of “being there”.
© © © ©
Not at all Very much
6. I had a sense of acting in the virtual room/environment, rather than operating something
from outside.
© © © ©
Not at all Very much
7. I had a good orientation in the virtual room/environment.
© © © ©
Not at all Very much
8. We understood each other well in the group discussion!
© © © ©
Not at all Very much
Thank you very much for your active participation!
240
C.6. FEEDBACK QUESTIONNAIRE
Results
1. Audio quality needs improvement; hard to understand speaker
2. Virtual room not necessary
3. Moderator role missing
4. Minutes of meeting with drawing function would be good
5. Better use of space needed
6. Space mouse needs improvement
7. Presentation wall should move, too
8. Motion too slow
9. Not easy to handle
10. Rotation clumsy
11. Movements are very slow; nothing can be changed
12. When too many users manipulate objects at the same time, the perspective is lost
13. Objects are too small
14. Details are hard to see and resolve
15. Different views are difficult to implement
16. No room would be better
17. Placing users at the bottom edge would be better for individual sight contact
18. If several users are involved, working could become hectic
19. A separate PC for minutes of the meeting is not necessary
20. Saves travel costs
21. Shortens ways
22. Communication is easy and very real; reactions are visible
23. Sketches hard to do on laptop
24. Very flexible and fast
25. Consultation with experts possible
26. Well suited for coordination with production planning
27. Common view possible at any time
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cAR/PE!2 Conventional Meeting2
Age of respondents
cAR/PE!2 Conventional Meeting2
Design experience
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cAR/PE!2 Conventional Meeting2
Experience of respondents
cAR/PE!2 Conventional Meeting2
Qualification of respondents
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cAR/PE!2 Conventional Meeting2
Qualification chart
cAR/PE!2 Conventional Meeting2
Age of respondents
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cAR/PE!2 Conventional Meeting2
Feeling of understanding
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C.7 Study 2: Step-Functions
Conventional meeting condition
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cAR/PE!2 no room condition
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cAR/PE! meeting condition
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C.8 Study 2, Condition 1, Hypothesis 3
Description of the Problem-Solving Processes of the Single
Groups.
Table C.1: Results of the groups under the meeting condition conventional meeting2.
Group 1 2 3 4 5
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
0 = Absence of activity 00
1
25
0
0
4
39
0
0
5
64
1 = Definition of the problem 241
2
26
1
16
2
29
2
27
9
139
2 = Identification of
      part-structures
11
188
6
220
8
96
6
86
11
175
42
765
3 = Development of
      solution principles
7
282
12
378
13
654
10
709
11
422
53
2445
4 = Evaluation of
      solution principles
5
294
6
165
9
134
4
37
5
104
29
734
5 = Decision of the solution 00
0
0
0
0
0
0
0
0
0
0
6 = Further procedure 00
0
0
0
0
0
0
0
0
0
0
7 = Disturbance 00
0
0
0
0
0
0
1
285
1
285
8 = Poor sound 00
0
0
0
0
0
0
0
0
0
0
9 = Reflection of the process 583
2
56
0
0
0
0
2
44
9
183
10 = Problems with cAR/PE!2 00
0
0
0
0
0
0
0
0
0
0
11 = Miscellaneous 00
0
0
0
0
0
0
1
7
1
7
12 = Discussion about cAR/PE!2 00
0
0
0
0
0
0
0
0
0
0
Completed 1 1 0 0 0 2
Conventional meeting2
Sum
FREQ
t (sec)
Group 1. Except for events 5 and 6, group 1 attempted all problem solving phases beginning
from the definition of the problem up to the evaluation of solution principles. In particular,
they alternated between the 2nd, 3rd and 4th event. Additionally, they reflected the process five
times which is very often in comparison to the other groups under the conventional meeting2
condition. This group achieved the best group result with an average POSTSMM score.
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Table C.2: Transition rates of the events within the groups under the conventional meeting2 condition.
1 2 3 4 9 13 0 1 2 3 4 9 13 2 3 4 0 1 2 3 4 1 2 3 4 7 9 11
1 0 1 0 0 1 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 1 2 1 0 1 0 1 1 0 0 0 0
2 0 0 6 3 1 1 1 0 0 0 1 0 1 0 2 0 8 0 1 0 0 0 2 0 2 0 0 7 1 1 1 1
3 0 3 0 2 2 0 2 0 0 0 5 1 0 0 3 4 0 9 2 0 0 0 6 0 3 2 5 1 3 0 0 0
4 1 3 0 0 1 0 3 1 1 4 0 5 1 0 4 3 5 1 3 3 1 1 1 4 4 0 3 2 0 0 0 0
9 0 4 1 0 0 0 4 0 0 1 4 0 0 1 4 1 0 2 1 0 7 0 0 0 1 0 0 0
9 0 0 1 1 0 0 0 9 0 1 1 0 0 0 0
11 0 0 0 0 0 1 0
Group 1 Group 3 Group 4Group 2 Group 5
Group 2. Similar to the previous group the problem-solving process alternated especially be-
tween the events 2, 3 and 4 in group 2. They reflected the process twice and defined the problem
only once. They had a high POSTSMM score and an average group result.
Group 3. Group 3 defined the problem once and afterwards alternated between the events 2, 3
and 4. They achieved an average group result with a high POSTSMM score.
Group 4. Group 4 alternated between the events 1 to 4 while having four periods of inactivity.
This group changed six times from the event 2→ 3 and four times from event 3→ 4. They had
a low POSTSMM score and an average group result.
Group 5. Group 5 alternated either between the 2nd, 3rd or 4th event. They defined and
reflected the problem twice. They achieved an average group result with an average POSTSMM
score.
Group 11. Group 11 did not define the problem. Event 3 occurred most frequently. The
transition rate was varying between the events 2, 3, 4, 6, 9, 10 and 12. The process was disturbed
four times because the group talked about cAR/PE!2 or had problems with using cAR/PE!2. The
group result was average but they had a high POSTSMM score.
Group 12. As with the previous group, transitions between many events were observable in
group 12. There were six disturbances due to the poor sound, talks about cAR/PE!2 and prob-
lems with using cAR/PE!2. They had a low POSTSMM score and an average group result.
Group 13. Group 13 had many disturbances such as problems with and discussions about
cAR/PE!2. In spite of the disturbances, they alternated between the events 2, 3, 4 and 9. They
defined the problem once. They achieved a low POSTSMM score and an insufficient group
result.
Group 14. The transitions occurred mostly between the events 2, 3, 4 and 9 in group 14. They
defined the problem once and had fewer disturbances than the other groups under the meeting
condition cAR/PE!2. The POSTSMM score was high with an average group result.
Group 15. Group 15 suffered a poor sound eight times. They only alternated between the 2nd,
3rd and 9th event while being disturbed by the poor sound. The POSTSMM was average but
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Table C.3: Results of the groups under the meeting condition cAR/PE!2.
Group 11 12 13 14 15
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
0 = Absence of activity 00
1
16
0
0
1
18
0
0
2
34
1 = Definition of the problem 00
1
22
1
8
1
11
1
35
4
76
2 = Identification of
      part-structures
3
221
6
52
3
160
4
156
10
478
26
1067
3 = Development of
      solution principles
7
357
11
344
6
317
10
404
5
172
39
1594
4 = Evaluation of
      solution principles
3
87
5
212
4
161
6
103
0
0
18
563
5 = Decision of the solution 00
0
0
0
0
0
0
0
0
0
0
6 = Further procedure 218
1
26
0
0
0
0
0
0
3
44
7 = Disturbance 00
0
0
0
0
0
0
0
0
0
0
8 = Poor sound 00
2
81
0
0
1
50
8
137
11
268
9 = Reflection of the process 471
2
61
2
35
4
89
5
78
17
334
10 = Problems with cAR/PE!2 264
2
30
5
189
1
69
0
0
10
352
11 = Miscellaneous 00
0
0
0
0
0
0
0
0
0
0
12 = Discussion about cAR/PE!2 282
2
56
2
30
0
0
0
0
6
168
Completed 0 0 0 0 0 0
cAR/PE!2 meeting
Sum
FREQ
t (sec)
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they had a poor group result.
Table C.4: Transition rates of the events within the groups under the cAR/PE!2 meeting condition.
2 3 4 6 9 10 12 0 2 3 4 6 8 9 10 12 2 3 4 9 10 12 0 1 2 3 4 8 9 10 2 3 8 9
2 0 1 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1
3 1 0 2 1 1 1 1 1 0 1 0 0 0 0 0 0 0 2 0 2 0 1 0 0 1 0 0 1 0 0 0 0 0 2 1 2 5 2
4 0 3 0 0 0 0 0 2 0 0 5 1 0 0 0 0 0 3 0 0 3 0 2 1 2 0 0 0 2 0 0 1 1 3 2 0 2 1
6 0 1 0 1 0 0 0 3 1 2 0 4 0 2 0 1 1 4 0 3 0 0 1 0 3 0 0 2 1 5 1 1 0 8 5 2 0 1
9 1 1 1 0 0 1 0 4 0 3 2 0 0 0 0 0 0 9 0 0 0 1 1 0 4 1 0 0 5 0 0 0 0 9 3 1 1 0
10 0 0 0 0 1 0 1 6 0 0 0 0 1 0 0 0 0 10 1 1 1 1 0 1 8 0 0 0 0 1 0 0 0
12 0 1 0 0 1 0 0 8 0 0 2 0 0 0 0 0 0 12 1 0 0 0 1 0 9 0 1 1 2 0 0 0 0
9 0 0 0 0 1 0 0 1 0 10 0 0 0 0 0 0 1 0
10 0 0 1 0 0 0 0 0 1
12 0 0 1 0 0 0 1 0 0
Group 11 Group 12 Group 13 Group 14 Group 15
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C.9 Study 2, Condition 2, Hypothesis 4
Individual Mental Models
H4: The exhaustiveness of the user’s mental models about the design task within the group
differ for the design task in favor of cAR/PE!2.
An analysis of covariance was conducted with the dependent variable IMM and the covariate
PREIMM (see Bergholz, 2004). Violations against preconditions for an analysis of variance
can be neglected because n > 10 and the samples have the same size (Bortz, 1993, p. 263).
The following table shows the results of the Spearman correlation between the control variable
and the dependent variable. Testing of significance was one-tailed. There is a positive correla-
tion between PREIMM and POSTIMM. The elimination of error variance is not coincidental.
Table C.5: Spearman Correlation for IMMs between the control variable and the dependent variable under the
condition design task amphibious car.
PREIMM POSTIMM
Spearman-Rho
Correlation
PREIMM
coefficient
1.000 0.706 (**)
Sig. (1-tailed) 0.000
N 30 30
Correlation
POSTIMM
coefficient
706 (**) 1.000
Sig. (1-tailed) 0.000
N 30 30
** The correlation is significant on the 0.05 level (one-tailed).
There is no significant difference between the degrees of previous knowledge when compar-
ing cAR/PE!2 with cAR/PE! no room. Previous knowledge does not reduce the effect of the
independent variable.
As assumed, previous knowledge has a significant influence on the results and was eliminated
in the analysis of covariance. The condition (F (1/27) = 2.22, p = 0.0735) has no significant
influence on the IMM.
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Table C.6: Mann and Whitney U-Test for IMMs between cAR/PE!2 and cAR/PE! no room under the condition
design task amphibious car.
TOTAL1
Mann-Whitney-U 86.000
Wilcoxon-W 206.000
Z -1.101
Asymptotic significance
(2-tailed)
0.271
Exact significance
[2*(1-tailed sig.)]
0.285 (a)
(a) Not corrected for connections
Table C.7: Levene test for the dependent variable IMM under the condition design task amphibious car comparing
cAR/PE!2 and cAR/PE! no room.
F df1 df2 Significance
1.460 1 28 0.237
Table C.8: An analysis of covariance for the dependent variable IMM under the condition design task amphibious
car comparing cAR/PE! and cAR/PE! no room.
Sum of square Middle of
of type III
Df
square
F Significance
PREIMM 330.394 1 330.394 30.496 0.000
Condition 24.106 1 24.106 2.225 0.147
Error 292.523 27 10.834
R-square = 0.576 (corrected R-square = 0.544)
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Shared Mental Models
H4: The exhaustiveness of the degree of knowledge shared about the design task within the
group differs for the design task in favor of cAR/PE!2.
The precondition for conducting an analysis of covariance could not be confirmed. AMann and
Whitney U-Test was conducted with the dependent variable SMM (see Bergholz, 2004). Before
conducting the test, the PREMM were eliminated from the POSTMM.
Table C.9: Mann and Whitney U-Test of SMMs for the design task amphibious car under the conditions cAR/PE!2
and cAR/PE! no room.
POSTSMM-PRESMM
Mann-Whitney-U 6.000
Wilcoxon-W 21.000
Z -1.358
Asymptotic significance
(2-tailed)
0.175
Exact significance
[2*(1-tailed sig.)]
0.222 (a)
(a) there are no rank connections
The above table shows no significant difference between the SMM (difference between POSTSMM-
PRESMM) when comparing cAR/PE!2 with cAR/PE! no room.
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C.10 Study 2, Condition 2, Hypothesis 6
Description of the Problem-Solving Processes of the Single
Groups for the cAR/PE!2 no room meeting condition.
Table C.10: Results of the groups under the meeting condition cAR/PE!2 no room.
Group 6 7 8 9 10
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
FREQ
t (sec)
0 = Absence of activity 00
0
0
0
0
0
0
0
0
0
0
1 = Definition of the problem 00
3
78
0
0
0
0
1
19
4
97
2 = Identification of
      part-structures
2
34
7
134
5
78
3
92
5
233
22
571
3 = Development of
      solution principles
8
544
9
498
12
665
8
512
6
487
43
2706
4 = Evaluation of
      solution principles
5
126
2
24
1
15
4
130
2
32
14
327
5 = Decision of the solution 00
0
0
0
0
0
0
0
0
0
0
6 = Further procedure 00
0
0
0
0
0
0
0
0
0
0
7 = Disturbance 00
0
0
0
0
0
0
2
82
2
82
8 = Poor sound 00
0
0
1
25
0
0
0
0
1
25
9 = Reflection of the process 223
4
100
4
48
2
90
5
47
17
308
10 = Problems with cAR/PE! 
        no room
1
110
1
66
3
69
2
76
0
0
7
321
11 = Miscellaneous 00
0
0
0
0
0
0
0
0
0
0
12 = Discussion about 
        cAR/PE no room
2
63
0
0
0
0
0
0
0
0
2
63
Completed 0 0 0 0 0 0
cAR/PE! no room  meeting
Sum
FREQ
t (sec)
Group 6. Group 6 did not define the problem. They alternated between the events 3↔ 4 often
and were two times in the event 2 and twice in the event 9. The problem-solving process was
disturbed three times by problems during events 10 and 12. This group had a good group result
with an average POSTSMM score.
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Table C.11: Transition rates of the events within the groups under the cAR/PE!2 no room meeting condition.
2 3 4 9 10 12 1 2 3 4 9 10 2 3 4 8 9 10 2 3 4 9 10 2 3 4 7 9
2 0 2 0 0 0 0 1 0 0 2 0 1 0 2 0 3 0 0 1 1 2 0 2 0 1 0 1 0 0 0 0 1
3 0 0 5 1 1 1 2 1 0 6 0 0 0 3 5 2 1 1 2 1 3 3 1 3 0 1 2 0 3 0 2 0
4 1 2 1 0 0 1 3 1 3 0 2 2 1 4 0 1 0 0 0 0 4 0 4 0 0 0 3 1 1 2 0 2
9 0 2 0 0 0 0 4 0 1 1 0 0 0 8 0 1 0 0 0 0 9 0 0 1 0 1 4 0 1 0 0 1
10 0 1 0 0 0 0 9 1 2 0 0 1 0 9 0 3 0 0 0 1 10 0 1 0 1 0 7 1 0 0 0 1
12 1 1 0 0 0 0 10 0 1 0 0 0 0 10 0 3 0 0 0 0 9 3 2 0 0 0
Group 6 Group 7 Group 8 Group 9 Group 10
Group 7. In contrast to the previous group, group 7 defined the problem three times. Problems
with the virtual environment caused only one disturbance. Interestingly, this group reflected
the process and defined the problem very often. In addition, they often alternated between
the events 2 ↔ 3 and were very frequently in event 3 where they spent most of their time.
They evaluated the solution principles only twice. They achieved a low group result and a low
POSTSMM score.
Group 8. Group 8 spent a noticeable amount of time in event 3. They identified the part-
structures to the same extend as in the other groups, but they were in event 4 only once. They
did not define the problem and had four disturbances caused by events 8 and 10. They had a
poor group result with an average POSTSMM score.
Group 9. Group 9 had problems with the virtual environment only twice which were the only
disturbances. They did not define the problem but alternated often between the events 2, 3 and
4 and were very frequently in event 3 where they spent most of their time. Additionally, they
reflected the process twice. They achieved an average group result and a low POSTSMM score.
Group 10. Group 10 suffered no disturbances in the problem-solving process caused by dis-
cussions or problems about using cAR/PE!2 no room. Only two other disturbances happened;
such as mobile phone ringing. They attempted the 1st to the 4th event and reflected the process
five times but only shortly. They achieved an average group result and an average POSTSMM
score.
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