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The new algorithm of finding of a global minimum on the presence of constraints type of 
inequalities on a set of continuous and discrete variables with disorder possible values is offered. 
The idea of this approach is to separate at each iteration stage trial motions and working step, 
and also the effective information processing obtained in the sample points. Existence of discrete 
variables with unordered possible values leads to the solution of a sequence of tasks of global 
minimization of multiextremal functions on a set of only continuous variables in the presence of 
their constraints type of inequalities. As a result, among the obtained optimum solutions chooses 
the best solution.
Keywords: global optimization, continuous and discrete variables, selective averaging of required 
variables, constraints type of inequalities.
Глобальная оптимизация на множестве  
непрерывных и дискретных переменных  
с неупорядоченными возможными значениями
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Разработан новый алгоритм поиска глобального минимума при наличии ограничений типа 
неравенств на множестве как непрерывных, так и дискретных переменных с неупорядоченными 
возможными значениями. Идея подхода заключается в разделении на каждой итерации 
этапа пробных движений и рабочего шага, а также в эффективной обработке информации, 
извлекаемой в пробных точках. Наличие дискретных переменных с неупорядоченными 
возможными значениями приводит к решению последовательности задач глобальной 
минимизации многоэкстремальных функций на множестве только непрерывных переменных 
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при наличии своих ограничений типа неравенств. Среди полученных оптимальных решений в 
итоге выбирается наилучшее.
Ключевые слова: глобальная оптимизация, непрерывные и дискретные переменные, 
селективное усреднение искомых переменных, ограничения типа неравенств.
1. Введение
Задача поиска оптимального значения целевой функции является одной из актуальных в 
современной науке и технике. Большинство практических задач, возникающих в различных 
сферах человеческой деятельности, могут быть сведены к задачам оптимизации. Это различ-
ные варианты расчета оптимальных параметров конструкций, управления распределением ре-
сурсов и грузоперевозками, оптимальных управлений, обеспечивающих заданные траектории 
движения объектов, и т.п. Повышение качества управления, планирования и проектирования 
достигается подстройкой оптимальных параметров и поиском наилучших структур систем 
управления.
Основные трудности при оптимизации обусловлены многоэкстремальностью целевых 
функций и их разрывным характером, наличием как непрерывных, так и дискретных перемен-
ных, наличием кроме непрерывных и дискретных переменных и др. Разрешением указанных 
проблем занимается глобальная оптимизация [1–8]. 
В данной статье представлен новый алгоритм поиска глобального минимума с исполь-
зованием селективного усреднения искомых переменных при наличии ограничений типа не-
равенств [4] в пространстве смешанных переменных: непрерывных переменных и дискретных 
переменных с неупорядоченными возможными значениями.
2. Постановка задачи
Дискретные переменные, основываясь на специфике их возможных значений, условно 
можно разделить на три класса.
В первый класс входит любая дискретная переменная, возможные значения которой не­
упорядочены. Все эти значения являются самостоятельными (не связанными друг с другом), и 
при их рассмотрении нам не остаётся ничего другого, как просто пронумеровать их, а при ре-
шении задачи оптимизации – перебирать все эти возможные значения. Этот класс дискретных 
переменных будет рассмотрен в данной статье. Другие два класса дискретных переменных – с 
упорядоченными возможными значениями и с числовыми значениями – будут включены поз-
же в синтезируемые алгоритмы глобальной оптимизации. 
Необходимо отыскать условный глобальный минимум функции многих переменных 
f(x, y) с учетом ограничений­неравенств 
подстройкой оптимальных параметров и поиском наилучших структур систем 
управления. 
Основные трудности при оптимизации обусловлены многоэкстремальностью 
целевых функций и их разрывным характером, наличием помех, ограниченностью 
множества возможных значений искомых переменных, наличием кроме непрерывных и 
дискретных переменных и др. Разрешением указанных проблем занимается глобальная 
оптимизация [1–8].  
В данной статье представлен новый алгоритм поиска глобального минимума с 
использованием селективного усреднения искомых переменных при наличии 
ограничений типа неравенств [4] в пространстве смешанных переменных: непрерывных 
переменных и дискретных переменных с неупорядоченными возможными значениями. 
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Наличие этой дополнительной дискретной переменной приводит к решению r  
задач глобальной оптимизации различных функций )(),( μμ xfyxf ≡  только по 
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Допустимые области Xμ задаются совокупностью неравенств
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
недифференцируемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе вычислений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. Поиск минимума функций 
Решаем задачу глобальной минимизации (1), (2) при каждом фиксированном μ . 
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и из них оставляется n точек, попадающих в допустимую область μμμ П XX
ll I=  
(удовлетворяющих ограничениям типа неравенств (2)).  
Исходная точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбирают так, 
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движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
в пробных точках. 
3. Поиск минимума функций
Решаем задачу глобальной минимизации (1), (2) при каждом фиксированном μ. В области 
Xμ, заданной ограничениями неравенствами (2), размещается n пробных точек 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
недифференцируемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе вычислений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
робных точках.  
 
3. Поиск минимума функций 
Решаем задачу глобальной минимизации (1), (2) при каждом фиксированном μ . 
В области μX , заданной ограничениями неравенствами (2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix , ni ,1= , последовательно генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
и из них оставляется n точек, попадающих в допустимую область μμμ П XX
ll I=  
(удовлетворяющих ограничениям типа неравенств (2)).  
Исходная точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбирают так, 





+lx , в среднем более близкое к положению глобального 
минимума оптимизируемой функции μf , и размеры прямоугольной области поисковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
В 
этих точках вычисляем минимизируемые функции 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
недифференцируемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе выч слений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. Поиск минимума функций 
Решаем задачу глобальной минимизации (1), (2) при каждом фиксированном μ . 
В област  μX , заданной ограничениями неравенствами (2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix , ni ,1= , последовательно генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
и из них оставляется n точек, попадающих в допустимую область μμμ П XX
ll I=  
(удовлетворяющих ограничениям типа неравенств (2)).  
Исходная точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбирают так, 





+lx , в среднем более близкое к положению глобального 
минимума оптимизируемой функции μf , и размеры прямоугольной области поисковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
μμ ,,)( jxj .                          ( ) 
есь μμμμ )(),(),( yxyx jj . 
а е г а е  т а е аве ств в т  с е  аст  с а 
э ст е а. е ев е  rf ,),(μ , г э ст е а ь , г т ть 
е е е е , а та е с а е  е .  г а е  та е г т 
ть ев   е е е е . с  э ст е в с еств яется а 
с ве в с е  (  з е е ) аза   μμμ ,),(),( jxxf j  в 
 т а .  
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v ,...,,,],,[ ikvv          ( ) 
 з  став яется  т е , а а  в ст  асть μμμ
ll
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μ, ,,,ννν ,        ( ) 
При получении пробных точек 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , м гоэкстремальны, могут быть 
недифференцируемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе вычислений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. Пои к минимум  функций 
Решаем задачу гл бальной минимизации (1), (2) при к ждом фиксированном μ . 
В области μX , зада ной ограничениями неравенствами (2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
ри чени  обных очек )(μ
ix , ni ,1= , последовательно генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
и из них оставляется n точек, попадающих в допустимую область μμμ П XX
ll I=  
(удовлетворяющих ограничениям ипа неравенств (2)).  
Исходная точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбирают так, 
чтобы 0μП  охватывала допустимую область μX  или ту её часть, где расположен 
глобальный экстремум. 
Нов е значение 
1
μ
+lx , в среднем более близкое к положению глобального 
минимума оптимизируемой функци  μf , и размеры прямоугольной области поисковых 
вижений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
 последоват  ге уют равномерно рас-
пределенные точки в прямоугольной области 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
недифференцируемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе вычислений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
п обных точках.  
 
3. Поиск инимума функций 
Решае  задачу глобаль ой мини заци  (1), (2) при каждом фиксированном μ . 
В области μX , заданной ограничениями неравенствами (2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При п луче и пробных точек )(μ
ix , ni ,1= , последовательно генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
и из них оставляется n точек, попадающих в допустимую область μμμ П XX
ll I=  
(удовлетв ряющих огран чениям типа не ав нств (2)).  
Исходная точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбира т так, 
чтобы 0μП  охватывала допустимую область μX  или ту её часть, где расположен 
глобальный экстремум. 
Новое значе е 
1
μ
+lx , в средн м более близкое к положению глобального 
минимума оп имизируемой функции μf , и размеры прямоугольной области поис овых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
нтром в точке 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Нал чие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Ц левые функции rxf ,1μ),(μ = , мн гоэкстремальны, могут быть 
недифф ренцируемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклым  и недифф ренцируемыми. Поиск экстремумов осуществляется на
основе вычислений ( ли изм рений) ук занных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. Поиск миним ма функций 
Решаем з дачу глобальной нимизации (1), (2) при каждом фиксирова ном μ . 
В обла ти μX , з данной ограничениями неравенствами 2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix , ni ,1= , последовательно г не ируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
 из них оставляется n точек, оп дающих в допустимую область μμμ П XX
ll I=  
(удовлетворяющих ограничениям т па неравенс в (2)).  
Исходная точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбираю  так, 
чтобы 0μП  охватыв ла допустимую область μX  ли ту её часть, где расп ложен 
глобальный экстремум. 
Н вое значение 
1
μ
+lx , в среднем более близкое к п ложению глобальн го 
м нимума оптим зируемой функции μf , и размеры прямоугольной о ласти поисковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
μμ ,1=,0?)( mjxjϕ .                         (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Цел вые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
недифференцируемыми, а также искажены помехой. Функции ограничений также могут 
быть нев пуклыми  недифференцируемым . Поиск экстремумов осуществл ется на
осно е выч слений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. По ск инимума функций 
Р шаем задачу глобальной миним зации 1 , (2) при каждом фик ированном μ . 
В области μX , заданн й ограничен ями неравенствами (2), разм щается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получени  пробных точек )(μ
ix , ni ,1= , последователь о генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv         (3) 
и из них оставл ется n точек, попадающих в допустимую область μμμ П XX
ll I=  
(удовлетворяющих ограничениям типа неравенств (2)).  
Исход ая точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбирают так, 
чтобы 0μП  охватывала допустимую область μX  или ту её часть, где расположен 
глобальный экстремум. 
Новое знач ние 
1
μ
+lx , в среднем более близкое к положению глобального 
ми имума оптим зируемой функции μf , и размеры прямоугольной облас и поисковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,       (4) 
(3)
и из них оставляется n точек, попадающих в допустимую область 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
недифференцируемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе вычислений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. Поиск м нимума функций 
Решаем задачу глобальной минимизации (1), (2) при каждом фиксированном μ . 
В области μX , заданной ограничениями неравенствами (2), размещ ется n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix , ni ,1= , последовательно генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
и из них оставляется n точек, оп дающих в допустиму  обл  μμμ П XX
ll I=  
(удовлетворяющих ограничениям типа неравенств (2)).  
Исходная точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбирают так, 





+lx , в среднем более близкое к положению глобального 
минимума оптимизируемой функции μf , и размеры прямоугольной области поисковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
 (удовлетво-
ряющих ограничениям типа неравенств (2)). 
Исходная точка 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
недифференцируемыми, а также искажены помехой. Функции огра ичений также могут 
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе вычислений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробн х точках.  
 
3. По ск мини ума функций 
Решаем задачу глобальной минимизации (1), (2) при каждом фиксированном μ . 
В области μX , заданной ограничениями неравенствами (2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix , ni ,1= , последовательно генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
и из них оставляется n точек, попадающих в допустимую область μμμ П XX
ll I=  
(удовлетворяющих ограничениям типа нера енств (2)).  
Исходная точк 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбирают так, 





+lx , в среднем более близкое к положению глобального 
м нимум  оптимизируемой функции μf , и размеры прямоуг ьной области поисковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
 размеры 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Нал чие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Ц левые функции rxf ,1μ),(μ = , мн гоэкстремальны, могут быть 
недифф ренцируемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклым  и недифф ренцируемыми. Поиск экстремумов осуществляется на 
основе вычислений ( ли изм рений) ук занных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. Поиск миним ма функций 
Решаем з дачу глобальной минимизации (1), (2) при каждом фиксированном μ . 
В области μX , з данной ог аничениями неравенствами (2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix , ni ,1= , последовательно г не ируют 











v uxxx Δ+= ,...21,1],1,1[ ==−∈ ikvuv          (3) 
 из них оставляется n точек, оп дающих в допустимую область μμμ П XX
ll I=  
(удовлетвор ющих ограничениям типа неравенств (2)).  
Исх дная точка 0μx и раз ер
0
μxΔ  прямоугольной области 0μП  выбираю  так, 
чтобы 0μП  охватыв ла допустимую область μX  ли ту её часть, где расп ложен 
глобальный экстремум. 
Н вое значение 
1
μ
+lx , в среднем более близкое к п ложению глобальн го 
минимума оптим зируемой функции μf , и размеры прямоугольной области поисковых 
движений mvxl v ,1,
1

















μ, ,,ννν ,        (4) 
рям угольной области 
μμ ,1=,0?)( mjxjϕ .           (2) 
Здесь μμμ =)(),?),( mymxyx jj ϕϕ . 
Наличие огра чений типа равенст  пр водит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
н дифференцируемыми, а та же искажены помехой. Функции огра чений также могут 
быть нев пуклыми и н дифференцируемыми. Поиск экстремумов осущ ствл ется на 
основе вычислений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. Поиск миним ма функций 
Решаем задачу г обальной миним зации (1), (2) при каждом фиксированном μ . 
В области μX , заданной огра чениями равенствами (2), р змещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix  ni ,1= , посл дователь о генерируют 









v uxxx Δ+= ,...2,1,1],,1[ ==−∈ ikvuv         (3) 
и з них ос авл е ся n точек, попадающих в допустимую область μП XX
l I=  
(уд летвор ющих огра чениям типа равенств (2)).  
Исх дная точка 0μx  и размеры 
0
μxΔ  прямоуг льной области 0μП  выб рают так, 
чтобы 0μП  ох атывала допустимую область μX  или ту её часть, где расположен 
г обальн й экстремум. 
Новое з ачение 
1
μ
+lx , в среднем более близкое к положению г обального 
минимума оп имизируемой функци μf , и разм ы прямоуг льной ласт  п исковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,       (4) 
бир ю  так, чтобы 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , м огоэкстремальны, могут быть 
недифференцируем ми, а та же искажены помехой. Функции ограничений также могут 
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе чис ений ( ли измерений) указанных фун ций μμμ ,1=),(, mjxxf jϕ  в 
пробных точках.  
 
3. Поиск минимума функций 
Решаем зад чу глобальной минимизации (1), (2) при каждом фиксированном μ . 
В области μX , зад нной огр ничения  нер венства и (2), раз ещается n пр б ых
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix , ni ,1= , последовательно генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
и из них оставляется n точек, попадающих в допустимую область μμμ П XX
ll I=  
(удовлетворяющих ограничениям ти а неравенств (2)).  
Исходна  точка 0μx  и размеры 
0
μxΔ  п ямоугольной области 0μП  выбирают ак, 
чтобы 0μП  охватывала допустимую область μX  или ту её часть, где расположен 




+lx , в среднем более близкое к положению глобального 
минимума оптимизируемой функции μf , и разм ры прямоугольной област  поисковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
о вала допустимую область 
μμ ,1=,0?)( mjxjϕ .                         (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , многоэкстр мальны, могут бы ь
недифференцируе ыми, а также скажены помехой. Функции огра ичен й также могут 
быть невыпуклыми и недифференцируе ыми. Поис  экстремум в осуществляется на 
снове числений (или изм ий) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробн х то ках.  
 
3. Поиск и и ума функций 
Решаем задачу гл бальной ми им зации (1), (2) при каждом ф ксирован ом μ . 
В области μX , заданн й ограничениями неравенствами (2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении проб ых точек )(μ
ix , ni ,1= , последоват льно генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv         (3) 
и из них оставляется n точек, попадающих в допустимую область μμμ П XX
ll I=  
(удовлетворяющих ограничениям типа неравенств (2)).  
Исходная точка 0μx  и аз еры 
0
μxΔ  рям угольн й области 0μП  выбирают так, 
чтобы 0μП  хв тыв ла допустиму  об ь μX  или ту её часть, где расположен 
глобальный экстремум. 
Ново  знач ние 
1
μ
+lx , в ср днем более близкое к положению глобального 
минимума птимизиру мой функции μf , и размеры прям уг ль й об асти п исковых 
движений mvxl v 1,
1

















μ, ,1,,ννν ,       (4) 
    ть, где расположен глобальный экс-
тремум.
Новое значение 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Це евы  функци  rxf ,1μ),(μ = , многоэ стремальны, могут быть 
недифференциру мыми, а также скажены помехой. Функции раничений также  
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе вычислений (или змере ий) указанных фун ц й μμμ ,1=),(),( mjxxf jϕ в 
проб ых т ках.  
 
3. Поиск минимума функций 
Решаем задачу глобальной минимизации (1), (2) при каждом фиксированном μ . 
В области μX , заданной огра ичен ям  неравенствами (2), р змещает я n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При пол чении пробных точек )(μ
ix , ni ,1= , последовательно генерирую  











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
и из них оставляется n точек, попадающих в допустимую бласть μμμ П XX
ll I=  
(удовлетворяющих ограничениям ти а неравенств (2)).  
Исх дная точка 0μx  и раз еры 
0
μxΔ  прямо гольной асти 0μП  выбирают так, 
чтобы 0μП  охватывала допустимую область μX  или ту её часть, где расположен 
глобальный экстремум. 
Новое знач  
1
μ
+lx , в среднем более близкое к положению глобального 
минимум  оптимизируемой функции μf , и размеры прям угольной области п исковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
,  нем более близкое к положению г обального миниму-
ма оптимизируем й функции fμ, и размеры прямоугольной области поисковых движений 
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстремума. Целевые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
недифференцируемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклыми и недиффер цируемыми. Поиск экстремумов о щ ствляется на 
основе вычислений (ил  из е ен й) указанных функций μμμ 1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. Поиск минимума фун ций 
Решаем задачу глобальной ми имизации (1), (2) при кажд м ф ксированном μ . 
В области μX , заданной огранич ниями неравенства  (2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix , ni ,1= , последовательно генерируют 











v uxxx Δ+= ,...2,1,,1],,1[ ==−∈ ikvuv         (3) 
и из них оставляется n точек, попадающих в доп стимую область μμμ П XX
ll I
(удовлетворяющих ограничениям типа неравенств (2)).  
Исходная точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μП  выбирают так, 





+lx , в среднем более близкое к положению глоб льного 
минимума оптимизируемой функции μf , и размеры прямоугольной области поисковых 
движений mvxl v ,1,
1

















μ, ,1,,ννν ,        (4) 
 в ляют по формула :
μμ ,1=,0?)( mjxjϕ .                          (2) 
Здесь μμμμ =)(),(?),( mymxyx jj ϕϕ . 
Наличие ограничений типа неравенств приводит к сужению области поиска 
экстр мума. Целевые функции rxf ,1μ),(μ = , многоэкстремальны, могут быть 
недифференц руемыми, а также искажены помехой. Функции ограничений также могут 
быть невыпуклыми и недифференцируемыми. Поиск экстремумов осуществляется на 
основе вычислений (или измерений) указанных функций μμμ ,1=),(),( mjxxf jϕ  в 
пробных точках.  
 
3. Поиск минимума функций 
Решае  задачу глобальной минимизации (1), (2) при каждом фиксированном μ . 
В области μX , заданной ограничениями неравенствами (2), размещается n пробных 
точек )(μ




ii xff ≡ , ni ,1= . 
При получении пробных точек )(μ
ix , ni ,1= , последовательно генерируют 











v uxxx Δ+= ,...2,1,,1],1,1[ ==−∈ ikvuv          (3) 
и из них о тавляется n т ек, попадающих в д пустимую облас ь μμμ П XX
ll I=  
(удовлетворяющих ограничениям типа неравенств (2)).  
Исходная точка 0μx  и размеры 
0
μxΔ  прямоугольной области 0μ выбирают так, 
чт бы 0μП  охватывала до устимую об асть μX  и и ту её часть, где расположен 




+lx , в реднем более близкое к полож нию г бального 
миниму а оптимизируемой фу кции μf , и размеры прям уг льной области п исковых 
д ижений mvxl v ,1,
1












































]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ
 






























1 ≤−−+− xx  
 
:3μ = ;016)4()4( 2221 ≤−+++ xx     
















4)10;10(0 =Δx   )10;10(=0xΔ  
Стр. 891, 
формула 
1;1[),(),(~ μ21μ21μ −+= Rxxfxxf θ
 






















































,μ ,1,)||( , 
]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ . 
Здесь };,1,max{ˆ )(μmaxμ, niff
i == };,1,min{ˆ )(μminμ, niff i == s – коэффициент 







v pu  для упрощения записи опущен 
номер итерации l ; 10 )( minμ, ≤≤
ig . Весовые коэффициенты (ядра) нормированы на 







sp .  
Критерием останова процесса поиска обычно служит условие уменьшения 
размера области варьирования до заданной величины: ε≤=Δ },1|,max{| μ, kvxlv . 
После нахождения глобального минимума для каждой из r  функций 
},1μ),(,{ μμμ rxfx =∗∗  выбирют наилучшее решение )(, μμμ ∗∗ ∗∗∗ xfx : 
)(},1μ),(min{ μμμμ
∗∗
∗∗== xfrxf                        (5) 
Оптимальное значение дискретной переменной имеет номер ∗μ . 
 
4. Численные примеры 
Прим  4.1. Каждая трехэкстремальная одномерная функция (относительно 
непрерывной переменной x), соответствующая значению дискретной переменной, 
построена в виде наложения (с помощью операции min) трех потенциалов без 












+−−+−−+−= cxbxaxxf 3,1μ = .     (6) 
Коэффициенты μμμ ,, cba  определяют глубину потенциалов, где μ  – номер 
значениями дискретной переменной y . Задаём следующие значения указанных 























































,μ ,1,)||( , 
]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ . 
Здесь };,1,max{ˆ )(μmaxμ, niff
i == };,1,min{ˆ )(μminμ, niff i == s – коэффициент 







v pu  для упрощения записи опущен 
номер итерации l ; 10 )( minμ, ≤≤
ig . Весовые коэффициенты (ядра) нормированы на 







sp .  
Критерием останова процесса поиска обычно служит условие уменьшения 
размера области варьирования до заданной величины: ε≤=Δ },1|,max{| μ, kvxlv . 
После нахождения глобального минимума для каждой из r  функций 
},1μ),(,{ μμμ rxfx =∗∗  выбирют наилучшее решение )(, μμμ ∗∗ ∗∗∗ xfx : 
)(},1μ),(min{ μμμμ
∗∗
∗∗== xfrxf                        (5) 
Оптимальное значение дискретной переменной имеет номер ∗μ . 
 
4. Численные примеры 
Пример 4.1. Каждая трехэкстремальная одномерная функция (относительно 
непрерывной переменной x), соответствующая значению дискретной переменной, 
построена в виде наложения (с помощью операции min) трех потенциалов без 












+−−+−−+−= cxbxaxxf 3,1μ = .     (6) 
Коэффициенты μμμ ,, cba  определяют глубину потенциалов, где μ  – номер 
значениями дискретной переменной y . Задаём следующие значения указанных 
коэффициентов для каждого μ : 
  коэф ициент селективности ядра 





















































,μ ,1,)||( , 
]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ . 
Здесь };,1,max{ˆ )(μmaxμ, niff
i == };,1,min{ˆ )(μminμ, niff i == s – коэффициент 







v pu  для упрощения записи опущен 
номер итерации l ; 10 )( minμ, ≤≤
ig . Весовые коэффициенты (ядра) нормированы на 







sp .  
Критерием останова процесса поиска обычно служит условие уменьшения 
размера области варьирования до заданной величины: ε≤=Δ },1|,max{| μ, kvxlv . 
После нахождения глобального минимума для каждой из r  функций 
},1μ),(,{ μμμ rxfx =∗∗  выбирют наилучшее решение )(, μμμ ∗∗ ∗∗∗ xfx : 
)(},1μ),(min{ μμμμ
∗∗
∗∗== xfrxf                        (5) 
Оптимальное значен е дискретн й переменной имеет номер ∗μ . 
 
4. Численные примеры 
Пример 4.1. Каждая трехэкст альная одномерная ф нкция (относ тельно 
непрерывной переменной x), соот етствующая значению дискретной переменной, 
построена в виде наложения (с помощью п рации min) трех потенциалов без 












+−−+−−+−= cxbxaxxf 3,1μ = .     (6) 
Коэффициенты μμμ ,, cba  определяют глубину потенциалов, где μ  – номер 
значениями дискретной переменной y . Задаём следующие значения указанных 
коэффициентов для каждого μ : 





















































,μ ,1,)||( , 
]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ . 
Здесь };,1,max{ˆ )(μmaxμ, niff
i == };,1,min{ˆ )(μminμ, niff i == s – коэффициент 







v pu  для упрощения записи опущен 
номер итерации l ; 10 )( minμ, ≤≤
ig . Весовые коэффициенты (ядра) нормированы на 







sp .  
Критерием останова процесса поиска обычно служит условие уменьшения 
раз ера области варьирования до заданной величины: ε≤=Δ },1|,max{| μ, kvxlv . 
После нахождения глобального минимума для каждой из r  функций 
},1μ),(,{ μμμ rxfx =∗∗  выбирют наилучшее решение )(, μμμ ∗∗ ∗∗∗ xfx : 
)(},1μ),(min{ μμμμ
∗∗
∗∗== xfrxf                        (5) 
Оптимальное значение дискретной переменной имеет номер ∗μ . 
 
4. Численные примеры 
Пример 4.1. Каждая трехэкстремальная одномерная функция (относительно 
непрерывной переменной x), соответствующая значению дискретной переменной, 
построена в виде наложения (с помощью операции min) трех потенциалов без 












+−−+−−+−= cxbxaxxf 3,1μ = .     (6) 
Коэффициенты μμμ ,, cba  определяют глубину потенциалов, где μ  – номер 
значениями дискретной переменной y . Задаём следующие значения указанных 
коэффициентов для каждого μ : 





















































,μ ,1,)||( , 
]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ . 
Здесь };,1,max{ˆ )(μmaxμ, niff
i == };,1,min{ˆ )(μminμ, niff i == s – коэффициент 







v pu  для упрощения записи опущен 
номер итерации l ; 10 )( minμ, ≤≤
ig . Весовые коэффициенты (ядра) нормированы на 







sp .  
Критерием останова процесса поиска обычно служит условие уменьшения 
размера области варьирования до заданной величины: ε≤=Δ },1|,max{| μ, kvxlv . 
После нахождения глобального минимума для каждой из r  функций 
},1μ),(,{ μμμ rxfx =∗∗  выбирют наилучшее решение )(, μμμ ∗∗ ∗∗∗ xfx : 
)(},1μ),(min{ μμμμ
∗∗
∗∗== xfrxf                        (5) 
Оптимальное значение дискретной переменной имеет номер ∗μ . 
 
4. Численные примеры 
Пример 4.1. Каждая трехэкстремальная одномерная функция (относительно 
непрерывной переменной x), соответствующая значению дискретной переменной, 
построена в виде наложения (с помощью операции min) трех потенциалов без 












+−−+−−+−= cxbxaxxf 3,1μ = .     (6) 
Коэффициенты μμμ ,, cba  определяют глубину потенциалов, где μ  – номер 
значениями дискретной переменной y . Задаём следующие значения указанных 
коэффициентов для каждого μ : 
.
– 889 –
Anton S. Mikhalev and Anatoly I. Rouban. Global Optimization on a Set of Continuous and Discrete Variables…
Критерием останова процесса поиска обычно служит условие уменьшения размера обла-





















































,μ ,1,)||( , 
]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ . 
Здесь };,1,max{ˆ )(μmaxμ, niff
i == };,1,min{ˆ )(μminμ, niff i == s – коэффициент 







v pu  для упрощения записи опущен 
номер итерации l ; 10 )( minμ, ≤≤
ig . Весовые коэффициенты (ядра) нормированы на 







sp .  
Критерием останова процесса поиска обычно служит условие уменьшения 
размера области варьирования до з данной величин : ε≤=Δ },1|,max{| μ, kvxlv . 
После нахождения глобального минимума для каждой из r  функций 
},1μ),(,{ μμμ rxfx =∗∗  выбирют наилучшее решение )(, μμμ ∗∗ ∗∗∗ xfx : 
)(},1μ),(min{ μμμμ
∗∗
∗∗== xfrxf                        (5) 
Оптимальное значение дискретной переменной имеет номер ∗μ . 
 
4. Численные примеры 
Пример 4.1. Каждая трехэкстремальная одномерная функция (относительно 
непрерывной переменной x), соответствующая значению дискретной переменной, 
построена в виде наложения (с помощью операции min) трех потенциалов без 












+−−+−−+−= cxbxaxxf 3,1μ = .     (6) 
Коэффициенты μμμ ,, cba  определяют глубину потенциалов, где μ  – номер 
значениями дискретной переменной y . Задаём следующие значения указанных 
коэффициентов для каждого μ : 
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]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ . 
Здесь };,1,max{ˆ )(μmaxμ, niff
i == };,1,min{ˆ )(μminμ, niff i == s – коэффициент 







v pu  для упрощения записи опущен 
номер итерации l ; 10 )( minμ, ≤≤
ig . Весовые коэффициенты (ядра) нормированы на 







sp .  
Критерием останова процесса поиска обычно служит условие уменьшения 
размера области варьирования до заданной величины: ε≤=Δ },1|,max{| μ, kvxlv . 
После нахождения глобального минимума для каждой из r  функций 
},1μ),(,{ μμμ rxfx =∗∗  выбирют наилучшее решение )(, μμμ ∗∗ ∗∗∗ xfx : 
)(},1μ),(min{ μμμμ
∗∗
∗∗== xfrxf                        (5) 
Оптимальное значение дискретной переменной имеет номер ∗μ . 
 
4. Численные примеры 
Пример 4.1. Каждая трехэкстремальная одномерная функция (относительно 
непрерывной переменной x), соответствующая значению дискретной переменной, 
построена в виде наложения (с помощью операции min) трех потенциалов без 












+−−+−−+−= cxbxaxxf 3,1μ = .     (6) 
Коэффициенты μμμ ,, cba  определяют глубину потенциалов, где μ  – номер 
значениями дискретной переменной y . Задаём следующие значения указанных 
коэффициентов для каждого μ : 
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]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ . 
Здесь };,1,max{ˆ )(μmaxμ, niff
i == };,1,min{ˆ )(μminμ, niff i == s – коэффициент 







v pu  для упрощения записи опущен 
номер итерации l ; 10 )( minμ, ≤≤
ig . Весовые коэффициенты (ядра) нормированы на 







sp .  
Критерием останова процесса поиска обычно служит условие уменьшения 
размера области варьирования до заданной величины: ε≤=Δ },1|,max{| μ, kvxlv . 
После нахождения глобального минимума для каждой из r  функций 
},1μ),(,{ μμμ rxfx =∗∗  выбирют наилучш е решен )(, μμμ ∗∗ ∗∗∗ xfx : 
)(},1μ),(min{ μμμμ
∗∗
∗∗== xfrxf                        (5) 
Оптимальное значение дискретной переменной имеет номер ∗μ . 
 
4. Численные примеры 
Пример 4.1. Каждая трехэкстремальная одномерная функция (относительно 
непрерывной переменной x), соответствующая значению дискретной переменной, 
построена в виде наложения (с помощью операции min) трех потенциалов без 












+−−+−−+−= cxbxaxxf 3,1μ = .     (6) 
Коэффициенты μμμ ,, cba  определяют глубину потенциалов, где μ  – номер 
значениями дискретной переменной y . Задаём следующие значения указанных 
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Оптимальное значение дискретной переменной имеет номер μ*.
4. Численные примеры
Пример 4.1. Каждая трехэкстремальная одномерная функция (относительно непрерывной 
переменной x), соответствующая значению дискретной переменной, построена в виде наложе-
ния (с омощью операции min) трех потенциалов без искажения их местоположения и значе-




















































,μ ,1,)||( , 
]0,...},2,1{,0[,...;2,1,0 sql q <∈<= γ . 
Здесь };,1,max{ˆ )(μmaxμ, niff
i == };,1,min{ˆ )(μminμ, niff i == s – коэффициент 







v pu  для упрощения записи опущен 
номер итерации l ; 10 )( minμ, ≤≤
ig . Весовые коэффициенты (ядра) нормированы на 







sp .  
Критерием останова процесса поиска обычно служит условие уменьшения 
размера области варьирования до заданной величины: ε≤=Δ },1|,max{| μ, kvxlv . 
П сле нахождения глобальног  м нимума для каждой из r  функций 
},1μ),(,{ μμμ rxfx =∗∗  выбирют наилучшее решение )(, μμμ ∗∗ ∗∗∗ xfx : 
)(},1μ),(min{ μμμμ
∗∗
∗∗== xfrxf                        (5) 
Оптимальное значение дискретной переменной имеет номер ∗μ . 
 
4. Численные приме  
Пример 4.1. Каждая трехэкстремальная одномерная функция (относительно 
непрерывной переменной x), соответствующая значению дискретной переменной, 
построена в виде наложения (с помощью операции min) трех потенциалов без 












+−−+−−+−= cxbxaxxf 3,1μ = .     (6) 
Коэффициенты μμμ ,, cba  определяют глубину потенциалов, где μ  – номер 
значениями дискретной переменной y . Задаём следующие значения указанных 
коэффициентов для каждого μ : 
 (6)
Коэффициенты αμ, bμ, cμ определяют глубину потенциалов, где μ – номер значения дис-
кретной перем нной y. Задаём сл дующие значения указанных коэффициентов для каждого 
μ:
3.0;2.0;4.0:1μ 111 ==== cba ; 
4.0;15.0;3.0:2μ 222 ==== cba ; 
2.0;1.0;5.0:3μ 333 ==== cba . 
Итоговый глобальный минимум находится в точке 3μ,23 == ∗∗x . 
Введем ограничения неравенства, отсекающие основную часть области 
притяжения глобального минимума для каждой трёхэкстремальной функции: 
xx ≤≤= 5.3и5.0:1μ ;  xx ≤≤= 3и1:2μ ;  xx ≤≤= 8.2и2.1:3μ . 
После учета ограничений глобальный экстремум условный приходится на точку 
43 =∗x , 3μ =∗ . График функции )(3 xf  и ограничения представлен на рис. 1,а. 
Алгоритм поиска имеет сравнительно высокую скорость сходимости (решение 
отыскивается за 12-20 итераций) с оценкой вероятности отыскания глобального 
минимума, равной 1. Настройки для алгоритма: 2=0x , 4=Δ 0x , 25=n , 1γ =q , 
2=q  ядро параболическое, степень селективности ядра 200=s .  
Добавим к минимизируемым функциям центрированную равномерно 
распределённую помеху ]1;1[θ]θ;θ[ −⋅=− RR , изменяющуюся внутри интервала 
]θ;θ[− : 
3,2,1μ],1;1[θ)6( функция)(~ μμ =−+= Rxf .              (7) 





. Здесь μfΔ  – интервал изменения функции без помехи (при 
изменении x  внутри допустимой области). При 1=ρ  шум 100 % по отношению к 
сигналу (функции без помехи), при 1.0=ρ  шум 10 %. Ориентируемся на 
максимальную амплитуду изменения сигнала для каждого μ  в следующих областях: 
55.3и5.01:1μ ≤≤≤≤−= xx ; 53и11:2μ ≤≤≤≤−= xx ; 2.11:3μ ≤≤−= x  
58.2и ≤≤ x . Помеха будет 100 % при следующих значениях параметров: 
5.2=θ,5.1=θ=θ 321 .  
 
Итоговый глобальный минимум находится в точке x* = 2, μ* = 3.
Введем ограничения неравенства, отсекающие основную часть области притяжения гло-
бального минимума для каждой трёхэкстремальной функции:
3.0;2.0;4.0:1μ 111 ==== cba ; 
4.0;15.0;3.0:2μ 222 ==== cba ; 
2.0;1.0;5.0:3μ 333 ==== cba . 
Итоговый глобальный мини ум находится в точке 3μ,23 == ∗∗x . 
Введем ограничения неравенства, отсекающие основную часть области 
притяжения глобального минимума для каждой трёхэкстремальной функции: 
xx ≤≤= 5.3и5.0:1μ ;  xx ≤≤= 3и1:2μ ;  xx ≤≤= 8.2и2.1:3μ . 
После учета ограничений глобальный экстремум условный приходится на точку 
43 =∗x , 3μ =∗ . График функции )(3 xf  и ограничения представлен на рис. 1,а. 
Алгоритм поиска имеет сравнительно высокую скорость сходимости (решение 
отыскивается за 12-20 итераций) с оценкой вероятности отыскания глобального 
минимума, равной 1. Настройки для алгоритма: 2=0x , 4=Δ 0x , 25=n , 1γ =q , 
2=q  ядро параболическое, степень селективности ядра 200=s .  
Добавим к минимизируемым функциям центрированную равномерно 
распределённую помеху ]1;1[θ]θ;θ[ −⋅=− RR , изменяющуюся внутри интервала 
]θ;θ[− : 
3,2,1μ],1;1[θ)6( функция)(~ μμ =−+= Rxf .              (7) 





. Здесь μfΔ  – интервал изменения функции без помехи (при 
изменении x  внутри допустимой области). При 1=ρ  шум 100 % по отношению к 
сигналу (функции без помехи), при 1.0=ρ  шум 10 %. Ориентируемся на 
максимальную амплитуду изменения сигнала для каждого μ  в следующих областях: 
55.3и5.01:1μ ≤≤≤≤−= xx ; 53и11:2μ ≤≤≤≤−= xx ; 2.11:3μ ≤≤−= x  
58.2и ≤≤ x . Помеха будет 100 % при следующих значениях параметров: 
5.2=θ,5.1=θ=θ 321 .  
 
После учета ограничений глобальный экстремум условный приходится на точку x* = 4, 
μ* = 3. График функции f3(x) и ограничения представлены на рис. 1а.
Алгоритм поиска имеет сравнительно высокую скор сть сходимости (решение отыски-
вается за 12–20 итераций) с оценкой в оятно ти отыскания глобального минимума, равной 
1. Настройки для алгоритма: x0 = 2, Δx0 = 4, n = 25, γq = 1, q = 2, ядро параболическое, степень 
селективности ядра s = 200. 
Добавим к минимизируемым функциям центрированную равномерно распределённую 
помеху 
3.0;2.0;4.0:1μ 111 ==== cba ; 
4.0;15.0;3.0:2μ 222 ==== cba ; 
2.0;1.0;5.0:3μ 333 ==== cba . 
Итоговый глобальный минимум находится в точке 3μ,23 == ∗∗x . 
Введем ограничения неравенства, отсекающие основную часть области 
притяжения глобального мини ума для каждой трёхэкстрем льной функц и: 
xx ≤≤= 5.3и5.0:1μ ;  xx ≤≤= 3и1:2μ ;  xx ≤≤= 8.2и2.1:3μ . 
После учета ограничений глобальный экстремум условный приходится на точку 
43 =∗x , 3μ =∗ . График функции )(3 xf  и ограничения представлен на рис. 1,а. 
Алгоритм поиска имеет сравнительно высокую скорость сходимости (решение 
отыскивается за 12-20 итераций) с оценкой вероятности отыскания глобального 
минимума, равной 1. Настройки для алгоритма: 2=0x , 4=Δ 0x , 25=n , 1γ =q , 
2=q  ядро параболическое, степень селективности ядра 200=s .  
Добавим к минимизируемым функция  центрированную авномер о 
распределённую помеху ]1;1[θ]θ;θ[ −⋅=− RR , изменяющуюся внутри интервала 
]θ;θ[− : 
3,2,1μ],1;1[θ)6( функция)(~ μμ =−+= Rxf .              (7) 





. Здесь μfΔ  – интервал изменения функции без помехи (при 
изменении x  внутри допустимой области). При 1=ρ  шум 100 % по отношению к 
сигналу (функции без помехи), при 1.0=ρ  шум 10 %. Ориентируемся на 
максимальную амплитуду изменения сигнала для каждого μ  в следующих областях: 
55.3и5.01:1μ ≤≤≤≤−= xx ; 53и11:2μ ≤≤≤≤−= xx ; 2.11:3μ ≤≤−= x  
58.2и ≤≤ x . Помеха будет 100 % при следующих значениях параметров: 
5.2=θ,5.1=θ=θ 321 .  
изменя ся ри вала 
3.0;2.0;4.0:1μ 111 ==== cba ; 
4.0;15.0;3.0:2μ 222 ==== cba ; 
2.0;1.0;5.0:3μ 333 ==== cba . 
Итоговый глобальный минимум находится в точке 3μ,23 == ∗∗x . 
Введем ограничения неравенства, отсекающие основную часть области 
притяжения глобального минимума для каждой трёхэкстремальной функции: 
xx ≤≤= 5.3и5.0:1μ ;  xx ≤≤= 3и1:2μ ;  xx ≤≤= 8.2и2.1:3μ . 
После учета ограничений глобальный экстремум условный приходится на точку 
43 =∗x , 3μ =∗ . График функции )(3 xf  и ограничения представлен на рис. 1,а. 
Алгоритм поиска имеет сравнительно высокую скорость сходимости (решение 
отыскивается за 12-20 итераций) с оценкой вероятности отыскания глобального 
минимума, равной 1. Настройки для алгоритма: 2=0x , 4=Δ 0x , 25=n , 1γ =q , 
2=q  ядро параболическое, степень селективности ядра 200=s .  
Добавим к минимизируемым функциям центрированную равномерно 
распределённую помеху ]1;1[θ]θ;θ[ −⋅=− RR , изменяющуюся внутри интервала 
]θ;θ[− : 
3,2,1μ],1;1[θ)6( функция)(~ μμ =−+= Rxf .              (7) 





. Здесь μfΔ  – интервал изменения функции без помехи (при 
изменении x  внутри допустимой области). При 1=ρ  шум 100 % по отношению к 
сигналу (функции без помехи), при 1.0=ρ  шум 10 %. Ориентируемся на 
максимальную амплитуду изменения сигнала для каждого μ  в следующих областях: 
55.3и5.01:1μ ≤≤≤≤−= xx ; 53и11:2μ ≤≤≤≤−= xx ; 2.11:3μ ≤≤−= x  
58.2и ≤≤ x . Помеха будет 100 % при следующих значениях параметров: 
5.2=θ,5.1=θ=θ 321 .  
3.0;2.0;4.0:1μ 111 ==== cba ; 
4.0;15.0;3.0:2μ 222 ==== cba ; 
2.0;1.0;5.0:3μ 333 === cba  
Итоговый глобальный минимум находится в точке 3μ,23 == ∗∗x . 
Введе  ограничения неравенства, отсекающие основную часть области 
притяжения глобального минимума для ждой трёхэкстремальной функции: 
xx ≤≤= 5.3и5.0:1μ ;  xx ≤≤= 3и1:2μ ;  xx ≤≤= 8.2и2.1:3μ . 
После учета огранич й глобальный экстремум условный при оди ся на точку 
43 =∗x , 3μ =∗ . График функции )(3 xf  и ограничения представлен на рис. 1,а. 
Алгоритм поиска имеет сравнительно высокую скорость сходи ости (решение 
тыскивается за 12-20 итераций) с ценкой в роятн сти о ыскания глобального 
минимума, равной 1. Настройки для алгоритма: 2=0x , 4=Δ 0x , 25=n , 1γ =q , 
2=q  ядро параболическое, степень селективности ядра 200=s .  
Добавим к м ни изируемым функциям центрированную равномерно 
распределённую помеху ]1;1[θ]θ;θ[ −⋅=− RR , зменяющуюся внут и интервала 
]θ;θ[− : 
3,2,1μ],1;1[θ)6( функция)(~ μμ =−+= Rxf .              (7) 





. Здесь μfΔ  – интервал изменения функции без помехи (при 
изменении x  внутри допустимой области). При 1=ρ  шум 100 % по отношению  
сигнал  (функции без помехи), при 1.0=ρ  шум 10 %. Ориентируемся на 
максимальную амплитуду изменения сигнала для каждого μ  в сл дующих областях: 
55.3и5.01:1μ ≤≤≤≤−= xx ; 5311:2μ ≤≤≤≤−= xx ; 2.11:3μ ≤≤−= x  
58.2и ≤≤ x . Помеха будет 100 % при следующих значениях параметров: 
5.2=θ,5.1=θ=θ 321 .  
(7)
Коэффициенты θμ вычисляем по заданной величине ρ от ошения «шум­сигнал»: 
3.0;2.0;4.0:1μ 111 ==== cba ; 
4.0;15.0;3.0:2μ 222 ==== cba ; 
2.0;1.0;5.0:3μ 333 ==== cba . 
Итоговый глобальный минимум находится в точке 3μ,23 == ∗∗x . 
Введем ограничения неравенства, отсекающие основную часть области 
притяжения глобального минимума для каждой трёхэкстремальной функции: 
xx ≤≤= 5.3и5.0:1μ ;  xx ≤≤= 3и1:2μ ;  xx ≤≤= 8.2и2.1:3μ . 
После учета ограничений глобальный экстремум условный приходится на точку 
43 =∗x , 3μ =∗ . График функции )(3 xf  и ограничения представлен на рис. 1,а. 
Алгоритм поиска имеет сравнительно высокую скорость сходимости (решение 
отыскивается за 12-20 итераций) с оценкой вероятности отыскания глобального 
минимума, равной 1. Настройки для алгоритма: 2=0x , 4=Δ 0x , 25=n , 1γ =q , 
2=q  яд о параболическое, степень селективности ядра 200=s .  
Добавим к минимизируемым функциям центрированную равномерно 
распределённую помеху ]1;1[θ]θ;θ[ −⋅=− RR , изменяющуюся внутри интервала 
]θ;θ[− : 
3,2,1μ],1;1[θ)6( функция)(~ μμ =−+= Rxf .              (7) 
Коэффициенты μθ  вычисляем по заданной величине ρ  отношения «шум-




. Здесь μfΔ  – интервал изменения функции без помехи (при 
изменении x  внутри допустимой области). При 1=ρ  шум 100 % по отношению к 
сигналу (функции без помехи), при 1.0=ρ  шум 10 %. Ориентируемся на 
максимальную амплитуду изменения сигнала для каждого μ  в следующих областях: 
55.3и5.01:1μ ≤≤≤≤−= xx ; 53и11:2μ ≤≤≤≤−= xx ; 2.11:3μ ≤≤−= x  
58.2 ≤≤ x . Помеха будет 100 % при следующих значениях параметров: 
5.2=θ,5.1=θ=θ 321 .  
. 
Здесь Δfμ – интервал изменения функции без помехи (при изменении x внутри допустимой об-
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ласти). При ρ = 1 шум 100 % по отношению к сигналу (функции без помехи), при ρ = 0.1 шум 
10 %. Ориентируемся на максимальную амплитуду изменения сигнала для каждого μ в следую-
щих областях: 
3.0;2.0;4.0:1μ 111 ==== cba ; 
4.0;15.0;3.0:2μ 222 ==== cba ; 
2.0;1.0;5.0:3μ 333 ==== cba . 
Итоговый глобальный минимум находится в точке 3μ,23 == ∗∗x . 
Введем ограничения неравенства, отсекающие основную часть области 
притяжения глобального минимума для каждой трёхэкстремальной функции: 
xx ≤≤= 5.3и5.0:1μ ;  xx ≤≤= 3и1:2μ ;  xx ≤≤= 8.2и2.1:3μ . 
После учета ограничений глобальный экстремум условный приходится на точку 
43 =∗x , 3μ =∗ . График функции )(3 xf  и ограничения представлен на рис. 1,а. 
Алгоритм поиска имеет сравнительно высокую скорость сходимости (решение 
отыскивается за 12-20 итераций) с оценкой вероятности отыскания глобального 
минимума, равной 1. Настройки для алгоритма: 2=0x , 4=Δ 0x , 25=n , 1γ =q , 
2=q  ядро параболическое, степень селективности ядра 200=s .  
Добавим к минимизируемым функциям центрированную равномерно 
распределённую помеху ]1;1[θ]θ;θ[ −⋅=− RR , изменяющуюся внутри интервала 
]θ;θ[− : 
3,2,1μ],1;1[θ)6( функция)(~ μμ =−+= Rxf .              (7) 
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. Здесь μfΔ  – интервал изменения функции без помехи (при 
изменении x  внутри допустимой области). При 1=ρ  шум 100 % по отношению к 
сигналу (функции без помехи), при 1.0=ρ  шум 10 %. Ориентируемся на 
максимальную амплитуду изменения сигнала для каждого μ  в следующих областях: 
55.3и5.01:1μ ≤≤≤≤−= xx ; 53и11:2μ ≤≤≤≤−= xx ; 2.11:3μ ≤≤−= x  
58.2и ≤≤ x . Помеха будет 100 % при следующих значениях параметров: 
5.2=θ,5.1=θ=θ 321 .  . 
Для случая с 50%­ной помехой (рис. 1б) алгоритм отыскивает решение за 15–20 итераций 
с оценкой вероятности, равной 1. Настройки для алгоритма: x0 = 2, Δx0 = 4, n = 500, γq = 1, q = 2, 
ядро по функции параболическое, степень селективности s = 100.
Пример 4.2. Четыре пятиэкстремальные двумерные функции заданы так:
μ = 1 : f1(x1,x2) = min {3|x1 – 2| + 2|x2 – 2|0.9 – 4; 3|x1 – 4|1.5 + 3|x2 – 4|1.7 – 6; 2|x1 – 6|1.8 + 3|x2 – 6| – 2; 
3|x1 – 2|1.4 + 3|x2 – 6| – 3; 2|x1 – 6|1.3 + 2|x2 – 2|1.6 – 1}
μ = 2 : f2(x1,x2) = min {3|x1 + 2| + 2|x2 – 2|0.9 + 9; 3|x1 + 4|1.5 + 3|x2 – 4|1.7 + 1; 2|x1 + 6|1.8 + 3|x2 – 6| + 7; 
3|x1 + 2|1.4 + 3|x2 – 6| + 3; 2|x1 + 6|1.3 + 2|x2 – 2|1.6 + 5}
μ = 3 : f3(x1,x2) = min {3|x1 + 2| + 2|x2 + 2|0.9 + 4.5; 3|x1 + 4|1.5 + 3|x2 + 4|1.7 + 2.5; 2|x1 + 6|1.8 + 3|x2 + 6| + 10.5; 
3|x1 + 2|1.4 + 3|x2 + 6| + 6.5; 2|x1 + 6|1.3 + 2|x2 + 2|1.6 + 8.5}
μ = 4 : f4(x1,x2) = min {3|x1 – 2| + 2|x2 + 2|0.9 + 2; 3|x1 – 4|1.5 + 3|x2 + 4|1.7; 2|x1 – 6|1.8 + 3|x2 + 6| + 6; 
3|x1 – 2|1.4 + 3|x2 + 6| + 4; 2|x1 – 6|1.3 + 2|x2 + 2|1.6 + 8}.
Функции имеют минимумы в следующих точках:
μ =1 : (2; 2), (2; 6), (4; 4), (6; 2), (6, 6) – глобальный в точке (4; 4); 
μ =2 : (­2; 2), (­2; 6), (­4; 4), (­6; 2), (­6, 6) – глобальный в точке (­4; 4);
μ =3 : (­2; ­2), (­2; ­6), (­4; ­4), (­6; ­2), (­6, ­6) – глобальный в точке (­4; ­4);
μ =4 : (2; ­2), (2; ­6), (4; ­4), (6; ­2), (6, ­6) – глобальный в точке (4; ­4).





      а)            б) 
Рис. 1. Графики ограничения и функции при 3μ = : а – без помехи; б – при 50%-ной 
помехе 
Для случая с 50%-ной помехой (рис. 1,б) алгоритм отыскивает решение за 15–20 
итераций с оценкой вероятности, равной 1. Настройки для алгоритма: 20 =x , 40 =Δx , 
500=n , 1γ =q , 2=q , ядро по функции параболическое, степень селективности 
100=s . 
Пример 4.2. Четыре пятиэкстремальные двумерные функции заданы так: 
:1μ = min{),( 211 =xxf ;4|2|2|2|3 9.021 −−+− xx ;6|4|3|4|3 7.125.11 −−+− xx
;2|6|3|6|2 2
8.1
1 −−+− xx ;3|6|3|2|3 24.11 −−+− xx 1|2|2|6|2 6.123.11 −−+− xx } 
:2μ = min{),( 212 =xxf ;9|2|2|2|3 9.021 +−++ xx ;1|4|3|4|3 7.125.11 +−++ xx
;7|6|3|6|2 2
8.1
1 +−++ xx ;3|6|3|2|3 24.11 +−++ xx 5|2|2|6|2 6.123.11 +−++ xx } 
:3μ = min{),( 213 =xxf ;5.4|2|2|2|3 9.021 ++++ xx ;5.2|4|3|4|3 7.125.11 ++++ xx
;5.10|6||6| 2
8.1
1 ++++ xx ;5.6|6|3|2|3 24.11 ++++ xx 5.8|2|2|6|2 6.123.11 ++++ xx } 
:4μ = min{),( 214 =xxf ;2|2|2|2|3 9.021 +++− xx ;|4|3|4|3 7.125.11 ++− xx
;6|6|3|6|2 2
8.1
1 +++− xx ;4|6|3|2|3 24.11 +++− xx 8|2|2|6|2 6.123.11 +++− xx }. 
Функции имеют минимумы в следующих точках: 
:1μ =  (2; 2), (2; 6), (4; 4), (6; 2), (6, 6) – глобальный в точке (4; 4);  
:2μ =  (-2; 2), (-2; 6), (-4; 4), (-6; 2), (-6, 6) – глобальный в точке (-4; 4); 
:3μ =  (-2; -2), (-2; -6), (-4; -4), (-6; -2), (-6, -6) – глобальный в точке (-4; -4); 
:4μ =  (2; -2), (2; -6), (4; -4), (6; -2), (6, -6) – глобальный в точке (4; -4). 
Искомый глобальный минимум находится в точке 1μ),4;4( == ∗∗x , и 
6),()( 11 −=≡ ∗∗∗ yxfxf . 
Для каждой из функций введем своё ограничение неравенства:
μ = 1 : (x1 – 4)2 + (x2 – 4)2 – 16 ≤ 0; μ = 2 : (x1 + 4)2 + (x2 – 4)2 – 16 ≤ 0;
μ = 3 : (x1 + 4)2 + (x2 + 4)2 – 16 ≤ 0; μ = 4 : (x1 – 4)2 + (x2 + 4)2 – 16 ≤ 0.
Пространственный вид для минимизируемой функции, линии равных уровней для неё и 
ограничения при μ = 1 представлены на рис. 2. Условный глобальный экстремум приходится 
на точку x* = (4; 4), μ* = 1.
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:3μ =  (-2; -2), (-2; -6), (-4; -4), (-6; -2), (-6, -6) – глобальный в точке (-4; -4); 
:4μ =  (2; -2), (2; -6), (4; -4), (6; -2), (6, -6) – глобальный в точке (4; -4). 
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Алгоритм поиска показывает  примерно одинаковое поведение и отыскивает решение 
за 30–40 итераций с оценкой вероятности равной 1 (рис. 3). Настройка алгоритма: 
n  =  50, x0  =  (2;2), Δx0  =  (10;10), γq  =  1, q  =  2, ядро по функции параболическое, степень 
селективности s  =  100.
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. 
Коэффициентами θμ регулируем отношение «шум­сигнал». При этом ориентируемся 
на максимальную амплитуду изменения сигнальной части (функции без помехи) внутри 
допустимой области, задаваемой ограничением:
Для каждой из функций введем своё ограничение неравенства: 
:1μ =  ;016)4()4( 2221 ≤−−+− xx   :2μ = ;016)4()4( 2221 ≤−−++ xx  
:3μ = ;016)4()4( 2221 ≤−+++ xx   :4μ = .016)4()4( 2221 ≤−++− xx  
Пространственный вид для минимизируемой функции, линии равных уровней 
для неё и ограничения при 1μ =  представлены на рис. 2. Условный глобальный 






  а)           б) 
Рис. 2. Пространственный вид первой функции (при 1μ = ) (а) и линии равных уровней 
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Рис. 3. Изменение непрерывных переменных 1x (а) и 2x  (б) при поиске минимума 
последовательно для всех функций 
 
Алгоритм поиска показывает примерно одинаковое поведение и отыскивает 
решение за 30-40 итераций с оценкой вероятности, равной 1. Настройка алгоритма: 
Рис. 2. Пространственный в д первой функции (при μ = 1) (а) и линии равных уровней для неё же, 
допустимая область которой находится внутри круга (б)
Для каждой из функций введем своё ограничение неравенства: 
:1μ =  ;016)4()4( 2221 ≤−−+− xx   :2μ = ;016)4()4( 2221 ≤−−++ xx  
:3μ = ;016)4()4( 2221 ≤−+++ xx   :4μ = .016)4()4( 2221 ≤−++− xx  
Пространственный вид для минимизируемой функции, линии равных уровней 
для неё и ограничения при 1μ =  представлены на рис. 2. Условный глобальный 
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Рис. 2. Пространственный вид первой функции (при 1μ = ) (а) и линии равных уровней 




а)        б) 
Рис. 3. Изменение непрерывных переменных 1x (а) и 2x  (б) при поиске минимума 
последовательно для всех функций 
 
Алгоритм поиска показывает примерно одинаковое поведение и отыскивает 
решение за 30-40 итераций с оценкой вероятности, равной 1. Настройка алгоритма: 
Рис. 3. Изменение непрерывных переменных x1 (а) и x2 (б) при поиске минимума последовательно для 
всех функций
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μ=1: сигнальная часть меняется в интервале [–6; 11]; 
μ=2: сигнальная часть меняется в интервале [1; 17];
μ=3: сигнальная часть меняется в интервале [2.5; 21,5];
μ=4: сигнальная часть меняется в интервале [0; 19].
Таким образом, коэффициенты θ при 100%­ном шуме для каждого значения μ будут 
следующими: θ1 = 8.5, θ2 = 8, θ3 = θ4 = 9.5. 
Для наглядности степени влияния помехи на рис. 4а и 4б приведены сечения функции 
(при μ = 1 – случай, содержащий глобальный экстремум) при θ1 = 0 (без помех) и при 50%­ной 
помехе.
Для случая с помехой (50 %) алгоритм отыскивает итоговое решение за 35–40 итераций 
с достаточно высокой оценкой вероятности нахождения истинного решения, равной 0.98. На-
стройки для алгоритма: n  =  500, x0  =  (2;2), Δx0  =  (10;10), γq  =  1, q  =  2, ядро параболиче-
ское, степень селективности s  =  50. 
Заключение
Минимизация всех функций 
 
Заключение 
Мин мизация всех функц  rxf ,1=μ),(μ  может выполняться в одной и той же 
допустимой области X, задаваемой системой неравенств: 
mjxj ,1,0)( =≤ϕ . 
В этом случае можно построить более компактную вычислительную схему за 
счёт свёртки (с помощью операции «минимум») всех минимизируемых функций в одну 
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50=n , )2;2(=0x , )10;10(=0xΔ , 1=γq , 2=q , ядро по функции параболическое, 
степень селективности 100=s .  
Добавим к минимизируемым функциям центрированную равномерно 
распределённую помеху:  
]1;1[),(),(~ μ21μ21μ −+= Rxxfxxf θ .  
Коэффициентами μθ  регулируем отношение «шум-сигнал». При этом 
ориентируемся на максимальную амплитуду изменения сигнальной части (функции без 
помехи) внутри допустимой области, задаваемой ограничением: 
μ =1: сигнальная часть меняется в интервале ]11;6[− ;  
μ =2: сигнальная часть меняется в интервале ]17;1[ ; 
μ =3: сигнальная часть меняется в интервале ];5.21;5.2[   
μ =4: сигнальная часть меняется в интервале ]19;0[ . 
Таким образом, коэффициенты θ  при 100%-ном шуме для каждого значения μ  будут 
следующими: .5.9=θ,9=θ,5.8=θ=θ 4321   
Для наглядности степени влияния помехи на рис. 4,а и 4,б приведены сечения 
функции (при μ =1 – случай, содержащий глобальный экстремум) при 0=θ1  (без 
помех) и при 50%-ной помехе. 




     а)            б) 
Рис. 4. Сечение функции ),( 211 xxf  при 12 xx =  без помех (а) и при 50%-ной помехе (б) 
 
Для случая с помехой (50 %) алгоритм отыскивает итоговое решение за 35-40 
итераций с достаточно высокой оценкой вероятности нахождения истинного решения, 
равной 0.98. Настройки для алгоритма: 500=n , )2;2(=0x , )10;10(=0xΔ , 1=γq , 
2=q , ядро параболическое, степень селективности 50=s .  
Рис. 4. Сечение функции f1(x1,x2) при x2 = x1 без помех (а) и при 50%­ной помехе (б)
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