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1 Introduction 
1.1 Motivations and objectives 
It is largely known how in the last years the manufacturing sector has been characterized 
by increasing dynamicity and complexity. In this situation, long time survival can be 
achieved only by optimizing the tree key elements of competiveness: lead times, prices 
and quality. In particular the globalized economy that companies have to face has 
emphasized the importance of maintain costs as low as possible in order to be able to 
assure competitive prices without eroding profit margins. This vital task is strictly related 
with the ability-capability to appropriately estimate them since the early phases of the 
product development. Indeed, the possibility to correctly deal with customers’ orders 
required reliable estimations on any costs and benefits arising from the business. On one 
hand if estimated costs are lower than the ones actually incurred, companies may obtain 
orders but with risks of financial losses; on the other hand, if estimated costs are higher, 
companies may lose profitable orders. Both cases, represent serious problems in the field 
of strategic planning especially considering that in common practices are verified 
discrepancies up to 40% between the pre and post calculation. Even thinking that in many 
cases unreliable estimates can be treated to human mistakes, one of the main source of 
errors is represented by the evolution over time of the so called time dynamic cost 
consisting of raw material, energy and labour prices. These elements represent the basis 
for the product’s cost estimation but at the same time they can be subjected to unexpected 
and significant fluctuations even within a few months. As a consequence, an accurate 
product cost evaluation can be invalidated by an expected variation of these components. 
One way to deal with the instability brought by time dynamic costs, consists in making 
independent predictions on their future behaviour and then, if needed, integrating the 
forecasted variations into the cost estimations process. The most common techniques 
employed to achieve this important goal are represented by four methods coming from the 
statistic field and referred as conventional predictions tools.     
Starting from the just depicted scenario, the aim of this thesis consists in trying to improve 
conventional tools performances by developing a new forecasting method based on their 
combination with Black-Sholes-Merton model, a technique employed in finance to predict 
stock market prices. As will be possible to see, the innovativeness of the work, relates the 
fact that Black-Sholes-Merton model follows completely different principles to forecast. 
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1.2 Procedure 
The work has been structured in three main part corresponding to chapters 2, 3 and 4.  In 
chapter 2 has been presented the state of the art relating the main faced themes. Are 
described indeed the most important techniques allowing costs estimation, the 
conventional statistical tools employed in time series analysis and the principles of Black-
Sholes-Merton model. At completion of this section has been provided also a part 
dedicated to R, the software employed for calculations that has exponentially improved 
efficiency and effectiveness during statistical tools applications.  
After this first part dedicated to achieve the needed knowledge on the elements allowing 
the construction of the new technique has been possible to start the operative phase of the 
work. The next two chapters shown, indeed, the analysis and the results coming from the 
attempts of building an innovative forecasting method for the evaluation of the time 
dynamic costs with the purpose of improving the performance of the product cost 
estimation techniques. The whole analysis has followed an experimental approach based 
on two phases described in chapter 3 and 4 respectively. In particular chapter 3 has been 
characterized by the identification of the possible options allowing the development of the 
combined method and by the presentation of the procedures adopted to select the best 
ones. In chapter 4, on the basis of the previously described principles, four real time series 
have been employed with the aim of empirically determining and validating the combined 
method.  
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2 Literature Review 
2.1 Current methods for cost estimations  
In a manufacturing sector characterised by complexity, unpredictability and fast changing 
technologies like the actual one, the ability of making good cost estimations is essential for 
the survival of a business enterprise. In this context, customer orders are increasingly 
characterised by short lead-times and high levels of customization and the ability to deal 
with such expectations also depends on the possibility to evaluate the cost of what 
requested [BEL09]. Technically if a company underestimates its costs it may obtain an 
order but will suffer from financial losses. On the other hand, over-estimate of costs could 
result in renounce to profitable orders. The Freiman Curve showed in figure 2.1,  presents 
the possible sceneries; it’s evident how just realistic estimates can minimize costs 
[KUA13]. 
 
 
 
 
 
 
 
 
 
 
 
 
To answer the necessity of determining in advance the cost of a product, various 
techniques have been developed over time and in this section the most important 
methodologies adopted to make product cost estimations (PCE) will be explained in 
detailed. The classification proposed is based on grouping the techniques with similar 
features into various categories; an overview is shown in figure 2.2. As it is possible to 
see, classifications are divided in different levels varying from the most generic (the first 
Figure 2.1: The Freiman Curve [KUA13]. 
Realistic estimates 
minimize actual 
cost 
Estimated cost 
Actual   
cost 
Underestimates 
leads to disaster 
Overestimates 
become self-fulfilling 
prophecies 
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one) to the most specific (the third one). The first level includes qualitative and quantitative 
techniques; the second level is dedicated to a further classification of both and the third 
level is occupied by each specific method that will be treated below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In terms of procedure, each method presented in the next sections differs from the others 
because of the elements of a product cost structure taken into consideration to make the 
cost estimation. Figure 2.3 shows the components that form the total cost of a product. 
Figure 2.2: Classification of Product Cost Estimation techniques [NIA06]. 
Level 1 Level 2 Level 3 
Qualitative 
techniques 
Intuitive 
methods 
Analogical 
methods 
Regression Analysis 
Methods 
Back Propagation 
Neural Network 
Decision Support 
System 
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methods 
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methods 
Operation-Based 
Approach 
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Feature-Based Cost 
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Activity-Based Costing 
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Product 
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For what concern the choice of a company, the method to be employed depends on the 
amount of data available and on the kind of products and manufacturing processes. In 
particular, the availability of data is strictly related to the phase in which the cost estimation 
must be done. Table 2.1 shows the most suitable methods linked to each phase of a 
product development process. As it is possible to notice, Intuitive methods are collocated 
in the early stages of the design cycle where the amount of data is limited or completely 
unavailable. Analogical methods, the other group under Qualitative techniques are placed 
in the central phases of the design cycle because in average, they request more detailed 
information. Anyway, the aim of both Intuitive and Analogical methods consists in giving 
raw predictions representing the starting point for analyzing and planning the following 
steps. Starting from the designing phase of the product development process the 
estimation can be done by Quantitative methodologies; they require detailed data but the 
provided output is more accurate.  
 
 
 
 
 
 
 
 
 
Table 2.1: Cost estimation methods during product development process [DUV99]. 
Figure 2.2: Product cost structure. 
PROFIT 
CONTINGENCIES 
SELLING EXPENSES 
ENGINEERING/DEVELOPMENT 
GENERAL & ADMINISTRATIVE 
MANUFACTURING EXPENSE 
INDIRECT MATERIAL 
INDIRECT LABOUR 
DIRECT LABOUR 
DIRECT MATERIAL 
Manufacturing 
overhead costs Conversion 
costs 
Selling 
price 
Factory    
costs 
Prime costs 
Total 
product 
costs 
✔ 
 
 
 
Manufacture 
✔ 
 
✔ 
 
 
✔ 
Designing 
 
✔ 
 
✔ 
Production 
preparation 
 
✔ 
 
 
Analogical 
✔ 
 
 
 
Definition 
  
✔ 
✔ 
 
Conception 
Analytical 
Intuitive 
i tuitive 
Parametric 
 
Conceiving 
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2.1.1 Qualitative methods 
Qualitative cost estimation techniques are primarily based on the assumption that 
historical data about products may be used to obtain cost estimations for new ones. The 
principle consists in making comparisons between new and past products in order to 
identify similarities; once common aspects have been revealed, is possible to incorporate 
the information relating past products into the new one. In this way, historical data about 
costs may be used systematically to obtain cost estimations for products belonging to the 
first phases of a product development. Depending on the method, information used 
concerns some features characterizing the product or some aspects of the manufacturing 
process. Methods included in qualitative technique, furthermore, can be divided in two 
groups: Intuitive and Analogical methods [NIA06]. 
The first group is based on the use of past experiences and expert’s knowledge to 
generate cost estimates for parts and assemblies. In order to obtain a practical support for 
companies, information has to be translated in rules, decision trees, and judgments. Later 
this knowledge has to be stored in database to help end-users to improve the decision-
making process and prepare cost estimates for new products based on certain input 
information [NIA06]. 
Case-Based Methodology is the first technique belonging to Intuitive methods. This is a 
general way of handling problems based on the use of solutions from past experiences. 
The basic steps adopted by this kind of reasoning are: 
1. Retrieve phase: recalling similar experiences and their solutions to deal with a new 
problem;  
2. Reuse phase: choosing the solution who best fits with the problem; 
3. Revise phase: adapting the solution to the new problem; 
4. Retain phase: learning about the solved problem.  
Figure 2.4 shows the circular approach followed by this method with the just described four 
steps.  
In case of a new problem, the procedure starts with the Retrieve phase in which already 
known cases are recalled. Follows the Reuse phase consisting in the selection of one 
solved case. Then, in the Revise phase the adaptation of the selected solution to the 
target problem is carried out. The process ends with the Retain phase where the 
experience resulting from the other steps is memorized. 
16 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Applying Case-Based Methodology for PCE means using the information about costs and 
technical aspects on previous designs contained in database. The process is based on a 
first step in which a new product’s design specifications are outlined and a second step in 
which is selected the closest matching design stored in a design database. The aim is 
determine the past design that best represents the specifications of the new product to use 
the available information on its costs as the base for the PCE. In order to reach the best 
representation of the new product, this phase includes also the need of making necessary 
changes to parts and assemblies of previous cases and designing new ones in case of 
missing details. Once the past design has been selected and needed modifications have 
been carried out, the total cost of the new product is estimated by combining the past data 
on costs with those for the newly designed components. This information are taken from 
the cost database. All the new information linked with the analysis of the new design is 
later stored in the technical and cost database in order to complete the last step of the 
procedure.  
This approach is helpful in making good estimates at the conceptual design stage since 
the use of the past cost data to generate new estimates, greatly minimizes the estimation 
time. The limitation mainly concerns the possibility to represent an accurate model of the 
new design; many times indeed, available information about parts are not enough to 
achieve an acceptable estimation [NIA06]. 
Figure 2.4: Representation of the Cased-Based Methodology procedure. 
r  
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The other method under this group consists in the Decision Support System (DSS). This is  
a computer-based information system supporting estimators in making better judgments at 
different levels of the estimation process. They can be either fully computerized, humans 
or a combination of both. A properly designed DSS is an interactive software-based 
system able to use the knowledge of experts to make cost estimations. Information are 
stored in the form of rules and can refer to a wide spread of aspect such as: machining 
processes, manufacturability analysis, constraints, design functions and even actions that 
have to be taken. Typical information that might gather a decision support application are 
not just linked to cost estimations but also to inventory management, sales forecasting and 
projected revenue based on product sales assumptions. This method is principally 
characterized by the ability to make a decision based on rapidly changing and crude 
statements in advance. One the other hand, disadvantages consist in the necessity to 
invest in information system and in the risk linked to the deflection of personal 
responsibilities (by the managers of a company) to the DSS because of the idea: 
“computer does not make bad decisions” [NIA06] [DSS10]. Analogical methods, the other 
group under Qualitative techniques focus the evaluation of a new product on some 
similarities with other known products for which quantitative data are available. Assuming 
a certain correlation between time series and future variables, each method proposed 
below, tries to “understand” the way past data behave in order to apply the corresponding 
model for predictions. Analogical methods include Regression Analysis Methods and Back 
Propagation Neural Network [NIA06]. 
Regression Analysis Methods are able to predict the future value of a variable utilizing 
data contained in a time series and assuming the existence of a certain relation. This 
relation is expressed by a model between past variables, the inputs, and future ones, the 
output, corresponding to the prediction. Regression Analysis Methods are simple tools 
used to help analysts in making cost estimations in a variety of real situations in which a 
relation between the behaviour of past and future situations can be assumed. In these 
cases, they combine reliability with flexibility. The main disadvantage, consists in the 
numerous data requested to be implemented [FLA11]. 
Back Propagation Neural Networks are mathematical techniques inspired by the principles 
of biological neural networks, able to process input information to get an output. The 
artificial neural network is a mathematical model that allows to obtain an output, receiving 
one or more interconnected inputs, represented by artificial neurons. Usually the inputs 
18 
 
 
consist of historical data and the output is the product cost estimation. The basic tool is the 
“transfer function” (or “activation function”), a mathematical function which 
contains/express the relationship between the inputs and the output. Usually the 
information coming from each neuron are firstly summed and weighted, then passed 
through the transfer function. The advantage of Back-Propagation technique is that the 
transfer function can be a non-linear function; therefore non-linear relationship between 
inputs and output can be analyzed. The application of the method starts with the “learning 
phase” where a training set of data is provided to the neural network. In terms of this 
method “learn” means storing knowledge to infer answers to questions that may not have 
been seen before. Furthermore, in most cases a neural network is an adaptive 
system changing its features during a learning phase. As a consequence, they are 
particularly useful in uncertain conditions and are able to deal with non-linearity issues. 
The main disadvantage consists in the difficulty of developing the right BPNN transfer 
function [ORS13]. 
2.1.2 Quantitative methods 
Quantitative techniques are based on the detailed analysis of a product's design, its 
features and the corresponding manufacturing processes. Costs are, therefore, either 
calculated using an analytical function of certain variables (representing different product 
parameters) or as the sum of the resources consumed during a whole production cycle. 
These techniques have the advantage of been able to provide accurate results if 
compared to the Qualitative one. The disadvantage is related to the possibility of 
application: they can be employed for PCE but the implementation is restricted to the last 
phases of the design cycle due to the need of detailed information. Methods belonging to 
this classification are divided in two groups: Parametric and Analytical techniques [NIA06]. 
Parametric techniques determine the cost of a product as a function of its physical 
constituent variables and using statistical tools to represent the relative relation. Equations 
are made up of variables called cost drivers and cost data. Cost drivers consist of 
technical characteristics concerning the product like mass, volume, dimensions or the 
amount of a certain component needed to produce one unit of product. Cost data, stored 
in internal database, can be for example the cost per kilogram of a certain material or 
component. Normally these methods are used to predict the unit cost of a given product 
and the effectiveness of the output is strictly linked to data availability. The main difficulty 
of this method consists in selecting the correct parameters and mathematical functions. 
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 On the other hand, the ability to provide good accuracy predictions without big set of data 
represents the positive aspect [NIA06] [FIC05]. 
The second group, the Analytical Techniques, are based on decomposing a product into 
elementary units, operations and activities and allocating them the resources that are 
consumed. The total cost of the product will be estimated as the sum of costs associated 
to each one of these components [CAM03] [NIA06]. 
The Operation-Based Approach is the first technique under Analytical Techniques. This 
model evaluates the cost of a product principally using costs related to the manufacturing 
process plus some data concerning technical aspects. Costs are linked to the time 
intervals characterizing each different phase constituting a technology process. They are: 
time of performing manufacturing operations, non-productive times and set-up times. An 
example of this technique is provided by Jung which determines manufacturing cost as 
[JUN02]: 
            
   
 
                    
Formula 2.1: Example of calculation of costs in Operation-Based Approach [JUN02]. 
Where: 
   : total cost; 
   : operator's rate; 
    : machine's rate; 
    : set-up time; 
   : volume of the batch; 
    : operation time; 
     : non-operation time; 
   : cost of material; 
   : factory expenses. 
As anticipated the main disadvantage of this method lies on its applicability. Due to the 
need of detailed information about technology processes, those techniques could be 
difficult to use in early design phases, particularly in the case of new product because no 
information about processing time are available. 
The second method treated in this section is called Break-Down Approach. The total cost 
of a product is estimated considering each cost belonging to the entire production cycle. 
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The principle followed has, therefore, similarities with the last discussed method but there 
is a peculiarity: the cost of the product is estimated by taking into consideration each 
contributing aspects including indirect influences. Indeed costs can relate to: 
 purchasing; 
 processing; 
 maintenance; 
 labour; 
 machining-type tools; 
 set-up times; 
 space-occupied; 
 property costs; 
 raw materials. 
Each one of the previously stated elements are linked to the product through the use of 
some cost drivers. The cost model developed by Son for describing the machining cost 
gives an example of this technique [SON91]: 
                                        
Formula 2.2: Example of calculation of costs in the Break-Down Approach [SON91]. 
where: 
    : machining cost; 
    : utility cost per unit time; 
    : machining time; 
    : maintenance cost per unit time; 
     : total maintenance time; 
    : repair cost per unit time; 
   : total repair time; 
    : initial investment; 
    insurance premium; 
   : property tax. 
The Feature-Based Cost Estimation is based on the principle that estimations about costs 
of a product depend on some representative features. Key activities for the effectiveness 
of this method are related to the definition of the significant features and their 
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quantification. In literature there are many methods trying to assist researchers using this 
method. In general, two main classifications of features can be found:  
 design related: type of materials, geometric details; 
 process oriented: features related to the process required for manufacturing the 
product.  
The main disadvantage is that it doesn’t works well with small or complex features [NIA06]. 
The last method discussed in this section is the Activity-Based Costing System (ABC 
System). This technique determines the costs of a product focusing on the amount of 
costs needed by an activity of the manufacturing processes. The following basic principle 
is used: products consume activities to be manufactured as well as activities consume 
resources to be carried out. The association of costs to product is, therefore, mediate 
because of the presence of activities. This means firstly, link costs to activities and then 
using this relation to associate costs to products (see figure 2.5).  
 
 
 
Figure 2.5: Association of costs to products in ABC System. 
The implementation of this method comprises 5 main steps: 
1. Determination of activities;  
2. Classification of each activity in value-added (the output of the activity influences 
directly the customer satisfaction) and non-value-added; 
3. Determination and analysis of each existing cost (raw materials, energy, 
salaries, investments in research, various types of machinery, office furniture, 
investments in training and development) and evaluation of the total amount of 
costs; 
4. Evaluation of the total cost of an asset, given as the percentage of the time used 
by an activity multiplied by the total input cost for that production unit; 
5. Evaluation of the product cost given as the sum of costs coming from each 
related activity.  
The ABC system is particularly suitable to distribute the overhead costs in proportion to the 
activities performed on a product to manufacture it. The main advantage is the ability to 
estimate accurately the cost of individual products. By transferring overhead costs to each 
COST ACTIVITIES PRODUCT 
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products will be also possible to make a better distinction between profitable and non-
profitable products. The major disadvantages lie in the implementation that results 
complex, time consuming, and costly. The process of data collection and data entry 
requires indeed substantial resources and remains costly to maintain [NAY11] [WILL02].  
2.1.3 Deficit of current calculation methods 
Table 2.2 and 2.3 present the methods discussed in the previous sections outlining 
advantages and limitations. The evaluation of each technique is based on the input used, 
the peculiar features of the method, and the kind of outputs provided. Information in input 
can be available or not and more or less accurate; there are complex methods and easy-
to-use ones (in terms of kind and amount of data required) as well as time-consuming 
techniques and quick ones. Furthermore, results can be accurate, simple to understand, 
intuitive and so on. In the major part of cases, be effective in relation with a future means 
to be inefficient with another one. Consequently, companies, have firstly to analyse in-
depth the features of their products and processes and then, also using the table below, 
choose the solution that best fits their needs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Operation based  
cost model 
cost Model 
Featured based 
cost model 
Activity based 
Feautures with higher 
Easier methods 
plan can be evaluated  
unity activity costs 
neural network 
model 
Regression analysis 
effectiv
ely 
Alternative process  Table 2.2: Advantages and disadvantages of Qualitative techniques [NIA06]. 
Case-Based 
Methodology  
Innovative design 
approach 
 
Dependence on past 
cases 
 
Decision Support 
System 
 
Regression 
Analysis Methods 
 
Back Propagation 
Neural Network  
Quick and accurate 
method 
 
Complex programming 
and time consuming 
 
Simpler methods 
 
Amount of data requested 
 
Deal with uncertain 
and non-linear 
problems 
 
Completely data-
dependent, higher cost 
 
Intuitive  
methods 
Analogical 
methods 
 
QUALITATIVE TECHNIQUES 
 
Advantages Disadvantages 
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Independently from the specific features characterizing these methods, an important 
aspect must be taken into consideration. The cost structure of a product always includes 
the so called “time dynamic costs” consisting of direct materials, labour and energy prices. 
These factors have an important contribution on the total cost estimation of the product but 
at the same time they are susceptible to significant fluctuations also within a small time 
frame. As a consequence, an accurate product cost evaluation can be invalidated by an 
expected variation of these components. For example the price of some raw materials can 
vary up to 50% within a time frame of a few mouths. Depending on the influence of such 
components on a product cost structure, estimations can be altered up to 40% between 
pre and post calculation. A way to reduce such kind of problems consists in using 
forecasting methods to make independent predictions about time dynamic costs and 
including the expected fluctuations in the cost estimation process.  
The next part of the work will be dedicated to the presentation of the most important 
prediction methods allowing to attain this important aim. 
Table 2.3: Advantages and disadvantages of Quantitative techniques [NIA06]. 
Parametric  
methods 
Operation Based 
Approach 
QUANTITATIVE TECHNIQUES 
 
Advantages Disadvantages 
Activity Based Cost 
System 
Easy and effective 
method using unity 
activity costs 
Complex, time consuming 
and costly 
Features Base  
Cost Estimation 
Feature with higher 
costs can be evaluated 
Difficult to identify cost for 
small and complex 
features 
Break-Down 
Approach  
Easiest method Detailed cost information 
required about the 
resources consumed 
Utilize cost drivers 
effectively 
Ineffective when cost 
drivers are not identified 
Alternative process 
plans can be evaluated 
to get optimized results 
Time consuming Analytical  
methods 
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2.2 Prediction methods 
As anticipated, predictions methods are the tools that allowing to reduce the uncertainty  
caused by the time dynamic costs are able to improve the PCE techniques accuracy. Like 
for the classification proposed in figure 2.6, these methods can be divided in Qualitative 
and Quantitative ones. These two families include techniques who fit different application 
in relation with the time the prediction is made and also on the kind and amount of data 
available. Figure 2.6 offers an overview of the prediction methods that will be discussed in 
this work. As it is possible to see, while Qualitative methods can be divided just in Experts’ 
Panel and Delphi Method, Quantitative ones have two levels of classification. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6: Classification of the most important Prediction techniques. 
Qualitative 
methods 
Experts’ 
Panel  
Delphi 
Method 
Moving 
Average 
Holt-   
Winters 
Linear 
Regression 
ARIMA 
Quantitative 
methods 
Prediction 
techniques 
Fixed Model 
Time Series 
Techniques 
 
Open Model 
Time Series 
Techniques 
 
Level 1 Level 2 Level 3 
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2.2.1 Qualitative techniques 
Qualitative methods make predictions based on the subjective opinion of experts. They are  
used when prediction concerns an innovative topic or one suffering from lack of data. As a 
consequence, forecasts are characterized by high levels of inaccuracy. Anyway the aim is 
to outline some future quantitative aspects of the topic under investigation actually not 
well-known. 
The first qualitative method, the experts' panel, is based on the direct interaction of the 
experts of a company. Under the lead of a facilitator they discuss economic developments 
and try to reach a consensus about the future trends of a certain issue. Important features 
of this procedure are the clear definition of the topic, the skills of the experts and the ability 
of the facilitator. Experts must be competent on the subject of the analysis; facilitators 
must lead the discussion back to the main theme when the group starts diverging and 
have to help participants in saying what they really think [BEL09]. For instance, the 
prediction of a certain raw material’s price could be evaluated by a meeting in which 
technicians discuss with the managers who deal with suppliers. 
Delphi method, the other qualitative technique, is based on the repetitive administration of 
questionnaires to experts in order to know their point of view about a certain issue. Usually 
questionnaires are sent by mail and like experts' panel, a result is obtained when a 
common consensus is reached. After have defined the object of the research and have 
selected the members constituting the Delphi group  (based on the criterion of expertise) 
the implementation continues with three phases. The exploratory phase in which 
questionnaires include open questions with general nature about the subject of the 
analysis; the analytical phase where questionnaires present more detailed questions 
because based on the analysis of responses; the assessment phase in which is asked to 
express opinions about the possible future changes of the object of the research. For each 
“round”, as it is called every described phase, the communication process between 
participants of the experts' group is based on the iteration of the three steps below: 
1. expression of knowledge and opinions about the issue; 
2. acquaintance of the opinion expressed by others in an aggregated and anonymous 
basis (feedback); 
3. possibility of self-correction and individual assessments permitted by feedback 
coming from the rest of the group. 
The most common advantages and disadvantages of qualitative methods are presented in 
Table 2.4 [BEL09]. 
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2.2.2 Quantitative technique 
Quantitative techniques are based on the use of past data to develop a mathematical 
model able to reproduce the actual and the future behaviour of a certain phenomenon. The 
basic assumption is therefore: the future is like the past. Predictions are evaluated by the 
application of statistical tools that are based on equations employing data of the series 
combined with coefficients. Even thinking the future is determined by simply solving 
calculations, make forecasting consists in a wider process. This section will start talking 
about data, will proceed  by describing the approach that must be followed to forecast and 
will finish with the description of each statistical tool employed for making predictions.  
 
Data employed are called time series and consists in the observation of the values 
assumed by a variable over time such as the price of a consumer good, the amount of 
daily orders from customers, the yearly stock price of a security. Formally, time series are 
defined as a sequence of numerical values in successive order, usually occurring in 
uniform intervals like: 
               
Figure 2.7: Time series notation. 
Table 2.4: Advantages and disadvantages of Qualitative methods [BEL09]. 
Quick  forecasting. 
 
Use of participants’ intuition 
and experience. 
Lack of scientist rigour. 
 
Psychological influences due 
to dynamics affecting direct 
interactions among people. 
Experts’panel 
Advantages Disadvantages Qualitative 
prediction methods 
Members can be 
geographically distant.  
Anonymity, eliminate 
psychological influences 
 
Controlled feedback fixes 
the focus of the discussion. 
Lack of scientific rigour.  
 
Amount of labour/time. 
Delphi metod 
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Where: 
   is the present time and can correspond to a day, a week, a mouth or an year; 
    is the value of the series at present time t; 
      is the last value of the series before the present time; 
      is the value of the series far   periods from the present time. 
With this notation,      will correspond to the first future value of the time series, the first 
one that has to be predicted. In the next sections, predictions will be indicated also with the 
letter  , thus          . Each value    of a time series can be divided in five principal 
components:  
1. Trend     if a series presents the tendency (trend) to increase or decrease, it is said to 
have a trend. It can be represented by a straight line interpolating the value of the 
series (see figure 2.8). 
 
Figure 2.8: Time series (in green) with trend (in red). 
2. Seasonality   : it coincides with the repeated variations of the series over a specific 
period within an year such as a day, a mouth, a season [DOA10]. In particular is 
defined period of the seasonality the duration of one cycle. This happens when the 
behaviour of data is significantly influenced by one or more factors occurring cyclically. 
An example of this is the peak on sales shown by the business of ice creams during 
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summer time respect to colder periods. In figure 2.9 is presented an example of time 
series where values are perfectly repeated every 6 units of time. 
 
 
 
Figure 2.9: Time series with seasonality and period equals to 6 units of time. 
3. Cyclical component   : it is a repetitive up-and-down movement around the trend that 
covers several years [DOA10]. Time series presented in this work don’t range between 
many years and consequently the cyclical component won’t be considered in the 
dissertation. Figure 2.10 presents a time series including both seasonality and 
cyclicality. 
 
Figure 2.10: Time series with seasonality and cyclicality. 
0 
2 
4 
6 
8 
10 
12 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
xt 
time 
-3.5 
-2.5 
-1.5 
-0.5 
0.5 
1.5 
2.5 
3.5 
xt 
Period of seasonality 
Period of seasonality 
Period of cyclicality 
29 
 
 
4. Casual component    (also called error or noise): it is the random fluctuation of the time 
series that can not be predicted because there is no method able to pick it up [MTZ05]. 
Data coming from real processes like the ones treated in this work, are always affected 
by a certain level of uncertainty because they are influenced by one or more factors 
that are undetectable. 
5. Level   : it corresponds to the pattern of the time series without the previous  
components [MTZ05]. 
In relation with the way of combining these components there are two main models (or 
forms) able to describe each value of a time series. The first one is called additive model 
and presents the following expression: 
              +    
Formula 2.3: Determination of    with additive model  [DOA10] [MTZ04]. 
This form fits with data presenting similar magnitude with constant absolute growth or 
decline (time series with short-run or no-trend) [DOA10]. The additive model is attractive 
because of its simplicity and can be applied for example to a monthly series in which the 
difference/sum between the values of two months are approximately the same each years.    
The other way to combine the elements of a time series is represented  by the 
multiplicative model: 
                    
Formula 2.4: Determination of     with multiplicative model [DOA10] [MTZ04]. 
Multiplicative model fits with data of increasing or decreasing magnitude with constant 
percent growth or decline (time series with long-run or trend) [DOA10]. Here the effects of 
the components are assumed to act proportionally; it happens in the case of data where 
percentage changes are more interest than absolute differences in the values. For 
example, a periodic time series in which, each year, data relating a month are 
proportionally higher than the one of the following month has to be represented with this 
kind of form. Fortunately, thanks to the logarithm properties, is possible to demonstrate 
that multiplicative model and additive one are fundamentally equivalent and as long as 
data are not negative is not important which form is assumed. Applying logarithms to both 
sides of equation 2.4 the four components of the time series, act indeed additively. 
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Formula 2.5: Calculation of         [DOA10] [MTZ04]. 
Formula 2.5 shows the reason why is possible to choose indifferently the multiplicative 
model as well as the additive one. Conventionally in the rest of the work has been decided 
to use the additive form because of its simplicity. 
It has to be noticed that in literature, trend and seasonality components introduced in last 
section are referred as “structure” and the higher their values, the more structured the 
series. Therefore, starting from this definition, will be possible to think about the values of 
the time series presented in this work as combinations of structure, random errors and 
level.  
After have been focalized the attention on time series features, the next section will 
concern the forecasting process (generically referred also as forecasting analysis). This 
part introduces concepts that will be explained in details later and in order to guarantee 
clarity in the explanation, a preliminary definition of the most important terms has been 
provided. 
 Method: a procedure or technique based on a mathematical model to forecast 
[TFD13]; 
 model: description of a system using equations that combines data (the time series 
values) with other coefficients or parameters to evaluate the future [WIK13]. 
 specified model: model dependent on one or more defined parameters: e.g. 
           [FLA11];   
The procedure to be followed in making prediction is based on the availability of a time 
series about the object of the analysis and consists in four phases: 
1. Selection of the most suitable methods based on time series analysis; 
2. development of the selected models to make them fit with the specific application; 
3. comparison between models and selection of the best one; 
4. prediction of the future values of the series. 
Selecting the best forecasting techniques means determine the structure of the time series 
under analysis and associate to it the most suitable methods. This first part of the work is 
critical and full of uncertainty. On one side it will deeply influence the quality of the whole 
analysis. Since each forecasting technique is based on one or more assumptions 
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concerning the time series structure, choose the wrong hypothesis means in most cases 
selecting an unfitting method. On the other side, the analyst has to make also use of its 
intuition. In the "theory" of time series it is well-known that there are no precise recipes and 
even thinking the presence of some analytic tools can represent an help, the researcher 
has to detect the various components for selecting the most suitable method by using also 
his own experience and abilities [KAL04] [FLA11]. A way that can be followed to start the 
analysis of a time series is the one in which the researcher plots and observes a graphic 
presenting the values of the series on the vertical axis against time on the horizontal one. 
The purpose of this activity is to obtain a visual impression on the nature of the time series 
able to suggest whether data present a certain structure or they are characterized by 
uncertainty. Ideas coming from this qualitative step can be confirmed by the second part of 
the analysis where the time series is analyzed in an analytical way. As mentioned above, 
different statistic tools can be used for this purpose; the most important will be discussed 
later [KAL04].  
Once one or more methods have been selected, the analysis has to proceed with the 
development phase in which the mathematical models are specified in order to fit with the 
features of the application that will face. Build a model means select which data will be 
employed and set the values that will assume the parameters (this step will be referred 
also as model definition or construction). Depending on the features of the method this 
important phase is carried out in different ways and each one will be explained in detail 
below. As will be possible to see, even in term of the same method, there isn’t a unique 
way to build the right model. This is because there are several options to evaluate 
parameters and to select data and depending on the choices of the forecaster there will be 
more than one specified models.  
The various possibilities to deal with the construction of a model leads to the problem of 
determine the best one. This goal can be achieved by a testing process in which the 
performance of the predictions made by different models are compared in order to 
determine the most reliable. A way to carry out this important issue is the so called “cross-
validation” consisting in extract a sub-group of data from the analyzed time series to build 
a new specified model (respect to the one built during the development step in which is 
considered the whole time series). The aim is to use it to make a simulation prediction on a 
period of time for which data are available. In this way will be possible to evaluate the 
performance of the prediction by comparing the forecast with observed data. The set of 
data used for the specification is called “training set”, while the one used to validate the 
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prediction is the “test set”. They have to be selected with the following rules: the training 
set has to come first to the test set and they don't have to include common data [FLA11]. 
In term of specific selection of data it is not necessary that training and test sets cover the 
whole time series but is important that values chosen are representative of the pattern of 
data. No defined rules can be found in literature helping the forecaster in such task but 
normally are employed the most recent values [FLA11]. Figure 2.11 provides an example 
of cross-validation application. In figure is shown a time series (in green) divided in training 
set and test set with the particular of the test set in which is presented the simulation 
prediction in output from the model (in red). Corresponding to any time, there will be a gap 
between the simulation prediction and the values of the time series: the smaller the whole 
amount of gaps, the higher the fit of the model to data.   
 
 
 
 
 
 
 
 
 
 
 
 
Once have been evaluated the prediction referred to the test set, there are different 
possibilities to measure the forecast accuracy. The most common is the Mean Squared 
Errors (MSE) consisting in the average of the square differences between the actual 
observations (the values of the test set) and those predicted by the employed model (the 
values of the simulation prediction) [BUD13][DOA10]:  
    
 
 
        
 
 
   
 
Formula 2.6: Calculation of Mean Squared Error [DOA10]. 
 
Figure 2.11: Application of the cross-validation to a time series (in green) and relative 
simulation prediction (in red). 
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Where: 
    is the observed value of   at time  ; 
    is the predicted value of   at time t; 
   is the number of observations. 
MSE is a very important parameter in time series analysis because as will be explained, it 
represents the base for the evaluation of the coefficients of the most important methods 
treated in the present dissertation. However, In practical application, is preferred the 
employment of its squared root called Root Mean Squared Error (RMSE), calculated as 
the standard deviation (sd) of residuals: 
         
 
  
 
 
         
 
   
 
                                     
Formula 2.7: Calculation of Root Mean Squared Error [DOA10]. 
For the cross-validation, the lower the value of RMSE the higher the reliability of the 
technique and depending on the results obtained is selected the method that will be used 
for the prediction. It is important to precise that the cross-validation is just a way to obtain a 
measure of the reliability of a model. Consequently, in the applications of the statistical 
tools, the selection of the best model can be influenced by other considerations linked to 
the specific logic followed.  
As shown in figure 2.6, the most important forecasting techniques treated in the present 
dissertation are: Moving average, Holt Winters, Linear regression and ARIMA. After have 
been presented the basic principles followed by each one of them (and before to proceed 
with their detailed description) is possible to explain the further classification proposed 
figure 2.6. Indeed they can be divided in: Fixed Model Time Series (FMTS) including 
Moving average and Holt Winters and Open Model Time Series (OMTS) comprising Linear 
regression and ARIMA. In the first group, techniques adopt fixed equations and are based 
on one or more considerations concerning the different time series components (trend, 
seasonality, level and noise). For example could be detected the presence of a significant 
trend or seasonality characterizing the series. Depending on the presence or absence of 
such features, the parameters involved in the model (that are always the same) will be set 
in different ways. Techniques belonging to the second group take a different approach to 
forecast. They firstly include the analysis of the time series components to see which exist 
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and what their nature are. Then, starting from this information, are selected parameters 
and data that will constitute the forecasting formulae [MTZ04].  
 
Follows the description of each introduced method. The order of presentation doesn’t 
follow figure 2.6. This is because for the clarity of the work Linear Regression has to come 
before Holt Winters. Consequently will be proposed Moving Average then Linear 
Regression then ARIMA models and finally Holt Winters.    
 
Moving average 
Moving Average (MA) belongs to the FMTS techniques and is frequently used to 
determine projections for short term periods. It evaluates the next value      of a time 
series as the sum of a certain number of past values divided by the number of data used 
(see formula 2.8).  
     
                
 
 
Formula 2.8: Moving average [MTZ04]. 
The number of data to average ( ) is the parameter of the model and it is arbitrary defined 
by the analyst. In terms of notation, we refer to two periods moving average MA(2) when  
   , three-periods moving average MA(3) when     and so on. Independently from 
the number of periods, determine the future by averaging a certain number of times series 
values means ignoring any possible structure characterizing the series. There are, indeed, 
no variables in the model representing the behaviour of trend or seasonal component. As 
a consequence the application of the technique results particularly appropriate when data 
are not structured and are characterised by uncertainty and randomness (presence of high 
levels of error component). The second main feature consists in the tendency of the model 
to dampen the fluctuations of the time series. Predictions, indeed, are characterised by 
changes that are less pronounced than the ones of data.  
If it is true that smoothing always affects the forecast, in terms of practical applications how 
less the prediction is fluctuating is determinant for the reliability of the results and setting 
the appropriate value of   is the most important part of the process [MTZ04] [FLA11]. 
Figure 2.12 shows different models of moving average applied to the same time series.  
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Figure 2.12: Application of Moving Average.  
It is possible to see how the larger the number of periods used for setting up the model, 
the greater the smoothing effect. As   increases the model becomes sluggish in reacting 
to changes in the pattern of data and fluctuations are dampen out. That’s because when  
is high, the model is more influenced by the past and the new values of the series are less 
able in characterizing the path of the forecast. Conversely the lower the number of  , the 
higher the reactivity of the forecast. In figure 2.16 it is possible to notice how the 2-periods 
moving average is the best one in following changes in the time series pattern. That’s 
because the model is a two-periods MA and in each prediction the new value plays a 
relevant role in determining the prediction.  
Matching the considerations on the behaviour of the model with the features of the time 
series allow to determine some rules for setting the value of  . The smoothing effect 
represents an advantage when fluctuations are the one of the error component but is also 
a disadvantage when changes are a part of the structure of the series. Consequently: 
 when the time series doesn’t present structure (fluctuations belong to the random 
component),   must assume high values in order to take out changes that are not 
predictable; 
 when the changes in the time series relate trend or seasonal component, the model 
must be reactive in order to be able in following fluctuations; this is achievable by 
adopting low values of   [MTZ04].  
The graphics below shows the application of MA to two ideal series composed just by 
structure. In figure 2.13 the time series corresponds to the trend component. The most 
suitable model, the 2-periods MA is as expected the one with the minimum number of 
values.  
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Figure 2.13: Application of Moving Average to a time series with perfect trend. 
Figure 2.14 shows an example of time series presenting perfect seasonality. Again, the 
best model, the 2-periods moving average, is the one with lower  . 
 
Figure 2.14: Application of Moving Average to a time series with perfect seasonality. 
The model presented so far is also called simple moving average and in it, each value of 
the series assumes the same importance for the evaluation of the prediction. In many 
cases, recent data are supposed to strongly affect the future values and consequently they 
should have more importance for the method. That’s the idea under the Weighted Moving 
Average (WMA) model, a different version of MA in which is possible to set a weight of 
relative importance for each value of the series [MTZ04]. The weighted moving average of 
the last  data can be written as in formula 2.9. 
                                     
Formula 2.9: Weighted Moving Average [GMU13]. 
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Where: 
   is the number of data to average; 
   ,     , ….       are the weights associated to   ,     ,…,        respectively 
and      
   
       
This technique represents a step further in term of possibility to develop the model. The 
researcher has indeed the opportunity to determine not just the best combination of data to 
employ but also their importance. If respect to older data, recent values are supposed to 
have a bigger influence on the determination of the future, will be indeed possible to 
associate them higher coefficients. For example if the aim is to assign high importance to 
the last values of the series and also consider other past data, a possible choice could be 
represented by a four periods Moving Average with the following set of coefficients: 
      ,          ,         ,         .  
Unfortunately there are not precise rules allowing to set parameters and consequentially 
for this kind of method will be very important the phase of models comparison. 
Furthermore, even thinking weighted moving average respect to moving average gives 
more possibilities to build a model able to fit data, the principle followed by the two 
techniques is the same: averaging the last m values of the series to determine the future. 
As a consequence the considerations about the application of the model are the same 
presented before. 
As explained at the beginning an advantage of the method consists in the possibility of 
fitting situations with high level of uncertainty. Setting different values for   is also possible 
to deal with time series that present structure but there are no specific equations dedicated 
to the representation of trend and seasonal component. Consequently in such situations 
other techniques may represent more suitable choices.  
 
Linear Regression 
Linear regression, or simply regression (REG), is a famous tool employed in time series 
analysis, well-known for the capability to deal with any sort of application where a linear 
relation between variables can be hypothesized. The basic idea is: one or more factors are 
supposed to influence the values of the variable object of the analysis. The assumption 
about the existence of a connection among variables is arbitrary defined by the forecaster 
and is important to say that good performances from the model don't coincide necessarily 
in a cause-effect relation. This is because, like in any other statistical tool the relation 
between variables as well as other parameters employed, are defined by mathematical 
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relations (in this case a linear equation) that are symmetrical, reversible. Consequently in 
terms of the analytical analysis state that a variable   influences  , is equal to state the 
contrary [FLA11].  
Like other OMTS the model is developed in relation with the features of data and the 
selection of parameters that will constitute the forecasting equations is based on the 
analysis of the structure of the time series. Anyway regression presents a peculiarity: the 
employed variables can be homogeneous as well as inhomogeneous. In the first case, 
variables belong to the same domain (for example is assumed a connection between data 
of the same time series) while in the second case variables come from different domains 
and the model is called linear regression with external factors (for example data 
concerning weight is linked to data concerning price). Independently from the components 
adopted, the aim of the model consists of translating one or more a priori assumptions 
about two or more variables in a mathematical equation model. In this way will be possible 
to quantify the intensity of the link between variables and eventually make predictions. This 
means basing the forecasting process on the persistence of the relation among variables 
over time that leads to the basic idea of quantitative methods: the future is like the past 
[MTZ05]. 
Analytically, regression model is based on a linear equation in which one or more 
independent variables are combined with coefficients to represent the relation with a 
dependent variable. Below are defined the parameters that will be adopted. During the 
application of the model some of them will be used in different ways and in order to 
guarantee clarity in the explanation, a preliminary definition of each one of them is 
provided. 
  : response or dependent variable. It is the variable object of the analysis; 
        : predictors, covariates or independent variables, are the variables 
supposed to influence  ; 
   : intercept. It is a coefficient and describes the relation between   and        ; 
        : parameters of the model. They are coefficients and describe the relation 
between   and        ; 
  : error or noise. It determines not perfect linearity between   and        .  
For what concern the application, regression involves two sequential steps in which the 
model is used for different purposes. The first step is called regression modelling and is 
dedicated to the construction of the model while in the second step is carried out the 
prediction. Define a model means selecting the predictors that will constitute the structure 
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of the regression equation and evaluate the coefficients that will be used for forecasting. 
The first goal (selection of predictors) can be achieved by comparing alternative models 
constituted of different groups of predictors and choosing the set that best fits observed 
data. The second one (evaluation of the coefficients) is obtained by a specific method, the 
Least-Squares method, based on availability of past values of both dependent and 
independent variables. Once the model has been defined, is possible to deal with the core 
phase of the analysis dedicated to the evaluation of the unknown variable. This is 
achieved by simply inserting a new set of data of         in the regression equation and 
performing calculations [FLA11]. In the first step of the procedure the model is referred as 
population regression model while in the second part is called estimated (fitted) regression 
equation [DOA10]. The detailed description of regression won’t be conducted following the 
sequential steps defined above. Will be presented indeed a first part dedicated to the 
population regression model and the estimated regression equation and a second part 
dedicated to the predictors selection. This is because the analysis of the fit can’t be carried 
out without understanding the principles behind regression model.  
Regression modelling is based on availability of past values for each variable that consist 
of set of data. Suppose to have   observed values of the response variable   and its 
proposed predictors        , it is defined multivariate data set a single column of  -
values and  -columns of  -values. The resulting       and       matrix are shown in 
Figure 2.15 [DOA10]: 
   
  
  
 
  
            
      
      
    
    
  
      
  
    
  
Figure 2.15: Data format for regression [DOA10]. 
The population regression model associated to these data is: 
                   
Formula 2.10: Population regression model [DOA10]. 
Predictors are supposed to determine the value of the response variable but the relation is 
affected by a certain level of inaccuracy represented by the error. In terms of notation, 
depending on the value assumed by the index k in Formula 2.12, the model is called: 
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 Simple regression (or bivariate regression) when    ; 
 Multiple regression (or multivariate regression) when    . 
Using the observed values of   and   like represented in figure 2.15 is also possible to 
obtain the explicit expression of the model: 
                                                            
Formula 2.11: Explicit expression of the population regression model [DOA10]. 
Where            are the unknown parameters that must be determined to define the 
model. Regression equation is based on four assumptions: 
1. the relation between variables is linear; 
2. the error term is assumed to have a 0 mean; 
3. the error term is assumed to have constant variance    ; 
4. the errors coming from different observations are supposed to be independent. 
The first one is the basic hypothesis of the model while the other three assumptions relate 
the error, defined as a stochastic component following a Gaussian process          
   for 
       , (see Appendix) [McA92]. The second assumption is stated supposing that 
systematic deviations in the values of the error are already included in   . Because of the 
properties of Gaussian processes linear transformations of Gaussian variables (like  ) are 
Gaussian variables [CHA12]. This implies that   is a normal variable, whose value can’t be 
totally defined deterministically [FAH13]. In other words, covariates determine the value of 
Y for a certain part (called systematic component), but there is another part that is 
unexplained and is expressed by  . Such uncertainty can depends on three reasons: 
   includes a random component that can not be captured; 
 other predictors (not included in the model) influence the response variable; 
 the measures on variables are affected by stochastic errors [McA92]. 
As explained, an important part of the regression application corresponds to the 
specification of the population regression model. This means determine the systematic 
component of the model that is achieved by using available data of   and         to 
determine the coefficients           . These values will represent the model that, ceteris 
paribus in terms of predictors, best fits data and will allow to predict   starting from new 
observed values        . They are referred as the sample estimates and are denoted as 
          . Consequently the expression for the estimated (fitted) regression equation is: 
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Formula 2.12: Estimated regression equation [DOA10]. 
Where: 
   is the predicted value of the response variable; 
         are the observed predictors. 
In terms of representation, different values of the index k in Formula 2.12 determine 
different kind of fitted regression. In case of     (simple regression) the fitted regression 
equation            is a line like the one in figure 2.16 where each point represents a 
couple of observed values   ,   . 
 
 
 
 
 
 
 
 
 
 
In case of     the fitted regression equation                 is a surface like the 
one in figure 2.17. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.16: Fitted regression line of a bivariate regression model [DOA10]. 
Figure 2.17: Fitted regression plane of a multivariate regression model [DOA10]. 
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Finally, in case of    , the fitted regression equation                   is an 
hyper plane and no diagram can be drawn [DOA10]. 
Because of the way the estimated regression equation has been defined is possible to 
notice that the difference between the observed values of the response variable   and the 
predicted one  , results in the inaccuracy of the model. Indeed, the smaller the gap 
between   and  , the greater the reliability of the model. This parameter called residual, is 
the observable error and is different from the true error    (unobservable) defined in the 
population regression model. It is denoted    and for every observation          [DOA10]. 
Formula 2.13 provides the analytical definition of residuals:  
                      for         
Formula 2.13: Calculation of residuals in regression [DOA10]. 
Figure 2.18 illustrates an example of residual in a two-predictors regression. Each 
expected value of Y is a point on the fitted regression plane for a given pair of X-values 
           The residual is defined as the vertical distance from the actual value of the 
response variable for those particular X-values           and   .             
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.18: Residual in a two-predictor regression model [DOA10]. 
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As said, residuals represent a measure of the effectiveness of the model in evaluating the 
value of the response variable. Ceteris paribus in terms of predictors, different values of 
coefficients determine different residuals and different levels of accuracy. In particular 
starting from a certain number of observations for   there will be a set of coefficients in 
correspondence of what the model will provide the best performance. This considerations 
represent the basic idea for the evaluation of the model’s parameters that is performed by 
the so called Least-Squares method. This method determines the values of            as 
the set of            that minimize the sum of the squared differences between the 
observed values    and the estimated values   . Minimizing such function means minimize 
the errors given by the model in evaluating the expected value of the response variable 
and determine the model that best fits data (ceteris paribus in terms of predictors) [LEV12] 
[MEN11]. The function that is minimized by varying the values of coefficients is: 
   
 
 
   
         
 
 
   
 
Formula 2.14: Calculation of sum of the squared differences [LEV12]. 
Because                     is possible to define the explicit sum of squared 
differences like:   
   
 
 
   
                         
 
 
   
 
Formula 2.15: Calculation of the sum of the squared differences [LEV12]. 
The values of the coefficients determined by Least-Squares method are the ones that 
allows the model to best represent the relation between the variables. Any values of 
           other than those determined by the Least-Squares method result in a greater 
gap between    and   ; this means greater errors and consequently worse models 
[LEV12]. In practical applications computer software like R evaluate each prediction 
associated to each possible set of values of coefficients and then return the set minimizing 
the sum of square differences. 
So far has been described the population regression model, the estimated regression 
equation and the principles of the Least-Squared method, the technique used to pass from 
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the first to the second one. As stated at the beginning of this part, the application of 
regression involves a preliminary part dedicated to the selection of the predictors that will 
constitute the “ingredients” of the model. This important activity can be carried out by 
evaluating the performance of different regressions based on alternative set of predictors. 
The determination of the best group is achieved in the so-called fit assessment in which 
are examined two parameters concerning the ability of the observed predictors to 
determine the observed values of the response variable. They are [DOA10]: 
 Coefficient of determination   ; 
 Adjusted coefficient of determination     
 ; 
The definitions of both coefficients are based on the concept of variation of the 
independent variable around its mean   and consequently a brief explanation of this 
parameter must be provided. It is defined total sum of squares     the parameter 
describing the variation of y respect to its mean  : 
           
 
 
   
 
Formula 2.16: Calculation of total sum of squares [DOA10]. 
SST can also be determined like the sum of two components: the regression sum of 
squares SSR and the error sum of squares SSE. As a consequence of             , 
the total sum of squares can be seen as the sum of two proportions that will be used in the 
evaluation of the fit of the model: 
   
   
   
   
   
 
   
   
 
Formula 2.17: Calculation of SST as a sum of proportions [DOA10]. 
SSR consists in the variation of   explained by regression. It is defined as the sum of the 
squared differences between the conditional mean    (dependent from the values of   ) 
and the unconditioned mean   (independent from the values of   ): 
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Formula 2.18: Calculation of explained sum of squares [DOA10]. 
   , consists in the unexplained variation of  . It is defined as the variation of the 
response variable that the model is not able to capture and is equal to the sum of squared 
residuals:  
       
 
 
   
         
 
 
   
 
Formula 2.19: Calculation of error sum of squares [DOA10]. 
This component represents a measure of the effectiveness of the regression because the 
smaller the value of SSE, the higher the reliability of the model. It has to be noticed that 
the magnitude of SSE depends on the unit of measurement and consequently there is a 
disadvantage: it doesn’t provide a unit-free benchmark to assess the fit of the regression 
equation. In order to overcome this problem    and Adjusted    are preferred to SSE.   
The coefficient of determination   , is the most common parameter as well as the most 
important measure of a regression model’s fit. It represents the explained variance of the 
model expressed in terms of     [FLA11]. Using Formula 2.17,    can be calculated in 
two ways: 
   
   
   
   
   
   
 
Formula 2.20: Calculation of    [DOA10]. 
Being defined as a percentage, results          and the more close the value of    to 1, 
the higher the level of regression equation’s fit to data.  
            takes into consideration an important aspect linked with the development of a 
regression model: for each predictor added in Regression, the value of    can increase or 
at least remain constant. That's because adding new predictors in equation 2.19 the 
quantity within parenthesis can remain the same or grow,     can remain the same or 
decrease and as a consequence    can remain the same or increase [FLA11]. If with 
respect to    adding new parameters can not be untoward, in terms of effectiveness of the 
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model there are some differences. First of all the principle of Occam’s Razor states “when 
two model are otherwise equivalent, we prefer the simpler, more parsimonious one” and 
consequently between two model with the same level of performance, will be chosen the 
one with less predictors [DOA10]. In addition, predictors with a marginal contribution on 
the value of    have a negative effect (called over-fitting) because they influence the more 
important relations between the relevant predictors and the response variable [FLA11]. 
Consequently the model will fit very well the available data of         and   but won't be 
accurate to be used as a prediction method.  
To discourage the tactic of fill up the model with as many predictors as possible the fit 
assessment has to employ also     
 . This coefficient is indeed able to detect if Regression 
includes relevant covariates or not. Analytically, the smaller the value of     
 , the higher 
the probability of the presence of useless predictors in the model. By using   as the 
number of observations and   as the number of predictors,     
  results in: 
    
    
 
   
      
 
   
    
 
Formula 2.21: Calculation of     
  [DOA10]. 
Because of the presence of n and k in formula 2.21 For every   observation, results 
    
      
After have been provided an exhaustive description of regression is possible to present the 
form assumed by the model for predictions. As shown depending on the nature of 
variables and on the number of predictors, Regression can be simple or multiple with 
internal or external factors. The corresponding population regression models are: 
                
Formula 2.22: Population regression model for forecasting: simple regression with internal 
factor.  
                         
Formula 2.23: Population regression model for forecasting: multiple regression with 
internal factors.  
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Formula 2.24: Population regression model for forecasting: simple regression with external 
factor.  
                                                      
Formula 2.25: Population regression model for forecasting: multiple regression with 
external factors. 
Where:  
 response variable      
  
    
 
      
  ; 
 homogeneous predictors                   
        
        
     
       
  
          
  
       
 ; 
 inhomogeneous predictors                     
          
            
     
       
  
              
  
       
  
notice that X can be linked with any past values as well as any future values of Z; 
            and         are the unknown coefficients of             and 
            respectively. 
The fitted regression equation allowing the prediction of       in each one of the cases 
presented above are: 
              
Formula 2.26: Fitted regression equation for forecasting: simple regression with internal 
factors. 
                          
Formula 2.27: Fitted regression equation for forecasting: multiple regression with internal 
factors. 
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Formula 2.28: Fitted regression equation for forecasting: simple regression with internal 
factors. 
                                               
Formula 2.29: Fitted regression equation for forecasting: multiple regression with external 
factors. 
Where: 
             are the new observed values of the homogeneous predictors;   
             are the new observed values of the inhomogeneous predictors; 
             are the predicted values of the inhomogeneous predictors; 
            and     , ...,    are the coefficients of the model determined with the 
Least-Squares method; 
To determine       at the generic future time     it is necessary to iteratively repeat the 
forecast for   times using for each one the value of the last prediction. In particular, in case 
of Regression with external factors the iterative procedure presents a disadvantage: the 
values of each external variables have to be determined by independent predictions.          
In order to clarify the concepts expressed will be provided an example. Suppose to have 
the time series for the price of three products J, V, W like in table below where the product 
J is the response variable and the products V and W are two possible external predictors. 
It is supposed that the values of V and W at a generic time t influence the values of J at 
t+1.   
 
 t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9 t=10 t=11 t=12 
J 34 35 36 35 39 43 49 45 47 48 51 50 
V 35 35 33 37 40 46 44 45 45 51 48 52 
W 10 15 10 15 10 15 10 15 10 15 10 15 
 
Figure below gives a graphic representation of the time series. While a linear relation 
between J and V seems plausible, there are no visible links between J and W.     
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Figure 2.19: Times series of the price of three products. 
The possible population regression models are:  
                           
                 
                  
Calculation of    and     
  have been performed with the software R and amount:  
                 
   0,969 0,968 0.021 
    
  0,961 0,965 -0.087 
 
From the results provided is possible to see how      is the regression with worst 
performance and consequently the model that will be adopted for forecasting will be one 
between       and     . In terms of  
  the model constituted of   and   is slightly higher 
than the one with  . This is because, as explained, increasing the number of predictors the 
coefficient of determination can never decrease. In terms of     
  indeed the best model is 
clearly     and this means that   is the only predictor that has to be included in the model. 
After determined the structure of the regression is possible to use the Least-Squares 
method to determine the value of the coefficients    and    for the definition of the model. 
The results, provided by software R are:        ,           Consequently the fitted 
regression equation for        will be:                   .  The prediction for period t=13 
will be:                                       . The prediction for period t=14 
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presents the problem affecting multiple regression with external factors discussed 
above:     is not available and to carried out the forecasting process an independent 
prediction of this value is required.  
To conclude this part will be presented advantages and disadvantages. Regression is a 
powerful approach that can be brought to bear on a forecasting problem where a linear 
relation between variables can be assumed. If the adoption of regression model is 
combined with the use of a software, this tool gives to the forecaster the opportunity to 
check any possible combination between variables with efficiency and effectiveness. In 
particular the utilization of regression is appropriate when external factors are supposed to 
influence the value of the response variable. Anyway there are also some limitations 
affecting the model. The first one is the large number of data required to produce reliable 
predictions. A good rule of thumb is that at least five observations should be available for 
every variable. The second disadvantage lies in the fact regression doesn’t consider 
seasonality. This negative aspect can be partially remedy by entering a seasonal predictor 
variable in the structure of the model when needed. The last limitations is linked to the risk 
of amplification of uncertainty in case of regression with external factors. In these cases, 
as explained, the iterative forecasting procedure needs to be integrated with the future 
values of the external factors evaluated by independent predictions. As a consequence the 
whole forecasting will be affected by more than one source of uncertainty [MTZ05].  
 
ARIMA models 
Autoregressive Integrated Moving Average (ARIMA) model is based on the following 
statistical concepts: stationarity, random noise processes, Autoregressive models, Moving 
Average models and Autoregressive Moving Average models. Therefore, before to start 
with the explanation of ARIMA, a description of each one is needed. 
 
 Stationarity of a process 
In statistics, a process         is defined stationary if its first and second momentum 
are constant over time [CON03][AND76]. The first momentum is defined as the mean 
      while the second one as the auto-covariance between    and the other values of 
the time series      for          . Defining the variance of the process         as 
the auto-covariance for     is possible to said that a process         is stationary if: 
         ‹ ∞,  ∀ t 
          
  ‹ ∞,  ∀ t 
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                                     ∀t (Note that                         
Formula 2.30: Definition of stationary process [CON03]. 
Series not presenting one of these conditions are defined non-stationary. Non-
stationarity can be deterministic, as in the case of time series showing trend and/or 
seasonality, or stochastic, as in the case of variables assuming random values with a 
certain probability distribution.  
A non-stationary series can be made stationary by applying a certain number of  
transformations as differencing and such quantity will be indicated as differencing 
degree or order of integration [CON03][BOX76]. In particular, a non-stationary time 
series that has to be differentiated to be stationary is said to be integrated.  
 
 White noise process  
A white noise process is a sequence of independently (uncorrelated) random variables  
        with mean 0 and variance  
  [CON03], [AND76]. Analytically a white noise 
process    is stationary if: 
         ∀ t 
          
  ∀ t 
                  ∀ t      
Formula 2.31: Definition of white noise process [CON03]. 
 Autoregressive models       
A variable    follows an autoregressive process of order   if it results in the weighted 
average of its historical values                  plus a stochastic term    relative to the 
present time   [Vu07], [AND76]. The relative equation is:  
                               
Formula 2.32: Equation for autoregressive model of order   [CON03]. 
Where: 
                  are the values of the time series and    the relative weights; 
    is a stochastic term relative to time  , assumed to be a white noise process; 
   is a constant term which relates to the mean of the stationary process. 
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The number of past values to take into account (p), is a parameter that has to be 
chosen by the analyst observing how the time series is best fitted or making other kind 
of a-priori considerations on the analyzed time series. The coefficients        , 
representing the weights of the considered historical values, allow to extrapolate 
considerations about the most influent terms. Indeed, the higher the value of a 
coefficient, the higher the importance of the relative time series value. 
 
 Moving Average models      
For a moving average process of order  , the value of the variable    is generated as a 
weighted average of stochastic errors           each one assumed as a white noise 
[Vu07], [AND76]. The relative equation is: 
                               
Formula 2.33: Equation for stochastic moving average model of order   [CON03]. 
Where             are the stochastic terms, assumed as white noise and    the relative 
weight. As for AR model the number of stochastic terms to take into account has to be 
chosen by the analyst studying the features of time series to forecast. Moreover, the 
values of the coefficients    provide indications about which terms has a greater effect on 
the determination of   . For example an       like                          means 
that just the previous two stochastic terms at time t-1 and t-2 are supposed to influence   , 
with weights of relative importance equal to 0.7 and 0.3 respectively. 
 Autoregressive Moving Average model           
In many cases time series show features of both autoregressive and stochastic moving 
average processes. A general model combining autoregressive pattern enriched with a 
moving average of stochastic processes at different times, can be defined starting from 
the theory of AR and MA processes and is called ARMA model [Vu07], [AND76].  
ARMA model results indeed as the fusion of autoregressive and moving average 
processes and the general equation for the evolution over time as           process 
can be written as follow: 
                                                        
Formula 2.34: Equation for ARMA model [Vu07]. 
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Usually, because of different values of parameters   and   are suitable, a stationary 
time series can be fitted with different ARMA models. The one to be employed has to 
be chosen evaluating the best reproduction of data pattern, by using quantitative 
criteria like Least-Squares method described in the section dedicated to linear 
regression [Vu07].  
 
After have presented these concepts is possible to introduce ARIMA model, constituting a 
general class of forecasting OMTS for integrated time series. It combines AR and MA 
models to make predictions for variables evolving over time as non-stationary processes 
transformed in stationary one. The basic principle consists indeed in the application of 
ARMA models to stationary time series [Vu07]. An ARIMA model depends on three 
parameters and is denoted as             : 
  : differencing degree or order of integration; 
  : number of autoregressive terms; 
  : number of moving average terms. 
 
After this introduction, the work will focus on the application of ARIMA technique to model 
and forecast a time series. The procedure is articulated and it develops in five different 
stages [BOX76]. The first step consists of checking for the stationarity of the time series to 
be analyzed and eventually applying differencing operations to make it stationary. 
Afterwards have to be identified the possible ARIMA models by determining suitable 
values of the parameters      For each possible set of parameters, the ARMA model has 
to be developed calculating the values of the coefficients    and   . The next stage is the 
model validation in which by means of quantitative criteria is evaluated the goodness of 
the model as reproduction of data. Depending on the information found at that level, 
variations on the model may be requested to assure the reliability of predictions. Finally 
the best fitted ARIMA model has to be used to forecast the future values [BOX76] [Vu07]. 
This procedure, also known as Box-Jenkins is probably the most complex but also the 
most accurate among time-series methods for all data patterns.  
Follow a schematic representation of the described procedure and the detailed description 
of each step. 
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Figure 2.20: The Box-Jenkinx model building proces. 
1) Stationarity checking and differencing.  
The first step consists of looking at the evolution over time of data and checking for the 
stationarity of the time series. Before to apply ARIMA models, the time series has, indeed, 
to be made stationary [CON03], [AND76]. By representing in a graph the values of the 
time series, qualitative indications about the stationarity can be inferred: a stationary 
process looks like data fluctuating around a fixed average, with a constant displacement 
from the mean value. Several statistical criteria allow to determine rigorously if a given 
time series evolves over time as stationary process or not [CON03]; probably the most 
practice way is the analysis of the autocorrelation function (ACF). The ACF for a time 
series         is defined as: {      } where    is called normalized autocorrelation 
coefficient and by adopting the notations used in Formula 2.30 is [CON03]: 
   
  
  
 
Formula 2.35: Calculation of normalized autocorrelation coefficient [CON03]. 
The plot of the ACF as a function of   results in a correlogram showing the correlations of 
the value    with the values      for         . It can be demonstrated that for a non-
stationary process, the values of ACF tend to zero extremely slowly while for a stationary 
process it is quicker and it occurs after a finite value of   [CON03], [KIU79]. This allows to 
determine if the time series evolves over time as stationary or non-stationary process like 
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shown in figure 2.14 where two examples of evolution of ACF are reported. In particular in 
statistical terms ACF is considered significantly non-zero when its value is bigger than 
     and this threshold is represented in figure like a red dashed line.  
 
 
Figure 2.21: Typical ACF pattern as a function of k for a stationary process (top) and for a 
non-stationary process (bottom) 
After this first analysis, if it is detected non-stationarity, the differencing operation has to be 
computed         until a stationary series is obtained. Calling D the differencing 
operator are defined [CON03] [AND76]: 
 first-differencing:                
 second-differencing:                                       
In practice, it is almost never necessary to go beyond second difference because real data 
generally involve only first or second level non-stationarity.  
2) Model identification 
A stationary time series can be fitted with an ARMA process. Once the time series has 
been stationarized, it is necessary to identify the ARMA model that best fit the transformed 
series. This means determine the possible values of the parameters   and   by evaluating 
k 
k 
ACF 
ACF 
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AR and MA processes. The chief tools to identify these parameters are the autocorrelation 
function (already explained) and the partial autocorrelation function (PACF) [CON03], 
[KIU79]. For a given time series         is defined partial autocorrelation coefficient      
the autocorrelation between    and     , when any linear dependences between these 
terms and the intervening data                      is removed. This is mathematically 
expressed by the conditional correlation. In other words, the partial autocorrelation      
results as a measure of the influence of       on    when are not take into account the 
values of the time series between     and  . Analytically the definition of the partial 
autocorrelation function coefficient      is the conditional correlation between    and      
(conditioned on                     ):  
     
                                 
                                                         
 
Formula 2.36: Calculation of partial autocorrelation coefficient [ONL13]. 
The partial autocorrelation function PACF is defined as: {        } (For a more detailed 
description refers to [STA13] and [PAN83]).  
For AR and MA processes the ACF and PACF patterns, as function of  , are identification 
of the order of the model. This property constitutes the basic idea that allows to determine 
the values of the parameters   and   of ARMA model starting from the inspection of ACF 
and PACF of the analyzed time series [Vu07], [CON03]. In particular, can be demonstrated 
that:  
 for an autoregressive process AR of order   the ACF decays with exponential 
pattern and/or damped sine waves as a function of   (in other words ACF 
decreases gradually as   increases), while the PACF cuts off, becoming zero, at 
   .   
 for a moving average process MA of order   the ACF cuts off at     while the 
PACF shows an exponential decay as   increase.  
Therefore, by computing and analysing the pattern of ACF and PACF correlograms for the 
time series to be modelled, is possible to determine the order of autoregressive and 
stochastic moving average patterns. In Table 2.5 are summarized the theoretical 
behaviour of ACF and PACF for AR and MA models; with reference of these information 
will be accomplished the identification of ARMA parameters. 
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Usually for a given time series different values of   and   are possible; as a consequence 
different ARMA (   ) model can be developed and the one which best fits data has to be 
evaluated. In the example of ARIMA application provided in this section, will be clarified 
the way to use ACF and PACF correlograms to estimate the values of the ARMA 
parameters   and  .  
3) Model costruction 
Having identified the possible values of the parameters   and   and so the ARIMA model, 
the next stage consists in estimating the coefficients of the autoregressive and moving 
average terms    and   . Usually this calculation is based on the Least Square method (as 
described for Linear  Regression), although sometimes non-linear method are necessary, 
like the likelihood estimation [KIU79][AND76]. Since usually for a given stationary time 
series different set of values for the parameters   and   are suitable, more than one 
ARMA (   ) model has to be considered (for each one will be estimated a different set of 
coefficients    and   ). 
4) Model validation 
When an ARMA (   ) model has been determined, the validity has to be checked. Several 
quantitative criteria can be employed to evaluate if the model identified fits good the time 
series evolution [AND76]. One of the most common is the residual analysis. The basic 
principle is: the model fits well the data if residuals result follow a white noise process.  
5) Forecasting 
The purpose of the analysis is to make forecast. Once the time series has been modelled 
by identify a proper ARMA (   ) that fits well data, the prediction of future values can be 
Type of model 
 
Typical ACF pattern 
 
Typical PACF pattern 
 AR( ) 
 
MA( ) 
 
Significant spikes until     
 CUT OFF after     
Significant spikes until     
 CUT OFF after     
Decays exponentially or with 
damped sine waves pattern, or both  
 TAIL OFF 
 Decays exponentially or with 
damped sine waves pattern, or both  
 TAIL OFF 
 
Table 2.5: Summary of theoretical ACF and PACF pattern for AR and MA models. 
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performed. At this stage the equation for the time evolution is completely determined 
because the coefficients     and    are known. Consequentelly:  
                                                        
Formula 2.37: Equation for ARMA(   ) model [CON03]. 
The estimation of the future values is made applying the recursive formula and starting 
from the previous values of the time series            , that are known, as well as the 
white noise processes            . Considering a time series         with data known until 
the present time  , the prediction      is given by the following formula [CON03]: 
                                                     
Formula 2.38: Equation for prediction with ARIMA models [CON03]. 
After a complete explanation of ARIMA models, in order to clarify the Box-Jenkins 
procedure is provided an example. Suppose a time series for the sales of a product         
represented in figure 2.15 as a function of the time.   
 
Figure 2.22: Evolution over time of data for the sales. 
Looking at the evolution over time, data don’t look like a stationary process but in order to 
evaluate properly the stationary of the time series it is necessary to analyse firstly the ACF 
correlogram. In figure 2.23 is shown the plot of the ACF as a function of  : as can be seen, 
the autocorrelation function decreases gradually as for a typical non-stationary process. 
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Figure 2.23: Autocorrelation function for the time series x(t) as a function of k (lag), 
computed by means of software R. The blue line indicates the 5% level. 
Therefore the first differencing of the series has to be computed: 
           
Figure 2.24 reports the change in sales. Now data look as a stationary process, as 
confirmed from the ACF correlogram. The autocorrelation function for        , decreases 
indeed more quickly as a function of  . A possible estimation is therefore      
Considering the first differencing of the time series        , in order to evaluate the values 
of the parameter   and  , the partial autocorrelation function has to be computed. In figure 
2.25 are reported both ACF and PACF as a function of  . Crossing the pattern of ACF and 
PACF for         with the theoretical pattern of the auto and partial correlation indicators in 
table 2.5 are determined the possible values of   and  . Since both ACF and PACF show 
gradually decay (exponential, sine damped) a good estimation is     and       
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Figure 2.24: Plot of the first differencing of the time series x(t) as a function of the time.  
 
Figure 2.25: Correlograms of Autocorrelation function (a) and Partial autocorrelation 
function (b), as a function of  k (lag), for the series y(t). 
Calculation of the coefficient of the model ARIMA        have been performed with the 
software R obtaining the following values:           (AR1),            (MA1). Given 
the equation of the model, the forecasting of some future values has been computed using 
the software R. Choosing 20 points ahead, the time series         with the prediction 
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computed is shown in figure 2.26. Note that software R provides the prediction 
accompanied with two confidence intervals. The dark region is linked with a probability of 
80% and the bright region of 95%.  
 
Figure 2.26: Forecasted data by ARIMA(1,1,1) model for the time series x(t). 
To conclude this section are highlighted pros and cons of ARIMA technique to model and 
forecast. The major advantage of ARIMA models is that they can be used to fit a general 
time series evolving over time with trend and stagionality combined with white noise 
processes [Vu07]. Most of all ARIMA technique allows to make forecasting for non-
stationary time series, as is usual for economic and financial variables. ARIMA models 
usually outperform other time series analysis technique in terms of forecast accuracy and 
treating seasonality. The disadvantage could be lie in the fact that it can’t take into account 
exogenous factors; indeed only the past values of the time series combined with random 
processes are used to generate the future values.  Moreover, ARIMA models are usually 
unreliable with time series of less than 50 points. However, ARIMA models show high 
accuracy in forecasting for relatively short-term. 
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Holt-Winters 
In this section will be illustrated one of the most representative model of FMTS techniques 
popular for combining effectiveness and simplicity in the application. Compared with 
moving average, Holt Winters (HW) presents indeed a more articulated framework, able to 
completely deal with structured time series [FLA11].   
In order to describe the theory behind Holt Winters method two particular versions of it will 
be presented: the Exponential Smoothing (ES) and the Exponential Smoothing with Trend 
(EST). A complete description of them is important for the aim of this work because on one 
hand they have specific applications and on the other hand understanding the way they 
work means comprehend the core idea of Holt Winters method. 
Exponential Smoothing  
This technique also known as “exponentially weighted moving average” is the easiest 
method belonging to Holt Winter. Even thinking it coincides in a simple equation, the 
Exponential Smoothing represents the basis for any FMTS model. The principle followed 
for forecasting consists in evaluating the future as a combination of two estimates referred 
as the innovative component and the conservative one. The first represents the last 
information about data while the second regards the older values of the series. 
Analytically, the prediction      is obtained as the weighted average of    , the last value of 
the series and   , the prediction relating the actual time. They correspond to the innovative 
component and the conservative one respectively [MTZ05]. The forecasting equation is: 
                     
Formula 2.39: Exponential Smoothing forecasting equation [MTZ05]. 
Where          is the parameter of the model. Formula 2.10 allows to forecast the next 
value of the series far one period of time in the future. To make forecasting for a generic 
interval of time i (i>1) the expression above have to be iterated i-times until the value 
     results achieved. For example      can be estimated by the two following sequential 
steps:                      and                         . 
Spreading out the term   , it can be seen that the Exponential Smoothing equation can be 
rewritten recursively in different ways as follow:  
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Formula 2.40: Alternative calculation of      [FLA11]. 
From the last expression is possible to understand why    is assumed to b the 
conservative component. It corresponds, indeed, in the weighted average of all values of 
the time series before   . Moreover, two additional observations can be provided. Similarly 
to MA, Exponential Smoothing is based on the use of past values of the series to 
determine the prediction. There are no elements in the model trying to represent the 
behaviour of trend and seasonality and consequently the a priori assumption is: time 
series has no structure (the description of the other techniques will clarify how some 
elements can represent trend and seasonality). The second consideration relates the 
expression “exponentially weighted moving average”. From formula 2.11 it is possible to 
notice how the weights decrease with exponential rate (hence the name). As a 
consequence recent values assume heavier weights and going back in the past they 
decrease quicker and quicker [MTZ05].  
The analysis on model’s behaviour will start considering the boundary values of  .     
determines         that leads to             . Consequently, choosing as forecast 
a constant means ignore any possible structure. Figure 2.27 shows an example of 
constant prediction.   
 
Figure 2.27: Time series with prediction by Exponential Smoothing: α = 0. 
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On the contrary     means        . It represents the pure repetition of the present. If 
data follow an oscillation pattern, the prediction will reproduce exactly the oscillations but 
one unit of time later. In facts:              ,... . Figure 2.28 gives an example of it. 
 
Figure 2.28: Times series with prediction by Exponential Smoothing: α = 1. 
From the considerations reported above it is possible to observe how assuming     or 
    means renounce in using the model [FLA11]. Therefore, it is important to set a value 
of         that will allow the model to fit with the features of the time series. Because of 
the already mentioned analogies between MA and ES, similar rules can be adopted: 
 when data are characterised by uncertainty, the model must smooth fluctuations. 
This is achievable by setting low values for   in order to determine an equal 
distribution of the weights among all values of the series;  
 when fluctuations are supposed to be a part of the structure, the model has to be 
reactive in order to adjust its pattern to the changes of data. This is achievable by 
setting high values for   to give more importance to recent values of the time series.    
One way usually adopted to associate a precise value to  , is the Least-Squares method 
described in the section dedicated to Linear Regression. As explained this method 
determines the values of the coefficients as the set of values minimizing the mean squared 
error defined in Formula 2.7. Also in this case, the parameter evaluation can be performed 
by using a statistical software like R (explained in the following chapters). 
Like any other iterative formula, the ES equation must be initialized.   , the value of the 
prediction at present time t is the only required parameter to start the prediction. 
Conventionally the initialization adopted is       [MTZ05].  
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The description provided shows that ES is able to include all past values in the model and 
in the same time, by requiring the definition of just a parameter, offers the opportunity to 
determine which data has the highest influence on the prediction. The disadvantage 
consists in the incapacity of representing the structure of the data: There aren’t, indeed, 
factors taking account of trend or seasonality components. Consequently the application of 
this technique will fit series where the error component is predominant over trend and 
seasonal component [MTZ05]. 
Method of Exponential Smoothing with Trend  
Exponential Smoothing with Trend is the second technique belonging to Holt Winters 
model. Like other FMTS techniques it presents a rigid structure composed by equations 
that must be set up. If compared with ES, it represents a step further because as will be 
possible to see this model presents a new equation that enables it in dealing with some 
kind of structured time series. Anyway the principle followed to make predictions is the 
same [MTZ05]. 
The assumption of EST deals with the concept of trend and in order to provide a clear 
description of the model follows an analytic definition of that component. Even thinking in 
section 2.2.2 trend was defined as a straight line, for the purpose of the analysis it will be 
conceive as a series of changes in the level from a generic time     to the next one 
     . Figure 2.29 shows the trend associated with three periods of time. For example 
the trend of the first period     , corresponds to          the change in the level from time 
  to time     [MTZ05]. 
 
 
 
 
 
 
 
 
Figure 2.29: Graphical definition of Trend [MTZ05]. 
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Using this definition of trend, EST determines the future values of the series by evaluating 
   and    independently and combining them in the forecasting equation. The model is: 
                         
Formula 2.41: Calculation of    [MTZ05]. 
                          
Formula 2.42: Calculation of    [MTZ05]. 
             
Formula 2.43: Forecasting equation of the Exponential Smoothing with Trend [MTZ05].  
Where: 
          is the parameter of the level; 
          is the parameter of the trend; 
   is number of periods into the future to forecast. 
From formula 2.41 and 2.42 it is possible to infer the basic assumption of EST: data are 
formed by level and trend (plus the error). Consequently the method doesn’t determine 
directly the prediction like SE. Firstly it evaluates the auxiliary parameter    and    as the 
weighted average of an innovative component and a conservative one, then forecasts the 
future by equation 2.43.  
Equation 2.41 corresponds to formula 2.39 of Exponential Smoothing. In that case data 
was supposed to involve just the level component (plus the error) and consequently, 
forecasting the level meant determine the prediction. EST involves a different assumption 
and therefore formula 2.41 is updated. The estimate characterised for being innovative 
corresponds to   . It is possible to suppose       because analysing the four 
components constituting    [MTZ05]: 
     . Because of the provided definition, trend results in the change of data from 
one period to the next one and consequently each single value has no trend 
component; 
     . Because of assumption; 
      Because applying the weighted average of the Exponential Smoothing in 
equation 2.12, means dampen out the error. Like in any other forecasting method 
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based on a moving average, the prediction here is characterised by changes that 
are less pronounced than the ones of data (see explanation of Moving Average); 
     . 
The second estimate, the one following a conservative logic is          . That’s because 
     is the estimation of the level relating the last period and      is the evaluation of how 
much the level should have changed from     to  . In formula 2.42 the trend is evaluated. 
The component         is for definition the estimate of the trend based on the most 
recent values of the series while      is the estimate of the trend on the last period, the 
one linked to older data.  
In terms of definition of the parameters, it is possible to adopt the considerations defined 
for MA and EST: high values of   and   determine a reactive model able to follow the 
fluctuations of data while low values mean high smoothing effects. Like for ES, one of the 
most common procedure employed to evaluate a precise value of   and   is the one 
based on the Least-Squares method. An example of EST application to a structured time 
series is presented in figure 2.30 where ideally the series coincides with a trend. As 
expected the three models fit very well the pattern of data also if the one with the highest 
values for   and   seems to be the best one.  
 
Figure 2.30: Predictions based on EST for a time series with perfect trend. 
For EST the initialization concerns both    and   . Conventionally   , the value of the level 
for the first period, is assumed equal to the first value of the series: analytically      . For 
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   there are two different options: define      or postpone the forecast and choose 
          . Setting      means on one hand the possibility to start forecasting from 
time   but on the other hand there is the disadvantage of a bad estimate for  . Setting 
           means, instead, a more reliable estimate but with the disadvantage of a 
delay in the forecasting process [MTZ05]. 
For what concern practical applications, the presence of an equation dedicated to the 
trend, makes this method particularly adequate in fitting with series characterised by high 
values of trend component. This is a peculiarity of EST but also a disadvantage because 
the method results inappropriate in all cases in which a certain seasonality is revealed. 
Holt Winters, will generally offers higher performance because thank to its flexibility will be 
better in dealing with real time series. Nevertheless in those situations in which the series 
presents high value of trend, EST can represent the most suitable technique [MTZ05]. 
Holt-Winters 
After have been introduced Exponential Smoothing and Exponential Smoothing with 
Trend, it is possible to describe Holt Winters, the most advanced technique treated in this 
section. It consists in the evolution of the first two models because, potentially, it is able to 
completely deal with structured data. Therefore, the assumption adopted is: data are 
characterised by trend and seasonality. 
Like for EST the dissertation requests a preliminary explanation. Considering a time series 
with no trend and no noise, is defined multiplicative seasonal adjustment    the coefficient 
that multiplied by the level at time t gives the value of the time series. The formula for    is 
presented below. 
   
  
  
 
Formula 2.44: Calculation of    [MTZ05]. 
Suppose to have a four-mouth time series composed just of level component where each 
year the values for the first, second and third quarter are constant. An example is shown in 
Table 2.6: 
             
               
Table 2.6: Example of times series consisting of level. 
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Suppose now a certain seasonality in the same series and values changing as follow: 
             
                 
Table 2.7: Example of times series consisting of level and seasonality. 
The resulting multiplicative seasonal adjustment for each period will be:  
             
                              
Table 2.8: Calculation of   .  
       means that the value of the series in the first quarter is 20% higher than it would 
be without a seasonal pattern. Similarly      means that the value in the second quarter 
is equal to the non-seasonal level and        means that the value is 20% the one would 
be expected if there was no seasonal pattern. Because of the way    is defined, is possible 
to determine the level of a series with no trend and no noise by the following equation 
(useful for the description of the model):  
   
  
  
 
Formula 2.45: Calculation of    [MTZ05]. 
As well as EST method, Holt Winters reproduces the behaviour of a time series by using 
auxiliary parameters that are combined to make a prediction. The structure of the model is, 
indeed, the same except for the new equation (the one for the seasonality) and some 
variations carried to consider the new assumption; consequently for those parts coming 
from EST the considerations provided are still valid. The Holt Winters model for forecasting 
is:    
      
  
    
                   
Formula 2.46: Calculation of    [MTZ05]. 
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Formula 2.47: Calculation of    [MTZ05]. 
     
  
  
             
Formula 2.48: Calculation of    [MTZ05]. 
                      
Formula 2.49: Holt Winters forecasting equation [MTZ05]. 
Where: 
          is the parameter of the level; 
          is the parameter of the trend; 
          is the parameter of the seasonality; 
   is number of periods into the future to forecast; 
   is the cycle length of the seasonal pattern. 
Variations relate the innovative component of the level (Formula 2.46) and with the 
forecasting formula (Formula 2.49). The innovative component is based on equation 2.45 
while the forecasting equation simply multiplies the EST forecasting expression by         
in order to include the new assumption. For what concern the evaluation of seasonality, 
the first estimate       comes from formula 2.44. Dividing the last value of the series    by 
the level    is obtained the innovate estimate for the seasonal adjustment of period  . The 
second estimate is      the seasonal adjustment relating the same period far one cycle in 
the past [MTZ05].  
In terms of setting up the model is possible to say that in principle, the considerations 
stated for ES and EST are still valid because the logic followed for the evaluation of the 
seasonal adjustment is the same. However, in terms of practical application the presence 
of different equations determine different contributions to the way the model behaves. As a 
consequence is not easy to determine the best set of values of  ,   and   and for the 
reliability of Holt Winter method assumes high importance the test phase of the forecasting 
process. Like for ES and EST, is possible to associate a value to coefficients  ,   and   by 
adopting the Least-Squares method. Figure 2.31 presents a time series formed of trend 
and seasonal component. The best model is not the one with higher parameters but the 
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one with  ,   and   equal to 0,5. This is because setting a high value for each parameter 
the model become too reactive and fluctuations are too pronounced [MTZ05].  
Figure 2.31: Times series with predictions based on Holt Winters 
The initialization of Holt Winters method required the determination of the values of level, 
trend and seasonal adjustment. For    and    are adopted the assumptions presented for 
EST. The initialization of   is different from the others. Because of the presence of the 
term      in equation 2.47 (the seasonal adjustment far one cycle in the past), not just one 
but the first C seasonal adjustment coefficients have to be initialized. This can be achieved 
by following the considerations employed for    (set          ) or by postponing the 
forecasting to estimate   by formula 2.44.  
Holt Winters methods is designed to deal with real time series characterised by trend and 
seasonality. After the analysis of data, if such components are detected, this technique is 
often the one who provides the best forecasting. The main problem concerns the detection 
of the components and their introduction into the model as parameters [MTZ05]. 
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To completion of this part, is proposed a table summarizing the most suitable applications 
of the just described statistical tools in time series analysis. As explained, the choice has 
to be taken in relation with the feature of data.   
 
 
 
Trend Seasonality Noise 
MA   ✔ 
REG ✔  ✔ 
ARIMA ✔ ✔ ✔ 
ES   ✔ 
EST ✔   
HW ✔ ✔  
 
Table 2.9: Most suitable statistical tools application in relation with time series 
characteristics. 
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2.3 Stock market based prediction methods 
Stock market predictions consist in trying to determine the future value of stocks traded on 
financial exchanges in order to yield profits. Even thinking the behaviour of stock prices is 
characterised by high levels of uncertainty (in theory they are considered inherently 
unpredictable) there are different methods which allow to gain future price information 
[WIK13]. Below are explained the most important divided in qualitative and quantitative. 
2.3.1 Qualitative approach 
Using a qualitative approach (also called fundamental analysis) to determine the behaviour 
of a stock price consists on identifying the factors supposed to influence it and try to 
determine the possible consequences in terms of future [FOR13]. Factors can be related 
to internal aspects of the company issuer of the security or to the external environment 
and can be quantitative as well as qualitative. Examples of quantitative factors concerning 
the company are the parameters on its performances like revenues, earnings, returns on 
equity and so on. Qualitative aspects on the other side are referred to intangible factors 
like the ability of the management or the credibility of its accounts. Examples of external 
factors can range from the reliability of suppliers and clients to more general as indexes 
describing the overall economy situation like interest rates, trends and so on [INV13].  
The identification of the relevant factors is a critic moment of the forecasting and their 
selection as well as their evaluation deeply depends on the ability and experience of the 
analyst (or the group of analysts). The basic idea to get the prediction is determine the 
underlying value of the company and its potential growth in order to determine the future 
behaviour of its securities. Because of the nature of the analysis, forecasting are, 
therefore, subjective and generally won’t be very accurate. Frequently the output of the 
analysis, more than focalised on the prediction of the future, concerns, indeed, the 
definition of the real value securities should assume at present time. The comparison 
between this value of the security and the one treaded in the exchange will represents the 
base for a strategy in which in case of underpriced will be profitable to buy, otherwise to 
sell [INV13]. Even thinking these analysis can involve rigorous parameters, the 
effectiveness of the results is strictly related to the ability of the analyst in perceiving the 
right “ingredients” for the analysis and determining right cause-effects relations. Among 
analysts that over time have distinguished for their skills in such discipline, Warren Buffet 
has become the most relevant figure and is known as “the oracle of Omaha” [INV13]. 
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2.3.2 Quantitative methods  
Quantitative techniques are based on the academic study of securities that is carried out 
by using analytical methods and past data about prices in order to determine the most 
accurate prediction. The tools adopted are technical ones and can include the statistical 
techniques treated in the previous sections or other methods; the three most popular are: 
 Artificial Neuronal Network;  
 Genetic algorithm. 
 Black-Scholes-Merton model (BSM model); 
The first technique, Artificial Neuronal Network, was treated in the part of the work 
dedicated to the product cost estimation. Genetic algorithm, the second option, are defined 
as heuristic, iterative and problem solving procedures based on the principles governing 
the evolution of the living species. They allow to deal with any kind of application by using 
the concept of natural selection to evolve a group of potential solutions to a certain 
problem. The nomenclature adopted in the method belongs to the field of biology and 
includes [VOS99] [WIK13]: 
 individual or chromosome: string of 0 and 1 representing a solution of a problem; 
 fitness: level of quality associated to one chromosome evaluated by a specific 
designed function (fitness function); 
  population: a certain number of individuals;  
 generation: a population at a certain time t. 
The technique starts from an initial population of candidates and proceed by an 
evolutionary process made up of iterative steps in each of which the algorithm evolves 
toward better solutions characterised by higher overall values of fitness. This allow to 
ensure genetic diversity from one population to the next and is achieved in two ways. The 
first one is called crossover and allows to obtain a new individual by mixing parts of 
different chromosomes coming from the present generation. The second one is the 
mutation and is based on the stochastic alteration of single individuals [VOS99]. Genetic 
algorithms can help in making financial predictions by dealing with the parameters linked 
to securities. For example if a security involve the use of Moving Average and Holt-Winters 
for its prediction, genetic algorithm would input values into these parameters with the goal 
of identifying the best prediction techniques [INV13]. For further information have a look at 
[Literature].  
The following part of the work deals with Black-Scholes-Merton model, a statistic method 
largely used to forecast the price of stock options. 
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2.4 Black-Sholes-Merton model 
The description of BSM model includes a first part dedicated to the statistical concepts 
representing the base of this technique and a second part in which is described the 
forecast procedure.  
Before proceeds is appropriate to underlying a particular aspect. Even thinking each one 
of the introduced models represent continuous processes employing continuous variables, 
they are useful to deal with stock prices. These values are, indeed, discrete quantities and 
changes can occur just when markets are opened. 
2.4.1 Markov process 
The first concept to be introduced is the Markov property of a stochastic process. It is 
defined Markov process a particular type of continuous stochastic process characterized 
by “memorylessness”. This means that the future values of the variable, are independent 
from the past and the only parameter requested by the model for predictions is the value of 
the variable at the present time [HUL03]. Introducing the conditioned probability        as 
the probability of occurrence of the event   conditioned on the occurrence of the event  , 
is possible to define the Markov property as: 
                                                
Formula 2.50: Definition of the Markov property [AMO13]. 
Where: 
    is the variable at time  ; 
    is a certain value of the variable   at time  .  
The expression above shows that for a random variable   following a Markov process, the 
conditioned probability that           depends just on       and not in the values before 
time  . As a consequence, the increments over time    between two sequential values of 
the series are independent.  
This model results appropriate in dealing with stock prices analysis because is coherent 
with the theoretical principle of stock prices behaviour called efficient market hypothesis. 
According to it, the equilibrium price of a financial asset reflects all the available 
information owned (unevenly) by the various actors in the market. Thus, there are no 
possibilities of extra profit for the agents collecting information directly within the market 
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respect to those who observe only price fluctuations [BNK13]. In other words, no one has 
access to information not already available to everyone else. An important effect of this 
assumption is the non-predictability of stock prices that are assumed to be random. This 
principle was theorized in 1970 by Eugene Fama and represents the base of theoretical 
analysis on markets behaviour. However, the assumption of total uncertainty results were 
too ideal and in order to explain the real dynamics for stock prices evolution, a more 
practical classification has been developed. It consists of strong, semi-strong and weak 
hypothesis of market efficiency. In particular Markov process agrees with the weak 
efficiency assumption, which affirms that all past prices of a stock are completely reflected 
in today's stock price and therefore the future depends just on the present [INV13].  
2.4.2 Brownian processes 
In this section will be presented the Brownian process, (also referred as Wiener process) 
constituting the basic model of the BSM method. It is a particular kind of Markov process 
describing the evolution over time of a variable with a constant mean and unitary variation 
of variance per unit of time. To deal with the evolution over time as Brownian processes, it 
is necessary to define the following parameters: 
 drift-rate: variation of the mean for unit of time; 
 variation rate: variation of the variance for unit of time over time. 
For what concern the choice of the time unit, it depends on the kind of data analyzed. 
Usually for stock prices the reference unit of time is one year.   
Formally a variable   evolves as a Brownian process if it shows the following properties 
[HUL03]: 
1. The change    during a short interval of time    is expressed by: 
         
Where   is a standardized normal distribution        the term representing the 
uncertainty of the model (the notation about normal distribution is treated in the 
appendix); 
2. The values of    for any two short intervals of time    are independent. 
From the first property follows that    consists in a normal distribution with null mean and 
variance equals to   :          ). This is because linear transformations of Gaussian 
variables (like    are Gaussian variables: 
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Formula 2.51: Gaussian property of linear transformations [CHA12].  
The second condition is coherent with the basic hypothesis of Markov process and implies 
also the independence between errors associated to different   . In the definition of    
has been supposed    as a short period of time, nevertheless the considerations provided 
can be generalized to an infinitesimal period    as well to a large interval  . In terms of    
is: 
         
Formula 2.52: Brownian process for an infinitesimal period of time    [HUL03]. 
By applying formula 2.51 to    is also           . For what concern a long period of time 
  assumed as the sum of   short periods of time    it is possible to define the variation of 
  over   as the sum of   changes in  , each one corresponding to an interval of length   : 
                
 
   
 
Formula 2.53: Brownian process for a relatively long period of time   [HUL03]. 
Because of the independence between each           (first property of Wiener process) 
the variation of   results in a normal distribution:                     [HUL03].  
After have been described the basic Brownian process is possible to introduce the so 
called generalized Wiener process which represents a step forward in modelling the 
behaviour of a stock price  . It describes, indeed, the evolution over time of a variable 
presenting two generic values of drift rate and variance rate equal to   and    respectively. 
Analytically a variable   follows a generalized Wiener process if an infinitesimal variation 
can be determined as follow: 
             
Formula 2.54: Generalized Wiener process in terms of infinitesimal increments [HUL03].  
78 
 
 
Where: 
     and is constant; 
     and is constant; 
          is a Wiener process. 
The term      in formula 2.54 implies that   presents an expected drift rate of   per unit of 
time. Supposing        it results         and so 
  
  
   . Integrating the last expression 
with respect to time is obtained        , an expression allowing to forecast   at future 
time   in which    is the value of   at time 0. Since the stock prices always present 
uncertainty, the assumption        is not realistic. In particular, the term      adds a 
noise to the path of   equals to the one of a Wiener process amplified   times. 
Due to the presence of the stochastic component         , also for the generalized 
Wiener process,    results in a normal distribution. By exploiting the property of Gaussian 
variables in formula 2.51 results in                  . Therefore, the mean of    is      
and the variance is      . In terms of application for stock prices forecasting, the drift rate   
corresponds to the expected percentage return required by investors from a stock (over a 
unit of time) while   is its volatility.  
Figure 2.32 represents a Wiener process and a Generalized Wiener process. Is possible 
to notice how the generalized Wiener process is the sum of the component of formula 2.54 
(linked to the drift rate   and a Wiener process    with null drift rate).  
 
Figure 2.32: Components of the generalized Wiener process. 
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Analysing the behaviour of   in terms of changes in discrete time intervals    (where    
can represent a small time interval as well as a relatively long period of time  ) the 
considerations provided in formula 2.51 are still valid. Thus,                  and it is: 
                
Formula 2.55: Generalized Wiener process in terms of discrete increments [HUL03].   
The model which best reproduce the evolution of a stock price is the so called  geometric 
Brownian motion. This process is characterized by the fact that the logarithm of the 
variable follows a Brownian motion. A variable   follows a geometric Brownian motion if 
the infinitesimal change    is defined as: 
                 
Formula 2.56: geometric Brownian motion [HUL03].    
 Where   and   are constant. Applying Formula 2.56 to a stock price   is possible to obtain 
the following differential equation: 
                 
Formula 2.57: Geometric Brownian motion applied to stock prices [HUL03]. 
Thank to formula 2.51 is possible to state that instantaneously, the stock price change is 
normally distributed and                    . In terms of application there is a main 
characteristic that makes this equation fit better than the one from the previous model. The 
assumption of constant drift rate  , as for the generalized Wiener model, results 
inappropriate in financial exchanges. This is because the expected percentage return 
required by investors from a stock is not independent from the stock price. An expected 
return (over any period of time) of 20% on a stock price of 40$ in not the same on a stock 
price of 80$. Most likely, what can be assumed as constant is the expected rate of return 
per unit of time   defined as     that expressed in terms of   leads to the first term of the 
right–hand side of formula 2.57. In the second term of Formula 2.57   represents the 
volatility of the stock price linked to the variance of the variable. Proceeding like for the 
generalized Wiener process and supposing the second term           Formula 2.57 
80 
 
 
results in           and           . Integrating 
  
    between 0 and T is achieved: 
      
   representing the forecasting equation, where    and    are the stock price at -
time   and time 0. The second term in right-hand side of formula 2.57 is stochastic and 
represents the noise always exhibited by stock prices. As a consequence          is not 
a realistic assumption and is not possible to use       
   for predictions. For what 
concern the definition of this component a reasonable assumption is that the variability of 
the percentage return in a short period of time   , is the same regardless of the stock 
price. This means that the uncertainty of the percentage return when the stock price is 40$ 
is equal to the one when the stock price is 80$. Thus, the standard deviation of the change 
in    should be proportional to the stock price S and consequently is used        [HUL03]. 
Thank to formula 2.51    results in a Gaussian distribution                 . In terms of a 
generic discrete interval of time    the change in the stock price    is: 
                    
Formula 2.58: Discrete geometric Brownian motion applied to stock prices [HUL03]. 
For practical purpose formula 2.58 is written in term of      that consists in the return 
provided by a stock in a short period of time    and relates the definition of a generalized 
Wiener process in formula 2.54: 
                  
Formula 2.59: Calculation of the return provided by a stock in    [HUL03]. 
Where: 
      is the expected value of the return; 
         is the stochastic component of the return.  
The expressions 2.58 and 2.59 are the most used to model a non-dividend-paying stock 
price evolution since they fit in representing the main aspects of stock price processes 
accurately. 
2.4.3 Itô process 
A variable   follows an Itô process if the infinitesimal change    during    is given as:  
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Formula 2.60 Itô process. 
Where: 
   is the drift rate of  ;  
    is the variance rate of  . 
           is Wiener process with         .    
This equation corresponds to a generalized Wiener process in which the parameters   and 
  are function of the variable   and the time  .  
Starting from the definition of Itô process for the variable   and considering a generic 
function            of   and  , the Itô lemma affirms that   follows the process: 
    
  
  
 
  
 t
 
 
 
   
   
      
  
  
      
Formula 2.61: Definition of Itô lemma [HUL03]. 
Where    is the same Wiener process as in Formula 2.52. As a consequence of Formula 
2.61   follows an Itô process with: 
 
  
  
 
  
  
 
 
 
   
   
    is the drift rate; 
  
  
  
      is the variance rate. 
The principles of Itô process can be adopted for lead the analysis of stock prices to a 
further level. The way   and   have been defined allow, indeed, to determine the price of a 
stock option (also called derivative) defined as a security whose price is dependent upon 
one or more underlying assets [INV13]. Analytically a derivative is a function of the price of 
the underlying assets   and the time  . Calling   the price of a derivative and S the stock 
price, follows         . In particular, in the Geometric Brownian motion the infinitesimal 
variation of   was defined as a stochastic process                 . Thus, the process 
followed by a function   of   and   is: 
    
  
  
     
  
 t
 
 
 
   
   
          
  
  
        
Formula 2.62: Itô lemma applied to the price of a derivative   [HUL03]. 
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So far   has been presented as a generic function of   and  . An application of Itô 
process, relevant for the purpose of the work is the one assuming      . It leads to 
formula 2.63: 
       
     
  
     
    
 t
 
 
 
     
   
          
    
  
      
Formula 2.63: Itô lemma applied to the logarithm of   [HUL03][TSA10]. 
Because of: 
     
  
 
 
 
   
    
  
      
     
   
   
 
  
. Consequently:  
        
  
 
         
Formula 2.64: Calculation of Itô lemma applied to     [HUL03][TSA10]. 
Due to the fact that   and   have been defined as constant parameters, Formula 2.64 
corresponds to a generalized Wiener process              where:     
  
 
 is the 
constant drift rate and     is the constant variance rate. As a consequence the change 
of     during an interval of time    is normally distributed as:  
          
  
 
          
Formula 2.65: Normal distribution of     . 
Defining    as a relatively long period of time equals to a sum of short intervals of time   , 
   as the stock price at a future time  ,    as the stock price at time 0, is possible to 
express the variation of     in   as                . Therefore: 
                    
  
  
       
  
 
        
Formula 2.66: Definition of       [HUL03]. 
By expressing formula 2.66 in term of      it follows: 
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Formula 2.67: Calculation of      [HUL03]. 
This expression represents the base for the prediction of a stock price S with a certain 
expected rate of return   and volatility    As it is possible to notice, formula 2.48 is not 
written in term of    but presents the function      that is defined as a Gaussian variable 
with mean         
  
 
   and variance    . Because of this    is said to follow a 
lognormal distribution defined as a variable whose logarithm follows a normal distribution. 
It’s worth to notice that the change in   in a short period of time  t is, to a good 
approximation, normally distributed, while the change over a long period of time    results 
lognormal distributed.  Since the logarithm of the price   at time   follows a Gaussian 
distribution with mean            
  
 
   and variance   
      is possible to 
determine: 
1. the confidence intervals of    as:  
 
        
 
     
        
 
 
Formula 2.68: Evaluation of confidence intervals for   . 
Where: 
         for a probability of 99%; 
         for a probability of 95%; 
         for a probability of 90%; 
2. the expected value of    as: 
          
    
Formula 2.69: Evaluation of the expected value of   .  
Consequently associated to each prediction there are there values: an upper bound, a 
lower bound and the expected values. 
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2.5 Implementation of methods by Software R 
R is a development environment based on a specific programming language that allows to 
process data, perform calculations and make graphical representations. The software can 
be described as a command interpreter able to execute the step by step instructions given 
by the analyst; it is used, indeed, interactively, writing a command and getting the result by 
pressing the enter key from the keyboard. It was created by Robert Gentleman and Ross 
Ihaka of the Statistics Department of the University of Auckland and it is currently, 
developed by a team of researchers. R is available for all major operating systems (Unix, 
Windows, Mac OS) through the website http://cran.r-project.org/ [RPJ13].  
In this part of the work are presented the command lines that allows the use of the 
software for implement the models presented so far. To underline different parts of the 
programming language, the following colours are used: 
 green for the function of the code; 
 blue for variables and parameters (the parts of the code defined each time by 
the forecaster); 
 orange for the description of the operational task;   
 red for the information in output from the software after a certain request; 
 gray for the information in output from the software not relevant for the aim of 
this work. 
The programming language will be presented (eventually accompanied by explanations) 
divided in: basic, forecasting and validation commands. The first ones are used to import 
and analyse a time series, the second ones are adopted to implement the forecasting 
methods and the last ones are used to assess the reliability of the forecasting process.  
 
BASIC COMMANDS 
 To assign a value k to a variable a 
a=12 
 To import a dataset ss from a text file. 
The starting dataset is taken from a file text and must be a column of data where for 
decimal numbers is used the dot. 
select data from the file text  > copy> go to R software 
ss=read.table(“clipboard”)   
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 To check the values of a dataset associated to a variable ss. 
ss 
An example of dataset is presented below. In output the software provides also each 
index associate to data (115.38 is associated to index 1, 11.63 with index 2 and so 
on..) 
V1 
1 115.38 
2 111.63 
3 113.43 
4   ….. 
 To transform a dataset in a time series ss.ts 
All methods used in this work deal with time series and consequently for the application 
of R software, a conversion from the imported dataset to the form of a time series is 
requested. The employed command needs the definition of the series frequency that is 
used to divide data in periods (each one including a number of values equal to the 
frequency). Setting the frequency of a time series realistically is critic for the reliability 
of the analysis with R because this parameter can deeply influence the results of the 
forecasting methods.  
ss.ts=ts(ss, frequency=k) 
An example of output provided by typing ss.ts is 
Time Series: 
Start = c(1, 1) 
End = c(3, 2) 
Frequency = 3 
[1] 352.14 340.89 355.50 365.40 351.00 349.14 350.49 352.50 340.29 316.68 310.89  
The information includes the definition of the starting and the ending values of the 
series (denoted with Start = c(1, 1) and End = c(3, 3) where the first number in 
parenthesis indicates the period and the second the index within each period), the 
frequency that has been set (k=3) and all the values of the series. 
 To evaluate the number of components in a time series ss.ts 
length(ss.ts) 
 To evaluate the mean of a time series ss.ts 
mean(ss.ts) 
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 To evaluate the standard deviation of a time series ss.ts 
sd(ss.ts) 
 To evaluate the standard deviation of a time series ss.ts 
var(ss.ts) 
 To generate a vector p with length n 
p=1:n 
 To extract a value of the series ss.ts corresponding to index m: 
ss.ts[m] 
 To extract a data string from the time series ss.ts (corresponding to values between 
index l and m with ml) 
ss.ts[l:m] 
 To extract a sub-time series from the time series ss.ts (corresponding to the string of 
data between the value at period P1 with index IN1 and the value at period P2 with 
index IN2) 
window (ss.ts, start=c(P1,IN1), end=c(P2,IN2)) 
 To plot the graph of a time series 
plot(ss.ts) 
 To plot the graph of two time series ss.ts1 and ss.ts2 on the same screen  
par(mfrow=c(1,2)) 
plot(ss.ts1) 
plot(ss.ts2) 
This command allows a qualitative analysis of the series. For example, using command 
par(mfrow) combined with the function window() is possible to compare the features of 
two periods of the same series. 
 To decompose a times series in trend and seasonal component  
decompose(ss.ts) 
This function evaluates the trend component by determine each value using a moving 
average with symmetric window. Below is presented an example in which the trend 
component is calculated from the time series ss.ts by using a 3-periods moving 
average with symmetric window. The value of T(2) results from the mean of ss.ts at 
time t=1, t=2, t=3 and it is defined as                                    . 
Follows the calculation and the representation of the others value of the trend (notice 
that this kind of moving average, for the way it is defined, doesn’t allow the calculation 
for the extreme values of the series T(1) and T(12)). 
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t ss.ts(t) T(t) 
 
 
 
      1 2 
        2 3 4 
       3 7 4.66 
       4 4 5 
       5 4 4.33 
       6 5 5.66 
       7 8 5.66 
       8 4 6 
       9 6 6 
       10 8 8 
       11 10 8.66 
       12 8 
         
Figure 2.33: Calculation and representation of trend component. 
Seasonality is computed by removing the values of trend from ss.ts and then by 
averaging each value of the new series distant one period. Supposing ss.ts with 
frequency 4,                                                           and 
              . Follow the calculation and the representation of the others values 
of the seasonality 
 
 
 
 
 
 
 
Figure 2.34: Calculation and representation of seasonal component. 
FORECASTING COMMANDS 
Depending on the model in this section will presented different notations. Anyway the 
following commands are shared among different models and are preliminary defined: 
       t ss.ts(t)-T(t) S(t) 
 
 
 
     1 2 0.55 
      2 -1 -0.55 
      3 2.33 2 
      4 -1 1.66 
      5 -0.33 0.55 
      6 -0.66 -0.55 
      7 2.33 2 
      8 -2 1.66 
      9 0 0.55 
      10 0 -0.55 
      11 1.33 2 
      12 8 1.66 
      
ss.ts(1) 
ss.ts(2) 
ss.ts(3) 
T(2) 
0 
2 
4 
6 
8 
10 
12 
0 5 10 15 
xt 
time 
ss.ts 
T(t) 
-1 
-0.5 
0 
0.5 
1 
1.5 
2 
2.5 
0 5 10 15 
S(t) 
time 
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 I parameter corresponding to the interval prediction amplitude (defined by the 
forecaster); 
 n=length(ss.ts) command line used to set the length of the time series ss.ts as n; 
 p=1:n+I vector of length n+I used to represent the time series (from index 1 to index 
n) and the prediction (from index n+1 to index n+I); 
 p[1:n]=ss.ts command line used to assign the time series ss.ts in correspondence 
of the first n indices of vector p.  
Moving average 
The command needed to evaluate the prediction of a time series by using a 3-periods 
moving average consists in the following for loop repeated I times: 
for (k in n+1:n+I) {p[k] =p[k-1]+p[k-2]+p[k-3]/3} 
In case of a weighted moving average with weights corresponding to       (       ) 
the command line is: 
for (k in n+1:n+I) {p[k] = α*p[k-1]+ β*p[k-2]+ γ*p[k-3]} 
Regression  
The implementation of regression with software R retraces the steps of the regression 
forecasting procedure described in section 2.2.1. There is indeed a first part dedicated to 
regression modelling in which are selected the components of the model and their values 
and a second part dedicated to forecasting. The explanation of the commands used in R 
for forecasting a variable ss.ts is achieved by presenting two examples, one concerning a 
multiple regression and one concerning a multiple regression with external factors. In both 
cases the population regression model presented are supposed to be the best one and the 
part dedicated to the selection of the model is not carried out (this part has been treated in 
section 2.2.2)        
In the first example, the multiple regression is based on the following population regression 
model:                                                  where         is the 
variable at time t,          is the variable at time t-1,          is the variable at time t-2 and 
         is the variable at time t-3. Defining the length of ss.ts as n is possible to define the 
predictors employed by software R as follow: 
ss.ts0=ss.ts[4:n] 
ss.ts1=ss.ts[3:(n-1)] 
ss.ts2=ss.ts[2:(n-2)] 
ss.ts3=ss.ts[1:(n-3)] 
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After defined the components of the model is possible to exploit the computational 
capabilities offered by the software to determine the values of coefficients              and 
the performance parameters of the model    and     
  by the following commands: 
multiple.regression=lm(ss.ts0~ss.ts1+ss.ts2+ss.ts3)  
summary(multiple.regression) 
Below are presented the information in output by the software in case of an example of 
application 
Call: 
lm(formula = ss.ts0 ~ ss.ts1 + ss.ts2 + ss.ts3) 
Residuals: 
Min      1Q  Median      3Q     Max 
-7.3696 -1.5463 -0.0957  1.8974  5.4798 
Coefficients: 
                        Estimate    Std. Error     t value     Pr(>|t|)     
(Intercept)        1.9194       4.4016         0.436      0.667     
ss.ts1               1.0796       0.1911         5.651      1.31e-05 *** 
ss.ts2               -0.3932      0.2728         -1.441     0.164     
ss.ts3                0.2733      0.1897         1.441      0.164     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 3.38 on 21 degrees of freedom 
Multiple R-squared:  0.9561,    Adjusted R-squared:  0.9498 
F-statistic: 152.4 on 3 and 21 DF,  p-value: 2.079e-14 
 
The output of the model reports the population regression model on the top, the 
coefficients for each predictors under the column “Estimate” and the value of Multiple R-
squared and Adjusted R-squared for asses the fit of the model in the lower part. As it will 
be possible to see, the prediction can be carried out by defining an object for every 
coefficient (coherently with the explanation of regression provided in chapter 2.2.2 they will 
be called b0,b1,b2,b3). This can be achieved by the following commands:         
b0=multiple.regression$coefficient[1] 
b1=multiple.regression$coefficient[2] 
b2=multiple.regression$coefficient[3] 
b3=multiple.regression$coefficient[4] 
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After defined the coefficients of the model will be possible to evaluate the values of the 
prediction (corresponding to the last I indices of vector p) by the following for loop:  
for (k in (n+1):(n+I)) {p[k]=b+b1*p[k-1]+b2*p[k-2]+b3*p[k-3]} 
The second example concerns a multiple regression involving an external factor ef.ts. The 
population regression model is                                    where         is 
the variable at time t,          is the variable at time t-1,        is the external factor at time 
t. Defining the length of ss.ts and ef.ts equal to n is possible to define the predictors 
employed by software R as follow: 
ss.ts0=a[2:n]    
ss.ts1=a[1:(n-1)] 
ef.ts0=[2:n] 
The first part of programming doesn’t present substantial differences if compared to the 
first example: 
MR.external.factors=lm(ss.ts0~ss.ts1+ ef.ts0)  
summary(MR.external.factors) 
b=MP:external.factors$coefficient[1] 
b1=MP:external.factors$coefficient[2] 
c1=MP:external.factors$coefficient[3] 
As explained in section 2.2.2, in case of regression with external factors, the forecasting 
process requests an independent prediction for each external factor employed in the 
model. In this example the prediction relating ef.ts will be called pred.ef.ts and due to the 
fact ef.ts is supposed to influence ss.ts with no delay, the prediction pred.ef.ts will present 
a prediction interval equal to I. In terms of code, to consider the influence of ef.ts is 
introduced a vector q of length n+I in which the last I indices are associated to pred.ef.ts:  
q=1:(n+I) 
q[(n+1):(n+I)]=pred.ef.ts 
After defined q will be possible to evaluate the values of the prediction (corresponding to 
the last I indices of vector p) by the following for loop:  
for (k in (n+1):(n+I)) {p[k]=b+b1*p[k-1]+c1*q[k]} 
ARIMA 
Conversely to Linear Regression the implementation of ARIMA with software R doesn’t 
present the need to follow each step of the procedure described in chapter 2.2.2 for the 
estimation of the model parameters  ,  ,   and all the coefficients    and   . These tasks 
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are, indeed, completely computed in automatic by the software. Given the time series ss.ts 
the requested command is: 
arima=auto.arima(ss.ts) 
Below are presented the information in output by the software in case of an example of 
application: 
ARIMA(1,1,1) 
Coefficients: 
ar1         ma1 
0.9126  -0.3471 
s.e.  0.0393   0.0880 
sigma^2 estimated as 0.7167:  log likelihood=-200.95 
AIC=407.91   AICc=408.06   BIC=417.134 
 
The output of the model presents the value of the parameters  ,  ,   which best fit data 
(   ,    ,    ) and the relative coefficients of the Autoregressive and Moving 
Average models            and           . After this first step dedicated to the model 
construction, the prediction can be evaluated by using the following command: 
forecast(arima,h=I) 
Holt Winters 
As explained in chapter 2.5.5 Holt Winters method includes three different versions: ES, 
EST, Holt Winters. They allow to evaluate the future values of a series by two commands. 
The first one is dedicated to the evaluation/definition of the parameters of the model while 
the second command is used for the prediction. In this explanation the definition of the 
model is associated to a variable referring to the name of the model while the prediction is 
associated to a variable called “pred.” followed by the name of the model. For what 
concern the parameters, they can be introduced by the forecaster (following the 
considerations presented in the section 2.5.1) or they can be evaluated automatically by 
the software by minimizing the squared prediction error. Consequently for each model will 
be presented two ways for determine the prediction called manual and automatically 
version. 
ES 
Automatic version: 
ESa=HoltWinters(ss.ts, beta=FALSE, gamma=FALSE) 
pred.ESa=predict(ESa, I, prediction.interval=TRUE) 
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Manual version (where L is the value of   defined by the forecaster) 
ESm=HoltWinters(ss.ts, alpha=L, beta=FALSE, gamma=FALSE) 
pred.ESm=predict(ESm, I, prediction.interval=TRUE) 
EST 
Automatic version 
ESTa=HoltWinters(ss.ts, gamma=FALSE) 
pred.ESTa=predict(ESTa, I, prediction.interval=TRUE) 
Manual version (where L and M are the value of   and   defined by the forecaster) 
ESTm=HoltWinters(ss.ts, alpha=L, beta=M, gamma=FALSE) 
pred.ESTm=predict(ESTm, I, prediction.interval=TRUE) 
HOLT WINTERS 
Automatic version  
HWa=HoltWinters(ss.ts) 
pred.HWa=predict(HWa, I, prediction.interval=TRUE) 
Manual version (where L, M and O are the value of  ,   and    defined by the forecaster) 
HWm=HoltWinters(ss.ts, alpha=L, beta=M, gamma=O) 
pred.HWm=predict(HWm, I, prediction.interval=TRUE) 
 
VALIDATION COMMANDS 
Before proceeding with the application of one of each forecasting model, it is important to 
check the reliability of its performance that means define how well the estimated values 
matches with the observed time series. As explained in chapter 2.2.2, this control can be 
achieved by applying the cross validation, a technique based on the comparison between 
estimations and observations in term of mean squared errors.  
training.set= window(ss.ts,c(P1,IN1),c(P2,IN2)) 
test.set= window(ss.ts,c(P3,IN3),c(P4,IN4)) 
Where the sub-time series training set and test.set do not overlap (in symbols: P3P2 or 
P3=P2 and IN3IN2). After the selection of data, the training set can be used for the 
definition of the model that has to be assessed by using the relative forecasting commands 
provided above. Calling pred.model the vectors of predicted values resulted from the 
model employed, is possible to evaluate the MSE in term of cross validation as follow 
(note that length(pred.model)=length(test.set): 
MSE=sd(test.set-pred.model) 
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3 Development of a combined method 
This chapter presents the analysis and the results coming from the attempt of building an 
innovative forecasting method for the evaluation of the so called “time dynamic costs” with 
the purpose of improving the performance of the product cost estimation techniques. The 
whole analysis has followed an experimental approach based on two phases described in 
chapter 3 and 4 respectively. The first phase has been characterized by the identification 
of the possible options allowing the development of the combined method and by the 
presentation of the procedures adopted to select the best ones. In the second phase, on 
the basis of the previously described principles, four real time series have been employed 
with the aim of empirically determining and validating the combined method.  
The idea behind the construction of the new method has arisen from the ascertainment 
that a method designed to deal with stock price dynamics like BSM, could be employed in 
time series forecasting. Furthermore, has been considered that BSM can determine 
predictions in terms of confidence intervals, a way of forecasting potentially useful for the 
definition of the goals of many companies. In many fields like time dynamic costs 
forecasting, the estimation of a range of values associated to a probability is, indeed, more 
significant than the definition of the exact cost of what requested. For these reasons has 
been decided to adopt BSM method for the prediction of raw materials, labour and energy 
prices by adapting and improving its features to the new application. The adaptation of 
BSM method has been carried out by translating the principles behind stock prices 
evolution to time series analysis while the improvement of its overall performances has 
been achieved by the combination with the statistical tools described in section 2.2.2.  
3.1 Options for the adaptation of BSM method  
The basic expression for the evaluation of future stock prices     adopted for the prediction 
of time dynamic costs  , is the already presented formula 2.67. In that expression, T was 
defined as the number of time intervals between the actual value    and the future value 
    .  
By analyzing each possible way allowing the adaptation of that expression for the purpose 
of the present dissertation have arisen four  options related to: the forecasting expression, 
the interval of time  ,  the expected rate of return   and the volatility   . Each one of them 
will be presented in the next sections. 
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3.1.1 Forecasting expression 
The forecasting expression reported in formula 2.67 allows the direct determination of the 
future value        at generic future time T and consequently it has been referred as direct 
method DE (or direct forecasting expression). Introducing   defined as the interval of time 
between two sequential values of the time series and   as the number of intervals between 
time   and  , the formulation of the direct method for the evaluation of        with      is: 
                     
  
 
        
Formula 3.1: Direct forecasting expression for the evaluation of         .  
The one proposed, is not the only possible option. Similarly to the iterative procedures 
followed by the statistical tools, has been hypothesize to adapt the expression above for a 
step-by-step prediction in which for every stage is forecasted the value one interval of time 
ahead. This solution, called step-by-step method SSE determines, indeed, the future value 
     by  -steps in each of which starting from the estimation of the generic value      is 
evaluated the distribution of            and the expected value          . The formulation 
of the step-by-step method for the evaluation of          with      is: 
                     
  
 
        
                       
  
 
        
                       
  
 
        
  
                         
  
 
        
Formula 3.2: Step-by-step forecasting expressions for the evaluation of         .  
Follows the graphical representations and the relative equations of the two forecasting 
expressions for the prediction of         . It’s possible to see how in case of direct 
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method’s application, the prediction is achieved in one “jump”, while in case of the step-by-
step method there is the necessity of two “jumps”, each one with width equal to  .      
1. Direct method: 
 
 
 
 
 
                     
  
 
          
Formula 3.3: Direct forecasting expression for the evaluation of         . 
2. Step-by-step method: 
 
        
 
 
 
                     
  
 
        
                       
  
 
        
Formula 3.4: Step-by-step forecasting expressions for the evaluation of         . 
3.1.2 Interval of time    
The BSM expression for the evaluation of stock prices presented in chapter 2 depends 
also from the interval of time and consequently the interval of time   has been adapted as 
well. It has to be noticed that the definition of the unit of time is just a convention and once 
set,   has been employed as a constant. Technically the interval of time adopted in the 
expression of the BSM method is determined considering the trading days in which the 
  
                                    
Direct method 
Figure 3.2: Representation of the step-by-step method. 
 
Figure 3.1: Representation of the direct method. 
  
I step II step 
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exchange is opened and results equal to 252 days. Since in the field of time dynamic costs 
there are not precise references ruling the days in which raw materials, labour and energy 
are traded, this assumption is not coherent with the new utilization of BSM method. As a 
consequence the adopted unit of time has been defined as 1 year and depending on the 
frequency of data, the interval of time   used for the application of BSM method to time 
series has been defined as:  
  
                            
        
 
Formula 3.5: Calculation of  . 
In table 3.1 are presented some examples of values assumed by  .   
Time 
series 
frequency  
1 day 1 week 1 month 3 month 4month 6 month 1 year 
  0,0027 0,019 0,083 0,25 0,33 0,5 1 
 
Table 3.1: Typical values of  . 
3.1.3 Expected rate of return    
In BSM expression for the evaluation of stock prices, the parameter   is defined as the 
expected return on a stock per year that is the expected variation on the actual value of a 
stock price in one year. In Black-Scholes-Merton model application of to time series 
forecasting this factor loses this notation and has been generically referred as  .  
A first option for the determination of   is based on the characteristic expression of the 
expected rate of return. Starting from the calculation of the expected value of a stock price 
   (formula 2.69) and adopting the notations of time dynamic costs, has been possible to 
define   as: 
      
 
 
   
    
  
  
Formula 3.6: First possible definition of   . 
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Due to the way       has been defined, follows that starting from a time series         is 
possible to evaluate the associated time series               as:        
 
 
   
  
  
        
 
 
 
   
  
  
    . A second possibility is linked to formula 2.59:                  . Where 
     is the expected value of the return and         is the stochastic component of the 
return [HUL03]. By ignoring the stochastic component of the return and employing the 
notations introduced so far follows: 
     
 
 
       
  
 
Formula 3.7: Second possible definition of   . 
Similarly to the way               have been defined from formula 3.6, is possible to 
evaluate the time series              relative to formula 3.7 as:      
 
 
     
  
      
 
 
     
  
   . Both               and              represent time series of values employed in 
the direct and in the step-by-step forecasting expression of formula 3.1 and 3.2. Moreover, 
even thinking       and      are based on different expressions, the elements involved in 
their calculation are the same; indeed ∀                          and referring to    means 
refer to       as well as     . They can be represented with the notations of figure 3.1 and 
3.2 like:  
 
 
 
 
 
 
The analysis of figures 3.1, 3.2 and 3.3 leads to one more consideration. While for the 
step-by-step method there are no alternatives on the definition of   , the direct method 
allows different formulations. The prediction of generic value      with     can, indeed, 
be achieved with the direct method presented in formula 3.1 by employing three different 
versions of  . The first one is based on the already presented definition of   and given the 
series           consists in using the last value of this parameter corresponding to 
                     . The second possibility is to define   equals to the sum of all 
Figure 3.3: Representation of    coming from formula 3.5 and 3.6. 
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estimable    between    (the value at actual time) and      (the future value). Analytically 
by calling       
    the new possible formulation of   is:       
    
 
 
     
   
    where the sum is 
multiplied by the factor 
 
 
 in order to take into account the number of time intervals   
between    and     . The definition of       
    based on formula 3.6 is: 
1.          
    
 
 
                            
 
 
 
 
 
   
    
  
  
 
 
   
    
    
    
 
 
   
    
      
   
Formula 3.8: Calculation of          
   .  
The definition of       
    based on formula 3.7 is instead:    
2.         
    
 
 
                         
 
 
 
 
 
       
  
 
 
 
         
    
   
 
 
           
      
  
Formula 3.9: Calculation of         
   . 
The last possible formulation of   is based on a variation of the starting two definitions 
provided in formula 3.6 and 3.7. It consists in a new parameter called       
    defined as a 
function of    and       (      
              ). The definition of       
    based on formula 3.6 is: 
1.          
    
 
  
   
    
  
  
Formula 3.10: Calculation of          
   .   
The definition of       
    based on formula 3.7 is instead:   
2.         
    
 
  
       
  
 
Formula 3.11: Calculation of         
   .  
From the analysis of the two forecasting expressions and the definitions of   provided so 
far arise two considerations. The first one relates the reason why not all the possible 
definitions of   can be employed in the step-by-step forecasting expression. Since this 
method makes predictions covering, iteratively, one interval of time, the formulations of   
based on more than one period like        
    and         
    result inapplicable. The second 
consideration concerns a property that has been observed between the two versions of 
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   : it is indeed          
             
   . The analytical demonstration can be provided by 
showing          
             
   : 
 
 
 
 
 
   
    
  
  
 
 
   
    
    
    
 
  
   
    
  
  
 
  
                                    
 
  
                  
 
  
    
    
  
   
 
  
    
    
  
   
* 
Formula 3.12: Demonstration of          
             
   . 
Follows the representation and the calculation of the three possible formulation of   
combined with the direct and the step-by-step method for the evaluation of         .      
1. Direct method with     : 
 
   
 
 
 
 
                        
  
 
          
Formula 3.13: Evaluation of      by the direct method and     .  
2. Direct method with       
   : 
 
 
 
 
 
 
Figure 3.4: Representation of the direct method with      for the evaluation of     .  
   
Figure 3.5: Representation of the direct method with       
   for the evaluation of     . 
     
  
                                    
Direct method 
     
  
                                    
Direct method 
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Formula 3.14: Evaluation of      by the direct method and       
       
3. Direct method with       
   :  
 
 
 
 
 
 
                         
    
  
 
          
Formula 3.15: Evaluation of      by the direct method and       
   .   
4. Step-by-step method with    and     : 
  
 
 
 
 
 
                      
  
 
        
                          
  
 
        
Formula 3.16: Evaluation of      by the step-by-step method and   ,     . 
Figure 3.7: Representation of the step-by-step method with    and      for the 
evaluation of     . 
Figure 3.6: Representation of the direct method with       
    for the evaluation of     . 
  
                                    
      
    
Direct method 
        
  
                                    
I step II step 
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3.1.4 Volatility    
The volatility of a stock price can be defined as the standard deviation of the return 
provided by a stock in 1 year [DOA10]. Starting from this definition has been proposed the 
possible adaptations of volatility to the new application of BSM method to time series 
forecasting. One option has been noticed from the analysis of the distribution of    
  
  
  
presented in the previous chapter:    
  
  
       
  
 
       . Referring to this equation, 
the variance of the different    defined as       
 
 
   
    
  
  results an estimation of 
  
 
 
[DOA10]. Thus, calling         the variance of    with           :  
       
                                             
Formula 3.17: Estimation of volatility for       
 
 
   
    
  
 . 
Similarly, referring to the distribution of      coming from formula 2.59 and equals to: 
     
  
           ,  the volatility of     
 
 
       
  
 with           results [DOA10]: 
      
                                         
Formula 3.18: Estimation of volatility for    
 
 
       
  
. 
Follows the representation and the calculation of the two options for defining    combined 
with the direct and the step-by-step method for the evaluation of          . 
1. Direct method with     
 : 
 
 
 
 
 
Figure 3.8: Representation of the direct method with     
  for the prediction of     . 
  
                                    
Direct method 
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Formula 3.19: Evaluation of      by the direct method with     
 . 
2. Step-by-step method with   
  and     
 : 
 
 
 
 
 
 
Figure 3.9: Representation of the step-by-step method with   
  and     
  for the prediction 
of     . 
                 
  
 
 
     
    
                   
    
 
 
       
    
Formula 3.20: Evaluation of      by the step-by-step method with   
  and     
   
In the expressions above has been reported a generic notation of   because as described 
in section 3.1.3 there are different definitions of it.  
It has to be noticed that for every observed value of the time series   , is possible to 
determine a value of        and therefore a value of  
        
 . Consequently 
associated to a time series         can always be estimated a series of           and a 
series of   
        
 .  
Moreover, starting from formula 3.17 and 3.18 has been advanced a consideration. The 
variance of a large number of data remains quite stable in case of introduction in the series 
of a new value characterized by same magnitude order of the other values. To check for 
the validity of this idea has been calculated the variance of one hundred, one hundred and 
one, one hundred and two values included between 0 and 10 (extremes excluded). The 
corresponding variances have resulted equal to: 4.829, 4.786 and 4.790 respectively. 
I step II step 
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Thus, has been supposed that a second way to define    employed in the forecasting 
expressions, consists in determining it from the available data of the time dynamic costs 
        and then considering it constant. With reference to formula 3.13 and 3.14 the 
notation used will be:      
  and     
 .  
Before to proceed with the definition of the ways to combine BSM method and statistical 
tools, in figures 3.10 is presented the graphical representation of each possible option 
proposed in this section for the adaptation of BSM to time series analysis. Below is, indeed 
shown, a tree diagrams divided in four levels, each one corresponding to a certain 
adaptation degree of BSM method to time series forecasting. The first level is occupied by 
the two ways to obtain the prediction: the direct and the step-by-step method. The second 
level includes   and   , the two basic parameters defining the predictions (  has not be 
presented because has been proposed just a way to define it). In the third level can be 
seen the two ways to determine   and therefore    and consist in the use of the logarithm 
or in the use of the difference (denoted with    ,    and    
 ,   
 ). The last level presents the 
options for the definition of     and    and the options for    
  and   
 . In terms of     and    
the first options (          and           are based on the use of the last two values of the 
series, the second ones (         
    and         
   ) on the sum of all values between    and      
and the third ones (         
    and         
   ) on the use of just    and     . It has to be noticed 
that, as explained, the application of       
    and       
    with the step-by-step method is not 
allowed and in this case the only possibility is represented by       . For what concern    
  
and   
  the first options (     
 ,     
   are based on determining it from the available values of 
the series and considering them constant and the second ones (     
 ,     
 ) on calculating 
them each time a new value of the time series is available. In this way will be possible to 
employ in the direct forecasting expression as well as in the Step-by-Step forecasting 
expression the most updated value of   . 
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Figure 3.10: Options for the application of BSM method to time series forecasting. 
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3.2 Options for the definition of the combined method     
Once presented the opportunities to adapt BSM method to time dynamic cost predictions, 
is possible to deal with the core part of this work: the options to develop a combined 
method able to integrate the Black-Scholes-Merton model with the statistical tools 
described in section 2.2.2. The aim is link the advantages of the first one with the 
forecasting potentialities of the others in order to check if a new forecasting technique can 
be defined. The research of the interfaces for the integration has been based on the 
analysis of the parameters   and    of BSM model and on the considerations provided in 
the last sections about the possible ways to adapt BSM to the new application. Clearly, the 
two kind of BSM forecasting expressions and the interval of time  , don’t give any 
opportunities to introduce the statistical tools as a support of predictions. Therefore, the 
combination with the statistical tools has been based on   and   . In sections 3.1.3 and 
3.1.4 these parameters have been defined with expressions based on the time series 
        (the historical values of raw materials, labour and energy prices). Consequently 
has been hypothesize that a way allowing the construction of the combine method is the 
one based on the selection of the best statistical tool to forecast   and    and in the use of 
their predicted values in the adapted forecasting expressions of BSM. Independently from 
the specific expressions of   and  , two basic possibilities (called interfaces) have 
emerged to deal with the prediction of these two parameters: 
 First interface: use the observed data         of time dynamic costs to calculate 
          based on the specific expressions presented in section 3.1.3. Then, 
employ these values with the statistical tools to predict the future             . Finally 
calculate    
 ,      
    from             based on the expressions of section 3.1.4.  
 Second interface: firstly employ the observed data         of the time dynamic 
costs with the statistical tools to forecast the future values            ; then use 
these data to calculate the future series              and    
 ,      
    based on the 
specific expressions presented in sections 3.1.3 and 3.1.4. 
After have been evaluated               and    
 ,      
    will be possible to use these values 
for the calculation of all possible formulations of   (         ,         ,          
   ,         
   ,          
   , 
        
     and    (     
 ,     
 ,      
 ,     
 )  as the base for the application of the direct and the 
step-by-step methods.         
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3.3 Procedures for the development of a combined method 
Once determined feasible options to adapt BSM method to time series analysis and 
detected two possible interfaces for the definition of the combined method, the 
development process proceeds with the definition of the ways to determine and validate 
the best alternatives. This part of the work has consisted in the design of the procedures 
allowing the comparison of the all arisen opportunities in order to determine the 
combination providing the highest forecasting performance. 
In order to check if the possibilities to build a new method emerged so far can have real 
applications has been thought to base the employed procedures on the principle of the 
cross-validation method described in chapter 2. According to this technique is possible to 
assess the forecasting performance of a method by starting from the availability of a time 
series and: 
1. extrapolating two sequential sets of data from the analyzed series called training 
set and test set;  
2. using the training set to build a forecasting model (following the rules provided in 
chapter 2) and predicting the values referred to the time intervals relative to the test 
set; 
3. comparing the predicted values with the ones belonging to the test set to evaluate 
the deviations between observed and forecasted data (for example in terms of root 
mean squared error). The smaller the total deviation, the higher the potential 
forecasting performance of the method (for more information see section 2.2.2). 
Supposing to have a time series         representing the behaviour of a time dynamic 
cost, the notation that will be adopted from now on is:  
                  
Figure 3.11: Reference notation for the development of the combined method. 
Where: 
        : training set; 
          : test set. 
Associated to any time series there are always a series of   and one of   . In this case it 
is:  
          : series of   relating training set        ; 
107 
 
 
          : series of   relating test set          ; 
   
        
  : series of    relating training set        ; 
   
        
  series of    relating test set          . 
Coherently with the two groups of options allowing the development of the combined 
method (one for the adaptation of BSM method to time series forecasting and one for its 
combination with statistical tools) have been designed two procedures that will be 
described in the next sections. These procedures have allowed not only the construction of 
a combined method but also its validation. This is because the results obtained by 
applying the principles that will be described to real time series (shown in the next chapter) 
have represented the way to select the right alternatives as well as a measure of their 
effectiveness.       
3.3.1 Procedure for the definition and validation of the adapted BSM method  
In the section dedicated to the adaptation of BSM method to time series analysis has been 
hypothesized two forecasting expressions and various options for determine reasonable 
values of   and   . Therefore, an important aspect of the development process has 
resulted the selection of: the best forecasting expression between the direct and the step-
by-step method, the best definition of   and the best definition of   . Because of the 
adaptation of BSM method treated in section 3.1 is independent from the statistical tools, 
the procedure that will be described has not been based on the prediction of the future 
values of   and    by one among Moving Average, Regression, ARIMA and Holt Winters. 
The selection of the forecasting expression as well as the definition of   and    has, 
indeed, be achieved by a procedure divided in two phases and based on the utilization of a 
time series for the cross-validation application. The first phase of the procedure allowing 
the adapted BSM method definition and validation includes two steps and concerns both 
the selection of the best forecasting expression and the definition of  . In the first step, 
based on the values of the test set           (extrapolated from the analyzed time series), 
are evaluated all possible formulations of   corresponding to:          ,         ,          
   , 
        
   ,          
   ,         
   . In the second one is carried out the cross-validation based on the 
evaluation of the expected values                 obtained employing every calculated   
in the two forecasting expressions (coherently with the combination options shown in 
figure 3.10). Notice that for the purpose of the analysis, the various formulations of   have 
been evaluated from the test set and consequently the cross-validation’s procedure has 
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been lightly modified. The comparison between the predicted values and the ones 
belonging to the test set represents, indeed, the base for the selection of the best 
combination forecasting expression/definition of  . Technically, the choice has been based 
on the principle followed by the Least-Squared method. It consists in the evaluation of the 
root mean squared error associated to each possible combination forecasting 
expression/definition of   and in the selection of the one corresponding to the minimum 
RMSE.  A representation of this procedure is shown in figure 3.12. From            are 
evaluated the possible values of   that, employed by the direct and the step-by-step 
method, allow the determination of different sets of estimated values                . 
These data are then compared with the available           for the selection of the best 
combination forecasting expression/definition of   based on the minimum RMSE. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.12: Procedure for the determination of the adapted BSM method. 
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In order to clarify the way results have been achieved, follows the calculation of         
and         by each combination forecasting expression/definition of  . 
1.               
            
      
            
         
2.             
      
            
        
   
 
            
         
   
 
3.             
     
            
        
   
 
            
         
   
 
4.              
            
      
            
        
5.            
     
            
       
   
 
            
        
   
 
6.            
     
            
       
   
 
            
       
   
 
7.                
            
       
              
        
8.               
            
      
              
       
After the determination of the forecasting expression and the best definition of  , the 
second phase of the procedure relates the determination of   . Due to the fact the 
formulation of this parameter is based on the definition of  , in case of      ,  
  will be 
based on the variance of       
 
 
  
    
  
 and denoted as    
 . Otherwise in case of     , 
   will be calculated from the variance of      
 
 
       
  
 and denoted as   
 . Once selected 
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the best formulation between    
  and   
 , to complete the definition of    is necessary to 
choose between   
  and   
 . Since the expected value’s calculation is independent from   , 
the way to choose the best option can’t be based on the minimum RMSE. Therefore, has 
been decided to base the selection of    on the evaluation of the upper bounds       and 
the lower bounds       corresponding to             (see formula 2.68) for both   
  and 
  
 . Then by checking if the values of the test set           are included or not in the two 
groups of confidence intervals                                 is possible to 
determine the best expression of    between   
  and   
 . Follows the calculation of        
and        at      ,       by each combination forecasting expression/ 
 : 
1.      
   
           
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4.       
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The selection of the way to determine the volatility represents the last step of the definition 
and validation of the adapted BSM method. From that moment on, a totally defined 
forecasting technique is ready to be used for the determination of the combined method. In 
the next section, the adapted BSM method will be referred as adapted method and its 
parameter simply as   and   . 
3.3.2 Procedure for the definition and validation of the combined method 
This part presents the procedure for the definition and validation of the combined method 
in order to select the best option to develop it and to test its effectiveness. As explained in 
section 3.2 there are two interfaces allowing the construction of the combined method. 
Both are based on a prediction coming from one statistical tool (the most suitable in 
relation with the specific application) representing the starting point for the prediction of the 
adapted method. The first option consists in the calculation of the series of   from the 
analyzed data and in the use of one statistical tool for the evaluation of their future values. 
Subsequently these data, will represent the basis for the calculation of    and the 
implementation of the adapted method. The second option follows the same principle but 
this time the future values of    and     are determined from the prediction of the time 
dynamic costs. As well as for the one presented in section 3.3.1 the procedure for the 
definition and validation of the combined method is based on the technique of the cross-
validation and consists in the following four steps:  
1. In the first one is carried out the analysis of the time series         and the relative 
series of           in order to select the best statistical tool based on the 
considerations provided in chapter 2.2.2. In terms of notation of the cross-validation 
these values represent two training set; 
2. Depending on the adopted interface, in the second step, the selected statistical tool is 
employed to predict the future values           based on         or the values 
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            based on          . In case of application of the first interface this step 
presents the necessity of evaluating    
         
  from             while in case of the 
second interface both the series of             and    
         
  have to be evaluated 
from the predicted values          . After have been evaluated               and    
 , 
     
   , in relation with the kind of adapted method obtained, will be possible to use 
these values for the calculation of the requested formulation of   (one among          , 
        ,          
   ,         
   ,          
   ,         
     and    (one among      
 ,     
 ,      
 ,     
 )  as the 
base for the application of the direct or the step-by-step forecasting expression.         
3. In the third step the adapted model employs the set of values of             and 
   
         
  (or any other needed formulation) to make three series of predictions 
corresponding to the expected values and to the confidence intervals (composed by 
the values representing the upper bounds and the ones representing the lower 
bounds). In terms of notations, for every    with              are calculated: 
       = the expected value of   . 
        = the upper bound of   ;  
        = the lower bound of   ; 
4. The last step is dedicated to the core part of the application of the cross-validation and 
allows both the definition of the combined method and its validation. Thank to the 
analysis of the results obtained from this phase is indeed possible to select the best 
interface as well as check for the reliability of the whole technique. As stated, the 
combined method gives in output three predictions for each value belonging to the test 
set; the principle adopted to analyze these results for the determination and validation 
of the combine method consists in two appraisals. In the first is carried out the 
comparison between the RMSE coming from the statistical tool prediction and the 
RMSE coming from the first and the second interface. The minimum RMSE between 
the first and the second interface allows the definition of the combined method for the 
specific application while its comparison with the RMSE coming from the statistical tool 
prediction allows to carry out the validation. If the best RMSE coming from the two 
interfaces is smaller than the one from the selected statistical tool, the reliability of the 
new technique in terms of      is considered accomplished. In the second step is 
checked if the confidence intervals of the combined method include the test set values. 
If yes the whole validation of the combined method can be considered achieved. 
Figure 3.13 shows the way interfaces and overall procedure work in case of DE/        
   /    
 :  
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Figure 3.13: First and second interface and overall procedure for the method construction  
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4 Empirical development of the combined method 
After have been explained the procedures for the combined method development, in the 
following will be presented the application of the introduced principles to real time series. 
This fundamental part of the dissertation has required the employment of a wide range of 
resources, including not only the theory described so far and the adoption of software like 
R and excel but also, sometimes, the recourse to the experience acquired in the statistical 
field.    
4.1 Empirical definition and validation of the adapted BSM method 
The definition and validation of the adapted BSM method have been carried out by 
employing a series relating the behaviour or the heating oil cost per gallon. This raw 
material consists in a low viscosity, liquid petroleum product used as a fuel for furnaces or 
boilers in buildings. Data has been taken from the following web source: [EIA13]. 
The series consists of 54 monthly values representing the heating oil price in terms of cent 
of dollar per gallon and starts from January 2009 to finish in June 2013. As a consequence 
the analysis has employed a   equals to 0,083. Moreover, coherently with the aim of the 
dissertation (useful prediction intervals for PCE techniques range from 3 to 9 months), has 
been decided to defined a test set equal to the last four months of the series and therefore: 
training set     :    ] while test set      :    ]. The representation of the series is 
proposed below.    
 
Figure 4.1 Heating oil price: cents of dollar per gallon            . 
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By analysing the pattern of data is possible to notice the presence of trend and noise 
component. Anyway, as explained in the presentation of the followed procedure, the 
definition and validation of the adapted BSM method won’t be based on the use of the 
statistical tools and, therefore, the analysis of the structure of the series won’t be carried 
out. 
The first task of the procedure for the determination of the adapted BSM method consists 
in the selection of the best forecasting expression/definition of  . This has been achieved 
by the evaluation and the comparison of each RMSE coming from the possible 
combination forecasting expression/definition of  . In terms of procedure, thanks to the use 
of Microsoft excel and the definitions presented in chapter 3, have been calculated the 
values of          ,         ,          
   ,         
   ,          
   ,         
    associated to the test set. 
Because of the test set is composed of                , four values for each one of the 
reported formulation of   have been evaluated. These values, introduced in the direct and 
the step-by-step forecasting expressions, have represented the starting point for the 
calculation of eight sets of       ,              ,        each one corresponding to a 
combination forecasting expression/definition of  . Follows the calculation of        and 
       by each combination forecasting expression/definition of  . 
 
1.               
            
        
            
         
2.             
      
            
          
   
 
            
           
   
 
3.             
     
            
          
   
 
            
           
   
 
4.              
            
        
            
        
 
 
 
5.            
     
            
         
   
 
            
           
   
 
6.            
     
            
         
   
 
            
         
   
 
7.                
            
         
            
        
8.               
            
        
            
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By using these data with formula 2.7 has been calculated each RMSE related to the 
possible combinations forecasting expression/definition of  . The results are presented in 
table 4.1 (where in terms of convention               stands for             ,...). 
 
 
Table 4.1: Calculation of RMSE associated to each possible combination forecasting 
expression/definition of  . 
The values in table 4.1 show that in correspondence of both             
    and  
            
   , RMSE is minimum and equals to zero. If the equality of the two RMSE is 
coherent with the demonstration of          
             
    provided in formula 3.12, the null 
results have arisen some suspects. It is, indeed,                   and in case of 
           
   , also   
 
 
   
    
  
 . By substituting the expression of       
    in       results: 
              
 
 
   
    
  
             
    
  
      
    
  
      
Formula 4.1: Demonstration of              in case of            
   . 
Formula 4.1 shows the reason why RMSE relative to             
    has resulted null and 
therefore, thank to formula 3.12, the reason why also RMSE linked to             
    has 
behaved in the same way. As a consequence the use of          
    and          
    leads to a 
couple of tautologies and has not practical utilities. The minimum RMSE of the 
combinations presented in table 4.1 that can be selected is therefore the one 
corresponding to            
   . Thus, the adapted BSM method will be constituted by the 
direct forecasting expression and   evaluated as the sum of the   included between time   
and time     and divided by   (see formula 3.9). The value of RMSE linked to    and 
        
    does not represent only the way to define the first part of the adapted BSM method 
 
  
           
  
          
  
          
    
  
         
    
  
          
    
  
         
    
   
           
   
          
RMSE 13.6304 13.5742 0,0000 0.5055 0,0000 1.3452 5.0258 4.7523 
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(for the completed definition is indeed requested the determination of   ) but provides also 
useful indications for the validation of its performance. A value of RMSE equals to 0,51 
seems, indeed, to depict a good forecasting performance in terms of expected value. To 
have a confirmation have been represented the values of the test set and the relative 
expected values based on the combination   /        
   . In figure 4.2 is possible to 
appreciate how the expected values are close to observed data and, therefore, the 
validation of the adapted BSM method in terms of      can be considered achieved. 
 
Figure 4.2: Representation of the test set and relative prediction based on   /        
   .  
To conclude the adaptation of BSM method, the analysis has to deal with the definition of 
  . As explained in section 3.3.1 the choice of the formulation of   determines the 
selection of    in terms    
  or   
  and due to           
    results      
 . After it, in order to 
complete the definition of    the selection of one between     
  and     
  has to be carried 
out. The value of     
  has been evaluated by calculating the variance of      with   
         and multiplying it by   coherently with formula 3.18. The values of     
  have been 
evaluated by adding to the series of      (with           ) four calculations of         
    
corresponding to:         
   ,         
   ,         
   ,         
   . The value of      
  has been determined  
multiplying by   the variance of      with            and         
   . Similarly the value of      
  
has been calculated multiplying by   the variance of         
   ,         
    and      with   
        . Following the same procedure have been determined also      
  and      
 . The 
relative expressions are reported below: 
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     
                           
 
      
                                  
     
      
                                  
            
     
      
                                  
            
            
     
      
                                  
            
            
            
     
In figure 4.3 are represented the test set, the expected values and the different lower and 
upper bounds coming from the employment of     
  and     
  in the expressions for the 
calculation of the confidence intervals (see formula 2.68). It is possible to notice how 
          
             
  and                        . Thus, has been decided to employ     
  
because considered more coherent with the logic followed so far and consisting in the 
usage of the most updated values of   . Furthermore, all values of the test set are 
included in the confidence intervals based on     
  and, therefore, the validation of the 
adapted method can be considered achieved. 
 
Figure 4.3: Comparison between lower and upper bounds based on     
  and     
 . 
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Follow the expression of        and        based on     
  and     
  for the calculation of 
   ,    ,    : 
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The results and considerations provided in this section has allowed the construction of a 
totally defined forecasting technique. The adapted method results, indeed, characterised 
by the direct forecasting expression,         
    and     
  and in terms of notations is 
                         
        
  . Below is presented a scheme summarizing the steps 
that allow to define the adapted method.  
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Figure 4.4: Representation of the procedure for detailed method definition. 
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4.2 Empirical definition and validation of the combined method  
As for the definition and validation of the adapted method, the development of the 
combined method has been achieved by the use of real time series relating time dynamic 
costs. This time however, in order to reach the highest level of reliability, the combined 
method has been apply to three time series each one characterized by one between the 
components described in section 2.2.2. Therefore, will be employed a first series 
presenting high levels of trend component, a second one showing pronounced seasonality 
and a third one without structure (high levels of error component).  
4.2.1 Application to time series characterized by trend component 
The series selected for the first application of the combined method to time dynamic costs 
consists in the historical data of the West Texas Intermediate oil (WTI oil). Also known as 
Texas light sweet, it corresponds to a grade of crude oil used as a benchmark in oil 
pricing. Data have been found on the web page: [ECO3]. 
The time series presents monthly frequency therefore   = 0,083. It is composed of 55 
values expressed in dollars per barrel ranging from January 2009 and July 2013. 
Consequently: training set     :    ], test set      :    ]. The pattern of data is 
reproduced in figure 4.5 where it is possible to appreciate the predominant presence of 
trend component. 
 
Figure 4.5: Dollars per barrel         of WTI crude oil. 
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First interface 
In the first interface starting from the values of the training set   ,...,     and the ones of 
the test set    ,...,     are calculated the series of    training (          and the one of    
test             on the basis of formula 3.7. The representation of          constituting 
the base for the selection of the statistical tool to employ for the prediction of             is 
presented below. 
 
Figure 4.6: Representation of    training.  
Values oscillate around      and no trend or seasonality components can be detected. 
Therefore, coherently with table 2.9 the prediction of    training has been carried out by 
employing software R for the implementation of: Moving average, Regression, ARIMA and 
ES. While for ARIMA and ES models the parameters have been automatically evaluated 
by the software, for MA and Regression the model construction has been achieved by 
combining the consideration provided in chapter 2 with the computational capabilities of R. 
Considering the high levels of noise characterising the series, the parameter  of MA must 
assume high values in order to take out changes that are not predictable; indeed have 
been tested a five-periods MA and a six-periods MA (see chapter 2). For Regression have 
been adopted three models including two, three and four covariates (REG(2), REG(3) and 
REG(4)). Notice that in this part of the dissertation, the selection of the best Regression 
model has not been based on the considerations provided in section 2.2.2 consisting in the 
analysis of    (coefficient of determination) and     
  (adjusted coefficient of 
determination). This is because the choice of basing the selection of the most suitable 
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statistical tool on the cross-validation is accomplished by a comparison among RMSE 
coming from each prediction. 
In figure 4.7 are shown the    test and the predictions coming from the statistical tools 
fitting time series with high noise component.    
 
Figure 4.7: Prediction of    test with statistical tools. 
The calculation of RMSE relating each prediction is presented in table 4.2. ARIMA, 
characterized by the minimum value of RMSE, is the statistical tool providing the best 
prediction. 
 
 MA(5) MA(6) REG(2) REG(3) REG(4) ARIMA ES 
RMSE 0.5504 0.5079 0.4908 0.4957 0.5005 0.4834 0.5758 
 
Table 4.2: Prediction of    test by statistical tools: RMSE 
The values of                      predicted by ARIMA have been used for the evaluation of 
      
   
,       
   
,       
   
,       
   
 and     
      
      
      
 . Then, based on these two sets of data, has 
been implemented the adapted method for the evaluation of:  
 the expected values:       ,       ,       ,       ;  
 the upper bounds:        ,        ,        ,        ; 
 the lower bounds:        ,        ,        ,        .      
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Follows the presentation of the detailed procedure allowing the application of the first 
interface: 
 Step 1. Calculation of    training            and    test                   from training 
set          ) and test set                 ) on the basis of formula 3.7: 
    
 
 
     
  
    
 
 
     
  
       
 
 
       
   
  
    
 
 
       
   
     
 
 
       
   
     
 
 
       
   
     
 
 
       
   
. 
 Step 2. Analysis of    training to select the statistical tools to employ in                     
prediction.  
 Step 3. Evaluation of                     by each selected statistical tool. 
 Step 4. Calculation of RMSE associated to each prediction: 
       
 
 
          
  
    
 
. 
 Step 5. Selection of                     coming from the statistical tool with minimum 
RMSE. 
 Step 6. Calculation of       
   
,       
   
,       
   
,       
   
 and     
      
      
      
  from the selected  
                     on the basis of formula 3.9 and formula 3.18:  
      
    
 
 
   ;  
      
    
 
 
         ;  
      
    
 
 
             ;  
      
    
 
 
                   
    
                           
    ;  
    
                           
           
    ;  
    
                           
           
           
    ; 
    
                           
           
           
           
     
 Step 7. Calculation of expected values, upper bounds and lower bounds on the basis of 
formula 2.69 and formula 2.68:  
           
        
   
;  
           
         
   
;  
           
         
   
;  
           
          
   
;              
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The representation of    test together with expected values, upper bounds and lower 
bounds is shown in figure 4.8. 
 
Figure 4.8: Prediction of    test with combined method: first interface. 
The outcome from the implementation of the adapted method based on the first interface 
seems offering good predictions: each value of the x test is included in the confidence 
intervals and they are close to the expected values. The RMSE calculated with the use of 
Microsoft excel has resulted equal to 3.0324. 
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Second interface 
The second possibility to combine adapted method and statistical tools starts form the 
analysis of the training set pattern. Clearly the values          in figure 4.5 show the 
predominance of trend component and, therefore, by checking at table 2.9 the evaluation 
of    ,    ,    ,     has been achieved by Regression, ARIMA, EST and Holt Winters. In 
particular in case of Regression has been supposed a relation between WTI crude oil and 
Brend crude oil that is a major trading classification of sweet light crude oil leading global 
price benchmark for Atlantic basin crude oils. Brend crude oil represents, therefore, the 
external factor employed in Regression for the prediction of the test set of WTI crude oil. 
Its time series has been found out from the same web source of WTI crude oil. The values 
describing Brent crude oil price pattern have monthly frequency and start from January 
2009. As well as the ones of WTI crude oil, data presents trend component and the 
relation that has been hypothesized is with no lag. Consequently the first value of WTI 
series is supposed to have a relation with the first value of Brent series, the second value 
of WTI series with the second value of Brent series and so on. The representation of WTI 
crude oil series expressed in dollar per barrel is shown in figure 4.9.  
 
Figure 4.9: Dollar per barrel         of Brent crude oil.  
The prediction of    test by Regression with external factors as well as by the other 
suitable statistical tools is shown in figure 4.10. On it has been called REG(2) the 
prediction of Regression employing two internal covariates and REG.EXT(2+1) the 
prediction of regression with external factor employing two internal covariates and one 
external factor.  
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Figure 4.10: Prediction of    test by combined method: second interface. 
The calculation of each RMSE coming from the application of the statistical tools is shown 
in table 4.3.  
 
 REG(2) REG(2+1) ARIMA EST HW 
RMSE 7.1270 5.9878 9.5238 5.8868 7.9108 
 
Table 4.3: Prediction of    test by statistical tools: RMSE. 
EST is the prediction related to the minimum RMSE and, therefore, the values of    ,    , 
   ,     evaluated by this technique have been adopted for the calculation of       
   
,       
   
, 
      
   
,       
   
 and     
      
      
      
 . Introduced in the adapted method, these values have 
allowed the calculation of the expected values, the upper bounds and the lower bounds 
related to time                Follows the presentation of the detailed procedure allowing 
the application of the second interface: 
 Step 1. Analysis of    training            to select the statistical tools to employ for the 
prediction of                . 
 Step 2. Prediction of                 by each selected statistical tool. 
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 Step 3. Calculation of RMSE associated to each prediction:  
      
 
 
         
  
    
 
   
 Step 4. Selection of                 coming from the statistical tool with minimum 
RMSE;  
 Step 5. Calculation of                     from                     on the basis of formula 
3.7: 
     
 
 
        
   
       
 
 
         
    
       
 
 
          
     
       
 
 
          
    
 
 Step 6. Calculation of        
   ,        
   ,        
   ,        
    and     
      
      
      
  from 
                    based on formula 3.8 and 3.18: 
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 Step 7. Calculation of expected values, upper bounds and lower bounds:  
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Results obtained are represented in figure 4.11.     
 
Figure 4.11: Prediction of    test with combined method: second interface. 
The application of the adapted method based on the second interface provides good 
prediction. As well as for the first interface, the values of the x test are included in the 
confidence intervals and are close to the expected values. This time the RMSE has 
resulted equal to 5.8867. 
Overall RMSE 
Below is proposed a table summarising the RMSE coming from the most suitable 
statistical tool (ST(EST)) and the ones relative to the combined method based on the first 
and on the second interface (CM(I) and CM(II)) 
 
 ST(EST) CM(I) CM(II) 
RMSE 5.8868 3.0324 5.8867 
 
Table 4.4: Overall RMSE. 
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The lowest RMSE corresponds to CM(I). This leads to two consequences: on one hand 
the combined method applied to time series characterized by trend results based on the 
first interface. On the other hand, the fact RMSE coming from CM(I) is better than the one 
from the most suitable statistical tool, allows the validation of the combined method in 
terms of     . As already noticed, in figure 4.8 is possible to see how each one of the four 
values of the test set are included in the confidence intervals of the adapted method. 
Consequently the total validation of the new technique in terms of application to time 
series with trend can be considered achieved.  
4.2.2 Application to time series characterized by seasonal component 
The second time series employed for the definition and validation of the combined method 
consists in the retail price of electricity sold to commercial customers in the American 
regions of Arizona, Colorado, Idaho, Montana, Nevada, New Mexico, Utah and Wyoming. 
Data have been taken from the following web source: [QUA13].  
Data has monthly frequency and follows a seasonal pattern with period of seasonality 
equals to one year. The series presents a slight rising trend but if compared with the 
seasonal component can be considered null. The interval of time taken into consideration 
ranges from January 2009 to February 2013 and includes 50 values where training set 
    :    ] and test set      :    ]. A representation of the series is provided in figure 4.12. 
 
Figure 4.12: Cents of dollar per Kilowatt-hour (         ) of the average retail price of 
electricity in 8 American regions.   
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First interface 
Starting from the training set and the test set of    have been calculated   training: 
         and   test:          . Below is reported the representation of the pattern 
followed by    training.  
 
Figure 4.13: Representation of    training.  
Again data follows a seasonal pattern with a period of seasonality equals to 11 units of 
time. Consequently, with reference to table 2.9, the future values             have been 
evaluated by implementing ARIMA and Holt winters on R software. The representation of 
their predictions is shown in figure 4.14.   
 
Figure 4.14: Prediction of    test with statistical tools. 
Both the series of forecasted values by ARIMA and Holt Winters have similar pattern; 
anyway the ones from ARIMA seems to be closer to the values of    test. This is 
confirmed by the calculation of RMSE shown in table 4.5.  
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 ARIMA HW 
RMSE 0.3150 0,3029 
 
Table 4.4: Prediction of    test by statistical tools: RMSE. 
RMSE(ARIMA)>RMSE(HW) and, therefore, the prediction of     relative to the test set have 
been the one coming from HW. The values of                      predicted by HW have been 
later employed for the evaluation of       
   
,       
   
,       
   
,       
   
 and     
      
      
      
 . Then, 
based on these two sets of data, has been possible to applied the adapted method. 
Expected values, upper bounds and lower bound are presented in figure 4.15. 
 
Figure 4.15: Prediction of    test with combined method: first interface. 
In terms of confidence intervals the prediction shows good performance; each one of the 
four values of the test set are indeed included between       and        For what 
concerns the expected values, although the predictions follow the pattern of observed 
data, the two set of values present a certain gap. The RMSE coming from the application 
of the combined method based on the first interface for the prediction of a seasonal series 
has resulted equals to 0.4541.  
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Second interface 
The application of the second interface starts with the prediction of           by ARIMA 
and Holt Winters implemented on R software. The two forecasted group of values together 
with the test set are represented in figure 4.16. 
 
Figure 4.16: Prediction of    test. 
This time again the two predictions followed the pattern of the observed data also if the 
one provided from ARIMA is closer. This is confirmed by table 4.6. 
 
 ARIMA HW 
RMSE 0.1241 0.1893 
 
Table 4.6: Prediction of    test by statistical tools: RMSE. 
Consequently the values of            in output from ARIMA have been employed for the 
calculation of       
   
,       
   
,       
   
,       
   
 and     
      
      
      
 . Based on these values has 
been implemented the adapted method. Results are represented in figure 4.17. 
All the values of the test set of    are included in the confidence intervals             
and the predicted                             are very close to the observed data. 
Consequently can be state that this time, again, the combined method has shown reliable 
performances. The RMSE relating the application of the combined method to seasonal 
time series has resulted equals to 0.1140. 
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Figure 4.17: Prediction of    test with combined method: second interface. 
Overall RMSE 
The calculations of the overall RMSE coming from the prediction of the test set 
                by ARIMA (ST(ARIMA)) and by the first and the second interface of the 
adapted method (CM(I), CM(II)) are presented in table 4.7.  
 
 ST(ARIMA) CM(I) CM(II) 
RMSE 0.1241 0.4541 0.1140 
 
Table 4.7: Overall RMSE. 
The RMSE coming from the combined method based on the second interface is the 
lowest. This result leads to the conclusion that the application of the combined method to 
time series characterized by seasonality results based on the second interface. Moreover, 
RMSE(ST)>RMSE(CM) means the accomplishment of the combined method validation 
relating the expected values. Because of figure 4.17 shows each values of the test set 
resulting included in               also the part of the validation dedicated to 
confidence intervals has been carried out. Consequently also in case of combined method 
application to seasonal time series, a whole validation has been achieved.   
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4.2.3 Application to time series characterized by noise component 
The last application of the combined method has concerned the prediction of a time series 
characterized by noise component. Data has been found out on the following web page: 
[ECN13]  
Data are characterized by monthly frequency and includes 44 values starting from 
December 2009 and ending in July 2013; the training set     :    ] and the test set 
     :    ]. The series’ pattern is very jagged and doesn’t present trend or seasonality and 
therefore data consists just of noise component. A representation of them is provided in 
figure 4.18. 
 
Figure 4.18: dollars         ) Iron ore. 
First interface 
The training set          and test set            have been used for the calculation of   
training and   test corresponding respectively to          and          . The 
representation of   training is provided in figure 4.19.  
Data follows a random pattern fluctuating around      and not presenting trend or 
seasonality. Consequently the suitable statistical tools able to give reliable predictions for 
this kind of series are Moving Average, Regression, ARIMA and Exponential Smoothing.  
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Figure 4.19: Representation of    training.  
The application of the statistical tools mentioned above for the prediction of   test is shown 
in figure 4.20 where Regression has been employed with three different predictions model 
characterized by two, three and four predictors (REG(2), REG(3), REG(4) respectively). It 
can be noticed how have been employed a five-periods Moving Average and a six-periods 
Moving Average (MA(5) and MA(6)). This is because as explained in section 2.2.2 when 
the time series doesn’t present structure the number of periods taken into account must be 
relatively high in order to take out unpredictable changes.  
 
Figure 4.20: Prediction of    test with statistical tools. 
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The calculation of each RMSE associated to the different predictions is presented in table 
4.8. 
 
 MA(5) MA(6) REG(2) REG(3) REG(4) ARIMA ES 
RMSE 1.2826 1.2922 1.0461 1.0995 0.9151 0.9828 1.0289 
 
Table 4.8: Prediction of    test by statistical tools: RMSE. 
The statistical tools with the best forecasting performance has resulted REG(4) and from 
its prediction of                     have been calculated       
   
,       
   
,       
   
,       
   
 and 
    
      
      
      
  for the implementation of the adapted method. The graphical 
representation of the test set together with            and       where             is 
shown in figure 4.21. 
 
Figure 4.21: Prediction of    test with combined method: first interface. 
Each value of the test set is included in the confidence intervals and three out of four 
values of      are very close to the respective value of   . Consequently also this time can 
be state that the application of the combined method has provided reliable forecasting 
performance. The RMSE in outcome from the application of combined method to a time 
series characterized by noise on the basis of the second interface has resulted equal to 
11.8673.   
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Second interface 
Considerations similar to the ones presented for the statistical tool selection employed in   
test predictions have been adopted in   test predictions: both series are indeed 
characterized by noise component. The resulting forecasted values are shown in figure 
4.22.       
 
Figure 4.22: Prediction of    test by statistical tools. 
Table 4.9 shows the calculations of the different RMSE relative to each prediction: 
 
 MA(5) MA(6) REG(2) REG(3) REG(4) ARIMA ES 
RMSE 19.7180 16.9212 17.4033 18.4793 19.5426 14.3094 16.12162 
 
Table 4.9: Prediction of    test by statistical tools: RMSE. 
The minimum RMSE is the one coming from ARIMA and therefore its prediction of           
          have been used for the calculation of                    . Then starting from these 
values have been evaluated the two set of parameters that employed in the adapted 
method have provided the predictions shown in figure 4.23. They are       
   
,       
   
,       
   
, 
      
   
 and     
      
      
      
 .  
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Figure 4.23: Prediction of    test with combined method: second interface. 
Again the values of the test set are included in the confidence intervals and three out of 
four expected values are close to observed data. Therefore, also in this case the outcome 
of the combined method is reliable. In RMSE has resulted equal to 14.1901. 
Overall RMSE 
The calculations of the overall RMSE coming from the prediction of the test set 
                by ARIMA (ST(ARIMA)) and from the first and the second interface of the 
adapted method (CM(I), CM(II)) are presented in table 4.10. 
 
 ST(ARIMA) CM(I) CM(II) 
RMSE 14.3094 11.8673 14.1901 
 
Table 4.10: Overall RMSE. 
As in the other two applications of the combined method to time series the results are 
positive. The lowest RMSE is the one corresponding to the combined method based on 
the first interface. This leads to the definition of the combined method for the application to 
time series characterized by noise (resulting based on the first interface) as well as the 
validation of the new technique in terms of expected values. Moreover, locking at figure 
4.21 also the part of the validation based on the confidence intervals results accomplished. 
Indeed, after the validations obtained before, also for the third times series has been 
achieved a total validation of the combined method.  
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4.3 Summary and conclusions 
The empirical development of a combined method able to deal with time series forecasting 
with the aim of improving the performance of the so called product cost estimation 
techniques has provided the following results.  
Adapted method 
The forecasting expression of the adapted method for time series forecasting has resulted:  
                           
    
        
 
 
             
      
Formula 4.2: Forecasting expression of the adapted method. 
Where: 
  = present time; 
  = number of time intervals of the prediction; 
  =unit time interval; 
    
 
 
       
  
; 
         
    
 
 
                        ; 
         
             
With: for            :    
 
 
       
 
 and for        :            
   . 
The adapted method has been validated in terms of expected values as well as in terms of 
confidence intervals. Figure 4.24 shows the predictions relating the test set of the series 
introduced in section 4.1. 
 
Figure 4.24: Prediction of    test by the adapted method. 
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Combined method 
The applications of combined method to three time series characterized by trend, 
seasonality and noise has provided the following results: 
 
Time series 
prevalent 
component 
Employed interface Achieved validation 
I II 
Expected 
values 
Confidence 
intervals 
Whole 
validation 
Trend ✔  ✔ ✔ ✔ 
Seasonality  ✔ ✔ ✔ ✔ 
Noise ✔  ✔ ✔ ✔ 
 
Table 4.11: Definition and validation of combined method. 
The qualitative representations of the predictions coming from the application of the 
combined method to the time series treated in sections 4.2.1, 4.2.2 and 4.2.3 are 
presented below.    
 
Figure 4.25: Qualitative representations of the predictions by combined method in case of: 
a) trend; b) seasonality; c) noise. 
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Coherently with the results of table 4.13 each group of   test is included in the respective 
confidence intervals and the expected values offer good estimations. In conclusion the 
new method has shown reliable performance, validated in case of three applications.  
5 Prospects 
The development process that has made possible the construction of the new forecasting 
technique has included a first part dedicated to the presentation of the options and the 
procedures allowing its definition and a second part in which has been accomplished the 
implementation of what previously defined. In chapter four have been indeed introduced 
four time series that have allowed the definition and validation of the combined method. 
One possible way to lead the results obtained in this work to a further level could be 
represented by the application of the combined method to new time series. In particular 
could be interesting to check for the forecasting performance of this innovative technique 
in case of series characterised not only by a component but by a mix of two or three of 
them. Considering the components analyzed in the present dissertation the new possible 
opportunities to apply the combined method are to series characterized by: 
 Trend and seasonality; 
 Trend and noise; 
 Seasonality and noise; 
 Trend, seasonality and noise. 
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APPENDIX 
 
Stochastic process 
A stochastic process (or random process) is an ordered collection of random variables 
indexed by a parameter t and defined on a given probability space.  Differently from 
deterministic process in which variables evolves in one way, the values of a random 
variables are characterized by indeterminacy; this means that the values obtained 
repeating the same stochastic process follow different directions [COU13] [ECE13]. There 
are four possible general classifications of the stochastic process depending on the time 
and on the variable. A stochastic process is considered to be in discrete time when the 
variable can change just in correspondence of some fixed point of time while a continuous 
time stochastic process is one in which the variable can change in any time. Moreover, a 
stochastic process can includes discrete variables or continuous ones: the first type can 
assume just a limited range of determined values, while the second one can assume any 
value within a certain range [HUL03].  
Generally the analysis of this kind of process require the use of different mathematical 
tools. For example, predictions are presented as confidence intervals. Several models 
belonging to this classification are able to represent the randomly evolution of a variable, 
the most important is the normal (or Gaussian) distribution.  
 
Normal distribution  
A normal or Gaussian distribution is a continuous probability distribution described by two 
parameters: 
  : mean or expectation value of the distribution; 
   : standard deviation (and   : variance).  
The notation used to indicate   as a variable following a normal distribution of parameters 
  and    is:          . When the distribution is         ,   has a standardized normal 
distribution. Figure below shows the typical bell-shape of the values assumed by a variable 
following a  normal distribution where in  -axis are reported the values. The domain of a 
normal variable is          but in terms of practice applications the interval 
[           is supposed to include the entire area.  
For a variable   normally distributed, are defined confidence intervals the intervals of 
values that the variable can assume with a certain probability. 
144 
 
 
The confidence intervals are expressed as a percentage of probability, proportional to the 
area under the Gaussian curve which is covered. The first confidence interval that can be 
defined is the one associated with a 90% probability. This means that the value of the 
variable   assumes a value between the mean   and         with a probability of 90%. 
Indicating with   the probability that   assumes a given value   this can be written as: 
                               
Analogously can be defined the confidence intervals associated to     and     
probability as: 
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