Abstract
Introduction

30
The human motor system is able to acquire a remarkable array of motor skills. 31 Informally, a person is said to be "skilled" if he or she is able to perform faster and at the same 32 time more accurate movements than other, unskilled, individuals. What we don't know, 33 however, is what learning processes and components underlie our ability to move better and 34 faster. One component may be relatively "cognitive", involving the faster and more 35 appropriate selection and planning of upcoming actions (Diedrichsen and Kornysheva, 2015;  36 Wong et al., 2015) . Another component may be related to motor execution -the ability to 37 produce and fine control difficult combinations of muscle activations (Shmuelof et al., 2012; 38 Waters-Metenier et al., 2014). Depending on the structure of the task, changes in visuo-motor 39 processing or feedback control may also contribute to skill development. Motor adaptation, 40 extensively studied using visuomotor and force perturbations [for a recent review see 41 ], may play a certain role in stabilizing performance, but it can not by 42 itself lead to improvements in the speed-accuracy trade-off (Wolpert et al., 2011) . 43 A task commonly used in the experiments on motor skill learning is sequential 44 finger tapping, where subjects are asked to repeat a certain tapping sequence as fast and as 45 accurately as possible (Karni et al., 1998 (Karni et al., , 1995 Petersen et al., 1998; Walker et al., 2002) . 46 Improvement in such a task can continue over days, but previous papers have focussed mostly 47 context of the so-called successor representation (Momennejad et al. 2017) . 66 Motivated by these ideas, we propose that some of the skill of a down-hill skier or 67 a race-car driver may lie not only in the ability to execute difficult motor commands, but also 68 in the ability to plan further ahead and to optimize the movements for a longer time period into 69 the future. In addition, we propose that the time span that subjects plan ahead increases with 70 experience, leading to an increasing performance with training. 71 To test this idea, we designed an experimental condition which would allow us to 72 measure the planning horizon that skilled actors are using when executing long sequence of 73 movements that need to be planned "on the fly" -i.e. where the actual sequence of movements 74 cannot be memorized. For this, we developed a path tracking task, where subjects had to 75 maintain their cursor within a path that was moving towards them at a fixed speed. A similar 76 task has been previously used in motor control research (Poulton, 1974) , using a mechanical apparatus with paths drawn on a paper roll that was moving at a fixed speed. It has been shown 78 that subjects are able to increase their accuracy with training, but the different computational 79 strategies between expert subjects and naïve performers remain unclear. In our study we use 80 'searchlight' trials in which subjects see various lengths of the approaching path ahead of their 81 cursor to probe subjects forward planning and compare experts and novices in this respect. 
Task
98
To begin each trial subjects had to press the space bar. This displayed the cursor (R=2.9mm, 99 1.1cm from the bottom of the screen) and the path (width = 2.83cm) that extended from the top time! Try to beat your score!" was shown. The training paths were randomly generated on the 126 fly. Experts performed the testing set of trials after a short break following training on the final 127 (5th) day. Naïve subjects performed only the testing set of trials.
129
The testing phase lasted 30 min (30 of 1-minute trials with breaks in-between) using 30 130 different pre-generated paths that were the same for all subjects. The testing phase in this 131 experiment contained 3 normal trials (s=100%) and 27 searchlight trials (s=10-90%) where 132 some upper part of the path was not visible. Three blocks of 10 trials with the searchlight length 133 ranging from s=10% to s=100% (in steps of 10%) were presented, with the order shuffled in 134 each block; the same fixed pseudorandom sequence was used for all subjects. 
Path generation
137
Paths were generated before each trial start during training and a pre-generated fixed set was 138 produced in the same way for testing. Each path was initialized to start at the bottom middle of 139 the screen and the initial 30 cm of each path were following a straight vertical line. Subsequent 140 points of the path midline had a fixed Y step of 40 pixels (1.1 cm) and random independent 141 and identically distributed (iid) X steps drawn from a uniform distribution from 1 to 80 pixels 142 (2.7mm -2.2cm). Any step that would cause the path to go beyond the right or left screen 143 edges was recalculated. The midline was then smoothed with a Savitzky-Golay filter (12th 144 order, window size 41) and used to display path boundaries throughout the trial. We initially recorded N=10 subjects in each group and observed statistically significant 155 (p<0.05) effect that we are reporting here: positive correlation between the asymptote 156 performance and the horizon length, as estimated via the changepoint and exponential models. 157 We then recorded another N=20/22 (naïve/expert) subjects per group to confirm this finding.
158
This internal replication confirmed the effect (p<0.05). The final analysis reported in this study 159 was based on all N=62 subjects together. 162 We used two alternative models to describe the relationship between the searchlight length and 163 the accuracy: a linear changepoint model and an exponential model. We used two different 164 models to increase the robustness of our analysis and both models support our conclusions.
Changepoint and Exponential model
166
The changepoint model is defined by
where y is the subject's performance, s the searchlight length and (c, o, hcp) are the subject-169 specific parameters of the model which define the baseline performance at searchlight 0% (o), Applying RHC to our experimental task, the dynamics of the cursor movement was modelled 232 by a linear first-order difference equation:
where t is the time step, the cursor position at time t, is the motor command applied at 235 time t and the motor delay. is the motor noise which was modelled as additive Gaussian 236 white noise with zero mean and variance 2 . We used the following cost function
where is the expected cost at time t, qt+k is the probability of the cursor being inside the path The probability of the cursor being inside the path is then given by
where is the position of the midline of the path at time t and w the width of the path. The 257 receding horizon model assumes that motor commands are computed by minimizing the 258 cost in each time step t for a fixed and known set of model parameters (ℎ, , , 2 ). We
The higher 2 is relative to the path width w, the higher the accuracy of this approximation.
262
Note that the squared error is scaled by 2 and hence, errors in the future are discounted. This 263 is a consequence of the used model of the cursor dynamics in (equation 2).
264
Using equation (8) and removing all terms which do not depend on , we can derive a 265 simplified cost function
267 Equation (9) shows that the trade-off between accuracy and the magnitude of the motor 268 commands is controlled by 2 . We therefore can eliminate one parameter and use the 269 equivalent cost function
with ̃= 2 (10)
271
The gradient of the cost function � is given by 
Fitting the receding horizon model to subjects' behaviour 296 We fitted the RHC model to the subjects' movement trajectories in the searchlight testing paths 
300 where is the model parameter, the movement trajectory data of a subject and ( | ) the 301 posterior probability distribution for . We approximated the integral in (15) We designed an experiment where subjects had to a track a path moving towards them at a 383 fixed speed (Fig. 1A and Poulton (1974) indicate that this function tends to become flat, i.e. subjects reach a performance 424 plateau, after a certain value of searchlight length that we will call planning horizon ( Fig. 2A   425 Top), while we assume all subjects will be constrained to the similar poor performance at the 426 smallest searchlight. For the expert group, this function has to reach a higher point at s=100%, 427 but it could do so because the initial rise becomes steeper ( Fig. 2A bottom left) , or because the 428 planning horizon increases ( Fig. 2A bottom right To better visualize the change in performance across searchlight lengths, we linearly rescaled 465 each subject's performance curve, first by subtracting the mean performance at s=10% and then 466 by dividing by the asymptote performance (computed as the mean performance across s=80-467 100%). The resulting curves all start at 0 and end at 1 (Fig. 2C) Holm-Bonferroni procedure, N=62), indicating that while naïve subjects had reached their 471 plateau by then, the expert subjects kept increasing their performance. For this analysis we 472 removed two naïve subjects with essentially flat searchlight curves (Fig. 1B) , as rescaling those 473 did not lead to meaningful results. 474 To investigate individual differences in tracking skill, we estimated the planning horizons of 476 individual subjects (Fig. 2D ). For this we fit each subject's performance (y) with a changepoint In addition to the change-point model, we also quantified the planning horizon using a single 485 exponential to fit the individual subjects' performance data (see Material and Methods). This 486 analysis confirmed our results (Fig. 2E) . We again observed a significant difference in the and naïve performances is a combination of both possibilities presented in Fig. 2A .
corrected for multiple comparisons). (D-E) Planning horizon for each subject was defined by
fitting a changepoint linear-constant curve (D) or an exponential curve (E) (see text). Both
498
Naïve subjects performed worse than the expert subjects at long searchlights but all subjects 502 performed almost equally badly at short searchlights. What kinematic features can these 503 differences be attributed to? 504 505
Clearly, at short searchlights, performance has to be reactive. To measure how quickly changes 506 in the path were reflected in the motor commands, we computed the time lag between cursor 507 trajectory and path midline (the lag maximizing cross-correlation between them). As Fig. 3A   508 shows the lag was ~200 ms at s=10% for all subjects and dropped to ~0 ms at s=50% for the 509 expert group. While many naïve subjects also decreased their lags to zero, 10 out of 30 never 510 achieved the 0 ms lag. The five naïve subjects showing the largest lags at large searchlights 511 were also those with the worst performance (Fig. 3B) . Therefore, there was a strong negative 512 correlation between the asymptote lag (mean across s=80-100%) and the asymptote 513 performance (mean across s=80-100%) of r=-0.58 (Fig. 3B, p=8 • 10 −7 , Spearman correlation, 514 N=62). (see materials and methods, our inclusion criteria yielded 13±5 segments per path, mean±SD).
532
For each searchlight length s and for each subject, we computed the average cursor trajectory 533 over all segments (N=38±8 segments per searchlight) after aligning all segments on the bend 534 position (Fig. 3C , leftward bends were flipped to align them with the rightward bends). At 535 s=10% all subjects from both groups follow very similar lagged trajectories, resulting in low 536 accuracy. As searchlight increases, expert subjects reach zero lag and choose more and more 537 similar trajectories, whereas naïve subjects demonstrate a wide variety of trajectories with some 538 of them failing to reach zero lag and others failing to keep the average trajectory inside the path 539 boundaries. To visualize this, we plotted the kernel density estimate 75% coverage contour of 540 inflection points for each group. As the searchlight increases, the groups become less 541 overlapping and the naïve group appears to form a bimodal distribution (Fig. 3C ).
543
In summary, at very short searchlights all subjects performed poorly because in this reactive 544 regime their trajectories lagged behind the path. At longer searchlights the expert subjects were 545 able to plan their movement to accommodate the bends (the longer the searchlight the better), 546 but naïve subjects failed to do so in various respects: either still lagging behind or not being 547 able to plan a good trajectory. delay ( ) and motor command penalty weight ( ).
561
We ran the model on the experimental paths to obtain simulated movement trajectories from 562 which task performance and lag could be computed in the same way as for the experimental 563 trajectories ( Fig. 2 and 3 ). Our simulations revealed that both, a larger model horizon as well 564 as a smaller motor noise parameter increased the task performance and decreased the lag (Fig.   565 4). Hence, the experimentally observed higher performance and smaller lag of expert subjects 566 compared to naive ( Fig. 2B and 3A ) could be explained either by an increased model horizon 567 or by reduced motor noise in the model. However, the searchlight length at which the task 568 performance of the model reached a plateau increased with model horizon and did not change 569 or even decreased with a smaller motor noise parameter (Fig. 4A, C) . Experimentally, on the 570 other hand, we observed that subjects with a higher task performance reached their 571 performance plateau at higher searchlights (Fig. 2D, E naïve and the expert subjects (Fig. 5A,B) . On a single subject and trial level there was a high 589 correlation between model and experimental task performance (Fig. 5C , Spearman correlation 590 r=0.9, R 2 =0.84) and lags (Fig. 5D , Spearman correlation r=0.87, R 2 =0.88).
591
We compared the estimated model parameters between expert and naïve subjects. The fitted 592 model horizon was higher for the expert group than for the naïve group (Fig. 5E N=62). In the model, lower motor noise lead to steeper initial accuracy slope (Fig. 4C) substantial improvement in accuracy after 5 days of training (Fig. 1B,C) horizon, but a policy which is only optimal for the current planning horizon. Increasing the 656 length of the planning horizon is therefore likely to increase the accuracy of the control policy. the behaviour of each subject and found that it was able to fit the data very accurately (Fig. 5 ).
664
The experimentally observed differences between expert and naïve subjects were reflected in lengths, a phenomenon that is explained by the model in assuming better motor acuity (lower 674 motor noise) for expert subjects (Shmuelof et al., , 2012 . We estimated that in our 675 experiments nearly half of the increased performance after practice is due to an increased planning horizon while the other half can be accounted for by a reduction in the motor noise 677 which may be interpreted as higher motor acuity. Even though our study, to the best of our knowledge, is the first to directly investigate the 693 evolution of the planning horizon during skill learning, similar path tracking tasks have been 694 used before (Poulton, 1974) . Using a track that was drawn on a rotating paper roll, these early 695 studies found that the accuracy of the tracking increased with practice and with increasing 696 searchlight length (which was modified by physically occluding part of the paper roll, Poulton, 697 1974, p 187). These studies, however, did not investigate the effect of learning on the planning 698 horizon.
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