This is the accepted version of the paper.
Introduction
The aim of this contribution is to discuss efficient numerical methods for the market consistent pricing of ratchet equity-indexed annuities (EIAs) in a Variance-Gamma (VG) economy. The payoff structure of this class of contracts reveals, as pointed out by Lin and Tan (2003) , that the contract can be synthetically replicated by a portfolio composed of a risk free bond (the minimum guarantee), a bull spread of European call options, and a purely path-dependent option representing the so called minimum value contract. The European options forming the bull spread can be either of vanilla type or path-dependent according to the contract design. The more popular EIA designs are reviewed in section 2.
General pricing frameworks for these products have been proposed by Lin and Tan (2003) and Kijima and Wong (2007) ; both these contributions are based on the assumption that the log-returns of the equity index, on which the payoff of EIAs is calculated, are driven by a Brownian motion, i.e. follow a Gaussian distribution. However, the limitations of the Brownian motion for the purpose of financial modelling, in particular its inability to capture asymmetry and excess kurtosis, are well known since the early '60s. An alternative process which has been introduced in the literature by Madan et al. (1990 Madan et al. ( , 1991 Madan et al. ( , 1998 ) is the Variance Gamma (VG) process; this is a Lévy process, i.e. a process with independent and stationary increments, obtained by observing a Brownian motion on a time scale governed by a stochastic clock independent of the Brownian motion itself. This construction has a number of appealing properties. In first place, it recognizes that stock prices are largely driven by news; further, the time between one piece of news and the next one varies quite randomly, as does the precise impact that a news has on stock prices. Hence, the VG process incorporates both effects, i.e. the time at which news come in (the so called business time) and the change in the stock price. Finally, the VG process offers a high degree of mathematical tractability as, once we operate under the business time (i.e. we condition on the stochastic clock), the log-returns are once again Gaussian and therefore all the results derived for the Black-Scholes model still hold. This aspect in particular has also allowed a number of implementations of the VG model for the financial industry (see, for example, Carr et al., 2007) .
Applications of the VG model in life insurance have been explored by Ballotta (2009) for the pricing of participating contracts with minimum guarantee and the calculation of the corresponding capital requirements; for the case of EIAs, instead, Jaimungal (2004) has shown how to price analytically a number of EIA contracts, using the fact that (semi-)closed form solutions are available for European vanilla options under the VG economy (Madan et al., 1990 (Madan et al., , 1991 (Madan et al., , 1998 . However, as smoothing is introduced and more complex options are involved in the EIA design, closed form solutions are no longer attainable, and numerical approximations need to be sought for. For the case of the minimum value contract, instead, pricing can be done only numerically due to the high complexity of the terminal payoff.
In the light of this discussion, in this paper we focus on the problem of implementing efficient numerical methods for ratchet EIAs which use index averaging as smoothing mechanism. As in this case the embedded options are arithmetic Asian options, in section 3 we develop an approximating procedure for this type of exotic derivatives based on the moment matching-approach. The performance of the proposed method is analyzed in section 4; section 5 concludes.
Pricing Ratchet EIA in a VG economy
An equity-indexed annuity (EIA) contract is a fixed annuity earning a minimum rate of interest and offering a potential gain which is tied to the performance of a prespecified equity index, S. EIAs come in many different forms, like the Point-to-Point or the Ratchet EIAs. Amongst the Point-to-Point EIAs, we can further distinguish the term-end design, the Asian-end design and the high watermark design; ratchet EIAs can be simple or compound, with or without index averaging.
The performance of the equity index is in general measured on the basis of the returns generated by the index over the lifetime of the contract. Thus, Point-to-Point EIAs are constructed using the index return between two time points (in general, inception and maturity). Specifically, the term-end design uses the overall return over the term of the contract; the Asian-end design instead uses an average of the index levels in the year of expiration, whilst the high watermark design depends on the highest realized index level over the term of the contract. In the case of ratchet EIAs, the index return is measured each year; an averaging scheme is often used to calculate the index growth in order to reduce the costs of the guarantees.
A complete description of the payoff of each of these contracts is offered by Lin and Tan (2003) , who also provide a pricing framework based on a risk minimizing approach with stochastic interest rates. Kijima and Wong (2007) adopt the same market model as in Lin and Tan (2003) , but use risk neutral valuation to price a number of EIAs contracts. Both contributions use a geometric Brownian motion to model the evolution of the equity index. Given the known limitation of this process in capturing stylized features of the real market dynamics like skewness and excess kurtosis, Jaimungal (2004) explores the pricing and hedging of Point-to-Point and (compound) ratchet EIAs (without index averaging) in a VG economy.
In the following of this paper, we use the VG process to model the evolution of the equity index as in Jaimungal (2004); however, we focus on ratchet EIAs with index averaging, for which prices formulae are not available. Ratchet EIAs are the most popular contract design in the North American market in terms of their sales volume (see Lin and Tan, 2003 , and references therein). We distinguish between the simple and the compound ratchet EIAs, whose corresponding payoff functions at maturity T = 1, 2, ... years are given by
where α ∈ (0, 1) is the participation rate, f ∈ (0, 1) is the floor rate providing the minimum guarantee, and c ∈ (0, 1), with c > f , is the cap rate which places an upper bound to the rate of return of the contract. R t measures the appreciation of the equity index in year t and is given by
where N is the number of reset dates. The average frequency can be daily, weekly or monthly. If N = 1, only the annual return in year t matters in the payoff construction and therefore no smoothing is applied. A close inspection of the payoff functions reveals that equations (1) and (2) can be more conveniently rewritten as
Hence, the ratchet EIA can be considered as a portfolio composed by a risk free component given by the minimum guarantee, and a sequence of bull spreads formed by European call options, which can be either Asian or vanilla options according to whether smoothing is applied or not.
For the purpose of obtaining the market consistent price of these contracts, consider a frictionless market with infinitely divisible securities, in which the risk free rate of interest is constant, i.e. r ∈ R ++ , and the equity index is given by
under some risk neutral martingale measure
1P
. X = (X t : t ≥ 0) is assumed to follow a VG process, which is obtained by time changing a Brownian motion by a gamma subordinator. Hence, given a standardP-Brownian motion W = (W t : t ≥ 0) and aP-gamma process τ = (τ t : t ≥ 0) with time scale a ∈ R ++ and decay rate b ∈ R ++ , then
In particular, we fix a = b = 1 k , with k ∈ R ++ representing the variance rate of the gamma subordinator; this last assumption guarantees that the stochastic clock represented by the gamma process is an unbiased reflection of calendar time, so thatÊ (τ t ) = t (see, for example, Madan et al., 1998) . The parameter ̟ in equation (5) is given by
and represents the exponential compensator of the VG process X t , so that the discounted stock price e −rt S t is aP-martingale. The VG process is an example of a Lévy process, i.e. of a process with independent and stationary increments. The characteristic function of X t is given by
which exists for
From equation (6), it follows
where γ 1 and γ 2 denote respectively the Pearson index of skewness and the index of excess kurtosis. It follows that the distribution of the VG process is fully described by the three parameters (θ, σ, k), which control the skewness, the variance and the excess kurtosis respectively. Because of the independent and stationary increments properties of Lévy processes, it follows that
where X ′ is an independent copy of the VG process X. Therefore, the no-arbitrage price of the ratchet EIAs is given by
Hence, the options embedded in the EIAs have 1 year to maturity, are written on an underlying asset with spot price equal to the participation rate α, and have strike prices K f = α + f and
If N = 1, the options embedded in the EIAs are European vanilla calls for which a (semi-) analytical formula of the price is available (see Madan et al., 1990 Madan et al., , 1991 Madan et al., , 1998 and given by
where K is equal to either K f or K c , and
with Φ denoting the standard normal distribution (an alternative proof is provided in Appendix A). If N > 1, the options involved are arithmetic Asian calls with fixed strike price. As the distribution of the arithmetic average is in general not known (even in the Black-Scholes economy), we need to resort to numerics. This is discussed in the next section.
Numerical methods for Asian option pricing
The pricing of arithmetic Asian options requires the implementation of numerical schemes due to the fact that the distribution of the arithmetic average of stock prices is in general not known. As Asian options are path-dependent contracts, they represent the typical example for the application of Monte Carlo simulation. However, well known shortcomings of Monte Carlo simulation in terms of efficiency and rate of convergence have motivated research for the development of alternative methods for the numerical approximation of option prices, such as Fourier transform inversion, quadrature methods and schemes for P(I)DEs. For an extensive overview of the techniques available for pricing vanilla and exotic options in a Lévy economy we refer, for example, to Cont and Tankov (2004) , Schoutens (2004) and the references therein.
In this paper, we focus on the development of analytical formulae for the approximation of the price of the arithmetic Asian options embedded in EIA contracts, which are based on the moment-matching approach. The basic idea is to calculate the first m moments of the sum
and then use this partial information to approximate the unobserved distribution with an alternate, more tractable one, whose parameters are chosen to match the original moments. The use of this approximation procedure in the option pricing literature dates back to Jarrow and Rudd (1982) , in the context of ameliorating the Black-Scholes-Merton option pricing formula. Turnbull and Wakeman (1991) and Levy (1992) have then used the same idea to obtain an efficient algorithm to price Asian options in the Black-Scholes economy.
In the context of the market model introduced in section 2, the moments of the dependent sum N i=1 S ti can be calculated using the basic properties of the VG process as a Lévy process. Hence, set
Due to the independence and stationarity of the increments of a Lévy process, it follows that
withÊ
in virtue of the Binomial theorem, and
where the last equality follows from equation (6) . In order to apply this procedure to the sumS
, we observe that
hence, equation (12) applies for S 0 = 1 and t i = t − 1 + 1/N . Consequently, the first m moments ofS
can be obtained by means of recursion (13) and equation (14) .
The next step in the construction of the numerical procedure involves the choice of the alternate distribution required for the approximation. For the case of the Black-Scholes economy, Turnbull and Wakeman (1991) and Levy (1992) have chosen the log-normal distribution; in the context of the VG economy, Albrecher and Predota (2002) have used another VG distribution. However, this choice does not guarantee that the resulting values approximating the sum of the stock prices are positive almost surely, as it should be indeed the case. Hence, based on this observation, we choose an approximating distribution of the same class as e Y , where Y is the driving process. Thus, in order to approximate the stochastic process of the sum of the stock prices, we use an exponential VG process of the form
where τ t is aP-gamma process with variance rate v ∈ R ++ . The parameter set (a, b, γ, v) is obtained as the (numerical) solution of the moment-matching problem based on equations (12)- (14) . Since we require four parameters to be estimated, we match the first four moments of the distributions involved; therefore, the approximating price of the arithmetic Asian option for the problem set in section 2 is
where K is equal to either K f or K c and the function Ψ is as defined in equation (10).
Results
The accuracy of the numerical procedure developed in section 3 is tested in the case of the ratchet EIA introduced in section 2. The analysis is organized as follows. Firstly, we test the accuracy of the approximation by comparing the sample distribution of the processS Unless otherwise stated, the base parameter set is α = 40%; f = 3%; c = 10%; T = 10 years; N = 365 (daily average); r = 5%; θ = −0.2; σ = 0.2; k = 0.25.
We further assume that the equity index pays a dividend yield q = 2% p.a. continuously compounded. This is the same parameter set used by Jaimungal (2004) .
Testing the approximating distribution Table 1 reports the moments of the average processS (N ) t /N and the approximating process Z, which are calculated using the available analytical formulae. The corresponding QQ plot of the (simulated) samples of the two processes is shown in Figure 1 . The results in Table 1 show that the matching procedure, which can only be performed numerically, provides accuracy up to the first 8 decimal places for the first moment, 7 decimal places for the variance, and 3-4 decimal places for the index of skewness and excess kurtosis. The linearity of the QQ plot represented in Figure 1 confirms the similarity of the two distributions, although the accuracy of the approximation tends to deteriorate at the far end of the tails. This is expected as, in general, the first four moments do not provide the full characterization of a probability distribution. Monte Carlo procedure makes use of a combination of low-discrepancy and ordinary sampling. The points in the Sobol' sequence used for the low-discrepancy sampling have been randomized using the random shift rules. Since this randomization causes the points in the Sobol' sequence to lose their independence, the computation of the simulation error is based on 100 batches of independent stratified samples of 10,000 replications, for an overall budget of 1,000,000 iterations (see Boyle et al., 1991) . Estimates obtained in correspondence of the benchmark parameter set.
Benchmarking to Monte Carlo procedures
In order to assess the quality of the approximation, we need a reliable benchmark; following the example of other contributions in the literature, such as Predota (2002, 2004) , Ju (2002) and Turnbull and Wakeman (1991) for example, we use Monte Carlo simulation to generate these benchmark values. To reduce the standard error of the Monte Carlo estimate, we adopt stratification which naturally leads to the development of the simulation procedure in RQMC environment. Specifically, we adopt the Brownian-Gamma bridge algorithm of Ribeiro and Webber (2004) for the generation of the trajectories of the VG process; the actual implementation is the same as in Ballotta (2009) . The Monte Carlo procedure is then benchmarked against the analytical formulae developed in section 2 for the ratchet EIA without index averaging (equations 9-11). As shown in Table 2 , the relative error of the Monte Carlo estimate of the European vanilla options forming the ratchet EIA without index averaging is around 0.04%. Table 2 also reports the resulting prices of the Asian floor and cap options for the base set of parameters, together with the Monte Carlo standard error. We note that the size of the standard error (expressed as percentage of the estimated price) ranges from 1.33% for the case of the floor option to 8.02% for the case of the cap option.
In the attempt to make the analysis of the approximation error more robust, we try to reduce the error of the Monte Carlo estimates by coupling stratification with the control variate technique (see, for example, Boyle et al., 1997). As a control for the price of the Asian option, we use the price of the European vanilla calls given in equations (9)- (11); as shown in Table 2 , the control variate helps to reduce the Monte Carlo error to 0.1113% for the case of the Asian floor option and 0.5927% for the case of the Asian cap option. Table 4 : The price of the simple and compound ratchet Equity Indexed Annuity for the given parameter set. The value of the EIA is calculated using the estimated Asian option prices reported in Table 3 and equations (7)- (8 
Rates Strike

Pricing of the ratchet Equity Indexed Annuity
The moment-matching procedure developed in section 3 is tested by performing a sensitivity analysis of the Asian option prices with respect to the strike price (i.e. the floor and the cap rates). This choice is motivated by the previous observation that the approximating process Z does not fully capture the tail behaviour of the original returns average process, which could potentially affect the accuracy of deep in/out-of the money options. Due to obvious restrictions on the range of variation of the floor and cap rates, we assume that f varies between 1% and 5% with increments of 0.5%; similarly, c varies between 5% and 15% with increments of 0.5%. The corresponding Asian option prices obtained by moment-matching and by RQMC (pure and with control variate) are presented in Table 3 , together with the relative error
The corresponding EIAs prices are reported in Table 4 , whilst the comparison between the resulting relative errors (in absolute terms) is shown in Figure 2 . The results show an irregular pattern of the error of the proposed approximation procedure when compared to the RQMC estimate, although, in general, the accuracy seems to deteriorate in the case of out-of-the-money contracts. This is consistent with the previous findings regarding the accuracy of the chosen approximating process which worsens in the tails of the underlying distribution. Further, the error of the moment-matching approximation with respect to the RQMC estimate obtained using the control variate technique, is almost indistinguishable from the one generated by pure RQMC. This confirms the robustness of the approximating procedure developed in this paper. The average magnitude of the error for the case of the arithmetic Asian option is 0.41%, with a minimum value of 0.011% and a maximum value of 1.37%. The analysis of the overall ratchet EIA contract, shown in Table 4 , shows instead that the relative magnitude of the approximation error is significantly smaller than in the case of the single Asian option component; this feature is certainly due to a "compensation" effect occurring in the construction of the overall portfolio. The average size of the error for the simple ratchet and the compound ratchet are, in fact, 0.011% and 0.015% respectively, whilst the corresponding minimum and maximum values are (0.0016%, 0.0022%) and (0.038%, 0.049%). Further statistics confirming the accuracy of the moment matching approach are reported in Table 5 ; in particular, following Ju (2002), we report the root mean square error
and the RMS relative error
where m denotes the number of option prices used andÂ 0 (i) denotes the corresponding RQMC/RQMC with control variate estimate.
Conclusions
In this note, we developed a new approximation procedure for the pricing of arithmetic Asian options in a VG economy based on the moment-matching approach with an exponential VG distribution. The numerical evidence presented in section 4 shows that this algorithm represents a quick and fairly accurate alternative to Monte Carlo simulation-based pricing techniques. Alternative implementations of the Brownian-Gamma bridge have been explored for example by Avramidis and L'Ecuyer (2006); however, the efficiency of these methods depends on the particular construction of the time partition required for the generation of the trajectory of the driving process, and/or the number of time points in this partition. This might be a non suitable restriction for the pricing of contracts like the EIA, for which the number of reset dates is usually limited and, in general, not coincident, for example, with a dyadic partition as the one implemented by Avramidis and L'Ecuyer (2006). In the light of the above discussion, current research work focuses on the assessment of the performance of the approximation method proposed in section 3, using as a benchmark other "non-random" pricing techniques, like approaches based on the Fourier transform and its inversion. Further research is currently also directed at testing the moment-matching procedure for in-themoney options as well, extend it to other Lévy processes and compare it against the approximation procedure developed by Predota (2002, 2004) .
