Implementation of stochastic neural networks for approximating random processes by Ling, Hong
Implementation of Stochastic Neural Networks for 
Approximating Random Processes 
 
 
A thesis 
 submitted in partial fulfillment  
of the requirements for the Degree of  
 
Master of Applied Computing  
 
at 
Lincoln University 
 
by 
 
Hong Ling 
 
 
Lincoln University  
2007 
 I 
Abstract of a thesis submitted in partial fulfilment of the 
requirements for the Degree of Master 
 
Implementation of Stochastic Neural Networks for 
Approximating Random Processes 
 
By Hong Ling 
 
Artificial Neural Networks (ANNs) can be viewed as a mathematical model to simulate 
natural and biological systems on the basis of mimicking the information processing 
methods in the human brain. The capability of current ANNs only focuses on 
approximating arbitrary deterministic input-output mappings. However, these ANNs do 
not adequately represent the variability which is observed in the systems’ natural settings 
as well as capture the complexity of the whole system behaviour. This thesis addresses the 
development of a new class of neural networks called Stochastic Neural Networks (SNNs) 
in order to simulate internal stochastic properties of systems. Developing a suitable 
mathematical model for SNNs is based on canonical representation of stochastic processes 
or systems by means of Karhunen-Loève Theorem. Some successful real examples, such as 
analysis of full displacement field of wood in compression, confirm the validity of the 
proposed neural networks. Furthermore, analysis of internal workings of SNNs provides an 
in-depth view on the operation of SNNs that help to gain a better understanding of the 
simulation of stochastic processes by SNNs. 
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Chapter 1 
1 Introduction         
Many environmental, industrial and biological problems and phenomena, such as 
underground water flow and pollution, transportation systems and blood flow through 
capillaries, and behaviour of biological material like wood, exhibit variability which 
cannot be simulated using deterministic approaches. The reason is that these deterministic 
approaches do not adequately represent the variability which is observed in the systems’ 
natural settings. Furthermore, they do not capture the complexity of the whole system 
behaviour. 
 
Although it is difficult to simulate and model these complex natural and biological 
systems, there are some mathematical models which have been established by using 
stochastic calculus along with stochastic differential equations. These methods involving 
stochastic processes and stochastic integration provide a theoretical framework to develop 
mathematical models for representing randomness in natural systems. Some stochastic 
mathematical developments have been demonstrated earlier in the works of Bear (1969) 
and Wiest et al. (1969). They focus on characterizing flow in porous media in underground 
water flow such as a model for contamination flow in soil or underground aquifers. 
Furthermore, Kulasiri and Verwoerd (2002) developed a stochastic mathematical model 
for solution of contaminant transport flow in porous media in time and space.  
 
Artificial neural networks (ANNs) are another approach used to model natural and 
biological systems on the basis of mimicking the information processing methods in the 
human brain. ANNs have a high capability in approximating input-output mappings that 
are complex and nonlinear to arbitrary degree of precision (Samarasinghe, 2006). The 
incremental learning approaches used in ANNs make it possible for them to approximate 
all internal parameters iteratively and ANNs solve some problems that cannot be solved 
analytically by most mathematical models. With the development of neural networks, there 
have been great achievements in exploiting the ability of artificial neural networks to 
approximate deterministic functions. Some examples are: Multilayer Perceptron Networks 
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(Samarasinghe, 2006; Cybenko, 1989; Funahashi, 1989; Hornik, Stinchcombe & White, 
1989), Radial Basis Function Neural Networks (Park & Sandberg, 1991) and Approximate 
Identity Neural Networks (Conti & Turchetti, 1994).  
 
However, very limited work has been done on investigating the capability of neural 
networks to learn and approximate stochastic processes in nature although most neural 
networks operate in a stochastic environment. “Stochastic” means that inputs and outputs 
of neural networks evolve and change over time. There are some successful examples 
which demonstrate the application of neural networks to model stochastic behaviour in 
natural and industrial systems. For instance, a stochastic neural network has been created 
for modelling transportation systems in Italy (Rosatii, 1997), for fast identification of 
spatiotemporal sequences (Araujo & Hentiques, 2003) and for generating multiple 
spectrum compatible accelerograms (Lin & Ghaboussi, 2000). However, the development 
of these stochastic neural networks is not based on the theory of stochastic processes.  
 
Turchetti (2004) proposed a new class of neural networks called stochastic neural networks 
(SNNs) as a universal approximator of stochastic processes. He has presented theoretical 
developments and a brief demonstration on the development of stochastic neural networks 
for a limited number of cases based on the theory of stochastic processes. However, this 
approach has not been used to model complex natural, biological and environmental 
systems. 
 
This project focuses on developing and implementing stochastic neural networks as well as 
analysing internal workings of stochastic neural networks. In order to achieve this aim, it is 
necessary to understand the fundamentals of stochastic problems, mathematical 
developments and neural networks. In particular, it requires a through understanding of 
related mathematical theories of stochastic calculus and stochastic processes, optimizing 
values of parameters of Neural Networks and evaluating numerically a stochastic integral 
part of a Stochastic Neural Network. Finally, the model needs to be calibrated and then 
applied to specific cases (i.e., stochastic function, the population growth model and 
analysis of noisy displacement fields of wood) of interest. 
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1.1 Objectives 
This study aims to develop and implement stochastic neural networks for biological and 
natural systems. However, defining a suitable stochastic neural network needs an 
understanding of deterministic neural networks and some related mathematical theory. 
Therefore, the research has three main objectives: 
 Study of relevant fundamental mathematical theory of stochastic calculus and 
stochastic processes within the context of applications; 
 Develop and implement deterministic neural networks;  
 Develop and implement stochastic neural networks: 
a) Implementation of a model for a simple stochastic process such as the standard 
Wiener process (Brownian Motion process) and White Noise, 
b) Implementation of a model for complex real stochastic processes, such as the 
population growth model and noisy displacement fields of wood in compression.  
1.2 Structures of Thesis 
The thesis is organized as follows: we introduce a brief review of related mathematical 
background in order to explore a suitable mathematical model for SNNs in Chapter 2; we 
develop SNNs based on a stochastic function as well as a set of realisations of real 
stochastic systems in Chapter 3; we introduce the implementation of the proposed 
stochastic neural network and analysis of internal workings of SNNs in Chapter 4; we 
describe a summary of the entire project and discuss some possible further work to 
improve the capability of the proposed stochastic neural network in Chapter 5. 
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Chapter 2 
2 Background 
2.1 Overview 
In physical terms, a stochastic process may be regarded as a set of values obtained from a 
single experiment to observe the time development of a stochastic variable which does not 
have a unique value for a corresponding time. This means that a different set of 
observations can be obtained when repeating the same experiment. Mathematically, a 
stochastic process is a collection of random variables over the time parameter t  ( Tt ∈ ). 
A random variable can be considered as a function which maps a probability space to real 
numbers. Let us define a probability space as ( )PS,,Ω , where Ω  means a sample space, 
which is a collection of all possible values of the experiment, and we use ω  to label each 
possible value of the experiment; S  is a σ-algebra1  of sets which is a nonempty 
collection of subsets of a sample space Ω  (Kulasiri & Verwoerd, 2002; Turchetti, 2004; 
and Pfeiffer,1990). We call each element of the σ-algebra S  as an event. For instance, if 
the sample space Ω  of a random variable is{ }21,ωω , then the σ-algebra S  with four 
elements is { } { } { }{ }2121 ,,,, ωωωωφ , where φ  is the null set which contains no elements. 
Generally, the sample space Ω  and the σ-algebra S  consist of a measure space ( )S,Ω  
and P , a probability measure, is a function which represents a probability to each event 
from S to the real numbers. As a consequence, we can consider a stochastic process 
),()( ωζζ tt =
 or { }Ttt ∈),(ζ  as random variables )(ωζ  which is defined on a fixed 
probability space ( )PS,,Ω  for each time t  ( Tt ∈ ). If we keep Ω∈ω  as a constant, 
we can get a function depending on a time parameter t  like { }Ttt ∈=⋅ ),,(),( ωζωζ  
and this function is called a realisation or trajectory of the stochastic process. 
                                                 
1
 A family S  of subsets of Ω  is a σ-algebra if: 
1. the space of elementary events Ω  is in S ; 
2. if a subset E  of Ω  is in S  then so is the complement cE  of E ; 
3. if a countable number of subsets of Ω  is in S  then so is their union (Kulasiri & Verwoerd, 2002; Turchetti, 
2004 and Pfeiffer, 1990). 
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Use of mathematical models for the representation of stochastic process becomes a focus 
in the theory of stochastic processes. Canonical representation of stochastic processes has 
already played the most important role in simulating stochastic processes or stochastic 
systems by means of mathematical model. The aim of canonical representation is to 
display a complex stochastic process using the sum of elementary stochastic functions 
(Turchetti, 2004). A more general definition of canonical representation of stochastic 
process is a linear combination of non-random functions and zero-mean random variables. 
Furthermore, canonical representation of the covariance function of stochastic processes is 
a key part in defining and developing stochastic neural networks. 
 
Before designing and developing a stochastic neural network, it is essential to understand 
some fundamental concepts and theories about stochastic calculus, stochastic measure and 
stochastic processes, deterministic neural networks and stochastic neural networks. There 
are some excellent books on some of these topics: Klebaner (1998) gives an excellent 
introduction to stochastic calculus; Kulasiri and Verwoerd (2002) provides more details 
about stochastic dynamics modelling in real life applications as well as some fundamental 
mathematical techniques; and Turchetti (2004) gives a thorough introduction to stochastic 
models of neural networks. The following discussion summarises some fundamental 
concepts and definitions of stochastic processes as well as deterministic and stochastic 
neural networks explaining the fundamentals of mathematical theories and the design of 
neural networks. 
 
2.2 A Brief Review of Mathematical Background 
Neural Network is considered as a mathematical model. As a result, it is necessary to 
establish a mathematical model before developing a network. A stochastic neural network 
is based on canonical representation of a class of non-stationary stochastic processes. 
However, stochastic processes are composed of continuous or discrete components that are 
not differentiable throughout due to randomness. These are expressed as stochastic 
integrals in canonical representation, and this part is very difficult to be represented by a 
network. In order to deal with this problem, canonical representation of Brownian Motion 
or White Noise is used for the stochastic integral part. Therefore, information about 
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canonical representation of a class of non-stationary processes, canonical representation by 
means of Brownian Motion process, canonical representation by means of White Noise, 
stochastic measure and stochastic integral are discussed in the following section. 
2.2.1 Stochastic Measure and Stochastic Integral 
For stochastic neural networks, the most important part is to interpret the stochastic 
processes. In general, a stochastic integral can be formulated in terms of a linear 
combination of orthogonal random variables as well as their related intervals. The 
orthogonal random variables can be regarded as a set of random variables with an 
orthogonal increments or independent increments.  
2.2.1.1 Random Variable 
A random variable Χ  is a measurable function defined on the sample space Ω , which 
associates a real number x=Χ )(ω  for each possible outcome ω  in the sample space 
Ω  of the experiment (Bain, 1987). The probability distribution of the random variables 
represents a probability measure in the measure space or phase space ),( SΩ  by using a 
set function )(xPP ΧΧ =  on the σ-algebra space ( S ) as SxxXPxPX ∈∈= },)({)( ωω .  
2.2.1.2 Stochastic Measure 
Stochastic measure is a set function )(∆Φ  that corresponds to the semiclosed internals 
),[ 10 λλ=∆  of the real axis. This random variable )(∆Φ , by definition, needs to satisfy the 
following conditions: 
(1) Orthogonal property 
{ } 0)()( 21 =∆Φ∆ΦE ,                                                             [2-1] 
where the bar denotes the conjugate complex quantity; 
(2) the additive property 
( ) ( ) ( )2121 ∆Φ+∆Φ=∆∪∆Φ ,                                        [2-2] 
for every disjoint intervals 1∆  and 2∆  ( φ=∆∩∆ 21 ) (Turchetti, 2004). 
 7 
2.2.1.3 Stochastic Integral  
In this section, we define the integration of stochastic processes based on the orthogonal 
stochastic measure so that we can understand the conditions under which this integral 
exists and why we could use Brownian Motion to numerically represent the stochastic 
integral part of stochastic processes. Now we define the generalized form of the stochastic 
integral as follows 
∫Λ Φ= )()( λλϕζ d ,                                                   [2-3] 
where )(λϕ  is a deterministic function and )( λdΦ  is an orthogonal stochastic measure. 
 
From the definition of the stochastic integral, it can be considered as a linear combination 
of a deterministic function ( )(λϕ ) and an orthogonal stochastic measure ( )( λdΦ ). If we 
assume that the deterministic process )(λϕ  can be expressed as a sequence of constants 
over very small intervals and Eq. [2-3] can be written as 
∑∫
=
Λ
∆Φ=Φ=
n
j
jjcd
2
)()()( λλϕζ ,                                        [2-4] 
where 





≥
⊂Λ∈≤≤≤≤
<
=
−
.,0
,,2,,
,,0
)( 1
1
n
jjj Rnjc
λλ
λλλλ
λλ
λϕ                      [2-5] 
2.2.2 Brownian Motion and White Noise 
2.2.2.1 Brownian Motion (BM) 
If the process { Ry ⊂Λ∈λλ),( } is defined as a Brownian Motion process, it would 
satisfy the following conditions: 
i. the process has independent increments; such that 4321 λλλλ <<<  
 0})]()([)]()({[ 3412 =−− λλλλ yyyyE ;                           [2-6]      
ii. the increments are Gaussian random variables, such that for Λ∈21 , λλ  
,})()({ 212 ∞<− λλ yyE                                         [2-7]  
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,0)}()({ 12 =− λλ yyE                                                               
12
22
12 })()({ λλσλλ −=− cyyE , 
where 0>cσ  is constant. 
 
The increments of BM can satisfy the conditions of the definition of stochastic measure. 
As a result, the increments of BM may be used to define an orthogonal stochastic measure, 
yielding 
)()()( 01 λλ yy −=∆Φ ,    where [ )10 ,λλ=∆ .                            [2-8] 
 
If the stochastic measure )( λdΦ  is viewed as increments of BM process )(λy , the Eq. [2-
4] may also be written as 
∑∑∫
=
−
=
Λ
−=∆Φ=Φ=
n
j
jjj
n
j
jj yyccd
2
1
2
)]()([)()()( λλλλϕζ .                     [2-9] 
 
Using the property of independent increments of BM, we can obtain the probability 
characteristics of ζ . The mean of ζ  is equal to zero and the variance is 
}))()({(}{)( 21
2
2
−
=
−== ∑ jj
n
j
j yyEcEVar λλζζζ .                            [2-10] 
2.2.2.2 White Noise (WN) 
If the process ( R⊂Λ∈λλς ),( ) is defined as a White Noise process, it would satisfy the 
following conditions for developing stochastic neural networks (Turchetti, 2004): 
i. )(λς  is a normal process;  
ii. dE σλς =})({
2
;                                               [2-11] 
iii. 0})()({ =jiE λςλς ,   ji ≠ .                                   [2-12] 
By definition, a WN process is a random process of mean zero and constant variance dσ . 
Furthermore, there is no correlation between any two WN random variables.  
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2.2.2.3 The Relationship between Brownian Motion and White Noise 
Based on the definitions of BM and WN processes, we find that the increments of BM 
process have the same characteristics as WN process. Therefore, BM may be transformed 
into an indefinite integral of a WN process. The following equation represents the integral 
relationship between BM and WN, 
)()()(
0
λλςλ λ dy ∫= ,                                                  [2-13] 
or its differential form is 
λλςλ ddy )()( = .                                                   [2-14] 
2.2.3 Canonical Representation of Stochastic Processes 
The purpose of canonical representation is to display a stochastic process using the sum of 
elementary stochastic functions (Turchetti, 2004). On this basis, an elementary stochastic 
function can be defined as  
)()( tt ϕξζ = ,                                                       [2-15]                            
where )(tζ  is a stochastic process, ξ  is an ordinary zero-mean random variable and 
)(tϕ  is a non-random function. As a consequence, the random property of the process 
depends on the random coefficient ξ  while the evolution of the process is associated with 
the function )(tϕ . In general, a stochastic process is shown by summation of these 
elementary functions 
∑
=
=
M
i
ii ttx
1
)()( ϕξ ,                                                     [2-16] 
because a stochastic process can be regarded as the sum of elementary stochastic functions.  
 
With regard to the representation of a stochastic process in a mathematical model, we 
mainly focus on canonical representation of the covariance of the stochastic process 
because it plays a very important role in the definition of a stochastic neural network. 
Canonical representation of the covariance function is  
∑∑
≠=
+==
ji
jiji
M
i
iii EstEstsxtxEstB }{)()(}{)()(})()({),(
1
2 ξξϕϕξϕϕ ,             [2-17] 
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where }{•E represents the expectation of a random variable ξ . If iξ  and jξ  are chosen 
as orthogonal random variables,  
0}{ =jiE ξξ ,   for   ji ≠ .                                          [2-18]      
Therefore, canonical representation of the covariance function displays the process as a 
linear combination of orthogonal random variables 
∑
=
==
M
i
iii EstsxtxEstB
1
2}{)()(})()({),( ξϕϕ .                                [2-19]   
2.2.4 Canonical Representation of a class of Non-stationary Processes                      
From the above discussion, the covariance function of stochastic processes can be 
represented as  
∫Λ= )(),(),(),( λλϕλϕ dFststB ,                                         [2-20] 
where ),( λϕ t  is a family of functions of the variable R⊂Λ∈λ  (which is defined in 
Section 2.2.1.3) with the parameter Tt ∈  and )( λdF  is a monotone non-decreasing 
function defining a Stieltjes measure on the semiclosed intervals ),[ 10 λλλ =∆  (Klebaner, 
1998). We call this kind of stochastic processes as a class of non-stationary processes.  
 
In this section, an example is used to represent which stochastic process belongs to such a 
class of non-stationary process. Now let us assume the stochastic process )(tx  as  
)()( tgatx = ,                                                         [2-21] 
where a  is a random variable assuming the values R∈λ  with probability density 
function (PDF) )(λf  and )(tg  is a real-valued and deterministic function (Turchetti, 
2004). The covariance function of this stochastic process is  
}{)()()}()({)}()({),( 2aEsgtgsgatgaEsxtxEstB === .                     [2-22] 
 
From the definition of the covariance function, Eq. [2-22] is rewritten as  
λλλλλλϕλϕ dfsgtgdFststB
RR ∫∫ == )()()()(),(),(),( ,                    [2-23] 
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with )(),( tgt λλϕ = , 
λλλ dfdF )()( = . 
 
The function )( λdF  is also regarded as the cumulative distribution function (CDF). This 
function is absolutely continuous but not differentiable at all R⊂Λ∈λ . It can be 
determined by the probability density function )(λf  and we have 
∫Λ= λλλ dfF )()( .                                                [2-24] 
Figure 2-1 displays the relationship between PDF and CDF of random variable. In this 
figure, the curve displays PDF while the shaded area represents values of )( λ∆F  on the 
semiclosed interval ),[ 10 λλλ =∆ . 
 
Figure 2-1  The PDF and CDF of realisations of a stochastic process. 
 
The method of canonical representation of )(tζ  is defined to establish an isometric 
correspondence U from the space )(2 FL onto )(ζL . So the formula for the canonical 
representation is 
)(),()( λλϕζ dtt Φ= ∫Λ ,                                                [2-25]                   
while )( λdΦ  is called a stochastic measure on the intervals Λ∈λd  with the value 
)(})({ 2 λλ dFdE =Φ  on the Hilbert space )(2 FL . )( λdF  represents the variance 
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distribution of the various stochastic measures )( λdΦ  on the real λ  axis. The book 
entitled “Stochastic Models of Neural Networks” (Turchetti, 2004) provides the proof of 
Eq. [2-25]. 
2.2.5  Canonical Representation by means of Karhunen-Loève Theorem 
The Karhunen-Loève (KL) theorem is a representation of a stochastic process 
]),[()( batt ∈ζ  as a finite linear combination of orthogonal functions determined by the 
covariance function ),( stB  of this stochastic process (Gihman and Skorohod, 1974). As a 
result, the stochastic processes can be expanded as 
∑
Λ∈
=
λ
λϕλξζ ),()()( tt ,                                                [2-26] 
with 
dttt
b
a
),()()( λϕζλξ ∫= .                                               [2-27] 
In this expansion, )(λξ  is an orthogonal sequence of random variables and the variance 
values of )(λξ  are equal to the eigenvalues of the covariance of the stochastic process. 
This means that λλξ =})({ 2E . The function ),( λϕ t  are the eigenfunctions of the 
covariance of the stochastic process. 
 
According to the theory of integral equations and integral operators, the covariance of the 
stochastic processes can also expanded into a uniformly convergent series with regards to 
its eigenfunctions ),( λϕ t , yielding 
),(),(),( λϕλϕλ
λ
ststB ∑
Λ∈
= ,                                          [2-28] 
where ),( λϕ t  are eigenfunctions given by 
),(),(),( λϕλλϕ tdssstBb
a
=∫ ,                                          [2-29] 
and orthogonality of ),( λϕ t  is given by 
Λ∈Λ∈



≠
=
=∫ uu
u
dtutt
b
a
,,
0
1),(),( λλ
λϕλϕ .                           [2-30] 
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If the set R⊂Λ∈λλ,  could be decomposed into some discrete values kλ  in the real 
axis and the number of kλ  depends on the number of eigenvalues of the covariance of a 
stochastic process, Eqs. [2-26] to [2-29] can be rewritten as, 
),()()(
1
k
n
k
k tt λϕλξζ ∑
=
= ,                                            [2-31] 
),(),(),(
1
k
n
k
kk ststB λϕλϕλ∑
=
= ,                                        [2-32] 
with 
),(),(),( kk
b
a
k tdssstB λϕλλϕ =∫ ,                                        [2-33] 
dttt
b
a
kk ∫= ),()()( λϕζλξ ,                                             [2-34] 
and 
kkE λλξ =})({ 2 .                                                     [2-35] 
In this case, the eigenfunctions are considered as the normalized eigenfunctions of the 
covariance. 
 
In terms of canonical representation by means of the KL theorem, it mainly focuses on 
developing a stochastic neural network based on input and output data collected from a real 
system, not just from ideal stochastic process functions. It can also be regarded as a 
suitable tool for solving a stochastic simulation in the natural environment. Eigenvalues 
and eigenfunctions from the KL theorem can be obtained by using singular value 
decomposition method or principal component analysis (PCA) by using any statistical and 
mathematical softwares. 
2.2.6 Decomposition of the Canonical Representation 
Canonical representation of standard stochastic processes could be decomposed into two 
components: a discrete component and a continuous component. It means that a discrete 
component has countable values of the spectral variable λ  while the continuous 
component has non-countable values of the spectral variable λ . In order to make 
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stochastic neural network successfully represent these two components, WN and BM 
processes are used to numerically evaluate stochastic integral part of canonical 
representation of stochastic processes.  
 
Let us define )(AF  as a measure defined on the sets RA ⊂ . Meanwhile, let us assume 
)(AF  be composed of discrete c and continuous components 
)()()( AFAFAF cd += ,                                                 [2-36] 
where )(AFd  and )(AFc  are the discrete and continuous components.  
 
Taking probability theory into account, the discrete component )(AFd  can be considered 
as a linear combination of functions ( )( jp λ ) for every jλ  on a discrete set. Thus 
∑
∈
=
A
jd
j
pAF
λ
λ )()( ,                                                [2-37] 
where 0)( ≥jp λ . 
 
The continuous component )(AFc  can be regarded as Eq. [2-24] in the section 2.2.3. It 
can be written as 
∫= Ac dfAF λλ)()( ,       while  λλ any for ,0)( ≥f .                    [2-38] 
Combining these two equations (Eq. [2-37] and Eq. [2-38]), Eq. [2-36] can be rewritten as          
∫∑ +=+=
∈
A
A
jcd dfpAFAFAF
j
λλλ
λ
)()()()()( .                             [2-39] 
 
Now, we can define a stochastic measure for )(AF . From the above analysis, it means 
that the discrete and continuous components have their corresponding stochastic measures 
)(AdΦ  and )(AcΦ , respectively. They are uncorrelated and they satisfy the following 
condition 
0})()({ =ΦΦ BAE cd     for any BA, .                                 [2-40] 
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The functions (Eq. [2-25]) in the section 2.2.4 can be rewritten as 
)(),()(),()(),()( λλϕλλϕλλϕζ dtdtdtt cd Φ+Φ=Φ= ∫∫∫ ΛΛΛ ,                 [2-41] 
which leads to 
)()()(),()(),()( ttdttt cdcd ζζλλϕλλϕζ
λ
+=Φ+Φ= ∫∑ Λ
Λ∈
,                    [2-42] 
where )(})({ 2 λλ dd FE =Φ ,                                           [2-43] 
      )(})({ 2 λλ dFdE cc =Φ .                                          [2-44] 
 
The following section shows how to obtain a suitable transformation of stochastic measure 
in the canonical representation of stochastic processes. The purpose of this is to create a 
suitable mathematical model for neural network to simulate stochastic processes and 
stochastic systems. BM and WN processes can be regarded as suitable transformations for 
the continuous and discrete components of stochastic measures, respectively.  
2.2.6.1 Canonical Representation of Continuous Component by Means of BM 
Process 
BM can be used to define the continuous component of the canonical representation of 
stochastic processes and covariance function by means of suitable transformations of the 
stochastic measure )( λdcΦ  (Turchetti, 2004).  
Let us assume the following transformation     
∫∆ Φ=∆ )()()( λλµ df c ,      0)(),()( 2 >Λ∈ λλ fLf ,                     [2-45] 
and  
)()()(})({ 22 ∆== ∫∆ GdFfdE c λλλµ  while )()()(
2 λλλ dFfdG c=           [2-46] 
 
It means that a transformation of the stochastic measure can be written as 
)()()( λλλµ dfd cΦ= ,                                                 [2-47] 
where )( λµ d  is stochastic measure as well. 
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The above can be expressed in the form of  
)()()( λµλλ dcdc =Φ ,      where   )(1)( λλ fc = .                        [2-48] 
          
Using this transformation, the canonical representation of continuous component of 
stochastic process can be written as  
∫∫∫ ΛΛΛ ==Φ= )(),()()(),()(),()( λµλψλµλλϕλλϕζ dtdctdtt c ,              [2-49] 
where )(),(),( λλϕλψ ctt = .        
From this function, the canonical representation of covariance function can be displayed as 
2)(),(),()(),(),(),( λλϕλϕλλϕλϕ dstdFststB cc Φ== ∫∫ ΛΛ .                 [2-50]  
Based on Eq. [2-48] and Eq. [2-46], Eq. [2-50] can be rewritten as 
)(),(),()(),(),(),( λλψλψλλϕλϕ dGstdFststB c ∫∫ ΛΛ == .                   [2-51] 
Now let )(λy  be a BM process and let us define stochastic measure )( λµ d  using )(λy , 
)()()()( 12 λλλλµ dyyyd =−= .                                          [2-52] 
Form the definition of BM process, Eq. [2-6] and Eq. [2-7], we obtain the following 
function for Eq. [2-44],  
[ ] [ ] )()(})()({)(})({ 2221222 λλσλλλλλ dFdcyyEcdE ccc ==−=Φ .              [2-53] 
 
As a result, the representation of the stochastic process and the covariance function can be 
represented by 
))()((),()(),()( 12 λλλψλµλψζ yytdtt −== ∫∫ Λ∆ ,                          [2-54]   
.),(),(
)]([),(),()(),(),(),(
2
22
λσλψλψ
λσλλϕλϕλλϕλϕ
dst
dcstdFststB
c
cc
∫
∫∫
Λ
ΛΛ
=
==
         [2-55] 
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2.2.6.2 Canonical Representation of Discrete Component by Means of WN Process 
WN is used to define the discrete component of the canonical representation of stochastic 
processes and covariance function by means of suitable transformations of the stochastic 
measure )( λddΦ  (Turchetti, 2004).  
Let us assume the following transformation 
)()()( λλλς dp Φ= ,     while     0)( >λp ,                             [2-56] 
and  
)()()( λςλλ qd =Φ ,      while    )(1)( λλ pq = .                        [2-57] 
Using this transformation, the canonical representation of discrete component of stochastic 
process can be written as      
)(),()()(),()(),()( λςλτλςλλϕλλϕζ
λλλ
∑∑∑
Λ∈Λ∈Λ∈
==Φ= tqtdtt d ,               [2-58] 
where )(),(),( λλϕλτ qtt = .                                            [2-59]  
                       
From this function, the canonical representation of covariance function can be displayed 
as, 
2)(),(),()(),(),(),( λλϕλϕλλϕλϕ
λ
dd stFststB Φ== ∑∫
Λ∈
Λ
.                  [2-60] 
Based on Eq. [2-58] and Eq. [2-57], Eq. [2-60] can be rewritten as, 
})]({[),(),()(),(),(),( 2λςλτλτλλϕλϕ
λ
EstFststB d ∑∫
Λ∈
Λ
== .               [2-61] 
     
Now, taking WN process into account, let )(λς  be a WN process and it satisfies this 
condition 
22})]({[ dE σλς = .                                                     [2-62]                   
Form the definition of WN process (Eq. [2-11] and Eq. [2-12]), we can get the following 
functions 
[ ] [ ] )()(})({)(})({ 22222 λσλλςλλ ddd FqEqE ===Φ .                        [2-63]     
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As a result, the representation of the stochastic process and the covariance function can be 
represented by 
∑
Λ∈
=
λ
λςλτζ )(),()( tt ,                                                  [2-64] 
.),(),(
)]([),(),()(),(),(),(
2
22
d
dd
st
qstFststB
σλτλτ
σλλϕλϕλλϕλϕ
λ
λλ
∑
∑∑
Λ∈
Λ∈Λ∈
=
==
             [2-65] 
 
Though a series of mathematical transformation, we can see that a stochastic process can 
be regarded as a linear combination of deterministic functions and stochastic measure. 
These stochastic measures are represented by BM or WN processes according to the 
properties of simulated stochastic processes. For instance, if the simulated stochastic 
process is discrete, we will put WN processes. Otherwise, a standard BM processes will be 
used in the stochastic neural network. It seems that we can develop deterministic neural 
networks to learn input-output mappings from these deterministic functions as the first step 
in developing stochastic neural networks (SNNs). The reason for this step is that the 
development of SNNs is based on these deterministic neural networks by adding BM or 
WN processes to achieve the stochastic properties of the networks.  
 
2.3 Design of Deterministic Neural Networks 
In deterministic neural networks, just one unique output corresponds to a related input 
vector once weights and coefficients of functions in the network are set. The major feature 
of deterministic neural networks is to adjust the parameters of some activation functions in 
the network by modifying network weights during learning of input and output mappings 
from a set of examples (Poggio & Girosi, 1990). However, the unique input vector can 
correspond to different outputs in a stochastic process. This makes parameters of a neural 
network not converge on the optimal values. As a consequence, the most important for 
simulating a random or stochastic process is how to find the deterministic properties of the 
process for developing a neural network by means of statistical and mathematical theory. 
The purpose of this is to create a suitable input and output mapping for a neural network 
and make weights converge on the optimal values. 
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A neural network can be mathematically represented by a linear combination of neural 
activation function 
∑
=
=
n
i
iin xwxS
1
),()( σ ,    rTr Rxxxx ∈≡ ),,,( 21 L ,                       [2-66] 
where iw are weights of neural networks that are adjusted during the learning step, and 
)(xiσ are neural activation functions whose identity mainly depend on the specific class of 
network.  
  
As mentioned before, there are three main classes of neural networks relevant to this study: 
Multilayer Perceptron Networks (MLPs), Radial Basis Function Neural Networks (RBFs) 
and Approximate Identity Neural Networks (AINNs). Although these three classes of 
neural network have the same ability in approximating input-output mappings, a lot of 
papers and books have dealt with and proved the ability of MLPs and RBFs in 
approximating complex mappings. In this project, we focus on using approximate identity 
neural networks (AINNs) based on approximate identify functions as deterministic neural 
networks. These functions yield simpler learning properties in adjusting weights and 
parameters of activation functions. The following section discusses some mathematical 
theory and properties of AINNs. 
2.3.1 Definition of Approximate Identity Functions 
The activation functions in these neural networks are called approximate identity functions. 
Let )(xkv ( Rx ∈ ) be approximate identity functions, they should satisfy the following 
conditions: 
i. ,1)( =∫
∞
∞−
dxxkv   v∀ ;                                          [2-67]         
ii. for any 0>ε  and 0>δ , there exists a number Γ  such that for Γ≥v  it makes  
∫ > ≤δ εx v dxxk )(  (Turchetti, 2004). 
2.3.2 Definition of Approximate Identity Neural Network 
AINNs can be represented by a linear combination of AI functions. For one-dimensional 
input, the function in Eq. [2-66] can be replaced by AINN functions 
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∑
=
−=
n
i
ivin xxkwxS
1
)()( ,                                             [2-68] 
where )(•vk  are AI functions; iw  is the weight of the thi  neuron; i  represents the 
neuron number; ix  is the centre of the AI function of the 
thi  neuron. 
When the input of a neural network is multidimensional, the following property of AI 
functions can be used to develop networks. Let )(xk v  be an AI function; then the product 
)()()()( 21 mvvvv xkxkxkx L=Ω ,                                          [2-69] 
where [ ]mxxxx ,, 21 L=  is also an AI function. From this property, the general 
mathematical representation is 
∑
=
Ω=
n
i
vin xwxS
1
)()( .                                                 [2-70] 
 
Developing a suitable neural network mainly depends on training a network to learn the 
features of the environment, i.e., the dimension of the input space and relationships 
between input and output variables. These factors can define the number of neurons 
needed, the structure of the neural network (i.e., AI functions in AINNs) and the learning 
algorithm. Furthermore, the degree of accuracy of networks mostly depends on the 
activation functions and the number of neurons. Once the approximate activation functions 
are selected, the number of neurons mainly depends on the complexity of the input and 
output mapping to be achieved by the deterministic neural networks which are developed 
to simulate a real stochastic system. The activation functions are decided by the 
relationship of input and output variables. In this project, we create a neural network based 
on AI functions. The following function that satisfies the conditions for AI functions can 
be chosen as the AI function of the AINN 





 −−
−




 +−
=
2
)(
tanh
2
)(
tanh)( σϑσϑω xvxvx .                          [2-71] 
Therefore, 




 −−
−




 +−
=
2
)(
tanh
2
)(
tanh)( σϑσϑ xvxvxkv .                  [2-72] 
In this symmetric function, the centre of symmetry depends on ϑ , the sharpness of the 
function is defined by v  and the value of σ  defines the position of the maximum of the 
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function. Figure 2-2 shows the type behaviour of an AI function. After defining the AI 
function, the next step is learning the actual input-output mapping in order to approximate 
the suitable values of parameters and weights w , ϑ , v  and σ  as a basis for the 
development of SNNs. 
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Figure 2-2  Typical shapes of AI functions.  
 
2.4 Design of Stochastic Neural Networks 
Stochastic neural networks are a new class of neural networks. The main advantage of 
SNNs is that once the learning stage is complete from the historical data, a neural network 
can act as a random process itself. This means that these kind of neural networks represent 
the inherent behaviour and properties of the stochastic system which is closely related to 
the natural environment in which a trained network will operate. It is useful in simulating 
and analysing natural systems displaying inherent noise. The following section deals with 
the development of stochastic neural networks. 
 
There are two main approaches to developing stochastic networks: using stochastic 
weights and using stochastic activation functions (Turchetti, 2004). The Boltzmann 
machine with threshold activation functions is regarded as a famous stochastic neural 
network with stochastic activation functions (Amari, 1990; Deco&Parra, 1993; Haykin, 
1994). In this project, stochastic activation function approach is used but with more 
capable activation functions to create stochastic neural networks. 
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With regard to stochastic processes, they usually contain some discrete components or 
some continuous components as in Eq.[2-41]. However, there are two different approaches 
for neural networks to simulate the discrete and the continuous components, respectively, 
of a process. As shown in Section 2.2.6, we use WN processes for simulating the discrete 
components and BM processes for simulating the continuous components. The following 
section presents how stochastic neural networks use these two different elementary 
stochastic processes to achieve stochastic properties of the networks and make them act as 
stochastic processes themselves. 
2.4.1 Simulating the continuous components of a stochastic process 
We use )(tcξ  to display the continuous components of a stochastic process in Eq. [2-41]. 
)(tcξ  can also be presented as Eq. [2-54] in Section 2.2.6.1. Now we assume the general 
mathematical function of a stochastic neural network as 
∑=
j
jj tut )()( ηη ,        and      )()( λλη dua jjj Φ= ∫Λ ,               [2-73] 
where jη  represent the random variables, )(•ju  are AI functions, ja  are the weights 
of the neural network, j  is the neurons number and )( λdΦ  is a stochastic measure. As 
discussed previously, we can choose different formulations to express the stochastic 
measure for different situations. For simulating the continuous components of a stochastic 
process, we can regard the stochastic measures )( λdΦ  as a BM process and thus Eq. [2-
73] can be rewritten as 
∑=
j
j
c
jc tut )()( ηη ,       and        )()( λλη dyua jjcj ∫Λ= ,              [2-74] 
where )(λy  is a BM process. 
 
By combing Eq. [2-74] and Eq. [2-54], we have 
)()()()(),()( λλλλψη dyutuadytt j
j
jjc ∫ ∑∫ ΛΛ == ,                          [2-75] 
thus, )()(),( λλψ j
j
jj utuat ∑=  and λσλ ddyE c=})({
2
, where cσ  is a variance of the 
BM process. 
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The ),( λψ t  is deterministic. Thus the continuous component of the stochastic process in 
Eq. [2-75] can be generated by the joined activity of the deterministic function ),( λψ t  
and an increment of BM process ( )(λdy ). The deterministic function can be developed 
into a deterministic neural network based on AI functions. The purpose of this is to define 
values of weights and coefficients of AI functions during the learning stage. 
 
Once the learning stage is completed, BM process can be put into AINNs in order to create 
a stochastic neural network. According to the stochastic integral definition and property of 
BM process (Turchetti, 2004 and Kulasiri & Verwoerd, 2002), we can assume the 
following approximated function to estimate the value of the stochastic integral part of the 
neural network 
∑∫ ∆≅Λ
k
kkjj udyu )()()()( µλλλ ,   with )()()( 1−−=∆ kkk yy λλµ .            [2-76]  
Consequently, the function )(tcη  can be replaced by the following function 
∑∑ −−=
k
kkkj
j
jjc yyutuat ))()(()()()( 1λλλη .                              [2-77] 
 
The architecture of the stochastic neural network is shown in Figure 2-3 and the stochastic 
integral part ( mη ) is displayed in Figure 2-4. However, this project focuses on how to use 
BM to represent the random property of neural networks because stochastic processes are 
composed of continuous components. It is not possible to represent a stochastic integral by 
a neural network. This is the reason why the neural network uses BM process as an 
approximation of the stochastic integral part. The mathematical theory of these was 
illustrated in Section 2.2.2.  
 
In terms of using BM process for SNNs, there are two different ways to show the 
stochastic integral component (see Figure 2-5 and Figure 2-6). These two figures display a 
1-dimensional (input) neural network. In Figure 2-5, every random 
variable )( 1∆µ , )( 2∆µ ,..., comes from a different BM process with specified σ  and j∆  
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whereas in Figure 2-6, the random variables )( 1∆µ , )( 2∆µ ,... use the same BM process 
with different values for the increments 1∆ , 2∆ ( Turchetti, 2004). 
 
This section presented a complete description of the simulation of the continuous 
component of a stochastic process by using stochastic neural networks with BM processes. 
The stochastic properties of the continuous components of a stochastic process are mainly 
achieved by the stochastic properties of BM process of the networks. 
 
 
 
Figure 2-3  Architecture of the stochastic neural network given in Eq. [2-73]. 
 
 
 
 
 
 
Figure 2-4  Block scheme for generating the stochastic integral part jη of a stochastic 
neural network. 
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Figure 2-5  Implementation of the stochastic integral part jη  by using different BM 
processes for a one-dimensional (input) network. 
 
 
Figure 2-6  Implementation of the stochastic integral part jη  by using one BM process 
for a one-dimensional (input) network. 
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2.4.2 Simulating the discrete components of a stochastic process 
We use )(tdξ  to display the discrete components of a stochastic process in Eq. [2-41]. 
)(tdξ  can also be presented as Eq. [2-64] in Section 2.2.6.2. Based on the general 
mathematical function of a stochastic neural network (Eq. [2-73]), we can design an 
approximation of the discrete component of the stochastic process as 
)()( tut k
k
d
kd ∑= ηη ,  while )()( λςλη
λ
∑
Λ∈
= km
d
k ub , and 
22})({ dE σλς = .       [2-78] 
where dkη  represent the random variables, )(•ku  are AI functions, kb  are weights of 
neural network , k  is the neurons number , dσ  is a constant and )(λζ  is a WN 
process. 
By combining Eq. [2-78] and Eq. [2-64], we have 
)()()()(),()( λςλλςλτη
λλ
∑∑
Λ∈Λ∈
== mmmd utubtt .                             [2-79] 
Thus, )()(),( λλτ mmm utubt = . 
 
The ),( λτ t  is deterministic. Thus the discrete component of the stochastic process in Eq. 
[2-79] can be generated by the joined activity of the deterministic function ),( λτ t  and a 
WN process. The deterministic function can be developed into a deterministic neural 
network based on AI functions. The purpose of this is to define values of weights and 
coefficients of AI functions during the learning stage. Once the learning stage is 
completed, WN process can be put into AINNs in order to create a stochastic neural 
network. 
 
The architecture of the stochastic neural network for the discrete components is nearly the 
same as that for the continuous components. The only difference is that it deals with the 
random variable ( dkη ). Figure 2-7 presents how it incorporates dkη  where it is regarded as 
a linear combination of the WN process )(λς . 
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Figure 2-7  Block scheme for generating the dkη  of the stochastic neural networks for 
simulating the discrete components of a stochastic process. 
 
Once the representation of the discrete components by using a network with a series of 
WN process is completed, it is possible to successfully model the whole stochastic process 
by combining these two approaches. We use BM processes for the continuous parts and 
WN processes for the discrete parts. So the final mathematical function of the stochastic 
neural network for the whole stochastic process can be written as 
)()()()()( tututtt k
k
d
jj
j
c
jdc ∑∑ +=+= ηηηηη ,                             [2-80] 
with    )()( λλη dyua jjcj ∫Λ= , 
        )()( λςλη
λ
∑
Λ∈
= km
d
k ub . 
 
The architecture of the complete stochastic neural network for the general stochastic 
process (contains discrete and continuous components) is displayed in Figure 2-8. 
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Figure 2-8  Architecture of the stochastic neural network given by Eq. [2-80]. 
 
2.5 Summary 
From what has been discussed above, modelling of stochastic processes or stochastic 
systems using neural networks involves the following three types of tasks: 
a) Find a Canonical representation of a class of non-stationary stochastic processes by 
means of WN and BM processes,  
b) Develop a deterministic neural network to define values of weights and coefficients of 
deterministic functions as well as choose suitable approximate identity functions, and  
c) Develop a stochastic neural network with the same parameters as the deterministic 
neural network but integrated with BM and WN to simulate stochastic processes. 
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Chapter 3 
3 Methodology 
Deterministic neural networks and stochastic neural networks were developed in the 
Mathematica software environment. There are two important reasons for choosing 
Mathematica software: Mathematica is a very powerful tool for creating and analysing 
input-output mapping of deterministic neural networks; Mathematica is also a useful tool 
for developing and defining parameters and weights of deterministic neural networks as 
well as stochastic neural networks.  
 
From the related mathematical background section, we have already seen two different 
approaches to get input-output mappings for deterministic neural networks. Choosing a 
suitable approach for a stochastic neural network for simulating a stochastic process 
depends on whether the data is generated from stochastic function or collected from a real 
system with noise. If all information for a stochastic neural network comes from a 
stochastic function, the input-output mapping of the deterministic neural network is created 
by using the covariance function of this stochastic process. Otherwise, the input-output 
mapping of the deterministic neural network is created by eigenfunctions of the covariance 
matrix of the collected data with noise.  
 
The following section discusses how to use Mathematica for representing deterministic 
neural networks as well as stochastic neural networks. The most important part in the 
following section is how to create input and output mappings for deterministic neural 
networks from a stochastic function and some collected data from a real system, 
respectively. Meanwhile, it is essential for us to perform a learning stage for deterministic 
neural networks or stochastic neural networks. The purpose of this is to develop a suitable 
neural network based on input-output mappings. The parameters are the number of 
neurons, structure of neural network and learning algorithm.  
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3.1 Mathematica Programming Environment  
Mathematica is a fully featured and integrated mathematical computing software 
environment developed by Wolfram Research (Wolfram Research, 2005) for high-level 
numerical and symbolic computations with its own programming language and 
documentation systems and some advanced connectivity to other application packages. 
Mathematica has powerful capability in different areas. For example, representing 
mathematical and scientific concepts, analysing and visualizing data, modelling and 
simulating simple control systems as well as complex biological and natural systems, and 
handing complex symbolic calculations that contain a large number of terms. Furthermore, 
mathematica also allows some efficient operations with powerful results. In mathematica, 
just one line of programming code provides meaningful outcomes. 
 
3.2 Creating Input-Output Mappings  
A significant property of neural networks is their capability in approximating input and 
output mappings. However, current neural networks are mainly suitable for learning non-
random (deterministic) input-output mappings. As a result, it is essential to first define a 
deterministic input and output mapping for stochastic processes and then develop a 
deterministic neural network as the first step in developing stochastic neural networks. 
Depending on whether a stochastic process is represented by a random function or a set of 
realisations of a stochastic system, different approaches are used to develop the model. The 
following section represents how to create a non-random input and output mapping from a 
stochastic process for these two situations. 
3.2.1 Input-Output Mapping from a Stochastic Function 
Now let us assume a stochastic process as a stochastic function and create a non-random 
input and output mapping by using the following function given by Turchetti (2004) as an 
example  
22
0
22
0
1
)()(
t
t
txt
ω
ωξ
+
= ,                                               [3-1]            
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where )(tξ  is the stochastic process at the time t , 0ω  is a constant and )(tx  is a zero 
mean wide sense stationary process1 with covariance function given by the following 
function 
r
xx erRsxtxE
α−
== )()}()({ ,   with       str −= ,                   [3-2] 
where α  is a constant. 
 
Then we use the Fourier-Transform and the inverse Fourier-Transform to identify the 
relationship between the covariance function of a wide sense stationary process and its 
power spectral density function, yielding 
∫
∞+
∞−
= λλλ dferR rjxx )(2
1)( ,                                          [3-3] 
∫
∞+
∞−
−
= drrRef xxrj )(1)( λpiλ .                                           [3-4] 
 
By substituting Eq. [3-2] into the Eq. [3-4]  
22
211)(1)(
λα
α
pipipi
λ αλλ
+
=== ∫∫
∞+
∞−
−
−
∞+
∞−
− dreedrrRef rrjxxrj .                 [3-5] 
 
As a result, it is easy to define the covariance function of the non-stationary process )(tξ . 
The covariance function of )(tξ  is  
22
0
22
0
22
0
22
0
11
)}()({)}()({),(
s
s
t
t
sxtxEstEstB
ω
ω
ω
ωξξ
++
== .                     [3-6] 
Taking the canonical representation of a class of Non-Stationary processes into account, 
the covariance function of the non-stationary process can be written as  
                                                 
1
 )(tξ  is a wide sense stationary stochastic process if and only if for all t ,  
atE =)}({ξ , and   )(),0(),( τττ ξξξ RRtR == ,  
 where a  is the mean value and ),( τξ tR  is the autocovariance function of the stochastic process )(tξ  
(Yates&Goodman, 2005). 
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λλλϕλϕλλϕλϕ dfstdFststB )(),(),()(),(),(),( ∫∫ ΛΛ == .                  [3-7] 
 
In Eq. [3-7], we assume )(λf  as a power spectral density function and implement the 
spectral theory of stationary processes. Eq. [3-6] can be rewritten as 
,)()],(),(),(),([
)(),(),()}()({),(
0 2211
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                        [3-8] 
where    Ttgtgt ]),(),,([),( 21 λλλϕ = ,                            [ 3 -9] 
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== .                               [3-10] 
From Eq. [3-9] and Eq. [3-10], it is easy to find that the stochastic component of a 
stochastic process is continuous. As a consequence, we will add a Brownian motion 
process into the neural network in order to represent stochastic behaviour of a stochastic 
process or a stochastic system. According to the canonical representation of noise by 
means of Brownian motion (Turchetti, 2004), we can create a new function to display the 
covariance function of this stochastic process by using 
λσλψλψ dststB c),(),(),( 0∫
∞+
= ,                                        [3-11] 
where  Tththt ]),(),,([),( 21 λλλψ = ,                              [3-12]                  
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and cσ  is a constant. 
 
Now we have already created an input-output mapping for a deterministic neural network 
by using these two functions ( ),(),( 21 λλ thth ). Each one of these two functions is 
approximated by using an AINN. More information on developing a suitable AINN is 
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discussed in the section on modelling deterministic neural networks. In addition, the 
related outputs for deterministic neural network as well as stochastic neural network are 
presented in the results section. 
3.2.2 Input-Output Mapping from Realistic Data with Random Noise 
A stochastic process can also be viewed as a set or a bundle of realisations in finite 
domain. For most real stochastic systems or stochastic processes, we can only collect some 
realisations from the system as the governing stochastic function is unknown. For example, 
Figure 3-1 contains five realisations from the population growth model (Eq. [3-13]) that we 
use as our data set. 
tbeaty =)( ,                                                 [3-13] 
where a  and b  are constants. However, the actual population growth data contains 
random noise and this make the population growth model more complicated.  
 
In Figure 3-1, all realisations represent the behavior of the same population growth system 
but they also represent random fluctuations. It is easy to see that the randomness becomes 
an inherent characteristic of the system. For these collected data, the approach used to 
create an input-output mapping from a random function is not suitable. Therefore, it is 
necessary to find a new and suitable approach to get an input-output mapping from the data 
to develop a deterministic neural network and we use Karhunen-Loève (KL) theorem 
(Gihman & Skorohod, 1974) for this purpose. 
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Figure 3-1  A set of realisations from the population growth model. 
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Now we assume that we already have a real dataset with a bundle of realisations of the 
stochastic process )(tξ  and we use )(tkξ  to denote the thk  realisation. For each 
realisation, there are n  different discrete values corresponding to each discrete time t  
and the value of n  depends on the time interval t∆  as well as the range of time T  for 
the whole realisation (
t
T
n
∆
= ). The focus of the following step is to find the relationship 
between any two discrete times for all realisations and get the covariance matrix of this 
stochastic process. If we define that )(tξ  at each discrete time t  is viewed as an input 
variable for the covariance function, each realisation )(tkξ  at each discrete time t  will 
be viewed as an element of each input variable. So we denote the whole group of input 
variables on the dataset by vector { })(),(),()( 21 ntttt ξξξξ L=  where )( itξ  contains all 
values of realisations at the thi  discrete time i.e., )}.(),(),({)( 21 ikiii tttt ξξξξ L= Under 
this vector condition, the mean and variance of all realisations at a particular discrete time 
it  and the covariance of all realisations between any two different discrete times it  and 
jt  can be efficiently calculated by using the following equation (Samarasinghe,2006) 
∑
=
=
K
k
k t
K
t
1
)(1)( ξξ ,                                                [3-14] 
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k
kk tttt
K
COV ∑
=
−−
−
=
1
))()(())()((
1
1 ξξξξ .                            [3-15] 
In Eq. [3-14], { })(,)(,)(,)()( 321 nttttt ξξξξξ L=  is a vector which contains all the mean 
values of realisations at each discrete time it  and k  is the number of realisations in the 
dataset. In Eq. [3-15], COV is the covariance matrix which contains all variances and 
covariances. COV is a symmetric matrix with size nn ×  where n is the number of time 
intervals on the whole time domain. The diagonals of COV represent variances and off-
diagonals represent covariances between any two different discrete times. In Eq. [3-15], 
))()(( ttk ξξ −  is a vector which contains the differences between thk  realisation at a 
particular time and mean of all realisations at this particular time for the n  discrete times. 
The transpose of ))()(( ttk ξξ −  is used to satisfy the rule of multiplication between any 
two vectors.  
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According to KL theorem, we can transform the COV matrix into a new matrix with new 
scaled variables. In this new matrix, all variables are independent of each other and all 
variables have their own variance. Therefore, the covariance between any two new 
variables is equal to zero. The COV matrix can be represented by using the KL theorem as 
)()(
1
ttCOV j
n
j
jj ϕϕλ∑
=
= ,                                             [3-16] 
where n represent the total number of variables in the new matrix; jλ  represents the 
variance of the thj  rescaled variable and jλ  is also called eigenvalues of the COV 
matrix; and )(tjϕ is called eigenfunctions or eigenvectors of the COV matrix. The number 
of eigenfunctions depends on the number of discrete time intervals. This decomposition of 
the COV matrix is called the eigenvalue decomposition method. It is easy for us to get 
eigenvalues and eigenfunctions of the COV matrix using mathematical or statistical 
software. 
 
Based on the related mathematical background (Gihman & Skorohod, 1974), a stochastic 
process can be represented by the function 
)()()(
1
j
n
j
j tt λϕξ Φ= ∑
=
,                                             [3-17]  
where )(tjϕ  is eigenfunctions of the COV matrix of a stochastic process; )( jλΦ  is a 
stochastic measure defined on a second order random field. The property of this stochastic 
measure )( jλΦ  depends on its mean and variance. It is not possible for us to simulate this 
stochastic measure because of its randomness. Therefore, we first create a number of 
deterministic neural networks to simulate eigenfunctions of the COV matrix. The number 
of deterministic neural networks is decided by the number of eigenvalues which plays a 
significant role in the KL representation of these real realisations. For example, suppose 
we get 100 eigenvalues in the KL representation and there are only 4 significant 
eigenvalues. Then, we just create four networks to simulate these four eigenfunctions 
which correspond to the most significant eigenvalues. The stochastic measure is then 
represented by White noise that is integrated into the network when an output is generated 
by the network.  
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Thus, the input and output mapping of deterministic neural networks are eigenfunctions 
from the decomposition of the COV matrix when we use data collected from a real 
stochastic environment. Some examples of neural networks developed using this method 
based on real data are presented in the Results section. 
 
3.3 Modelling Deterministic Neural Networks  
After we define the input-output mapping of deterministic neural networks, the next step is 
to develop and model a suitable neural network to represent or mimic the patterns in the 
desired process. The following three factors become the focus of modelling deterministic 
neural networks: the number of neurons needed, the structure of neural networks and the 
learning algorithm.  
3.3.1 The Number of Neurons 
The number of neurons in deterministic neural networks is case-dependent. It is very hard 
to define the number of neurons before the learning stage. In general, the number of 
neurons is adjusted during training until the network output converges on the actual output 
based on least square error minimization. A neural network with an optimum number of 
neurons will reach the desired minimum error level more quickly than other networks with 
more complex structure. 
3.3.2 The Structure of Neural Networks 
The proposed deterministic neural network is an AINN. The approximation function is the 
AI function .
2
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ω
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x  According to the definition 
of a deterministic neural network, there are two different types of deterministic neural 
networks depending on the input and out output mapping. When the input-output mapping 
is from a stochastic function, we need to develop a network with two inputs ),( λt  and 
one output (for example, ),(1 λth  in Eq. [3-12]). When the input-output mapping is from a 
real dataset, we need to develop a network with just one input )(t and one output that is 
eigenfunction in Eq. [3-16], for example. 
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 Architecture of Two-dimensional AINN    
In order to create input-output mappings from a stochastic function, we need to develop a 
two-dimensional AINN as a deterministic neural network. Now let us assume the input 
vector set ],[ λtx =  and let the following function define the AINN 
∑
=
Ω==
j
i
iin tathtS
1
),(),(),( λλλ ,                                     [3-18]                                        
where ia  displays weights of the 
thi  neuron, j  represents the total number of neurons in 
this AINN and ),( λtΩ  are AI functions. Figure 3-2 shows the architecture of a 
deterministic neural network with two input variables and one output. ),( λtS  is used to 
represent the output of the deterministic neural network given by Eq. [3-18]. 
 
 
Figure 3-2  Architecture of the two-dimensional AINN given by Eq. [3-18]. 
 
 Architecture of One-dimensional AINN 
In order to create input-output mappings from a real dataset, we need to develop a one-
dimensional AINN to approximate each significant eigenfunction. Now let us use the 
following function to define the AINN 
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where ia  displays weights of the 
thi  neuron, j  represents the total number of neurons 
in this AINN and )(tiω  are AI functions. Figure 3-3 displays the architecture of a 
deterministic neural network for the case of one-dimensional input. )(tS  is used to 
represent the output of the deterministic neural network given by Eq. [3-19]. 
 
 
Figure 3-3  Architecture of the one-dimensional AINN given by Eq. [3-19]. 
3.3.3 The Learning Algorithm 
After we decide the input-output mapping and architecture of deterministic neural 
networks, the next step is to choose the learning algorithm, i.e., the method used to update 
weights and other parameters of networks. The backpropagation algorithm is used as the 
learning algorithm in this project. The backpropagation algorithm is used to minimize the 
network’s global error between the actual network outputs and their corresponding desired 
outputs. The backpropagation leaning method is based on gradient descent that updates 
weights and other parameters through partial derivative of the network’s global error with 
respect to the weights and parameters. A stable approach is to change the weights and 
parameters in the network after the whole sample has been presented and repeat this 
ja
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M
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process iteratively until the desired minimum error level is reached. This is called batch (or 
epoch based) learning. Their values are based on the summation over all training examples 
of the partial derivative of the network’s global error with respect to the weights and 
parameters in the whole sample. 
  
Now let us assume that the actual network output is T ( ),( λthn  or )(tnϕ ), the desired 
network output is Z ( ),( λtS  or )(tS ). The network’s global error between the network 
output and actual output is 
( )
2
2
1
∑ −=
N
i
ii ZTN
E ,                                              [3-20] 
where iT  and iZ  are the actual output and the network output for the 
thi  training 
pattern, and N is the total number of training patterns. The multiplication by 
2
1
 is a 
mathematical convenience (Samarasinghe, 2006). 
 
The method of modifying a weight or a parameter is the same for all weights and 
parameters so we show the change to an arbitrary weight as an example. The change to a 
single weight of a connection between neuron j and neuron i  in the AINN based on batch 
learning can be defined as 
∑
=
=∆
k
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ji
ji dw
dE
w
1
)(η ,                                            [3-21] 
where η  is called the learning rate with a constant value between 0 and 1. It controls the 
step size and the speed of weight adjustments. k  is the total number of input vectors. 
 
The process that propagates the error information backwards into the network and updates 
weights and parameters of the network is repeated until the network minimizes the global 
error between the actual network outputs and their corresponding desired outputs. In the 
learning process, the weights and the parameters of the network converge on the optimal 
values. A particular feature of AINN is that it makes the learning algorithm (Eq. [3-21]) 
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simple and linear. An AINN can efficiently simulate the input and out mapping for a range 
of phenomena. 
 
3.4 Modelling Stochastic Neural Networks 
After the training of deterministic neural networks is completed, the adjustment of weights 
and other parameters of the stochastic neural network has been completed. Now we need to 
obtain stochastic properties of the network by adding BM processes or WN processes into 
deterministic neural networks. In general, when a stochastic process is represented by a 
continuous stochastic function, it is simulated by BM processes whereas when it is 
represented by realisations collected at discrete times, it is simulated by WN processes. 
The following section discusses how to add these two stochastic processes into 
deterministic neural networks for the two research conditions: one when the neural 
network is based on the stochastic function and the other when it is based on real data. 
3.4.1 Simulating a Stochastic Function  
We add BM processes into deterministic neural networks when we develop a stochastic 
neural network based on a stochastic function. From Eq. [3-1], it is easy to see that this 
stochastic process is continues in the whole time domain (i.e., no discrete components). As 
a consequence, we need to use BM processes to simulate this continuous component 
because values of this continuous part of the proposed stochastic neural network can be 
easily evaluated as a summation of the increments from the same BM process. It is suitable 
for networks to approximate the stochastic integral part of random processes (See Figure 2-
3). If we use )(λy  as a BM process, the increments of the BM process are given by 
).()()( 1−−=∆ ii yyy λλλ  The whole stochastic neural network will be written as 
))()(()()()()()()( 1−Λ −== ∑ ∑∫∑ iij k kjjjjj jj
yyutuadyutuat λλλλλξ ,        [3-22] 
where )(•ju  are AI functions; ja  is the weight of neural networks; j  is the number of 
neurons and k  is the total number of increments of BM process. 
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3.4.2 Simulating Realistic Data with Random Noise 
We usually put WN processes into deterministic neural networks when we develop a 
stochastic neural network based on real data. From the KL representation of the covariance 
matrix of a stochastic process, we find that all eigenvalues are discrete points and any two 
eigenfunctions or eigenvectors are independent and uncorrelated. As a result, a whole 
stochastic process can be regarded as the linear combination of these independent 
eigenfunctions with their corresponding stochastic measure defined on the second order 
field. For these stochastic measures, their variances are equal to related eigenvalues and we 
can use WN process to achieve the stochastic behaviour of neural networks. The main 
attribute of WN process is its mean and variance. The variances of these WN processes are 
equal to their related eigenvalues. The function of this type of neural networks can be 
written as 
)()()()()()()( i
i j
ijiji
i
i tuatttt λςξλςϕξξ ∑∑∑ +=+= ,                      [3-23]                  
where )(tξ  is the mean value at each discrete time t ; )(tiϕ is the output of the thi  
AINN; )( jλς  is White Noise process; )(•iju  is AI functions; ija  is the weight of the 
thj  neuron of the thi  AINN; i  is the number of eigenfunctions from KL expansion of 
the covariance matrix ( i  is also the number of neurons of SNN ( i.e., the number of 
AINN )) and j  is the number of neurons of AINN. 
 
After choosing BM process or WN process to simulate stochastic behaviour of stochastic 
process for neural networks, the next step is to decide how we change values of BM 
process or WN process in the whole stochastic neural network. In general, BM process or 
WN process can be regarded as two elementary processes to achieve stochastic behaviour 
in most mathematical models and most of these mathematical models change values of 
these two stochastic processes with time. If a stochastic process is considered as a set of 
many realisations, values of BM or WN are quite different between different times of the 
same realisation. However, stochastic neural networks use a different approach to update 
values of BM or WN. In stochastic neural networks, values of BM or WN are changed 
when a new realisation of stochastic process is modelled. In the same realisation, values of 
functions change with time but values of BM or WN are kept constant. However, we need 
to change values of BM or WN and keep values of functions with time constant in different 
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realisations. Using this rule to run a stochastic neural network, we can get a bundle of 
realisations from the networks. All these realisations are quite different from each other 
and represent the original realisations in the dataset although not identical to them. We call 
this property of stochastic neural networks “a stochastic memory” because the stochastic 
neural network acts as a stochastic process itself at each point in time.   
 
Now, we also need to find a method to check the validity of the proposed stochastic neural 
network because of the randomly generated realisations from a stochastic neural network, 
it is very difficult to compare the difference between the desired output and the actual 
output of a stochastic neural network. As a consequence, it is necessary to use the proposed 
stochastic neural network to evaluate the covariance function of the stochastic process. 
This is because the behaviour of the covariance function of the simulated process can 
represent many statistical properties of the process. All these properties can help us to 
deeply learn and understand the whole stochastic system. Furthermore, the difference 
between the actual network output and the desired output in a stochastic neural network 
depends on the similarity between their covariance functions. The covariance functions can 
be used to confirm the validity of the proposed stochastic neural network. 
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Chapter 4 
4 Results and Discussion: Evaluating the Success of 
Stochastic Neural Network Model Development   
We have already proved that neural networks can be used to simulate a stochastic process 
based on the mathematical theory of neural networks and stochastic processes. Due to the 
complexity in the mathematical developments, the whole concept of developing a 
stochastic neural network is not quite transparent. Therefore, it is appropriate to give some 
realistic examples to explain every step of developing deterministic neural networks as 
well as stochastic neural networks. Furthermore, we also explain how a stochastic neural 
network simulates the stochastic behaviour of a random process as well as a random 
system. From the method section, there are two different approaches to create input-output 
mappings for deterministic neural networks. So the following section represents two 
application examples demonstrating these two different approaches. 
 
4.1 Application Example: Neural Network Model based on a 
Stochastic Function 
In this section, we use Eq. [3-1] as our example function as well as the stochastic process. 
Details of this stochastic process were given in section 3.2.1. There we found that  
Tththt ]),(),,([),( 21 λλλψ =  and ),(),,( 21 λλ thth  can be represented by Eq. [3-12]. 
The stochastic process )(tξ  from the stochastic integral can be written as 
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0
λλψξ dytt T∫
∞
= .                                                [4-1] 
This stochastic integral can be represented as a summation involving increments of a BM 
process, yielding 
))()((),()(),()(),()( 10 −
∞
−=∆== ∑∑∫ jj
j
j
T
j
j
j
TT yytytdytt λλλψλλψλλψξ ,     [4-2] 
where )(λy  is a BM process. 
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Meanwhile, it is necessary for us to represent the covariance function of the stochastic 
process in order to confirm the validity of the stochastic neural network. The covariance 
function of this process can be written as 
∑
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1
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1)}()({),( ξξξξ .                                 [4-3]     
Substituting Eq. [4-2] into Eq. [4-3] 
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where Tththt ]),(),,([),( 21 λλλψ = , 
      )()()( 1−−=∆ iii yyy λλλ . 
 
Now we can extract some realisations from the stochastic process given in Eq. [4-2]. 
Figure 4-1 represents some realisations of this stochastic process, which demonstrate the 
nature of the simulated stochastic process. 
 
 
Figure 4-1  Some realisations derived from the stochastic process given by Eq. [4-2]. 
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In terms of the covariance function ),( stB  of the stochastic process, there are two 
different ways to calculate it: from Eq. [3-6] and Eq. [4-4], respectively. The difference 
between these two functions is that Eq. [3-6] comes from the original stochastic function 
whereas Eq. [4-4] comes form a series of mathematical transformations of the original 
stochastic function. The purpose of the related mathematical transformation is to create a 
feasible mathematical model for developing a neural network. If the covariance function of 
the stochastic process given by Eq. [4-4] can successfully model the original covariance 
function given by Eq. [3-6], the proposed stochastic neural network is suitable for 
simulating the stochastic process because the proposed network is based on this feasible 
mathematical model. The following two figures (Figure 4-2 and Figure 4-3) represent these 
two covariance functions obtained from the original function (Eq. [3-6]) and the 
transformed mathematical model (Eq. [4-4]), respectively. 
 
 
Figure 4-2  The covariance function ),( stB  of the stochastic process )(tξ  given by        
Eq. [3-6] (stochastic function) with 200 =ω  and 1=α . 
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Figure 4-3  The covariance function ),( stB  of the stochastic process )(tξ  given by        
Eq.[4-4] with 200 =ω  and 1=α . 
 
Comparing Figure 4-2 and Figure 4-3, it is not difficult to find that the covariance function 
achieved by using Eq. [4-4] is nearly the same as that displayed in Figure 4-2. 400 
realisations were used to calculate the covariance function of the stochastic process. 
 
Next step is to display results from a stochastic neural networks as well as some internal 
properties of the neural network. According to section 3.2.1, the input-output mapping of 
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the deterministic neural networks is Tththt ]),(),,([),( 21 λλλψ =  in Eq. [3-12]. We can 
develop an AINN with two inputs and two outputs to approximate these two functions 
),(1 λth  and ),(2 λth  for getting a suitable deterministic neural network for 
approximating ).,( λψ t  Let us assume two approximating functions for ),(1 λth  and 
),,(2 λth  respectively as 
)()(),(~
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11 λλ k
n
k
kk utuwth ∑
=
= ,                                              [4-5] 
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where 1kw  and 2kw  are weights of the 
thk  neuron corresponding to each output; n  is 
the total number of neurons in the AINN. The representation of the AINN can be written as  
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Then we trained this deterministic neural network and weights and all parameters of AI 
functions in the AINN were updated in order to minimize the error E given by 
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In this project, the AINN with two inputs, two output, 16 neurons and 32 weights and 48 
parameters of AI functions has been used for approximating these two functions ),(1 λth  
and ),(2 λth in the range )1,0(∈t  and )30,0(∈λ . 
 
In order to confirm the validity of the AINN for approximating functions ),(1 λth  and 
),(2 λth , Figure 4-4 and Figure 4-5 report results from Eq. [3-12] ( ),(1 λth  and ),(2 λth ) 
as well as Eq. [4-5] ( ),(~1 λth  and ),(
~
2 λth ). 
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(a) 
 
 
(b) 
 
Figure 4-4  The functions ),(1 λth  and ),(2 λth  given by Eq. [3-12]. 
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(a) 
 
 
(b) 
Figure 4-5  Output of the AINN ),(~1 λth  and ),(
~
2 λth  given in Eq. [4-5] for 
approximating ),(1 λth  and ),(2 λth  given in Eq. [3-12]. 
 50 
After completing the learning step of the deterministic neural network, we need to put 
stochastic neurons into the AINN in order to completely simulate the stochastic process. 
We define the stochastic neuron as 
[ ])()()( 1−−= ∑ jiji
j
jkk
i
k yyuw
i λλλη ,       ,,2,1 L=i                       [4-8] 
where k  is the thk  neuron; i  is the thi  output of the network and ikw  is the weight 
of the thk  neuron corresponding to thi  output of the network.  
 
Based on Eq. [4-8] and Eq. [4-6], we will have the representation of a stochastic neural 
network as  
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Now Figure 4-6 reports the behavior of the covariance function ),( stB  for the neural 
network based on the approximating process )(tη  as obtained from 400 realisations of 
Eq. [4-9]. Comparing Figure 4-6 and Figure 4-3, it is easy to find that the covariance 
function ),( stB  from a stochastic neural network is very close to that resulted from the 
related mathematical transformation of the original stochastic function. This result is 
successful and the developed network also confirms that this approach of developing a 
stochastic neural network can successfully simulate a stochastic process. We also extracted 
some realisations from the stochastic neural network and Figure 4-7 represents these 
realisations of the approximating processing )(tη . As can be seen, realisations generated 
from the network and the mathematical models (Eq. [4-2]) in Figure 4-1 are similar in 
terms of mean and variance (range and spread). 
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Figure 4-6  The covariance function ),( stB  of the approximating process )(tη  as 
obtained from 400 realisations of the stochastic neural network (Eq.[4-9]). 
 
 
   
Figure 4-7  Some realisation of the approximating process )(tη . 
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4.2 Application Example: Development of a Stochastic Neural 
Network for Realistic Data with Noise 
For most real stochastic systems or stochastic processes, we can only collect some 
realisations from the system as the governing stochastic functions are unknown. Now we 
explain how to develop a stochastic neural network based on a set of realisations obtained 
from stochastic systems. The following section will display two different examples 
explaining how we develop a stochastic neural network to simulate a real stochastic 
system. 
4.2.1 The population growth model  
The first example is about using a stochastic neural network to simulate population growth. 
Let us extract six realisations from the population growth model which was mentioned in 
the section 3.2.2 (Eq. [3-13]) as our dataset (See Figure 4-8). 
 
20 40 60 80 100
2
3
4
5
6
7
Realizations
 
 
Figure 4-8  Six realisations from the population growth model. 
 
As presented in section 3.2.2, we need to calculate the covariance function of these six 
realisations in order to get an input-output mapping for the network from the real dataset 
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by using KL theorem. We use Eq. [3-15] to calculate the covariance function or covariance 
matrix. The behavior of the covariance function for the population growth model for these 
six realisations is shown in Figure 4-9. 
 
 
 
Figure 4-9   The covariance function for six realisations of the population growth model. 
 
According to the KL theorem, the covariance function can be decomposed into a series of 
eigenvalues and the corresponding eigenfunctions. We can use the eigenvalue 
decomposition function or the SingularValueDecomposition (SVD) function in 
Mathematica to get all eigenvalues and eigenfunctions of the covariance function of these 
six realisations. Figure 4-10 reports all eigenvalues in the KL representation of the 
covariance function as well as the limited number of significant eigenvalues. In this figure, 
most of the eigenvalues is equal to zero and these eigenvalues can not affect the covariance 
function and just a few that are significant and together capture the total variance in the 
original data. Therefore, we need to focus on the significant eigenvalues as well as their 
 54 
corresponding eigenfunctions. For this example, we have only few time intervals so we 
take all non-zero eigenvalues. However, when the number of time intervals is quite large, 
we need to extract the most significant eigenvalues instead of all non-zero eigenvalues. 
 
 
(a) 
 
 
(b) 
Figure 4-10  (a) All the eigenvalues in the KL representation of the covariance function;    
(b) Non-zero eigenvalues in the KL representation of the covariance function. 
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There are five non-zero eigenvalues in the KL representation. As a consequence, the five 
eigenfunctions corresponding to the five significant eigenvalues are simulated by the 
individual AINN. Although we use a different AINN to approximate each of these five 
eigenfunctions, the structure of AINN is the same with different weights and parameters 
inside the individual AINN. The common approximating functions for these five 
eigenfunctions can be written as  
∑
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)()(~ϕ  ,         5,2,1 L=i ,                               [4-10] 
where iϕ~  represent the thi  eigenfunction; k  is the thk  neurons and n  is the total 
number of neurons in the AINN. Then each individual AINN was trained to learn their 
related eigenfunction, while weights and all parameters of AI functions were updated until 
each network reaches global minimum error  
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Figure 4-11 presents the five eigenfunctions as well as their corresponding AINN’s 
approximations. In the figure, the black lines represent eigenfunctions determined by KL 
theory while the red lines represent approximating outputs from the networks. Each AINN 
has learned their input-output mappings well. 
 
The next step is to embed stochastic properties into a neural network. According to section 
3.2.2, a stochastic process can be viewed as the linear combination of eigenfunctions and 
stochastic measures. In terms of eigenfunctions, they are from the KL representation of the 
covariance function. The stochastic measures have zero mean and their variance is equal to 
eigenvalues corresponding to the eigenfunctions. These stochastic measures have the same 
property of White noise so we can use White noise to represent these stochastic measures. 
Thus, the representation of a stochastic neural network is  
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In order to confirm the validity of the proposed stochastic neural network, we need to 
compare the covariance function of the approximating process )(tη  with that from 
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realistic realisations. Figure 4-12 displays the predicted covariance function for 200 
realisations extracted from the approximating process )(tη . Figure 4-12 and Figure 4-9 
are of similar character indicating that there is a remarkable similarity between the 
predicted and the actual covariance functions from the real realisations of the popular 
growth model. Additionally we also show some realisations extracted from this stochastic 
neural network in Figure 4-13. These are similar to actual realisations shown in Figure 4-8. 
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Figure 4-11  The approximated five eigenfunctions from AINN given by Eq. [4-10]. 
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Figure 4-12  The covariance function of the approximating process )(tη  as obtained 
from 200 realisations of the stochastic neural network (Eq.[4-12]). 
 
 
Figure 4-13  Some realisations of the stochastic neural network based on approximating 
process )(tη given by Eq. [4-12]. 
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4.2.2  Displacement Fields of Wood in Compression Loading 
Wood is quite a useful material; however, wood, like most biological and cellular 
materials, has a very complicated internal structure. It is very difficult to deeply analyse the 
structural influence on mechanical behaviour of wood due to the lack of appropriate 
instrumentation. Recently, digital image correlation (DIC) method that compares images of 
undeformed and deformed wood surfaces has been used to obtain full field displacements 
in a small local area on the surface. The analysis of these displacement fields have revealed 
rather noisy behaviour whose character can be related to specific microstructural features 
of wood. Therefore, a pertinent question is: is there a pattern to this noise and if so can the 
whole behaviour be represented by a stochastic neural network. Furthermore, if a 
successful stochastic neural network can be developed, it can be used to simulate a range 
of possible behaviour that can be encountered in a typical specimen and also to extend the 
concept to life-size wood members to obtain a full characterisation of their displacement 
fields. A stochastic neural network can help us achieve this purpose because this network 
not only has a high capability in learning the existing patterns in data but also recalls all 
properties of the simulated system. This means that we need to develop a stochastic neural 
network based on the collected full filed displacement profiles from DIC and then use the 
developed network to recall a range of properties of displacement profiles of wood. The 
purpose of the stochastic neural network is to deeply study the influence of localised 
minute structural variation (noise) on the mechanical behaviour of wood.  
 
The wood column specimens ( mm1364441 ×× ) in this project were cut from kiln-dried 
structural grade New Zealand radiate pine (pinus radiata) boards obtained from a local 
timber yard in Christchurch. These were individually tested in compression parallel-to-
grain by a material testing facility and surface images were acquired for various load level 
and analysed using DIC. The collected data from DIC contains two different 
displacements: vertical displacement (u) and horizontal displacement (v) (Samarasinghe & 
Kualsiri, 2000). We need to develop two discrete stochastic neural networks for these two 
displacements, respectively. Then we use them to get more information on the nature of the 
influence of internal structure of wood in order to deeply study and analyse mechanical 
behaviour of wood. We also need to study how the vertical and horizontal displacements 
change when the load on the same wood specimen increases. The following section 
discusses how to develop stochastic neural networks for simulating these two different 
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displacements in parallel-to-grain loading in compression and then compare their 
behaviour with actual values. Furthermore, we provide a critical view of the network 
outcomes and internal workings of the network. 
 
Before we develop the stochastic neural network, it is necessary to know the cellular 
structure of wood. Wood consists largely of vertical tubular cells called tracheids which 
run longitudinally through the wood in the vertical axis of the trunk. However, the sheet of 
cells called rays run horizontally through the wood in the radial direction of the trunk 
throughout its height (Jane, 1956). These two types of cells organised into a composite 
structure bounded by a glue as shown in Figure 4-14 and have become the focus of the 
analysis of the structural influence on mechanical behaviour of wood. In general, the 
structure of wood is characterised by three orthogonal planes: Transverse section (cross 
section of the trunk), Radial Longitudinal section (longitudinal plane parallel to the radius 
of the trunk) and Tangential Longitudinal section (longitudinal plane tangent to the radius 
of the trunk) (Gattatt, 1931).  
 
In our case, we just concentrated on Radial Longitudinal (R-L) section and Tangential 
Longitudinal (T-L) sections (Figure 4-14). Both R-L section and T-L section provide a 
longitudinal view of vertical cells of wood but they display different information. For 
instance, we see the distribution of rays as well as the length of each ray in the R-L section 
while we see the cross section of rays in the T-L section. Therefore, owing to this 
difference in the biological structure, the corresponding mechanical behaviour of wood in 
these two sections could be very different. Figure 4-14 (a) shows the natural structure of 
wood in the R-L section and Figure 4-14 (b) shows the T-L section (Jane, 1956). In the R-
L section, the vertical lines are the tangential walls of the vertical tracheids. We can see 
that there are three sheets of ray in the horizontal direction. The small white circles are 
called pits that are the junctions between cells. Pits are also the communication channels 
through which liquids etc. are transported through diffusion. In the T-L section, the vertical 
lines are the radial walls of the vertical tracheids. The vertical rows of cells are the cross 
section of rays. Therefore, we can see from Figure 4-14 that the natural structure of wood 
is quite different in these two longitudinal sections. The mechanical behaviour of wood is 
mostly affected by the arrangement of the cells. This is the reason why we individually 
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analyse the structural influence of wood loaded in compression in these two sections (the 
R-L section as well as the T-L section).   
 
(a) 
 
(b) 
Figure 4-14  The biological cell structure of wood: (a) R-L section; (b) T-L section. 
4.2.2.1 Developing a Stochastic Neural Network 
The process of developing a stochastic neural network for displacement fields of wood is 
the same as that of the population growth model. Therefore, we focus only on some critical 
steps of the whole process. From Section 4.2.1, we can see that the most important part of 
developing a stochastic neural network is to create deterministic input-output mappings 
from the collected data and then use them to develop AINNs. We have already got vertical 
and horizontal displacement profiles for a small wood specimens loaded parallel-to-grain 
in compression at two different load levels (20kN and 40kN, respectively). The kN means 
kilo Newtons and one kN is equivalent to 100 Kg. Now we focus on analysing the internal 
behaviour of wood using a stochastic neural network. 
 20kN compression parallel-to-grain  
1. Displacement fields in the T-L section 
a. Vertical Displacement (u) 
When loaded in compression parallel-to-grain, vertical displacement (u) measures the 
amount of contraction in the same direction as the load. In this direction, load is taken by 
the longitudinal tracheids (Figure 4-14). Rays have little contribution other than keeping 
the structure together. Figure 4-15 (a) presents the vertical displacement (u) in a 
mmmm 2020 ×  area obtained from images using the DIC method and each realisation is a 
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series of displacement measurements along one vertical column in the image (Note the 
positive direction of u indicated by the down arrow in the inset showing coordinate system 
used). There are 21 such realisations here. Ideally, for a homogeneous material, these 
displacement realisations along vertical column must be identical without any significant 
noise. However, the fact that there is a significant noise indicates the underlying local 
heterogeneity of structure that undergoes contraction in compression. We can see that 
vertical displacement (u) randomly ranges from 0.22 mm and 0.25mm for a constant load 
level. All vertical displacement profiles are quite different from each other and the changes 
in a particular realisation are complex and stochastic. Figure 4-15(b) presents the 
covariance function of all vertical displacement (u) profiles. 
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(b) 
Figure 4-15  (a) The vertical displacement profiles for wood loaded 20kN in compression 
(T-L section); (b)The covariance function of Vertical Displacement profiles in wood. 
In order to develop a stochastic neural network, we need to create input-output mappings 
from these vertical displacement profiles by using KL expansion of the covariance function 
V+  
U+  
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and then decide the number of significant eigenvalues and their corresponding 
eigenfunctions (See Figure 4-16). From the distribution of eigenvalues in Figure 4-16, we 
see that there are three significant eigenvalues and we just need to develop three different 
AINNs for simulating the three eigenfunctions. Furthermore, Table 4-1 displays the 
relative amount of variance in the data captured by each significant eigenvalue from KL 
expansion. The first one amounts to 93% indicating that most of the data variation is 
captured by the corresponding eigenfunction.  
 
In terms of developing AINNs based on these significant eigenfunctions, all these AINNs 
have the same structure but they have different number of neurons and values of 
parameters of the AINN. Figure 4-17 shows the three eigenfunctions as well as their 
corresponding AINN approximations. In the figure, the black lines represent 
eigenfunctions determined by KL theory while the red lines represent approximated 
outputs from the networks. Furthermore, we can see that the three approximated 
eigenfunctions from AINN have high accuracy (R2 of each AINN ranges from 0.992 to 
0.998). The numbers of hidden neurons of the networks for the most significant and down 
to least significant eigenfunctions were 14, 19 and 16, respectively. After we finished the 
development of AINNs for each eigenfunction, we need to add three WN processes into 
their corresponding AINNs in order to develop a stochastic neural network for the detailed 
study of vertical displacements on wood surface loaded with 20kN parallel-to-grain in 
compression. Outputs of the stochastic neural network are the linear combination of 
outputs of AINN and their relevant WN process based on the mean values at each discrete 
point ( x ). Figure 4-18 displays some output realisations from the stochastic neural 
network for the vertical displacements. 
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Figure 4-16  The distribution of eigenvalues from KL expansion based on Figure 4-15(a) 
(T-L section, 20kN, vertical displacements). 
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Table 4-1  Relative amount of variance in the data captured by each significant 
eigenvalue obtained from KL expansion of COV matrix in Figure 4-15 (b) (T-L section, 
20kN, vertical displacements). 
The number of eigenvalues Values %Cont. 
Eigenvalue 1 480.305 93.2 
Eigenvalue 2 7.568 1.47 
Eigenvalue 3 6.08 1.18 
 
 
 
 
 
 
 
 
Figure 4-17  The three significant eigenfunctions approximated by AINNs (T-L section, 
20kN, vertical displacements). (Number of hidden neurons for networks one, two and three 
were 14, 19 and 16, respectively). 
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Figure 4-18  Vertical displacements from the stochastic neural network for simulating the 
vertical displacements in Figure 4-14(a) (T-L section, 20kN). 
 
From Figure 4-18, we can see that any individual vertical displacement realisation from the 
stochastic neural network is different from the original vertical displacements but the 
general behavior of the vertical displacement is quite similar. These outputs of the 
stochastic neural network represent probable realisations representing the statistical 
properties of the heterogeneous structure. Therefore, they also represent the behaviour in 
other areas of the same wood which was not studied from images using the DIC method. 
These outputs can help us deeply study and analyse the structural influence on mechanical 
behavior of wood. The covariance function of the approximated vertical displacement (u) 
as obtained 200 realisations from the stochastic neural network is used to confirm the 
validity of the SNN for simulating vertical displacement (u) for wood. Figure 4-19 shows 
the covariance function of approximated vertical displacement. It is not difficult to see that 
there is no difference between the covariance function from the collected vertical 
displacement profiles and that from the approximated vertical displacements. This proves 
that the predicted SNN can well simulate vertical displacements in wood and can be used 
to investigate deeply the effect of heterogeneous microstructure on the mechanical 
behavior of wood.   
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The Covariance Function
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Figure 4-19  The covariance function of the approximated vertical displacement as 
obtained from 200 realisations of the stochastic neural network (T-L section, 20kN, 
vertical displacements). 
 
b. Horizontal Displacement (v) 
When loaded parallel-to-grain, horizontal displacement (v) is a measure of the amount of 
displacement in the perpendicular direction to load. As the specimen is loaded in 
compression, it is expected to undergo tension in the direction opposite to load and is 
mainly carried by horizontal rays (Figure 4-14). However, as shown in the figure, rays are 
discontinuous radially and longitudinally throughout the wood structure and they share the 
internal tension through tracheids whose function is to transfer it to the rays. Therefore, 
this behaviour in this direction is expected to be more noisy and complex. Figure 4-20 (a) 
presents the horizontal displacement (v) obtained for the same area in which u was 
measured previously from images using the DIC method. (The coordinate system and the 
positive direction of v are shown in the inset of Figure 4-15(a).) Figure 4-20 (b) presents 
the covariance function of all horizontal displacement (v) profiles. In Figure 4-20 (a), one 
profile or realisation is displacement along one row of the image and there are 20 such 
realisations. In an ideal homogeneous material, all these profiles would be nearly identical 
and horizontal with no noise. However, we can see that horizontal displacement (v) 
randomly ranges from -0.115 mm to -0.08 mm for a constant load level. Comparing Figure 
4-15 (a) and Figure 4-20 (a), we can see that the influence of loading parallel-to-grain on 
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horizontal displacement, as expected, is more complex and noisy than that on vertical 
displacement.  
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(b) 
Figure 4-20  (a) Horizontal displacement profiles for a wood specimen loaded 20kN in 
compression (T-L section); (b) The covariance function of horizontal displacement profiles 
in wood. 
 
After we decompose the covariance function using KL expansion, we get 8 significant 
eigenvalues as well as their corresponding eigenfunctions (See Figure 4-21) and the 
proportion of data variance captured by each significant eigenvalue is shown in Table 4-2. 
There are 5 significant eigenvalues more than those for vertical displacement which means 
that the collected horizontal displacement profiles have more noise and variance than the 
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collected vertical displacement. The proposed AINNs simulating these 8 significant 
eigenfunctions are shown in Figure 4-22 and all these AINNs approximate the 
corresponding significant eigenfunctions with very high accuracy with R2 ranging from 
0.99 to 0.998. The hidden neurons in these networks for the most to least significant 
eigenfunctions were 17, 16, 15, 21, 19, 19, 19 and 17, respectively.  
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Figure 4-21  The distribution of eigenvalues from KL expansion based on Figure 4-20 (T-
L section, 20kN, horizontal displacements). 
 
Table 4-2  Proportion of variance in the displacement realisations captured by each 
significant eigenvalue (Figure 4-21) obtained from KL expansion (T-L section, 20kN, 
horizontal displacements). 
The number of eigenvalues Values %Cont. 
Eigenvalue 1 100.16 56.59 
Eigenvalue 2 19.25 10.88 
Eigenvalue 3 12.31 6.96 
Eigenvalue 4 9.85 5.57 
Eigenvalue 5 8.22 4.65 
Eigenvalue 6 6.87 3.88 
Eigenvalue 7 5.32 3 
Eigenvalue 8 4.32 2.44 
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Figure 4-22  The eight eigenfunctions approximated by AINNs (T-L section, 20kN, 
horizontal displacements). (Numbers of hidden neurons, respectively, are 17, 16, 15, 21, 
19, 19, 19 and 17). 
 
After we define all values of parameters of AINNs, the parameters of the proposed 
stochastic neural network have been determined. The next step is to use this stochastic 
 69 
neural network for generating more realisations that are typical of horizontal displacement 
for the same wood specimen in parallel-to-grain loading. Figure 4-23 shows some 
approximated horizontal displacement profiles from the stochastic neural network. It 
compares extremely well with Figure 4-20(a). Figure 4-24 displays the covariance function 
of the approximated horizontal displacement realisations from the stochastic neural 
network. It is very difficult to find the difference between Figure 4-20(b) and Figure 4-24 
so the proposed stochastic neural network has a high degree of accuracy in modeling 
horizontal displacement in a wood specimen in compression. 
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Figure 4-23  Horizontal displacements from the proposed stochastic neural network for 
simulating the horizontal displacement in Figure 4-20(a) (T-L section, 20kN, horizontal 
displacements). 
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Figure 4-24  The covariance function of the approximated horizontal displacement as 
obtained from 200 realisations of the stochastic neural network (T-L section, 20kN, 
horizontal displacements). 
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2. Displacement fields in the R-L section 
a. Vertical Displacement (u)  
The steps of developing a stochastic neural network were discussed in detail in the 
previous sections. Now we just give some results from the proposed AINNs as well as the 
developed SNN for simulating displacement profiles in the R-L section of the wood 
specimen (see Figure 4-14 (b) for details of structure in the R-L section). Figure 4-25 
displays the original vertical profiles obtained from images using the DIC method. Figure 
4-26 shows the distribution of all eigenvalues from KL expansion. In Figure 4-26, we can 
see that there are four significant eigenvalues and we just need to develop 4 AINNs 
simulating their corresponding eigenfunctions (See Figure 4-27). Table 4-3 shows 
proportion of variance captured by each significant eigenvalue obtained from KL 
expansion and indicates that the first eigenfunction capture 82.4% of total variance in the 
data.  
 
These results and Figure 4-25 indicate that the vertical displacement in the R-L section is 
more complex and noisy than the vertical displacement in the T-L section where only 3 
significant eigenvalues accounted for about 96% variance in the data with the fist one 
captured a massive 93% of total variance. This complexity can be explained by the cellular 
features of the R-L section (Figure 4-14(b)). As can be seen, randomly distributed pile of 
rays act as discontinuities to load flow on the surface. These discontinuities raise stress 
levels, and consequently, displacements in these locations leading to more complex 
randomly distributed localised large displacements interspersed with smaller 
displacements. Figure 4-28 displays some outputs from the simulated stochastic neural 
network. 
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Figure 4-25  Vertical displacement profiles in the R-L section in wood specimen loaded 
20kN in compression.  
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Figure 4-26  The distribution of eigenvalues from KL expansion on data in Figure 4-25 
(R-L section, 20kN, vertical displacements). 
 
 
Table 4-3  Relative contribution of each significant eigenvalue to capturing total variance 
in data (R-L section, 20kN, vertical displacements). 
The number of eigenvalues Values %Cont. 
Eigenvalue 1 306.78 82.4 
Eigenvalue 2 20.32 5.46 
Eigenvalue 3 17.1 4.59 
Eigenvalue 4 14.49 3.89 
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Figure 4-27  The four significant eigenfunctions approximated by AINNs (R-L section, 
20kN, vertical displacements). (Numbers of hidden neurons in networks 1 to 4 are 16, 14, 
15 and 15, respectively). 
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Figure 4-28  Vertical displacements from the developed stochastic neural network (R-L 
section, 20kN). 
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As can be seen, realisations in Figure 4-28 are very similar to those in Figure 4-25 where 
experimentally obtained realisations are illustrated. Therefore, the SNN is capable of 
producing realisations that embody the statistical properties of the microstructure of this 
wood   
 
b. Horizontal Displacement (v) 
In this section, we discuss the results of AINNs as well as the SNN for simulating 
horizontal displacements (v) in the R-L section of wood. Figure 4-29 displays the original 
horizontal profiles obtained from the images using the DIC method. Figure 4-30 shows the 
distribution of all eigenvalues from KL expansion. In Figure 4-30, we can see that there are 
only two significant eigenvalues and therefore, we just need to develop 2 AINNs 
simulating their corresponding eigenfunctions (See Figure 4-31). Table 4-4 shows the 
relative contribution of each significant eigenvalue to capturing total variance in the data.  
 
Recall that the horizontal displacement in the T-L section required 8 eigenfunctions to 
model the behaviour and now the horizontal displacement v in the R-L section required 
only 2. Thus, there is a large difference between the two cases in terms of complexity. In 
other words, horizontal displacement v in the R-L section is much simpler as also attested 
to by Figure 4-29. Reason for this is that the horizontal displacement now is mainly due to 
transverse stretching of vertical tracheids, not the rays that are randomly distributed. Since 
rays now are placed perpendicular to the horizontal displacement, rays act pretty much like 
holes dispersed among tracheids. Weakness of tracheids in resisting displacement in 
transverse (horizontal) direction means most of the resistance comes from the glue called 
lignin that bonds the cells together. Samarasinghe and Kulasiri (2000) demonstrated 
quantitatively that wood displacement perpendicular to grain is uniform and attributed it to 
the stretching of lignin that bonds cells together. Their results indicate that lignin has 
uniform properties like those of rubber. Since there are no rays resisting the movement in 
the R-L section, as they do in the T-L section, the specimen has experienced larger 
displacements. Figure 4-32 displays some outputs from the simulated stochastic neural 
network and they are similar to actual realisations. 
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Figure 4-29  Horizontal displacement profiles in R-L section of wood loaded 20kN in 
compression. 
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Figure 4-30  The distribution of eigenvalues from KL expansion on data in Figure 4-29 
(R-L section, 20kN, horizontal displacements). 
 
Table 4-4  Relative contribution of each significant eigenvalue to capturing total variance 
in the original data (R-L section, 20kN, horizontal displacements). 
The number of eigenvalues Values %Cont. 
Eigenvalue 1 3598.49 94.1 
Eigenvalue 2 108.489 2.84 
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Figure 4-31  The two significant eigenfunctions approximated by AINNs (R-L section, 
20kN, horizontal displacements) (Number of hidden neurons in network one and two are 
15 and 16, respectively). 
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Figure 4-32  Horizontal displacement profiles obtained from the developed stochastic 
neural network for simulating the experimental horizontal displacements in Figure 4-29 
(R-L section, 20kN). 
 
In summary, the outputs of the developed stochastic neural network show that there is 
quite a similar influence of the local microstructure on the vertical displacement from the 
R-L section and T-L section. However, horizontal displacements from these two sections 
are quite different to each other. The influence of rays is more prominent for the horizontal 
displacement in the T-L section than for that in the R-L section. The horizontal 
displacement in the T-L section (Figure 4-23) is more nonlinear and noisy than that in the 
R-L section (Figure 4-32). All SNNs have captured the intricacies in the vertical and 
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horizontal displacement behaviour in relation to microstructure in both T-L and R-L 
sections. These intricacies closely relate to peculiarities in the response of the cell structure 
in these sections to loading. These observations greatly improve our confidence in the 
developed stochastic neural networks as approxiamtors of stochastic localised property 
variations in wood. 
 
 40kN compression parallel-to-grain load 
We have already analysed vertical and horizontal displacements in the R-L as well as T-L 
sections of a small wood specimens loaded parallel- to-grain with 20kN in compression. 
As we know, wood is a highly variable heterogeneous material. If we put a larger 
compression load on the same wood specimen, what will happen to the vertical and 
horizontal displacements? The following section discusses the influence of structure on the 
vertical and horizontal displacements when loaded with 40kN load parallel-to-grain in 
compression. 
1. Displacement fields in the T-L section 
a. Vertical Displacement (u) 
The same process as that discussed previously is carried out to develop deterministic 
neural networks as well as stochastic neural networks. The following figures show the 
results of each AINN and the developed SNN for approximating the vertical displacement 
of wood. Figure 4-33 displays the original vertical displacement profiles obtained from 
images. In Figure 4-33, we can see that the vertical displacement for 40kN load 
compression is larger than that for the 20kN load. Interestingly, the variance (spread) is 
much less than that for the 20kN loads. We believe that this is because the tubular cell 
structure becomes more compacted with load. Noise in each profile also appears to be 
smaller. Figure 4-34 shows the distribution of all eigenvalues from KL expansion. In 
Figure 4-34, we can see that there are four significant eigenvalues and we just need to 
develop 4 AINNs simulating their corresponding eigenfunctions (See Figure 4-35). With 
20kN load, we needed only 3 eigenfunctions. This indicates that although the displacement 
profiles are closer together and variance is smaller for the 40kN load, more complexity 
such as nonlinearity may be involved at higher loads. Table 4-5 shows the relative 
contribution of each significant eigenvalue. Figure 4-36 displays some outputs from the 
simulated stochastic neural network. Comparison of Figure 4-36 with Figure 4-33 reveals 
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that they are remarkably similar. Model has captured the variation in spread along the 
length and noise extremely well. 
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Figure 4-33  Vertical displacement profiles for a wood specimen loaded 40kN 
compression from the T-L section. 
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Figure 4-34  The distribution of eigenvalues from KLT expansion based on Figure 4-33 
(T-L section, 40kN, vertical displacements). 
 
Table 4-5  Relative contribution of each significant eigenvalue to capturing total variance 
in original data (T-L section, 40kN, vertical displacements). 
The number of eigenvalues Values %Cont. 
Eigenvalue 1 57.04 81.79 
Eigenvalue 2 3.77 5.4 
Eigenvalue 3 3 4.3 
Eigenvalue 4 1.77 2.54 
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Figure 4-35  The four eigenfunctions approximated from AINNs (T-L section, 40kN, 
vertical displacements). (Number of hidden neurons in networks one, two, three and four 
are 14, 21, 20 and 19, respectively). 
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Figure 4-36  Vertical displacements from the stochastic neural network developed for 
simulating the vertical displacements in Figure 4-32 (T-L section, 40kN). 
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b. Horizontal Displacement(v) 
In this section, we show the results of the stochastic neural network simulating the 
horizontal displacement in the T-L section of the wood specimen loaded with 40kN. Figure 
4-37 displays the original horizontal profiles from images. We can see immediately that at 
this load level profiles are much closer to each other than those for 20kN (Figure 4-20 (a)). 
The distribution of all eigenvalues from KL expansion is presented in Figure 4-38. We can 
see that there are five significant eigenvalues in Figure 4-38 and we need to develop 5 
AINNs to simulate their corresponding eigenfunctions (See Figure 4-39). Table 4-6 shows 
the relative contribution of each significant eigenvalue to capturing total variance in 
original data. Finally, some outputs from the simulated stochastic neural network are 
shown in Figure 4-40. Comparing Figure 4-40 with Figure 4-37, we can see that the model 
has captured the variance and noise characteristics very well. 
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Figure 4-37  The experimental horizontal displacement profiles in the T-L section of 
wood loaded 40kN in compression. 
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Figure 4-38  The distribution of eigenvalues from KL expansion on data in Figure 4-36 
(T-L section, 40kN, horizontal displacements). 
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Table 4-6  Relative contribution of each significant eigenvalue to capturing total variance 
in the original data (T-L section, 40kN, horizontal displacements). 
The number of eigenvalues Values %Cont. 
Eigenvalue 1 46.82 53.55 
Eigenvalue 2 18.38 21.03 
Eigenvalue 3 8.17 9.45 
Eigenvalue 4 6.23 7.13 
Eigenvalue 5 3.41 3.9 
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Figure 4-39  The five eigenfunctions approximated from AINNs (T-L section, 40kN, 
horizontal displacements). (Number of hidden neurons in networks one, two, three, four 
and five are 19, 19, 19, 17 and 24, respectively). 
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Figure 4-40  Horizontal displacement from the developed stochastic neural network for 
simulating the horizontal displacement in Figure 4-37 (T-L section, 40kN). 
 
2. Displacement fields in the R-L section 
a. Vertical displacement  
In this section, we show the results of the stochastic neural network simulating the vertical 
displacement in R-L section of the wood specimen under 40kN load. Figure 4-41 displays 
the original vertical profiles from images. The distribution of all eigenvalues from KL 
expansion is presented in Figure 4-42. We can see that there are four significant 
eigenvalues in Figure 4-42 and therefore, we need to develop just 4 AINNs to simulate 
their corresponding eigenfunctions (See Figure 4-43). The number of significant 
eigenvalues and their relative contribution are similar to those for 20kN (Table 4-3) 
indicating that the underlying statistical properties remain even at the higher load level.  
Table 4-7 shows the relative contribution of each significant eigenvalue to capturing 
variance in the original vertical displacements in the R-L section. Finally, some outputs 
from the simulated stochastic neural network are shown in Figure 4-44. Comparison of 
Figure 4-44 with Figure 4-41 reveals that the model has captured the variation and noise 
characteristic in original data extremely well. 
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Figure 4-41  The experimental vertical displacement profiles for R-L section of wood 
specimen loaded 40kN in compression.  
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Figure 4-42  The distribution of eigenvalues from KL expansion of data in Figure 4-40 
(R-L section, 40kN, vertical displacements). 
 
Table 4-7  Relative contribution of each significant eigenvalue to capturing variance in 
the original vertical displacements in the R-L section (40kN, vertical displacements). 
The number of eigenvalues Values %Cont. 
Eigenvalue 1 377.15 86.83 
Eigenvalue 2 17.95 4.62 
Eigenvalue 3 11.16 2.87 
Eigenvalue 4 8.14 2.09 
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Figure 4-43  The four eigenfunctions approximated from AINNs (R-L section, 40kN, 
vertical displacements). (Number of hidden neurons in networks one, two, three and four 
are 22, 22, 19 and 22, respectively). 
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Figure 4-44  Vertical displacements from the stochastic neural network for simulating the 
vertical displacements in Figure 4-41(R-L section, 40kN, vertical displacements). 
 
b. Horizontal displacement in R-L section under 40kN load 
The following figures show the results of each AINN and the developed SNN for 
approximating the horizontal displacement of wood in the R-L section. Figure 4-45 
displays the original horizontal displacement profiles from images again. We see that there 
 84 
is less spread and noise than that for 20kN (Figure 4-29). Figure 4-46 shows the 
distribution of all eigenvalues from KL expansion. In Figure 4-46, we can see that there is 
only one significant eigenvalue and we need to develop just one AINN simulating its 
corresponding eigenfunction (See Figure 4-47). Table 4-8 shows the relative contribution 
of this significant eigenvalue to capturing total variance in the original horizontal 
displacement profiles. Figure 4-48 displays some outputs from the simulated stochastic 
neural network. 
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Figure 4-45  The experimental hhorizontal displacement profiles in R-L section of wood 
loaded 40kN in compression. 
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Figure 4-46  The distribution of eigenvalues from KL expansion on data in Figure 4-44 
(R-L section, 40kN, horizontal displacements). 
Table 4-8  Relative contribution of each significant eigenvalue to capturing total variance 
in the original horizontal displacement profiles (R-L section, 40kN). 
The number of eigenvalues Values %Cont. 
Eigenvalue 1 2786.62 95.35 
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Figure 4-47  The significant eigenfunctions approximated from the AINN (R-L section, 
40kN, horizontal displacements). (Number of hidden neurons in the network is 24). 
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Figure 4-48  Horizontal displacement profile from the developed stochastic neural 
network for simulating the horizontal displacement in Figure 4-45 (R-L section, 40kN). 
 
Comparison of Figure 4-48 and Figure 4-45 reveals that the model has captured the 
variance and noise characteristic rather well. The original profiles seem a bit nosier than 
the predicted one. The predicted profiles are based on just one eigenfunction capturing 
95% of the variance in the original data. It was thought that the inclusion of one or more 
eigenfunction in the model would bring the noise in the predicted profiles even closer to 
the original profiles. However, the predicted profiles obtained from the model did not 
change even when more eigenfunctions were added to the model.  
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In summary, it is easy to see that the magnitude of both vertical and horizontal 
displacements for 40kN load is larger than those for 20kN load. However, there is no 
significant difference between the vertical displacements from the R-L and T-L sections 
for a particular load level. With regard to horizontal displacements in the two longitudinal 
sections, there is a noticeable difference between each other. The range of the horizontal 
displacement in the R-L section is larger than that in the T-L section. Both horizontal and 
vertical profiles for 40kN were noticeably more compacted than for 20kN and this was an 
interesting and important finding. This was much more obvious for the T-L section and 
could be explained from the corresponding microstructure. 
 
Stochastic neural networks were developed by incorporating deterministic approximations 
of eigenfunctions obtained from KL expansion of corresponding eigenvalues. The 
developed SNNs approximated the experimental displacement profiles extremely well. The 
set of realisations from the experimental as well as the proposed neural network for 
simulating the horizontal displacements in the R-L section were found to be more uniform 
(less noise), particularly for 40kN loading in compression. 
4.2.2.2 Analysis of the Internal Workings of the Networks 
Now we need to pay more attention to analysing internal workings of the network in order 
to completely understand how a stochastic neural network works in achieving the 
stochastic properties of a stochastic process. In the process of developing a stochastic 
neural network, there are two important steps: one is developing AINNs to model 
deterministic input-output mappings and the other is developing SNNs by adding BM 
processes or WN processes into AINNs. We need to individually analyse internal workings 
of AINNs and SNNs because the internal behaviour of these two networks is completely 
different.  
4.2.2.2.1 Analysing Internal Workings of AINN 
In this project, AINN was used to simulate deterministic input-output mappings obtained 
from a stochastic process or a stochastic system. These mappings were in the form of 
significant eigenfunctions. All these proposed AINN have exactly same generic structure 
with different number of neurons and different values of parameters of AI functions. It is 
not necessary for us to analyse all AINNs which have been used in a model. Therefore, we 
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can just choose one of the models as an example to show how all neurons affect the 
outcomes of an AINN. In this section, we selected the AINN approximating the 3rd 
eigenfunction representing the vertical displacement in T-L section of the wood specimen 
loaded parallel-to-grain with 20kN in compression.  
 
In terms of the approximating AINN for this significant eigenfunction, its generic structure 
has already been shown in Figure 3-3 in Section 3.3.2 and the actual model outputs were 
shown in Figure 4-17 (the 3rd plot). The proposed AINN comprises one input, sixteen 
hidden neurons and one output neuron. We only have 16 unknown Hidden-Output neuron 
weights. The data shown in Figure 4-17(black line in the 3rd eigenfunction plot) was used 
to train the network until the global error was minimized. We can see that the proposed 
AINN have a high degree of accuracy in modeling the existing data as indicated by the red 
line in the 3rd plot in Figure 4-17. The following discussion explores the way in which the 
network produces the final output. First of all, we need to focus on the output of hidden 
neurons because the final output is linear combination of the hidden neurons outputs and 
Hidden-Output neuron weights. Figure 4-49 shows the final shape and the position of the 
sixteen AI functions after training.  
   
According to Figure 4-49, it is very difficult to see which neuron is the most important in 
terms of affecting the final output because each neuron is active within a particular input 
range and these ranges are relatively short. For example, neuron 3 is only active when the 
range of input is between 5 and 11. The neurons are somewhat evenly spread across the 
full spectrum of the input domain. It is easy to see that the initial activity of all neurons 
except neuron 1 is zero and only neurons 14, 15 and 16 are active at the end. Furthermore, 
each neuron is the most active near its centre point, where it affects the final output ( )tϕ  
the most. These centre points for neurons 16321 ，，，， L  are 0, 5.3, 8, 9.5, 12, 13, 14, 15.5, 
18, 19, 21, 23.2, 25.3, 28.5, 29.6, 30.8, respectively. Figure 4-50 shows how these sixteen 
AI functions works together and produce the 3rd approximated eigenfunction. The network 
output is  
( )
(t)0.25U-(t)0.28U(t)0.181U-(t)0.345U-
(t)0.4U(t)0.5U(t)0.15U-(t)0.54U(t)0.48U-(t)0.2U
(t)0.17U(t)0.28U-(t)0.2U(t)0.3U(t)0.42U-(t)0.34U
16151413
121110987
654321
+
++++
+++=tϕ
        [4-13] 
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Figure 4-49  Activation functions of the sixteen hidden neurons in the nonlinear AINN. 
 
The minimum value of the initial drop in output is for an input around 5.3 where only 
neurons 1 and 2 (which are most active when input is round 1.5) are active during this 
region. Thus, in this region neuron 1 and 2 jointly contribute to produce output, i.e. 
( ) (t)0.42U-(t)0.34U 21=tϕ . The increasing activity of neuron 2 mainly brings the output 
to a minimum in this region. The increase of the output after the initial fall seems a little bit 
complex and we need to divide this region into two parts because neuron 4 becomes active 
at input around 6.6. Thus, when input ranges from 6.6 to 8, we can represent the output of 
the network as ( ) (t)0.2U(t)0.3U(t)0.42U-(t)0.34U 4321 ++=tϕ . Otherwise, the output 
can be written as ( ) (t)0.3U(t)0.42U-(t)0.34U 321 +=tϕ . Because neuron 2 dramatically 
decreases and neuron 3 sharply increases in this region, the output has a significant rise.  
 
When the output comes to the second fall at input of around 11.5, the situation in this 
region seems quite complicated. Neurons 1 and 4 are still active in this region. Neurons 2 
and 3 have become inactive at inputs around 9 and 10.5, respectively, but neurons 5, 6 and 
8 have become active at inputs of around 9.5, 11.2 and 10, respectively. According to the 
 89 
above analysis, we give a general formulation of the output as 
( ) (t)0.48U-(t)0.17U(t)0.28U-(t)0.2U(t)0.3U(t)0.42U-(t)0.34U 8654321 +++=tϕ .The 
increasing activity of neuron 5 makes an important contribution to bringing the output to a 
minimum in this region. For the following increase of the output, activations of neurons 1 
and 5 are still decreasing while activations of neurons 6, 7 and 8 are increasing. The joined 
contribution of these five neurons brings a rise in the output, i.e. 
( ) (t)0.48U-(t)0.2U(t)0.17U(t)0.28U-(t)0.34U 87651 ++=tϕ .  
 
When the output comes to the third fall, neurons 1, 5, 6, 7 and 8 are still active. However, 
the value of neuron one is closes to zero during this period so we can ignore the effect of 
neuron 1 on the output. As a result, the output can be written as 
( ) (t)0.48U-(t)0.2U(t)0.17U(t)-0.28U 8765 ++=tϕ . The significant rise of activation of 
neuron 8 mainly affects the decrease in the output here. When the output comes to its third 
increase, neuron 10 has already become active at input around 17.5. However, the 
maximum of this region is at input around 18 and values of neuron 10 are quite small with 
nearly zero values between 17.5 and 18. Thus, the third increase is due mainly to the 
rapidly decreasing activation of neuron 8 and the sharply increasing activation of neuron 9, 
i.e. ( ) (t)0.54U(t)-0.48U 98 +=tϕ .  
 
For the fourth fall of the output, neurons 8, 9 and 10 mainly affect the output, i.e. 
( ) (t)0.15U-(t)0.54U(t)-0.48U 1098 +=tϕ . When the output comes to the fourth increase, 
there are five active neurons (8, 9, 10, 11, and 12) but the activity of neurons 8, 9, 10 and 
12 is close to zero. As a result, the model output is shown as ( ) (t)0.5U11=tϕ . In term of 
the following decrease, only neurons 11 and 12 jointly contribute to produce the output, i.e. 
( ) (t)0.4U(t)0.5U 1211 +=tϕ . Although these two neurons have positive activation values, 
the rate of decrease of activation of neuron 11 is higher than the rate of increase of 
activation of neuron 12. This makes the output have a slow fall in this region. For the fifth 
rise, just neurons 11 and 12 produce the output but highly increasing activity of neuron 12 
makes the output increase steadily. 
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When the output comes to the sixth dramatic fall, neurons 12, 13, and 14 play a significant 
role in contributing to the output, i.e. ( ) (t)0.181U-(t)0.345U-(t)0.4U 141312=tϕ . With 
regard to the final significant increase, neurons 13, 14 and 15 mainly contribute to affect 
the output: ( ) (t)0.28U(t)0.181U-(t)-0.345U 151413 +=tϕ . When the output comes to the 
final rapid fall, just neurons 14, 15 and 16 jointly contribute to the output, i.e., 
( ) (t)0.25U-(t)0.28U(t)-0.181U 161514 +=tϕ . The rapidly increasing active of neuron 16 
and the sharply decreasing active of neuron 15 gradually bring the output to the minimum 
in this region. 
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Figure 4-50  Activation of the sixteen hidden neurons superimposed on the network 
output. 
 
In summary, the activity behaviour of neurons which contributes to the output of the 
network is quite complex. There are three main reasons: individual neurons become active 
in a particular region of the input space; their effect on output varies depending on the 
region of input space; and the length activity of neurons varies. In general, we have the 
desired target function that combines the activity of all neurons in order to calculate the 
output in the whole input space but not all neurons contribute to producing the output in 
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the whole space. The internal working of the network seems much more complex than the 
desired target function.  
4.2.2.2.2 Analysing Internal Workings of SNN 
After the analysis of internal workings of AINN, it is necessary to understand the internal 
working of a stochastic neural network: specifically why or how WN or BM can help a 
stochastic neural network achieve its stochastic properties for simulating a stochastic 
process or a stochastic system. In this section, there are two main purposes: analyse how 
all neurons together produce the outcomes of the network for a particular realisation and 
compare any two different realisations obtained from the stochastic neural network. The 
generic structure of all stochastic neural networks in this project is the same but different 
networks have different numbers of neurons. The number of neurons in each stochastic 
neural network corresponds to the number of eigenfunctions from KL expansion of the 
covariance matrix. Therefore, we just take one network as an example to analyse internal 
workings of a SNN. We selected SNN for simulating vertical displacement of the wood 
specimen loaded parallel-to-grain with 20kN in compression.  
 
With regard to this SNN, there are three significant eigenfunctions which means that there 
are three neurons in the SNN. The formulation for calculating the output of this SNN is 
shown in section 3.4.2 (Eq. [3-23]) and the structure of this SNN is also presented in 
Figure 4-51. The architecture of each )(tϕ  has already been discussed in Section 3.3.2. 
 
Figure 4-51  The structure of the SNN given by Eq. [3-23]. 
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In Figure 4-51, we can see that the output of the network is a linear combination of the 
mean value at each discrete time ( t ) and the summation of the product of each 
eigenfunction and their corresponding WN process at the same discrete time. Furthermore, 
we also find that the values of )(tξ  as well as each eigenfunction )(tϕ  are fixed when 
the range of time is defined. The reason is that the value of )(tξ  depends on the input 
space for which we have already collected data from a real stochastic system and the value 
of each eigenfunction )(tϕ  depends on the approximated AINN which we have already 
trained before developing a stochastic neural network. The distribution of the mean value 
( )(tξ ) is displayed in Figure 4-52 while the distribution of each eigenfunction has already 
shown in Figure 4-17. Therefore, we focus on the summation of the product of each 
eigenfunction and their corresponding WN because it mainly contributes to the differences 
between any two realisations obtained from SNN. 
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Figure 4-52  The distribution of the mean value at each discrete time t . 
 
Now we discuss a particular realisation from the stochastic neural network. We find that 
the values of these three WN process are constant for a particular realisation according to 
Eq. [3-23].  Thus the output function of the network, which is shown in Figure 4-53, can 
be written as )(98.6)(25.3)(24.20()()( 321 ttttt ϕϕϕξξ −−−+= , where constants are the 
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WN processes. In Figure 4-53, the red line is the mean value ( )(tξ ) at each discrete time t  
and the black line is the final output of SNN ( )(tξ ). The distance between the mean value 
and the final output is the summation of the product of each eigenfunction and their 
corresponding WN component. This summation plays quite an important part in the whole 
SNN. In terms of the activity of each neuron in SNN, it is easy to see that all neurons keep 
active in the whole input space according to the distribution of the activity of each neuron 
in Figure 4-17. These three neurons jointly contribute to produce the output in the whole 
input space. 
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Figure 4-53  A realisation extracted from the proposed SNN for simulating the vertical 
displacement in Figure 4-15. 
 
However, the final output of the SNN changes when we run the SNN to generate another 
realisation (see Figure 4-54). The reason for the difference is that the value of each WN 
component has changed when we repeat the network simulation. The number of changes in 
the WN process depends on the number of realisations which we generate using the SNN. 
In Figure 4-54, the final output of SNN is 
)(77.2)(67.2)(12.6()()( 321 ttttt ϕϕϕξξ −−−+= . Comparing Figure 4-53 with Figure 4-
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54, it is easy to see that the value of each WN process in Figure 4-54 is quite different from 
that in Figure 4-53. 
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Figure 4-54  Another realisation extracted from the same SNN for simulating the vertical 
displacement of wood as shown in Figure 4-15.  
 
Although the mean value and that of each eigenfunction do not change for different 
realisations, the change of WN processes in different realisations makes the summation of 
the product of each eigenfunction and their corresponding WN vary in different 
realisations. Thus, the final output of SNN also becomes random when we run the SNN 
repeatedly. From the analysis of internal workings of SNN, we can see that the stochastic 
properties of WN processes play a significant role in achieving the stochastic properties of 
SNNs. This is why SNNs can be used to recall a range of realisations from a real stochastic 
system when the learning step is completed.  
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Chapter 5 
5 Conclusions 
In this thesis, we presented the mathematical developments and implementation of 
stochastic neural networks based on a stochastic function as well as a realistic dataset from 
a stochastic system. A major contribution of the thesis is the development of stochastic 
neural networks from the observations of stochastic processes. Three examples provided 
ample evidence to confirm the validity of the theoretical results as well as to give us more 
confidence in developing a neural network to simulate real stochastic systems and 
stochastic processes. Taking the whole process of developing a stochastic neural network 
into account, we can see that the most important part is how to create a possible and 
feasible mathematical model for neural networks to achieve stochastic properties by using 
a series of mathematical transformations. As a deterministic neural network can only 
approximate non-random mapping, creating a deterministic input-output mapping from 
stochastic processes or stochastic systems was a major part of the work. This is because the 
weights and other parameters are defined through learning of this deterministic input-
output mapping. Then we used them to develop a suitable stochastic neural network for 
simulating stochastic processes by means of BM and WN. Furthermore, this project also 
provided a critical view of the network outcomes and internal workings of the network. 
This information can help us completely understand how a stochastic neural network 
simulates real stochastic processes and stochastic systems. 
 
This kind of neural network is suitable to operate in a non-deterministic environment. The 
most significant advantage of developing stochastic neural networks is to successfully 
model an existing dataset and retrieve more information and behaviour out of the 
developed model. As we know, there are two different steps in stochastic neural networks 
(a historical learning and real-time operation). The historical learning step can be regarded 
as developing a neural network to simulate the collected input and output mapping while 
the real-time learning step can be regarded as retrieving stochastic systems’ inherent 
behaviour and response. After we finished the historical learning step, a stochastic neural 
network can act as a stochastic process itself. This means that the stochastic neural network 
can generate any number of realisations of a stochastic process that are within the bounds 
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of the statistical properties of the collected realisations. These realisations can be viewed as 
representing the behaviour of the stochastic process and they can help us understand 
deeply the properties of stochastic processes.  
 
However, the proposed stochastic neural network has some limitation. When we develop a 
neural network to learn a deterministic neural network mapping, it is very difficult to guess 
the initial values of weights, other parameters of the networks and the number of neurons 
in the networks. However, these factors can directly affect whether we get a suitable neural 
network or not. Thus we do not have a precise standard to confirm whether the proposed 
neural network is the most optimum with the highest possible accuracy. Furthermore, 
neuron activation functions (AINNS) yielding simple learning algorithms were used. 
Although this is good for the relatively simple examples presented here, more powerful 
activation functions have the potential to perform more complex mapping suited to more 
complex stochastic processes in biological or environmental systems. Therefore, there is 
much scope for improving and optimizing the developed stochastic neural networks in 
future. 
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