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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Abstract
　　　A　parallel　tight－binding　molecular　dynamics　with’　an　order－N’［O（N））］　algorithm　is
implemented　to　perform　large－scale　simulation　of　nanostructured　materials．　The　algo－
rithm　is　based　on　the．　Fermi－operator　expansion　of　an　electronic　energy　and　force，　and
we　present　its　basic　formalisms．　Accuracy　necessary　for　molecular－dynamics　simulations
can　be　obtained　by　a　proper　truncation　in　the　expansion．　Parallel　eMciency　on　a　parallel
PC　cluster　shows　nearly　ideal　scaling　behavior　with　respect　to　the　number　of　processors．
Applicability　of　the　method　to　a　silicon－carbide　system　is　examined．
1 INTRODUCTION
Recent　advances　in　parallel　computing　technology　have　enabled　one　to　perform　atomistic　sim－
ula七ions　wi七h七he　system　sizes　accessible　experimen七ally，　i．e．1～100　nanome七er［1］．　In　many
cases，　howevet，　quantum　simulations　still　suffer　from　its　comptttational　complexity　which　grows
rapidly　with　increasing　the　number　of　electrons　（A」　N．3i），　and　hence　the　range　of　system　size　in
the　siii｝ulations　is　limited　around　a　few　thousand　atoms　even　on　m4ssive　parallel　computers．
The　order－1V　tigh七一bindihg（TB）algorithm，　proposed　recently　by　several　groups［2］，　is　one．of
the　most　protpising　apprOaches　to　computer－aided　design　of　nanostructured　materials　such　as
semiconductor　quantum　devices　［3］　and　nanophase　ceramics　［4］．　Combining　the　method　with
accurate　parameterizations　of　the七ight－binding　Hamil七〇niall　and　repulsive　interac七ioris　between
atoms，　one　can　perform　realistic　quantum　simulations　of　those　materials　in　reasonable　speed　of
computing．
　　　In七his　report，　we　describe　an　orde；一N［0（N））］algorithM　of　tight一　binding　molecular　dynam－
ics　（TBMD）　for　insulators’　and　semiconductQrs，　pToposed　originally　by　Goedecker　and　Colombo
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［5］．　Parallel　eMciency　of　the　algorithm　on　a　PC－based　parallel　machine　is　presented．　The
m・th・d　i・apPli・d　t・t・七・1－energy・al・ul・七i・n・f・ili・・n…bid・（＄iC）cry・t・1・・
2　TBMD　METHOD
2．1　TB　Representation　of　the．TOtal　Energy
Given　a　system　of　Nat。m　atoms　with　Nb。，．　valence　electrons　each，　one　cons七ruc七s　an　effective
　　　　　　　　　　　　　　　　　　　　　　　バone－elec七ron　Hamiltonia耳，　H．　The　eigenstates，1Ψn＞，　of　the　Hamiltonian　are　represented　by　a
linear　combination　of　atomic　orbitals，1ipiα〉，so　called　LCAO　me七hod，　where　i　andαdeno七e　the
indices　of　an　atom　and　its　orbital，　respectively．　The　eigensもates　and　the　eigenvalues，　En，　of　the
Hamiltonian　are　then　obtained　by　diagonalizing　the　Hamil七〇nian　matrix，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Hi。ゴβ≡〈φ1。　i珂φゴβ〉，　　　　　　　　　（1）
The　band－s七ructure　energy　is　then　obtained　by
　　　　　　　　　　　　　　　　　　　　　　　　　　　E…2写・・ん・（En一μkBT），　　　（2）
where　fFD，μ，　kB，　and　T　are　the　Fermi－Dirac　distribution　function，　the　Fermi．energy，七he
Boltzmann　constant，　and　an　electronic　temperature，　respectively．　The　factor　of　two　accounts
for　spin　degeneracy　in　a　closed－shell　orbital．
　　　The　d圭agonaliza七ion　of　the　Hamiltonian　matrix　requires　the　computation七hat　scales　as
（Nat。m×Nba、e）3．　ThuS　the　ordinary　TB　method　has　a　compu七a七ional　bot七leneck　similar七〇七he
one　in　o七her　electronic－structure　calcula七ions　liuch　as　theαb　initio　densi七y－func七ional　me七hod
［6］．
　　　By　in七roducing七he　Fermi　ma七rix，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バ　　　　　　　　　　　　　　　　　　　　　　　　　Fi・・β≡〈qsialfFD（1£’liiil｛一Ti‘）1φ・β〉，　．　（3）
七he　band－structure　energy　can　be　re－expressed　as
　　　　　　　　　　　　　　　　　　　　　　　E・、＝2’］n・［HF］＝2ΣΣH・。ゴβ矛｝伽　　．　　　』』　　（4）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　歪α　ゴβ
The　total　energy　of七he　sys七em　is　then　ob七ained　by
　　　　　　　　　　　　　　　　　　　　　　　　　　　耽・一琴斎恥環・，　　　（5）
where　pi　represttnts　the　momentum　of　ith　atOm．　Erep　is　the　repulsive　term　that　takes　into　ac－
count　the　core－core　in七erac七ions　and　neglected　contributions　in　Eb，　to　the七rue　electronic　energy
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such　as　a　correction　for　double　counting　of　electron－elgctron　in七erac七ion．　In　a　semiempirical　TB
approach，　Erep　is　determined　by　fitting　with　known　properties　such．as　elastic　constan七s　and
phonon　dispersions．
　　　In　a　molecular－dynamics　simulationラthe　force　on　each　atom　needs七〇be　evaluated　by　dif－
ferentiating　Eb，　and　E，．p　with　respect　to　atomic　coordindtes．　The　Helmann－Feynman　theorem
［6］　allows　one　to　calculate　the　electronic　term　（f，］　S）　of　the　f6rce　as
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　aH
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　一命㌔2T・［　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　F］．　（6）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Ori
2．2　Fermi－operator　Expansion　with　Chevyshev　Polynomials
The　various　functions　with　a　restricted　range　of　variables　can　be　approxima七ed　accura七ely　by
an　interpolation　with　finite　number　of　the　Chevyshev　polynomials　defined　as
　　　　　　　　　　　　　　　　　　　　　　　　　　　　T（M）（x）　iii　cos［m　cos－i（x）］　・．　（7）
for　一1　〈　x　〈・1　（m　＝＝　O，　1，　．．．，　Np）．　They　obey　the　recurrence　relation
　　　　　　　　　　　　　　　　　　　　　　　　T（M）（x）　＝＝　2xT（M－i）（x）一T（M－2）（x）　’　（8）
with・T（o）＠）一1・pd　T（1）（x）＝x，　and　th…th・9・nality　rel・七i・n
　　　　　　　　　　　　　　　　　　　　　　　　　　募ム砒丁（m）　（x）T（”）　（x）　　　　　　　　　　＝6mn・　（9肩）
The　Chevyshev　interpolation　for　a　function　f（x）　is　given　by
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Np
　　　　　　　　　　　　　　　　　　　　　　　　f（x）　fu　fNp　iiiii　｛1’L　＋　tf．，c．T（M）（x），　一　（10）
and七he　expansion　coe伍cien七at　mth　order　is
　　　　　　　　　　　　　　　　　儲鉱砒∫（砦㌍一礁ノ（Xk）T（一）（Xk），．　　．（il）
where　xk　is　the　kth　root　of　T（Np）（x）　＝　O．　Figure　1　depicts　the　Chevyshev　interpolation　of　the
Fermi－Dirac　distribution　function　（fFD）　in　the　case　of　IVp　＝　100．　’lt．shows　that　the　，interpolation
reproduces七he　original　func’狽奄盾氏@with　reasonable　accuracy　even　near　E＝μ，
　　　The　Fermi　matrix　defined　in　Eq．（3）can　also　be　approximated　by　the　Chevyshev　in七er－
polation　by　replacing　x　with　the　matrix　H　in　the　above　formulae　dnd　the　polyhomial　T（in）
thereby　represents　the　corresponding　matrix．　’1￥uncation　at　a　finite　Np　reduces　the　compu一
七・ti・nal・・mpl・xity・f　O（N3）i・七he　exact　di・g・nali・ati・n　t・0（N2）d・・t・th・丘・it・．　number
of　matrix－matrix　mhltiplica七ion　in　Eq．（8）．　Further　reduction　of七he　complexity　to（り（N）is
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Fig．　1：　Chevyshev　interpolation　of　the　Fertni－Dirac　distribution　function．
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ob七ained　by　truncatillg　the　matrix（H）一matrix（T）multiplication　a七aphysical　dis七ance　between
elements．　This　approximation　is　especially　effective　for　insulators　and　semiconductors　［5］．　（The
Hmatrix　has　an　int血sic　nature　of　short－range　interaction　for　these　materia｝s．）
　　　This　trunca七ion　in七he　matrix－matrix　multiplica七ion　makes　the　code　easy　to　be　parallelized
since　the　compu七a七ion　of七he　T　matrix　is　independen七〇f七丁目se　for　the　other　column，　The　paral－
1elization　is　done　simply　by　dis七ributing　the　column　of　T　over　processors，　as　shown　schematically
in　Fig．　2．
　　　Using　the　Chevyshev　interpolation，　Eb，　and　the　electronic　occupation　n．i　are　calculated
approximately　as
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Np
　　　　　　　　　　　　　　　E・、一・・ΣΣH，。ゴβSゴ伽＋2Σ・mE）ΣH・。ゴβ軽島，　■　（12）
　　　　　　　　　　　　　　　　　　　　　　　　　iα　ゴβ　　　　　　　　　　　　　m＝1　　　iα　ゴβ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Np
　　　　　　　　　　　　　　　　nei　＝＝　co　2　Siaia＋22c．2Ti（．Mia，　（13）
　　　　　　　　　　　　　　　　　　　　　　　　　ia　m＝1　ia
where．31αゴβis　the　overlap　integral　between　the　a七〇mic　orbitals．　In　an　or七hogonal　TB　model，
＆αゴβ＝δiαゴβ．During七he　simula七iolls，七he　Fermi　energy（μ）needs　to　be　adjusted　so　as　to　keep
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Fig．　3：　CPU　time　vs．　the　total　number　of　atoms．　（N．　＝　50）
the　identity　n．i　＝　AT．t．．　×　IVb．，．　（＝　the　total　number　of　electrons）．
　　　Figure　3　shows　comparison　be七ween　cpu　times（on　single　processor）for　calcula七ing　the　band－
s七ructure　energy　of　crys七alline　silicon　at七he　diamond　structure　by　the　presen七me七hod　and　those
by　the　exact　diagonalization．　The　TB　parameters　for　the　silicon　crystal　were　taken　from　Ref．
［7］．　The　figure　clearly　shows　significant　speedup　in　the　O（IV）　method　over　the　exact　method
with　cubic　scaling．
3 APPMCATION　TO　SiC　SYSTEM：　EFFICIENCY，
ACCURACY，　AND　PARALLELIZATION
We　have　applied七he　presen七method　to　silicon　carbide（SiC）systems．　Silicon　carbide　has
attracted　grea七deal　of　attention　as　an　enabling　material　for　a　variety　of　new　semiconductor
devices　in　areas　where　silicon　devices　cannot　effectively　compete，　including　high－power　high－
vol七age　switching　applica七ions　and　high　tempera七ure　electronics．　Nanophase　SiC　has　shown［8］
unique　proper七ies　such　as　high　sin七erability　and　enhanced　toughness．　Large－scale　quantum　sim－
ulation　will　be　powerful　tool　to　investigate　theoretically　microscopic　processes　in　this　material．
The　TB　parameters　for　SiC　have　been　taken　from　Ref．　［9］．　The　TB　model　chosen　is　based　on　an
sp3　orthogonal　basis　set　for　valence　electrons．　lt　includes　intra－atomic　contribution　to　on－site
terms　of　the　Hamiltonian　matrix　in　order　to　reproduce　accurately　the　bulk　properties　such　as
the　cohesive　energy，　the　elastic　constants，　and　the　band　structure　at　several　polymQrphs．
　　　Figure　4　shows七he七〇tal　energy　of　the　TB　model　fbrβ一SiC（zincblende　struc七ure）as　a
function　of七he　lattice　parameter　in　the　present　method　with　Np＝50　and　that　in　the　exac七
diagonalization．　The　largest　error　due　to　the　truncation　at　50th　in　the　expansion　is　only　on　the
order　of　1％　of　the　total　energy　under　large　variation　of　volume．
　　　Parallel　e缶ciency　of七he　method　has　also　been　examined　on　oUr　eight－node　parallel　machine
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consisting　of　PC　clones　（Pentium　II　400　MHz　×4　十　450　MHz　x　4　with　256MB　SDRAM　each）
connected　via　a　Fast　Etherne七switch，　shown　in　Fig．5，　Parallelization　has　been　done　using
a　High－performance　Fortran　（HPF）　compiler．　Figure　6　shows　cpu　time　as　a　function　of　the
number　of　processor　in　the　calculations　of　Eb，　of　64－atom　system．　Nearly　ideal　scaling　can　be
achieved　in　the　present　method．
4 CONCLUDING　REMARKS
We　have　implemented　and　examined　the　O（IV）　TBMD　algorithm　for　silicon　carbide　on　the　PC－
based　parallel　machine．　The　code　has　been　fully　parallelized　and　the　accuracy　can　be　controlled
by　choosing　the　order　of　the　Chevyshev　polynomials．　lt　has　thus　been　shown　that　the　present
me七hod　was　sui七able　fbr　large－scale　TBMD　simula七ions　of　nanostruc七ured　materials．
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