In this note we express Karmarkar's potential function in terms of the geometric mean of the decision variables of the linear programming problem, and obtain bounds on it. We also study the behaviour of the gradient and the hessian of the potential function at the center of the simplex and observe that the sum of all entries of the gradient and the hessian matrices at the center of the simplex are zero; and the center of the simplex is a saddle point for the potential function. Finally, we prove that the β-superlevel set of the function G(x) is a convex set.
INTRODUCTION
In 1984 N. Karmarkar of Bell Laboratory proposed a projective method to solve linear programming problems. From theoretical point of view it is a polynomial-time algorithm, which works on the interior of the feasible region. After seminal work of Karmarkar [7] , thousands of paper appeared in literature on interior point methods (for details see [8] and various references cited in it). The most of these interior-point methods can be classified into three major categories, namely, 1) Affine Scaling Methods, 2) Potential Reduction Methods, and 3) The Central Path methods. The potential reduction methods make use of the potential function and generate sequence of points that minimizes the value of the potential function at each iteration. The details of the potential reduction methods can be found in Todd [9] , Gonzaga [3] and Singh and Singh [8] . In this note our objective is to study the behavior of the primal-potential function used in Karmarkar [7] . The primal-potential functions have been used by some other authors also, for example Gonzaga [3] . The details of the other types of potential functions like primal-dual potential functions, the symmetric primal-dual potential functions etc. can be found in Todd [7] and Singh and Singh [8] . The potential reduction methods use potential function to optimize the objective function of the linear programming problems. Karmarkar's potential function is used to measure the progress at each iteration, analyze the convergence and facilitate the complexity analysis of the algorithm. It is expected that the study of the behavior of the potential function may be useful in developing and analyzing the efficient algorithms for the linear programming problems, based on the reduction of the potential functions. The original algorithm of Karmarkar [7] considers a linear programming problem in canonical form:
.. T . For transforming a linear programming in standard form to canonical form Karmarkar [7] has used the following projective transformation. n xR 
The potential Function
We know that linear functions are not invariant under projective transformations, but the ratio of two linear functions can be transformed to the ratio of the two linear functions. Keeping this fact in mind Karmarkar [7] has introduced a potential function : n f R R   as a ratio of two linear functions as follows: Imai [6] has also studied the convexity of the multiplicative version of the Karmarkar's potential function and proved that the Karmarkar's potential function is not necessarily convex in general, but is strictly convex when the feasible region is bounded. As the Karmarkar's potential function works on the simplex, a bounded set, so it is convex function. Karmarkar's algorithm can be viewed as a gradient projection method for minimizing potential function 
PROPERTIES OF THE KARMARKAR'S POTENTIAL FUNCTION

Bounds on potential Function
The Karmarkar's Potential function 
Behavior of the Gradient and the Hessian of the Karmarkar's Potential Function at the Center of the Simplex
At each iteration of Karmarkar's algorithm the current i.e., 
