This study presents a partial test of Agnew's general theory of crime and delinquency. Relying on a sample of adolescents and employing measures of the self, family, school, and peers domains, this study examines the contemporaneous and lagged effects of these four life domains on the likelihood of consuming alcohol and using marijuana. This study also assesses the contemporaneous and lagged effects of the life domain variables on themselves and on one another. Overall, the results lend support for Agnew's general theory. The results also reveal several notable puzzles and underscore the complexity of this potentially important contemporary theoretical perspective.
Introduction
In 2005, Robert Agnew introduced his general theory of crime and delinquency with the publication of Why Criminals Offend: A General Theory of Crime and Delinquency. Agnew's general theory is an integrated inductive theory built upon a foundation of empirical research findings of the causes of crime with a focus on those variables having direct effects on crime and the relationship among them (for a discussion of this type of theoretical integration, see [1] ). At the heart of the theory are five clusters or "life domains" of variables and each one Agnew claims has been proven to be a robust correlate of crime. These five domains-self, family, peers, school, and work-represent the best known covariates in the existing literature for explaining why some individuals are more likely to engage in crime than others. Agnew's risk-factor based general theory was intended to account for between-individual differences in the risk of committing crime. Agnew's general theory is an even more ambitious theory in that it seeks to account for all types of crime, address the "known facts" of crime, explicate micro-and macro patterns of crime, and guide policies in preventing and controlling crime [2] . Accordingly, Agnew's general theory represents a potentially important contribution to the field of criminology and knowledge about crime and criminals. However, to date, there has only been one published test of Agnew's theory and even these researchers were only able to provide a partial test of his perspective [3] . This fact is understandable since Agnew's theory is a complex one and even Agnew [ for modesty by only examining portions of the theory. In particular, we seek to assess the contemporaneous and lagged effects of the life domains on crime and the contemporaneous and lagged effects of the life domains on themselves. The rest of our paper is organized as follows: first, we describe Agnew's general theory and review the previous empirical test of the theory; next, we outline our hypotheses and present our methodology; finally, we discuss our findings and their implications.
Agnew's General Theory of Crime and Delinquency
Agnew's general theory commences with the fundamental idea that crime is most likely to occur when the constraints against crime are low and the motivations for crime are high [2, page 17-33] . From this fundamental premise, the assertion is that a host of individual and social causal variables affect the constraints against and the motivations for crime (for a complete list of these variables, see [2, Chapter 2] ). However, he argues that it would be futile to attempt to group these variables by the type of constraint or motivation they index because many of these variables affect both the constraints against and the motivations for crime. Accordingly, Agnew [2, pages 42-55] resolved to group these variables into clusters organized around five major age-graded life domains: self, family, school, peers, and work. These life domains are argued [2, page 40 ] to "represent the major spheres of life and they encompass all of the direct causes of crime. " The life domain of self consists of individual-level personality traits with impulsivity and irritability being the most relevant. The family domain includes such components as the emotional attachment between parent and children, the presence of parental conflict or child abuse, the amount of supervision exercised over children, the warmth or absence of warmth between parents, and parental criminality. The domain of school comprises such variables as school success, involvement in school activities, emotional attachment with teachers, and negative treatment by teachers. The peer domain includes the involvement of one's peers in deviance, the emotional bond with peers, and the amount of unsupervised activities with peers. Finally, the work domain includes factors such as unemployment, poor working conditions, the criminality of coworkers, and the presence or absence of conflict with coworkers. Agnew defended his grouping scheme by stressing that "Grouping the causes of crime in this manner allows us to ensure that each cause is part of one and only one category" [2, page 40] and "because the variables in each domain are caused by many of the same factors and have large causal effects on one another" [4, page 594].
The Five Life Domains: Self, Family, School, Peers, and
Work. The five life domains in Agnew's general theory are age-graded-some of them are more important at particular periods of life and less important or irrelevant at others. Specifically, among children, Agnew [2, pages 56-59] claims that irritability/low self-control would have the largest effects on crime, while among adolescents he argues that both irritability/low self-control and peer delinquency have the largest impacts on crime, and among adults he added poor or no marriage and no or poor employment. In the domain of "self, " Agnew posits that low self-control and the personality trait of "irritability" constitute the key variables that directly weaken the constraints against and strengthen the motivations for crime. Individuals with low self-control are impulsive, have a preference for exciting and risky activities, are generally unconcerned with the feelings and rights of others, and often respond to the temptations of the moment without any regards for the long-range of consequences [5] . Similarly, individuals who possess the trait of irritability tend to experience events as aversive, have an antagonistic interactional style, show little concern for the feelings and rights of others, and often attribute events to the malicious behavior of others (they believe that others are "out to get them" [6, 7] ). Among the major traits that comprise the human personality, low self-control and irritability emerge as the leading personality traits that cause crime. Irritable individuals and individuals with low self-control tend to exhibit low internal control, are more likely to interpret certain situations as stressful, experience intense emotional reactions to such situations, respond to such situations in an aggressive manner, hold beliefs that justify aggressive behavior, and often perceive crime as rewarding [6, [8] [9] [10] [11] .
In the domain of "family, " Agnew claims that negative bonding between parent and child, poor supervision/discipline, family conflict and abuse, the absence of positive parenting, and criminal parents/siblings are the main causes of crime for those who are younger. For adults, however, Agnew replaces these factors with the functionally equivalent variables of failing to marry or divorce/separation, negative bonding to spouse/partner, family conflict, poor spouse/partner supervision, and having a criminal spouse or partner.
Negative bonding between child and parent occurs when family members reject one another and spend little time together in pleasurable activities. Parents with poor supervision/discipline skills are those who fail to set clear rules prohibiting deviant and antisocial behaviors, effectively monitor rule compliance, and consistently discipline the child in an appropriate manner for rule violations. The absence of positive parenting refers to parents who fail to teach their children social skills so the children could form close ties to conventional others, academic skills so the children could excel in school, and problem-solving skills so the children could resolve problems in a nondelinquent manner. Family conflict involves threats and violence (both emotional and physical) among family members and child abuse includes not only physical, sexual, and emotional abuses but also child neglect and maltreatment. Criminal parents and siblings sometimes provide deliberate instruction on crime, including beliefs favorable to crime and negative reinforcement for crime [2] .
Family research in criminology suggests that the variables listed above have relatively moderate to large direct effects on crime and delinquency. In particular, they reduce one's stake in conformity, function as a major source of strain, reduce legitimate coping resources, foster the social learning Journal of Criminology 3 of crime, and reinforce crime and delinquency. For instance, negative bonding between child and parent frees a child from conventional constraints and when the child's stake in conformity is weakened, delinquent behavior becomes more likely [12] [13] [14] . Negative bonding between child and parent is also a major source of strain and will lead to crime and delinquency in the absence of effective legitimate coping resources [15] . Poor parental supervision/discipline and family conflict and abuse also reduce a child's stake in conformity, increase strain [15, 16] , and foster the social learning of crime (e.g., parents who employ harsh punishments provide aggressive models for their children and implicitly teach the children that violence is an appropriate response to certain problems [16, 17] ). Likewise, having criminal parents fosters the social learning of crime because parents model criminal behavior for their children, instill beliefs favorable to crime in their children, and demonstrate negative reinforcement for crime [18] [19] [20] .
Concerning the relationships between family factors and adult crime, the evidence suggests that adults who are unmarried or negatively bonded to their spouses/partners have higher levels of crime relative to adults who are married or positively bonded to their spouses/partners (i.e., individuals who love and respect their spouses, individuals who engage in positively valued activities with their spouses [21] [22] [23] [24] ). Research evidence also reveals that the amount of supervision exercised by one's spouse (i.e., the extent to which the spouse expresses disapproval of crime and related behaviors, monitor his/her partner' behavior, and sanction criminal behavior in an appropriate manner) is related to crime and having a criminal spouse or partner increases the likelihood of crime, especially for women. The amount of conflict and abuse between spouses also affect crime and the effects of these variables on crime follow the same pattern as the effects of parental conflict and abuse on juvenile delinquency [25] .
Within the domain of "school, " Agnew recognizes that negative bonding to teachers/school, poor academic performance, negative treatment by teachers, little time on homework, low educational and occupational goals, and poor supervision/discipline are the major correlates of crime. Negative bonding to teachers/school occurs when students express that they hate teachers and school, dislike the time they spend at school, and getting nothing of value from school. Students with poor academic performance are those with low scores on standardized tests, having poor grades, and being held back in school. Students experience negative treatment by teachers when the teachers "talk down" to them, verbally abuse or insult them, threaten them, or treat them unfairly. Schools with poor supervision/discipline are those that fail to clearly communicate to students the expected rules for behavior, monitor behavior among students, reinforce conventional behavior and sanction rule violations in a consistent and appropriate manner. Students with low educational and occupational goals generally do not have a desire to attend college or to obtain prestigious jobs [2] .
Similar to the family variables, the school variables listed above have been demonstrated to have relatively moderate to large direct effects on delinquency. In particular, negative bonding to teachers/school reduces a child's stake in conformity as well as contributes to strain [26, 27] . Similarly, negative treatment by teachers and poor supervision/discipline serve as major sources of strain for students while poor supervision/discipline also weakens external control and negative treatment by teachers also fosters the social learning of crime by providing negative models and implicitly teaching students that aggressive behavior is acceptable [28, 29] . Poor academic performance, little time spent on homework, and low educational and occupational goals also lead to delinquency by reducing students' stake in conformity and increasing their strain [29, 30] . Among adults, since most are not in school, Agnew theorizes that crime will be higher among those with limited education. However, the effect of limited education on crime will be indirect in that limited education will affect crime "primarily through its effect on the individual's work, marital life, and peer associations" [2, page 51] .
For the domain of "peers, " Agnew maintains that having delinquent peers, having frequent conflicts with one's peers and being abused by them, and spending much time with peers in unstructured and unsupervised activities are the main factors impacting delinquency. There is much evidence indicating that associating with delinquent peers is the most important predictor of delinquency other than prior delinquency [27, [31] [32] [33] [34] [35] [36] [37] [38] . Having delinquent friends not only reduces one's stake in conformity (engaging in delinquent activities is not going to jeopardize a youth's relationship with his/her delinquent friends) but also increases strain (delinquent friends often abuse one another and get into conflicts with each other) and foster the social learning of crime (delinquent friends are more likely to reinforce crime, model crime, and teach beliefs favorable to crime [2] ). Associating with delinquent peers also impacts youths' concern with external sanctions because they seldom see the crime committed by their friends being sanctioned [39, 40] .
Being verbally and physically abused by peers and the experience of criminal victimization could also increase the likelihood of offending. Peer conflict and abuse reduce one's stake in conformity (decrease one's ties to others) and increase strain while criminal victimization fosters the social learning of crime (when abused individuals are exposed to aggressive or criminal models they develop beliefs favorable to crime such as society is a "jungle" and only the strong survive [18, 27, 30, 33, 36, 41] ). Youths who spend unstructured, unsupervised time with peers are also more likely to engage in delinquent activities relative to youths who do not spend unstructured and unsupervised time with their peers because the former are more likely to encounter situations conducive to crime (situations in which external control is low, when peers reinforce crime, model crime, and present beliefs favorable to crime [42, 43] ). Among adults, Agnew suggests that although they are less likely to have criminal friends due to their work and marital commitments, peers will continue to play a major role in the lives of those who are unmarried, unemployed, or employed in "bad jobs" [4] .
Finally, within the domain of "work, " unemployment, poor work performance and working conditions, poor supervision and discipline, negative bonding to work, and criminal coworkers are the significant variables affecting crime. Although the concept of unemployment is sometimes measured imprecisely by previous researchers (e.g., studies that compare unemployed individuals with individuals in all types of jobs), research evidence suggests that unemployment increases the likelihood of certain types of crime. Unemployment, in particular long-term unemployment with little prospect for future work, reduces one's stake in conformity, contributes to strain, and increases exposure to situations conducive to strain (individuals without a job "hanging out" on the street with peers [22, 23, [44] [45] [46] [47] [48] [49] ). There is also evidence that crime is more likely among individuals who work in environments that lack clear rules regarding appropriate behavior, where behavior is poorly monitored and where rule violations are seldom sanctioned in an appropriate manner (i.e., environments with poor supervision/discipline [50] ).
Studies examining the relationship between work and adult crime indicate that relative to individuals with positive bonding to work, individuals with negative bonding to work (individuals who dislike their work and their coworkers) are more likely to engage in crime because they have a lower stake in conformity and are higher in strain. Individuals with criminal coworkers are also more likely to engage in crime relative to individuals with prosocial coworkers because criminal coworkers potentially reinforce crime, model crime, and teach beliefs favorable to crime [23, 51, 52] .
The Role of Prior
Crime. Agnew also recognizes the important role of prior crime. Agnew's general theory delineates that prior crime has both direct and indirect effects on subsequent crime. Prior crime is theorized to indirectly impact subsequent crime when it affects certain constraints against or motivations for crime. For instance, engaging in illicit activities such as drugs may lead to monetary strain (i.e., a desperate need for cash), which is a motivation for crime. Agnew also drew from labeling theory [53, 54] in accounting for the indirect effect of prior crime on subsequent crime. In particular, he argues that prior crime increases the likelihood of subsequent crime when individuals who are labeled as "criminals" or "bad people" end up associating with each other as a result of being rejected by conventional others. Associating with criminal others, in turn, decreases the constraints against and increases the motivations for crime [2] .
Prior crime also indirectly affects subsequent crime through the five life domains. As an example, engaging in delinquent activities may lead to weak bonds between parents and children, increase the likelihood of poor parental supervision, and/or cause parents to treat their children in a harsh manner. These factors in turn contribute to subsequent delinquent behavior. This indirect process is harmonious with the "knifing off " of conventional opportunities described by Sampson and Laub [23] and the "snares" that lead to persistent offending described by Moffitt [55] . Notably, Agnew's general theory does not posit that engaging in crime always increases the chances of subsequent crime. In fact, the theory argues that, in some cases, prior crime has no effect on crime or even may reduce the likelihood of further crime. In these cases, the theory claims that how others react to the individual's crime and the characteristics of the criminal are the determining factors (for a comprehensive description of these factors, see [2, Chapter 5] ).
To summarize, Agnew's age-graded general theory is an amalgamation of the major correlates of crime, with a focus on those variables having moderate to strong direct effects on crime and the relationship among those variables. At the heart of the theory are five clusters or life domains of variables-self, family, peers, school, and work-representing the explanation for why some individuals are more likely to engage in crime than others. Among other things, therefore, the theory was designed to explain between-individual differences in criminal offending.
Prior Research
To the best of our knowledge, to date, there has only been one published test of Agnew's general theory, perhaps not surprising given the complexity of the theory and the great demands on the data to test it. However, prior research examining the relationships between risk and protective factors and adolescent problem behavior has shown that numerous factors across several life domains are related to a range of adolescent problem behavior. For instance, within the family domain, parental substance use, family conflict, and poor family management practices have been documented as the main risk factors affecting substance use, violence, and delinquency among adolescents [56] [57] [58] . Within the domain of school, factors including academic failure, commitment to school, and disengagement from school are significant predictors of adolescent problem behavior [59] [60] [61] . Similarly, within the self domain, personality factors such as sensation seeking, poor impulse control, and conscientiousness have been linked to adolescent negative outcomes [62, 63] .
Utilizing data from a sample of male adult offenders participated in the Maryland boot camp experiment, Ngo et al. [3] provided a partial test of Agnew's general theory. In particular, the researchers examined whether each of the five life domain variables at the core of Agnew's theory is related to recidivism, whether there is a nonlinear relationship between the life domains and recidivism, and whether the five life domains interact in causing recidivism. To represent the domain of self, the researchers utilized Grasmick et al. 's [8] twenty-four-item self-control scale and, for the family domain, they employed the measures of no marriage (whether the respondent was married or not) and bad relationship (the respondent's perception of his relationship and activities with his spouse or significant other). Regarding the school domain, they used the measure of limited education (whether the respondent graduated from high school or not) and for the peers domain, they relied on the measure of friends' antisocial behaviors/attitudes (the respondent's perceptions of their friends' attitudes). The researchers also employed two indicators to represent the work domain: no job (the respondent's employment status before being incarcerated) and bad job (the respondent's perception of his last job).
Overall, Ngo and colleagues [3] found limited support for Agnew's general theory. More specifically, they uncovered that only two of the five life domains, having a bad job and being a high school dropout, were significantly related to recidivism. Additionally, with the exception of the peers domain, they failed to find the predicted nonlinear relationship between the life domains and recidivism. The researchers also reported that while 7 of the 21 interaction effects were significantly related to recidivism at the bivariate level, none of the two-way bivariate interactions was significant in a multivariate linear probability model. Notwithstanding Ngo and colleagues' efforts at providing the very first empirical test of Agnew's general theory, their study was limited due to a number of issues. First, the sample included in their study was a very specific and narrow sample (i.e., primarily young African Americans adult males convicted of drug crimes). Second, the researchers only examined lagged (delayed) effects between the life domains and crime. Third, the outcome variable in their study was recidivism but Agnew's theory appears to emphasize the onset of offending. Fourth, their test involved a limited number of variables within each domain. In this study, we seek to build upon and extend this research by examining both the contemporaneous and lagged effects of the life domains and adolescent substance use. We also draw data from a nationally representative sample of adolescents and expand the specific variables in each life domain. In particular, our focus in this paper is on assessing the sixth proposition of Agnew's general theory [2, page 121 ] that stipulates that the life domains have largely contemporaneous effects on one another and on adolescent substance use as well as each life domain has a large lagged effect on itself.
Research Hypotheses
As stated previously, Agnew's general theory posits that crime is caused by five clusters or life domains of variables, self, family, peers, school, and work. Further, the effects of the specific variables on crime will vary over the life course depending on the individual's stage in life (i.e., childhood, adolescence and adulthood). With regard to adolescents-who comprise the sample for the present study-the theory suggests that the variables with the greatest impact on antisocial behavior like crime and substance use include irritability/low selfcontrol, poor parenting, negative school experiences, and peer delinquency [2, page 58] . It is noteworthy that the work domain is not included here because according to Agnew [2] , the work domain is more relevant to adults than children and adolescents. Pertaining to the effect of the life domains on crime, Agnew maintains that "The life domains affect crime, the life domains affect one another, crime affects the life domains, and prior crime affects subsequent crime" [2, page 121]. Agnew further stipulates that the life domains have largely contemporaneous effects on crime and one another and each life domain has a large lagged effect on itself, but the life domains do not have large lagged effects on crime nor on one another. While Agnew refers generically to crime in most of his writings, we address the issue of the relationship between his life domains and adolescent substance use.
To assess the contemporaneous effects (Agnew [2] defines contemporaneous effects as those that occur within a few months' time and since our data only include substance use that occurred within the last 30 days and within the last 12 months, we selected the former to investigate the contemporaneous effect of the life domains on crime) of the life domains on adolescent substance use, we hypothesize the following.
H1: Time 1 life domain variables are significantly related to Time 1 substance use.
Since Agnew [2] claims that the life domains do not have large lagged effects on crime, we hypothesize the following. To examine the contemporaneous effects of the life domains on one another, we hypothesize the following. To assess the lagged effects of the life domains on themselves, we hypothesize the following. Finally, given Agnew's [2] proposition that the life domains do not have large lagged effects on one another, we hypothesize the following. 
Data and Methods
Data for the current study come from the National Education Longitudinal Study (NELS), a project designed to provide data on students' experiences as they leave elementary school and progress through secondary and postsecondary education or their careers [64] . NELS is a nationally representative data set with student, parent, teacher, and school administrator components. The first wave of the study occurred in 1988, when approximately 25,000 eighth-grade students were randomly selected from more than 1,000 private and public schools across the US. More specifically, the study employed a two-stage stratified sample design with schools chosen at the first stage and students within schools chosen at the second stage. The student sample was surveyed again in the tenth (1990) and twelfth grades (1992), and follow-up surveys were also conducted at 2 (1994) and 8 years (2000) after the scheduled date of high school graduation. One unique aspect of the NELS is that, at each wave of data collection, students who dropped out of the sample were replaced with students who shared similar demographic characteristics. This "refreshment" subsample allows the NELS to continue to employ a nationally representative sample of students in the US. Furthermore, data from parents were collected during the second and third waves (1990 and 1992) and school characteristics, official transcripts, and standardized tests were gathered from school administrators. In addition to parents, school teachers were also surveyed by mail regarding the behavior of students in their classes during the second and third waves (1990 and 1992) of the study. We capitalize on the longitudinal nature of the NELS data by utilizing variables measured during the baseline wave (1988; hereafter, T0) and the first (1990; hereafter, T1) and second (1992; hereafter, T2) follow-up waves of the study. We also draw data gathered from school teachers. Before we delineate our variables and measures, we provide a description of our sample.
Sample.
Our panel sample includes the same students who participated at baseline (T0) and both the first (T1) and second follow-up (T2) waves of the study. That is, our study excludes respondents in the "refreshment" subsamples. After taking into account attrition and missing values on the dependent variables, the sample size was reduced to 9,244. Additionally, we lost a significant number of cases as a result of teachers who failed to return their surveys. In particular, approximately 12.5% of teachers failed to return their surveys during the first follow-up study (T1) and 24% of teachers did not return their surveys during the second follow-up study (T2). To determine whether students with missing data on teacher-rated effort had different levels of delinquent behavior relative to students with valid data, we conducted a mean comparison between those retained in the sample and those lost to attrition. With one exception, the means between the two groups of respondents on both Time 1 and Time 2 measures of drinking alcohol and using marijuana (the proportions of students who drank alcohol and used marijuana) were very comparable (It is noteworthy that independent sample -tests are not informative here since with samples sizes of several thousand even very trivial differences will be statistically significant). For example, the proportion of retained subjects who reported ever drinking alcohol at Time 1 was 0.43, and it was 0.39 for those lost to attrition. On the other hand, the proportions reporting marijuana use were 0.05 for the retained subjects and 0.09 for those lost to attrition. At Time 2 the proportion drinking alcohol was 0.51 in both the retained and attrition group, and 0.09 of those retained in the sample reported marijuana use compared with 0.10 for those lost to attrition. Additionally, to retain sufficient sample size, we employed all available valid data during each wave of the study. After taking into account missing data on teacher-rated effort, the sample size for the T1 sample encompasses 8,087 students and the sample size for the T2 sample includes 6,146 students (It is noteworthy that others who have used the NELS data to study crime have had the same problem of sample attrition over time and missing data (see [65, 66] )). Table 1 shows the demographic and other characteristics of the two samples. As shown in Table 1 , slightly less than half of the students (47%) in the T1 sample were males and the majority of the students were Caucasians (73%). The majority of students in the T1 sample also attended public schools (86%) located in the suburbs and many of the students (41%) had parents with some college education. Further, on average, the students tended to come from families with moderate socioeconomic status (The variable, "family SES quartile, " was constructed using the socioeconomic status data reported in NELS: Quartile 1 (low SES quartile), Quartile 2, Quartile 3, and Quartile 4 (high SES quartile). For the current study, Quartiles 2 and 3 were combined to represent the moderate SES quartile). The demographics of the T2 sample appear to parallel those in the T1 sample. Similar to the T1 sample, almost half (49%) of the students in the T2 sample were males and the majority of the students were Caucasians (71%). The majority of the students also attended public schools (84%) located in suburban areas and many of the students (39%) also had parents with some college education. Finally, the mean socioeconomic quartile for students in the T2 sample was the medium quartile (see Table 1 ).
Measurement of Variables

Substance Use.
Five measures of substance use were included in the study (see Table 1 . To be consistent, all of our delinquency measures involve the use of tobacco, alcohol, and drugs by youths). The first variable, T0 prior smoking cigarettes, was measured at baseline (1988) using the question, "How many cigarettes do you usually smoke a day?" This variable was coded as a dichotomous variable with 1 = the student reported smoking at least one cigarette a day and 0 = the student did not smoke cigarettes. The second and third variables, T1 drank alcohol and T1 used marijuana, were measured during the first follow-up survey of NELS (1990). Students were asked to indicate the number of times they drank alcohol in the last 30 days and the number of times they used marijuana in the last 30 days. T1 drank alcohol and T1 used marijuana were coded as dichotomous variables with 1 = the student consumed alcohol or used marijuana in the last 30 days and 0 = the student did not consume alcohol or used marijuana in the last 30 days. The descriptive statistics for the above variables are listed in Table 1 .
Information on the fourth and fifth variables, T2 drank alcohol and T2 used marijuana, came from the second followup survey of NELS (1992). T2 drank alcohol was measured using a single question that asks students to indicate the number of times they drank alcohol in the last 30 days and T2 used marijuana was also measured using a question that asks students to indicate the number of times they used marijuana in the last 30 days. Similar to the other substance use variables, these two measures were coded as dichotomous variables with 1 = the student drank alcohol or used marijuana in the last 30 days and 0 = the student did not drink alcohol or used marijuana in the last 30 days. Table 1 shows the descriptive statistics for these variables.
Life Domains.
A number of variables were selected to represent the four life domains of Agnew's theory (for the list of suggested variables within each life domain, see Agnew, [2, page 38]). (Recall that, given our sample of adolescents, the work domain is excluded from the current study). Cronbach's alpha was also computed for each scale in each life domain Since the NELS data do not contain a direct measure of self-control, we relied on teacher ratings of student effort to gauge these indicators. It is noteworthy that our measures parallel the measure adopted by Felson and Staff [66] in their research on the association between academic performance and delinquency. In their study, Felson and Staff [66] defended their decision to measure low self-control via teacher ratings of student effort by pointing out that their variable reflects a student's effort in school and that effort is a function of both attitudes and the ability to regulate behavior. Felson and Staff also claimed that teacher ratings of effort is preferred over self-ratings because teachers are better able to make social comparisons and less likely to have biased judgments. The measure of self-control employed by Felson and Staff also demonstrated high reliability (Cronbach's alpha > 0.80).
Following Felson and Staff 's [66] rationale, we utilized teacher assessments of student ability to defer gratification, diligence, tenacity, and persistence to indirectly gauge the concept of low self-control. More specifically, our measures of self-control were based on five items that asked teachers to indicate how often the student (1) does his/her homework, (2) is absent, (3) is tardy, (4) is attentive in class, and (5) is disruptive in class. The response options for the above items included "never, " "rarely, " "some of the time, " "most of the time, " and "all of the time. " The responses on items one and four were then recoded so that higher scores on the scales indicate lower student's effort or lower levels of selfcontrol. The Cronbach's alpha for the T1 low self-control scale is 0.78 and for the T2 low self-control scale is 0.77. Table 1 displays the descriptive statistics for these scales (We readily acknowledge that this measure of self-control is not typical of those that appear in the literature such as the frequently used Grasmick scale, and we recognize that in confining selfrestraint to the narrow context of the school the measure is not optimal. In defense of our measure, however, we offer the following: (1) we follow Felson and Staff [66] who used these items to measure self-control, (2) it is all we really have to measure self-control, (3) all of the items do load on a single latent factor in a confirmatory factor analysis, (4) while there are likely several causes of their behavior, we would assert that those students who fail to do homework, are frequently absent or tardy, and who disrupt class will be those on average who find it difficult to control their immediate impulses and are easily attracted by short-term benefits. As with any use of secondary data, the NELS data has some advantages and some disadvantages. We believe that our measure of selfcontrol is not perfect but reasonable).
For the scale of T1 attitudes favorable to deviance, we employed 18 items that asked students to indicate whether they feel it is ok to (1) be late for school, (2) cut a couple of classes, (3) skip school a whole day, (4) cheat on tests, (5) copy someone's homework, (6) get into fights, (7) belong in gangs, (8) make racist remarks, (9) make sexist remarks, (10) steal belongings from school, (11) destroy school property, (12) smoke on school ground, (13) drink alcohol at school, (14) use drugs at school, (15) bring weapons to school, (16) abuse teachers, (17) talk back to teachers, and (18) disobey school rules. The response options for the above items were "often, " "sometimes, " "rarely, " and "never, " and these responses were recoded so that higher scores on this scale reflect greater attitudes favorable to deviance. The Cronbach's alpha for the T1 attitudes favorable to deviance scale is 0.87 and the descriptive statistics for this measure is provided in Table 1 .
Our family domain consists of three measures, T1 close communication with parents, T2 close communication with parents, and T1 poor supervision/discipline (While Hirschi's concept of "parental attachment" encompasses three key dimensions-affective relations, close communication, and parental supervision-the NELS data do not contain a measure of affective relations). T1 close communication with parents and T1 poor supervision/discipline were measured during the first follow-up survey of NELS (1990) while T2 close communication with parents was measured during the second follow-up survey of NELS (1992). We employed six items from the first and second follow-up surveys to construct the scales of close communication with parents. Students were asked how often they discuss the following subjects and activities with their parents: (1) school courses; (2) school activities; (3) things studied in class; (4) course grades; (5) preparation for ACT/SAT; and (6) going to college. The response options for the above items included "never, " "sometimes, " and "often, " and higher scores on these scales reflect close relationships with parents. The Cronbach's alpha for the T1 close communication with parents measure is 0.80 and that for the T2 close communication with parents measure is 0.84. The descriptive statistics for these measures are listed in Table 1 .
Seven items from the first follow-up survey of NELS (1990) were utilized to construct the T1 poor supervision/discipline variable (We do not have the measure of T2 poor supervision/discipline because data for this measure were not available during the second follow-up survey (1992)). Students were asked to indicate how often their parents (1) check their homework, (2) help them with their homework, (3) grant special privileges for good grades, (4) limit privileges for poor grades, (5) require house chores, (6) limit TV watching or video games, and (7) limit time spent with friends. The response options for the above items were "often, " "sometimes, " "rarely, " and "never, " and higher scores on the scale reflect poorer parental supervision and discipline. The Cronbach's alpha for the T1 poor supervision/discipline variable is 0.72 and Table 1 contains the descriptive statistics for this measure.
Our school domain includes seven measures with four variables derived from the first follow-up survey of NELS (T1 negative treatment by teacher, T1 negative attachment to school, T1 low educational goals, and T1 homework time) (We do not have the measure of T2 negative treatment by teacher because data for this measure were not available during the second follow-up survey (1992)) and three variables derived from the second follow-up survey of NELS (T2 negative attachment to school, T2 low educational goals, and T2 homework time). To gauge negative treatment by a teacher, we relied on student responses to the statement, "In class, I often feel put down by teachers. " This item was measured on a four-point scale-strongly agree, agree, disagree, and strongly disagree-and the responses were then recoded so that higher scores on this item signifies that the student experienced negative treatment by his/her teachers. The descriptive statistics for this item are shown in Table 1 .
To construct the measures of T1 negative attachment to school and T2 negative attachment to school, we employed two items from the first and second follow-up surveys (1990 and 1992) . Students were asked to indicate whether they "strongly agree, " "agree, " "disagree, " or 'strongly disagree" to the following statements: (1) the teaching is good at school; and (2) teachers are interested in students. Higher scores on these scales reflect weak attachment to school. The Cronbach's alpha for the T1 negative attachment to school variable is 0.72 and 0.75 for the T2 negative attachment to school. The descriptive statistics for these measures are displayed in Table 1 .
The measures of T1 low educational goals and T2 low educational goals were based on one item from the first and second follow-up surveys that asked students to report how far in school they think they will get. The response options for this item included "less than high school graduation, " "high school graduation only, " "less than 2 years trade school, " "more than 2 years trade school, " "less than 2 years of college, " "2 or more years of college, " "finish college, " "master degree, " and "Ph.D. or M.D. " The responses were recoded so that higher scores reflect lower educational aspirations or goals. The descriptive statistics for the above measures are shown in Table 1 .
To measure T1 homework time and T2 homework time, we employed two items from the first and second follow-up surveys that asked students to report the amount of time they spent weekly on homework in school and out of school. The response options for these two items ranged from "0" (none) to "7" (over than 15 hours). The responses were combined and higher scores on these variables represent greater amount of time a student spent weekly on homework. Table 1 contains the descriptive statistics for these two variables.
Lastly, our peers domain encompasses two measures, T1 conventional peers and T2 conventional peers (Since the NELS data do not contain a direct measure of delinquent peers, we included the measure of conventional peers for the peers domain. We recognize that this measure is less than ideal but we would like to note that the same measure was employed in prior research to represent Akers's association with peers (see [67] )). The measures of T1 and T2 conventional peers were based on five items surveyed during the first and second follow-up study (1990 and 1992) . Students were asked to indicate how important the following activities are to their friends: (1) to study; (2) to get good grades; (3) to finish high school; (4) to continue education past high school; and (5) to do community work/volunteer. The response options for these five items were "not important, " "somewhat important, " and "very important" and higher scores on these scales indicate that a student has more conventional friends. The Cronbach's alpha for T1 and T2 conventional peers is 0.77. Their descriptive statistics are also displayed in Table 1 .
Control Variables.
A number of demographic variables were included as control variables (The demographic variables and a measure of criminal victimization from the first follow-up survey of NELS (T1) were utilized as control variables). Specifically, gender, race, parent education, family socioeconomic, school type, and school area were included as controls in the analyses. Gender was coded as a dichotomous variable with 1 = male and 0 = female. African American and White were also coded as dichotomous variables with 1 = African American and 0 = other race and 1 = white and 0 = other race, respectively. The response categories for the variable, parent education, were 1 = less than high school, 2 = high school grad/GED, 3 = some college, 4 = bachelor degree, 5 = master degree or equivalent, and 6 = Ph.D./M.D./other. Family SES quartile represents the socioeconomic quartile that a family belongs to with 1 = low SES quartile, 2 = moderate SES quartile, and 3 = high SES quartile. School type was coded as dichotomous variables with 1 = public school and 0 = private school and the response categories for the school area variable included 1 = urban, 2 = suburban, and 3 = rural. An additional control variable, measured at Time 1, was whether or not the subject reported being criminally victimized at school (T1 victimization). For this measure, we utilized two items drawn from the first follow-up survey (1990). Students were asked, since the start of the school semester, whether they have experienced any of the following activities: (1) had something been stolen from them and (2) someone threatened to hurt them. The above measures of criminal victimization were combined and recoded into dichotomous variables with 1 = the student experienced at least one of the above activities and 0 = the student did not experience any of the above activities. The descriptive statistics for all of the control variables are listed in Table 1 .
Analytic Strategy.
Four separate analyses are conducted for the current study. The first analysis examines the contemporaneous effects of the life domain variables on substance use (Hypothesis 1). More specifically, the first analysis contains two models and, in the first model, the dependent variable, T1 drank alcohol, is regressed on the T1 life domain variables while controlling for prior substance use (T0 prior smoking cigarettes), gender, race, parent education, family SES quartile, school type, school area, and victimization. Similarly, in the second model, the dependent variable, T1 used marijuana, is regressed on the T1 life domain variables while controlling for prior substance use, gender, race, parent education, family SES quartile, school type, school area, and victimization. Further, given that the dependent variables in the first analysis are dichotomous variables, logistic regression is employed.
The second analysis determines the lagged (delayed) effects of the life domain variables on substance use (Hypothesis 2). Similar to the first analysis, the second analysis encompasses two models, with the dependent variable, T2 drank alcohol, is regressed on the T1 life domain variables in the first model and the dependent variable, T2 used marijuana, is regressed on the T1 life domain variables in the second model. Additionally, both models control for prior substance use (T0 prior smoking cigarettes, T1 drank alcohol, and T1 used marijuana), gender, race, parent education, family SES quartile, school type, school district, and victimization experience. Logistic regression is also applied in the second analysis.
The third analysis examines the contemporaneous effects of the life domain variables on one another (Hypothesis 3 Finally, the fourth analysis examines the lagged effects of the life domain variables on themselves (Hypothesis 4) and on one another (Hypothesis 5). In this analysis, each of the T1 life domain measures is regressed on each of the T2 life domain measures while controlling for prior substance use (T1 drank alcohol and T1 used marijuana and T0 prior smoking cigarettes) and control variables. Since there are a total of six T2 life domain variables, the fourth analysis contains six models and given that all of the dependent variables are continuous variables, ordinary least-squared regression is employed.
Results
The analyses begin with the examination of the contemporaneous effects of the life domain variables on adolescent substance use. In particular, to test Hypothesis 1 (T1 life domain variables are significantly related to T1 drinking and drug use), we regressed T1 drank alcohol and T1 used marijuana on the T1 life domain variables (T1 low self-control, T1 attitudes favorable to deviance, T1 close communication with parents, T1 poor supervision/discipline, T1 negative treatment by teacher, T1 negative attachment to school, T1 low educational goals, T1 homework time, and T1 conventional peers) while controlling for prior smoking, gender, race, parent education, family SES quartile, school type, school area, and victimization. The results for Hypothesis 1 are reported in the first two columns of Table 2 (i.e., Models 1 and 2 of Table 2 ).
According to the results from Table 2 , not all of the T1 life domain variables were significantly related to students consuming alcohol or using marijuana in the last 30 days. In particular, all of the variables in the self domain (T1 low self-control and T1 attitudes favorable to deviance) were significant predictors of students drinking alcohol and using marijuana at T1 but only one variable in the family and peers domains (T1 poor supervision/discipline and T1 conventional peers, respectively) was a significant predictor of the above activities (Models 1 and 2 of Table 2 ). On the other hand, none of the four variables in the school domain (T1 negative treatment by teacher, T1 negative attachment to school, T1 low educational goals, and T1 homework time) exhibited a significant association with the likelihood of students drinking alcohol or using marijuana (Models 1 and 2 of Table 2 ).
Additionally, among the significant life domain variables, T1 low self-control exhibited the greatest effect on the likelihood of students consuming alcohol or using marijuana while T1 poor supervision/discipline displayed the weakest effects on a Note: entries are unstandardized coefficients; odds ratio are in parentheses; b the last two columns display the differences in terms of odds ratio between the contemporaneous and lagged effects of the T1 life domain variables on T1 drank alcohol and T1 used marijuana. * < 0.001; * * < 0.01; * * * < 0.05.
the likelihood of students engaging in these types of substance use. Having low self-control increased the odds of students consuming alcohol by about 12% and using marijuana by approximately 16% (Models 1 and 2 of Table 2 ) and the lack of parental supervision and discipline only increased the odds of students consuming alcohol by about 2% and using marijuana by about 5%. However, the significant effects of the life domain variables on the likelihood of students drinking alcohol and using marijuana were all in the expected direction. For example, having conventional peers decreased the odds of consuming alcohol by about 7% and using marijuana by 10% (Models 1 and 2 of Table 2 ). Similarly, possessing attitudes favorable to deviance increased the odds of consuming alcohol by approximately 12% and using marijuana by about 11% (Models 1 and 2 of Table 2 ). Pertaining to the control variables, students who reported that they smoked at least one cigarette previously (1988) were significantly more likely to report drinking alcohol and using marijuana at T1 (1990) relative to students who were nonsmokers. In fact, being a previous smoker increased the odds of drinking alcohol at T1 by approximately 63% and using marijuana at T1 by nearly 283% (Models 1 and 2 of Table 2 ). The results from Table 2 also reveal that being a male decreased the odds of consuming alcohol by about 17% and using marijuana by approximately 31% (At the zero-order level, males were significantly more likely to drink alcohol and use marijuana at both T1 and T2. The prevalence rate for males for T1 drinking alcohol was 0.43 and 0.38 for females, while at time T2 the respective prevalence rates were 0.56 and 0.46 (both differences are significant at < 0.001). The prevalence rates for males for T1 marijuana use were 0.08 and 0.06 for females, while the T2 rates for males and females were 0.12 and 0.08 (both differences significant at < 0.01). In a bivariate logistic regression analysis males were significantly more likely than females to use both substances at both T1 and T2. Since the multivariate finding for gender in Table 2 is contrary to these bivariate results and extant empirical evidence we conducted additional analyses and discovered that, relative to female students, male students in our sample were significantly more likely to engage in substance use because they reported higher levels of antisocial beliefs. Accordingly, once antisocial beliefs are controlled for in a series of logistic regression models with only gender and attitudes toward deviance, gender demonstrated a negative association with both drinking and marijuana use indicating a higher risk for males.). Further, relative to students from other racial backgrounds, African American students were significantly less likely to consume alcohol but Caucasian students were more likely to engage in this activity (Model 1 of Table 2 ). This finding is consistent with recent previous research which shows that compared with Caucasian youth African-American adolescents are more likely to abstain from alcohol use, drink less frequently when they do drink, and are less likely to engage in binge drinking [68] [69] [70] . The results from Table 2 also indicate that students attending public schools were less likely to consume alcohol relative to students attending private schools and students attending schools located in rural areas were significantly more likely to consume alcohol relative to students attending schools located in suburban and urban areas (Model 1 of Table 2 ). Accordingly, Hypothesis 1 appears to receive some support.
To assess the lagged effects of the life domain variables on substance use (Hypothesis 2), we regressed T2 drank alcohol and T2 used marijuana on the T1 life domain variables (T1 low self control, T1 attitudes favorable to deviance, T1 close communication with parents, T1 poor supervision/discipline, T1 negative treatment by teacher, T1 negative attachment to school, T1 low educational goals, T1 homework time, T1 negative attachment to school, T1 low educational goals, T1 homework time and T1 conventional peers) while controlling for T0 prior smoking cigarettes, T1 drank alcohol, T1 used marijuana, gender, race, parent education, family SES quartile, school type, school area, and victimization. The results for this analysis are reported in Table 2 (Models 3 and 4 of  Table 2 ). Since we hypothesized that the effects of the T1 life domain variables on T2 substance use (lagged effects) would be smaller than the effects of the T1 life domain variables on T1 substance use (contemporaneous effects), we compare the results from Models 3 and 4 (lagged effects) on Table 2 with the results from Models 1 and 2 on Table 2 (contemporaneous effects; see the last two columns of Table 2 ) (The last two columns of Table 2 display the differences in terms of odds ratio between the contemporaneous and lagged effects of the T1 life domain variables on T1 substance use (T1 drank alcohol and T1 used marijuana). A negative value indicates that the lagged effect of the T1 life domain variables on T1 use is greater than the contemporaneous effect.).
The results from Table 2 appear to provide modest support for Hypothesis 2. Overall, the effects of T1 life domain variables on T2 substance use (lagged effects) were smaller than the effects of T1 life domain variables on T1 substance use (contemporaneous effects; see the last two columns of Table 2 ). For instance, although the odds of students with low levels of self-control consuming alcohol at T1 (contemporaneous effect) were increased by about 12%, the odds of students with low self-control drinking alcohol at T2 (lagged effect) were increased by only 10% with a one unit change in the self-control scale (i.e., a decrease in the odds by approximately 2% from T1 to T2; see the fifth column on Table 2 ). Similarly, while the odds of students with low levels of self-control using marijuana at T1 (contemporaneous effect) increased by 16% with a one unit increase in selfcontrol, the odds of students with low levels of self-control using marijuana at T2 (lagged effect) increased by just 10% (i.e., a decrease in the odds by about 6% from T1 to T2; see the last column of Table 2 ). Likewise, although the odds of consuming alcohol and using marijuana at T1 (contemporaneous effects) increased by 12% and 11%, respectively, for a one unit change in favorable attitudes toward deviance, for the lagged effects these odds increased by 5% and 7% at T2 (i.e., a decreased in the odds by approximately 7% for consuming alcohol from T1 to T2 and a decrease in the odds by about 4% for using marijuana from T1 to T2; see the last two columns of Table 2 ).
However, Table 2 also reveals several findings incongruous with the theory. In particular, whereas negative treatment by a teacher did not have a significant impact on students using marijuana at T1 (contemporaneous effect), negative treatment by a teacher significantly increased the odds of students using marijuana at T2 (lagged effect; compare Model 2 with Model 4 of Table 2 ). Specifically, although the odds of students who were mistreated by a teacher using marijuana at T1 (contemporaneous effects) increased by 11% for a one unit change in negative treatment by a teacher, the odds of students who were mistreated by a teacher using marijuana at T2 (lagged effects) increased by 26% (i.e., an increase in the odds by approximately 15% for using marijuana from T1 to T2; see the last column of Table 2 ). The results from Table 2 also indicate that while the odds of students with weak attachment to school consuming alcohol at T1 (contemporaneous effect) increased by 3% with a one unit increase in attachment to school, the odds of students with weak attachment to school consuming alcohol at T2 (lagged effect) increased by 4% (i.e., an increase in the odds by 1% from T1 to T2; see the fifth column of Table 2 ).
With regard to the control variables, the results from Table 2 indicate that consuming alcohol and using marijuana previously significantly increased the odds of subsequent alcohol consumption as well as marijuana usage. Specifically, students who reported that they consumed alcohol at T1 were substantially more likely (246% more) to report engaging in underage drinking at T2 relative to students who did not consume alcohol at T1 (Model 3 of Table 2 ). Similarly, students who engaged in underage drinking at T1 were almost twice (160%) as likely to report using marijuana at T2 relative to students who did not consume alcohol at T1 (Model 4 of Table 2 ). Likewise, students who reported that they used marijuana at T1 were significantly more likely to consume alcohol (by about 94%) or use marijuana (over 468%) at T2 relative to students who did not use marijuana at T1 (Models 3 and 4 of Table 2 ). Finally, students with a prior history of smoking cigarettes were significantly more likely to drink alcohol and use marijuana at Time 1 but this relationship declines to insignificance with the Time 2 measures.
The results on Table 2 also reveal that relative to female students, male students were significantly more likely to consume alcohol (at T2), and, relative to students attending private schools, students attending public schools were less likely to drink alcohol at both time periods. Also, African American students were significantly less likely to engage in underage drinking at T1 and T2 than those of other races, while compared with students of other races Caucasian students were significantly more likely to report drinking alcohol at both times. Finally, the results on Table 2 also indicate that relative to students from urban and suburban areas, students from rural areas were significantly less likely to report drinking alcohol and using marijuana at T1 (Models 1 and 2 of Table 2 ).
To examine the contemporaneous effects of the life domain variables on one another (Hypothesis 3), we regressed each of the T1 life domain variables (T1 low self control, T1 attitudes favorable to deviance, T1 close communication with parents, T1 poor supervision/discipline, T1 negative treatment by teacher, t1 negative attachment to school, T1 low educational goals, T1 homework time, and T1 conventional peers) on the other T1 life domain variables while controlling for prior substance use (T0 prior smoking cigarettes), gender, race, parent education, family SES quartile, school type, school area, and victimization. These ordinary least-squared regression results are shown in Table 3 .
Contrary to the theory's prediction that each of the T1 life domain variables will be significantly related to each of the other T1 life domain variables, the results from Table 3 reveal that not all of the life domain variables are related to one another. The results are, however, rather impressive with most of the estimated OLS coefficients statistically significant. Two of the life domain variables (T1 attitudes favorable to deviance and T1 close communication with parents) were significantly related to the other eight life domain variables. Another four of the nine life domain variables (T1 low self control, T1 poor supervision/discipline, T1 negative attachment to school, and T1 homework time) were significantly related to seven of the other eight life domain variables, and the last three of the life domain variables (T1 conventional peers, T1 negative treatment by teachers, and T1 low educational goals) were significantly related to six of the other eight life domain variables.
It is noteworthy that except for the school domain, we also uncovered that the variables within each of the life domains were significantly related to one another. For example, within the self domain, T1 low self control and T1 attitudes favorable to deviance were significantly related to one another. Similarly, within the family domain, T1 close communication with parents and T1 poor supervision/discipline were significantly associated with each other. Additionally, the significant effects of each of the life domain variables on the other life domain variables were all in the expected direction. For instance, students with low levels of self-control tended to also possess attitudes favorable to deviance and students with attitudes favorable to deviance also tended to demonstrate low selfcontrol. Further, students who were close to their parents were less likely to experience poor parental supervision and discipline and students who received inadequate parental supervision and discipline were also those who did not have a close relationship with their parents.
Within the school domain, none of the variables was significantly related to all of the other four variables (T1 negative treatment by teacher, T1 negative attachment to school, T1 low educational goals, and T1 homework time). However, among the significant effects, they were all in the expected direction. That is, students with weak bonds to their schools tended to experience negative treatment by their teachers and students who were mistreated by their teachers also appeared to demonstrate weak bonds to their schools. Similarly, students with weak bonds to their schools tended to spend little time on their homework and students who did not spend a lot of time on their homework also appeared to be those with weak attachment to their schools. The results on Table 3 also indicate that students who spent little time on their homework tended to possess low educational goals and students with low educational goals also appeared to be those who did not spend a lot of time on their homework.
To assess the lagged effects of the life domain variables on themselves and on one another, we regressed each of the T1 life domain variables (T1 low self control, T1 close communication with parents, T1 negative attachment to school, T1 low educational goals, T1 homework time, T1 conventional peers) on each of the T2 life domain variables (T2 low self control, T2 close communication with parents, T2 negative attachment to school, T2 low educational goals, T2 homework time, T2 conventional peers) (Since we are interested in examining the lagged effects of the life domain on themselves, we only included the same life domain variables measured at T1 and T2. Accordingly, this analysis excluded three T1 variables (T1 attitudes favorable to deviance, T1 poor supervision/discipline, and T1 negative treatment by teacher) because data for these measures were not available during the second follow-up survey (1992)) while controlling for prior substance use (T1 drank alcohol, T1 used marijuana, and T0 prior smoking cigarettes), gender, race, parent education, family SES quartile, school type, school area, and victimization. The ordinary least-squared regression results are shown in Table 4 .
Pertaining to Hypothesis 4 (T1 life domain variables are significantly related to the same T2 life domain variables), the results from Table 4 provides support for this hypothesis in that each of the T2 life domain variables was significantly and positively related to its own lagged measure at T1. For example, students with low levels of self-control at T1 also exhibited low levels of self-control at T2 (Model 1 of Table 4) . Similarly, students with low educational goals at T1 continued to possess low educational goals at T2 and students with conventional friends at T1 continued to have conventional friends at T2 (Models 4 and 6 of Table 4 ). With regard to Hypothesis 5 (the lagged effects of the life domain variables are smaller than their contemporaneous effects), we compare the results from Table 3 with the results from Table 4 (The right side of each column in Table 4 displays the differences in terms of the regression coefficients between the contemporaneous (results from Table 3 ) and lagged effect (results from The right side of each column displays the differences in terms of the regression coefficients between the contemporaneous (result from Table 3 ) and lagged effects (result from Table 3 with Models 1 and 2 on Table 4 ). Second, in comparing the magnitude of the effects among the life domain variables, we found that overall the lagged effects of the life domain variables on one another were smaller relative to their contemporaneous effects. For example, while the magnitude of the contemporaneous effect between T1 low educational goals and T1 low self control was 0.280, the magnitude of the lagged effect between these two variables (T1 low educational goals and T2 low self control) decreased to 0.096 (compare Model 1 on Table 3 with Model 1  on Table 4 ). A difference of coefficients test (The formula we used to test for the difference between two OLS coefficients was
(see [71] )) indicated that the two coefficients are different at < 0.001. Similarly, although the magnitude of the contemporaneous effect between T1 low educational goals and T1 close communication with parents was −0.302, the magnitude of the lagged effects (T1 low educational goals and T2 close communication with parents) decreased to −0.157 (compare Model 3 on Table 3 with Model 2 on Table 4 : coefficients significantly different at < 0.001).
However, the larger magnitude of the contemporaneous effects over the lagged was not always true as there were instances, where the lagged effects among the life domain variables were greater than their contemporaneous effects. For example, although the magnitude of the effect between T1 low self control and T1 close communication with parents was −0.026 (contemporaneous effect), the magnitude of their lagged effect (T1 low self control and T2 close communication with parents) increased to −0.064 (compare Model 3 on Table 3 with Model 2 on Table 4 ; coefficients significantly different at < 0.01). Third, we discovered one life domain variable that did not demonstrate a significant contemporaneous effect but exhibited a significant lagged effect. More specifically, although T1 low self control and T1 conventional peers were not related to one another ( = −0.006, > 0.05), T1 low self control was significantly related to T2 conventional peers ( = −0.050, < 0.001; compare Model 5 of Table 3 with Model 6 of 
Discussion and Conclusion
Robert Agnew is best known for his general strain theory (GST; [72] [73] [74] ) and for his efforts at revitalizing traditional strain theory [75, 76] . However, in 2005, Agnew moved beyond the strain theoretical framework and crafted an integrated general theory of criminal offending that is not just premised on GST but on the most important known correlates of crime. It is noteworthy that Agnew's general theory is not a new theory per se. Agnew's theory is essentially a cobbling together of concepts from other criminological theories (see e.g., [5, 16, 17, 23, 26, 38, 77, 78] ) and as some scholars may argue, really offers nothing new to the study of crime and criminals. Whatever else may be said about Agnew's general theory, much to his credit, Agnew attempted to organize extant theories and research into an integrated whole as well as deduce some specific hypotheses or empirical implications which allow an empirical test of his perspective. In particular, recognizing the shortcomings associated with integrated general theories developed in the 1990s and early 2000s including the tendency of these theories to focus on a central causal variable while excluding other major causes of crime, the failure of them to specify exactly how the causes interact with one another in affecting crime and the timing of causal effects, and the lack of testing and empirical evidence given these theories' overly complexity, Agnew sought to develop a theoretical perspective that is not only reasonably complete but also not too so complex as to overwhelm criminologists and researchers (for further discussion on this topic, see [2, Chapter 1] ).
In this paper, we tested parts of Agnew's theory on a sample of adolescents. Agnew is very clear as to his theory's empirical implications. He argues that, if the theory is true, then each one of the life domains should be related to crime, delinquency, and illegal substance use (although since the causal process is age graded, some will be more strongly related at different points in the life course), the life domains should have largely contemporaneous effects on one another and on antisocial conduct, and each life domain should have a large lagged (delayed) effect on itself. Employing measures of the life domains of self, family, school, and peers, we examined the contemporaneous and lagged effects of these life domain variables on the likelihood of engaging in underage drinking and using marijuana as well as the contemporaneous and lagged effects of the life domain variables on themselves and on one another. Overall, we found a very mixed bag of results, perhaps not surprisingly given the ambitiousness of the theory.
Pertaining to our first hypothesis that examined the contemporaneous effects of the life domains on substance use (i.e., T1 life domain variables are significantly related to T1 alcohol and marijuana use), we found some support for this hypothesis in that all of the variables in the self and the peers domains and one variable in the family domain were significantly related to the likelihood of drinking alcohol and using marijuana (Models 1 and 2 of Table 2 ). We also found that among the significant life domain predictors, the variables within the self domain demonstrated the greatest effects on the likelihood of students consuming alcohol and using marijuana. It is noteworthy that this finding is congruent with Agnew's contention that during the adolescent years, relative to the other life domains, the self domain would exhibit large direct effects on antisocial behavior (for a more detailed discussion on this topic, see [2, Chapter 4] ). We also uncovered that none of the variables in the school domain had an impact on the likelihood of consuming alcohol or using marijuana at T1 (Models 1 and 2 of Table 2 ). It is plausible that the effects of the school domain variables on substance use are conditioned by the levels of the other life domains. According to Agnew [2] , although "The core proposition of the general theory is that the five life domains cause individuals to engage in crime . . . that is not always the case" (p. 110) because the effect of each life domain on crime may be influenced by the individual's standing on the other life domains. Accordingly, while an adolescent may have low educational goals, s/he will not engage in delinquency and problem behaviors like drinking and using marijuana if s/he possesses high levels of self-control, is strongly attached to his/her parents, or socializes with conventional peers. Since we did not examine interaction effects among the life domains and substance use in our current study and given that one of the core propositions maintained by Agnew's theory is that the life domains interact with one another in affecting crime, we strongly encourage future research to explore this aspect of Agnew's theory.
With regard to our second hypothesis that assessed the lagged effects of the life domain variables on substance use (i.e., the effects of T1 life domain variables on T2 drinking and marijuana use are smaller relative to the effects of T1 life domain variables on T1 use), we also found support for this hypothesis in that, overall, the life domain variables exhibited largely contemporaneous effects on the likelihood of consuming alcohol and using marijuana. However, we also uncovered several instances, where the lagged effects of the life domain variables were greater than their contemporaneous effects (The last two columns of Table 2 ). Notably, we found that while the measure of one life domain variable, T1 negative treatment by teacher, was not related to the outcome variable (T1 used marijuana) at Time 1, it was significantly associated with the outcome variable at Time 2 (T2 used marijuana; compare Models 2 and 4 of Table 2 ).
Accordingly, it appears that an adolescent's past school experiences could affect his/her likelihood of engaging in drinking alcohol and using marijuana. Notwithstanding the above contradictory findings to Agnew's general theory, given that we did not control for the T2 life domain variables in our analysis, we encourage researchers to include both contemporaneous and lagged measures of the life domains in future tests of Agnew's general theory. Additionally, it is probable that the observed lagged effects of T1 negative treatment by teacher on using marijuana in our study may be due to unmeasured factors or influences. While we attempted to account for some of the more immediate influences in our analyses (i.e., sex, race, ethnicity, and family SES; see [2, Chapter 8]), we were not able to examine the impact of other influences (e.g., changes in school curriculum, policies, and disciplinary practices, the amount of time teachers spent on academic tasks, the frequency of student performance evaluations, etc.) as well as larger social and cultural forces on the life domains as suggested by Agnew [2, Chapter 8] . Hence, we also urge future research to undertake the challenge of uncovering how larger social and cultural forces work through the life domains to affect crime.
With regard to our third hypothesis that investigated the contemporaneous effects of the life domain variables on one another (i.e., T1 life domain variables are significantly related to the other T1 life domain variables), overall, we found support for this hypothesis in that two of the T1 life domain variables (T1 attitudes favorable to deviance and T1 close communication with parents) were significantly related to all other eight variables and the remaining variables were significantly related to at least six other T1 life domain variables (Table 3) . We also uncovered that the variables within each of the life domains were related to one another in the expected direction and this finding appears to corroborate Agnew's supposition that the life domains mutually reinforce one another in affecting crime [2, Chapter 4] .
We also found some support for our fourth hypothesis (T1 life domain variables are significantly related to the same T2 life domain variables) and our last hypothesis (the lagged effects of the life domain variables are smaller than their contemporaneous effects) in that each of the life domain variables measured at T1 was significantly related to the same variable measured at T2 (Table 3) as well as, overall, the lagged effects of the life domain variables on one another were smaller relative to their contemporaneous effects (Compare Table 3 with Table 4 .). However, we also noted several findings that were inconsistent with Agnew's propositions. First, we found several instances in which the lagged effects of the life domain variables on one another were greater than their contemporaneous effects and a few, where the life domain variable did not demonstrate a significant contemporaneous effect on another life domain variable but did exhibit a significant lagged effect. We believe that the above findings validate the complexity of Agnew's general theory that suggests direct, indirect, interaction, as well as reciprocal effects among the life domains and crime. We recommend that these effects be explored in greater detail in subsequent research with more suitable measures of the domains.
Further, we would be remiss if we do not acknowledge that the above findings may also be due to the limitations associated with several of our life domain measures. Specifically, we did not have a direct measure of low self-control and peer delinquency and our family domain lacked the measure of attachment to parents. Our study also excluded several key variables within the life domains as stipulated by Agnew. For instance, in the self domain, Agnew posits that low self-control and the super trait of "irritability" constitute the main factors that directly weaken the constraints against and strengthen the motivations for crime but the NELS data do not contain a measure for the irritability variable. Hence, we encourage future research to include more appropriate variables as well as expand the number of variables within each life domain in their tests of Agnew's theory.
While, overall, our findings are supportive of Agnew's general theory of crime and delinquency, we also uncovered and presented several notable puzzles for future research to work on and address. Our findings also underscore the complex nature of Agnew's theoretical perspective that warrants the examination of direct, indirect, interaction, and reciprocal effects among the life domains and crime and the incorporation of outside factors and larger social and cultural forces into future tests of the general theory. While clearly not a homage to parsimony, Agnew's general theory does hold promise of uniting diverse theoretical perspectives into an organized framework for understanding crime. Therefore, notwithstanding the challenging tasks proposed by our study, we hope our efforts will stimulate further research and attention to this potentially important contemporary theoretical perspective.
