We present a meta-model which is useful for understanding simulation frequency domain experiments. This model consists of polynomial gain followed by a linear filter with additive noise.
INTRODUCTION
One topic which has interested many simulation researchers has been the construction of a mathematical model which exhibits the same behavior as a simulation. Since the simulation is itself a model, the result is known as a simzblation m&z-model Recent work by Cogliano (19811, Schruben and Cogliano [1987] , Sanchez [1987] , and Schruben, Heath, and Buss [1987] has addressed the problem from a different perspective. 
THE MODEL
We will initially consider a linear model of a deterministic system which is a function of a single variable. We assume that the system is causal and time-invariant, i.e., that current system behavior does not depend on future inputs and that the function which defines the mapping of an input sequence to an output sequence does not change over time. If these assumptions are true, then the system can be modelled as (1) where the z(t) is the input to the system at time t, and h (7) is the impulse response function which describes the effect on the output r time units after a unit change is made to the input.
A Model for Frequency Domain Experiments
Of course we wish to consider systems which are non-deterministic, and which may depend upon more than one term.
We can generalize equation (1) 
The modulus of cy is the sum of its components: IcyI = crl+. .+ cy,,. To illustrate, let n=2; then for x = (21,x2), x('s') = 11 and x(1,2) = z,z~. The modulus of (1,3), say, is \(l, 3)1 = 1+ 3 = 4.
Our model is now defined as 00 
r=O where IC = Cardinality({(oll 1. Ic}), and each z;, i = 1,. ,n, corresponds to xa for some 01.
THE TEST
We formulate as the null hypothesis, Ho, that term i has no effect on the outcome of the system, i.e, that hi(~) = 0 for all 7, for i = 1,. . . , K. It is not evident how such a hypothesis could be tested in the time domain, but in the frequency domain we shall see that the hypothesis can be tested in a rather straightforward manner.
We now consider the frequency response: A consistent estimator j(w) can be obtained using window estimation techniques, and is also proportional to a x2 random variable (Priestley [1981] ).
The normality assumption for the Q'S is not required if the Q'S can be obtained by passing iid random variables through a linear filter:
where the filter gr is such that Ifi2 Sr -c 00. = a("') VW # 0.
Next, a run of the experiment is made in which the factors are varied according to an appropriate frequency selection scheme.
Since the ~i(t)'s are being oscillated, there will be some set of 
Thus, under the null hypothesis, both Jo and g(w) will be proportional to x2 random variables. Also, if Ho is true, they will have the same spectrum for w # 0, and hence (11) for w # 0, where VN is the appropriate degrees of freedom for the spectral estimator of the noise run, and vs is the appropriate degrees of freedom for the spectral estimator of the signal run.
In other words, we can test Ho by comparing the spectral ratios of the signal and noise runs to an F value with vs and VN degrees of freedom.
Actually, Ho is both stricter and less informative than necessary. Rather than require that all n transfer functions must be simultaneously zero, we can construct the experiment so that no two distinct terms have non-zero Fourier transform at the same frequency, i.e., Zi(w')Zj(w') = 0 for all i # j, and for all w'. Thus the Fourier transform of each explanatory term will occur in a set of frequency bands which does not overlap with the frequency bands utilized by any other term. This is done by varying each factor at a carefully chosen frequency.
In principle each prospective term in equation (4) It is desirable to maximize the bandwidth (i.e. the minimum distance between two distinct term indicator frequencies) so that spectral estimates at adjacent frequencies are as independent as possible.
The term indicator frequency corresponding to a linear term " is the driving frequency for that term. Term indicator frequencies for quadratic terms are the sum and difference of the respective driving frequencies. This can be seen by observing that for zi(t) = Ai cos(w;t), i = 1,2, the product can be written
Thus, there will be b-functions in the frequency response at wr + 
If the hypothesis that there is no factor effect for zi is true, then H,(w) = 0 for all w, including WI, and the result is that the ratio of the signal and noise spectra has an F distribution, just as in equation (11).
DISCUSSION
Some remarks about the procedure described here are in order. First, no assumptions were made about the independence of the y's. In fact, under the model described by equations (I),
. and (4) the y's may be highly serially correlated. We do require a stationarity assumption, however.
Next note that the model certainly allows for the presence of time lags, but that any time lags which may occur in the model do not affect our analysis since the Fourier spectrum is lag invariant.
In fact, the model specified in equations (3) and (4) 
