Abstract. We study the existence of solutions of the Dirichlet problem
Introduction
We consider the p-Laplacian Dirichlet problem where p > 1, φ p (s) := |s| p−1 sgn s for s ∈ R, the coefficients a ± ∈ C 0 [0, 1], λ ∈ R, and u ± := max{±u, 0}. We assume that f ∈ C 1 ([0 These conditions imply that the asymptotic behaviour of (1.1) as u → ±∞ is determined by the coefficients a ± and f ± (and the value of λ), and that these asymptotic behaviours may be different. Such problems are often termed jumping.
Let us now introduce some basic notations and definitions. The spaces C i [0, 1] will be endowed with their usual sup-type norms | · | i , i = 0, 1. We define D p to be the set of functions u ∈ C 1 [0, 1] such that φ p (u ′ 2) can now be rewritten as
Related to (1.6) is the half-eigenvalue problem
The problem (1.7) is positively homogeneous, in the sense that if u is a solution then tu is also a solution for all t 0. Any λ for which (1.7) has a non-trivial solution u is called a half-eigenvalue, and any corresponding non-trivial solution u is a half-eigenfunction. We define a spectrum for (1.7) to be the set Σ H = Σ H (a ± ) := {λ ∈ R : (1.7) has a non-trivial solution}.
To describe the structure of the set Σ H we introduce some further notation. For each integer k 0 and ν ∈ {±}, let S k,ν denote the set of functions u ∈ D(∆ p ) having only simple zeros and exactly k such zeros in (0, 1), and such that νu ′ (0) > 0. Any non-trivial solution u of (1.7) belongs to S k,ν for some k 0 and ν ∈ {±} (see Remark 1.2 below). The following description of the spectrum Σ H was given in [16] . Theorem 1.1. For each k 0, (1.7) has unique solutions (λ, u) = (λ k,± , u k,± ) ∈ R × S k,± with u ′ k,± (0) = ±1. All the half-eigenfunctions corresponding to λ k,± are of the form tu k,± , with t > 0, and the spectrum Σ H is given by
The half-eigenvalues are increasing, in the sense that 8) and lim k→∞ λ k,ν = ∞. Furthermore, ±u 0,± > 0 on (0, 1).
It will also be convenient to introduce the following notation: for each k 0, let
and let u k,min , u k,max denote the corresponding half-eigenfunctions. The discussion of solvability conditions for (1.6) relies upon the position of λ with respect to the spectrum Σ H . When λ ∈ Σ H the problem (1.6) is said to be non-resonant, and this case has been extensively studied, see [16] and the references therein for more information. Briefly, the main results are as follows:
(a) if λ k,max < λ < λ k+1,min , for some k 0 (or λ < λ 0,min ), then (1.6) has a solution for any f (see [16, Theorem 4 .1]); (b) if λ k,min < λ < λ k,max , for some k 0, then there exists h ∈ C 0 [0, 1] (independent of u) such that (1.6), with f = h, has no solution (see [16, Theorem 5.1] ).
The constant coefficient case (when a ± are constant) has been extensively investigated. In this case equation (1.7) can be written as 9) with α ± = a ± + λ, and the solvability conditions can be equivalently formulated in terms of the Fučík spectrum, defined by
(1.9) has a non-trivial solution u}.
, and the problem (1.9) is non-resonant if and only if (α + , α − ) ∈ Σ F . The set Σ F is known explicitly (see for instance [5] ). Geometrically, it can be described as the union
1, consists of a pair of hyperbolic curves (Σ 0 consists of a horizontal and a vertical line), and the eigenfunctions corresponding to a point (α + , α − ) ∈ Σ k belong to the set S k,+ ∪ S k,− . In the non-resonant, constant coefficient case, solvability conditions for (1.6) can be formulated in terms of the location of the point (α + , α − ) ∈ R 2 relative to Σ F -see for example [4, 5] , and references therein. In this case the half-eigenvalue and Fučík spectrum conditions are equivalent. In the variable coefficient case, the Σ H solvability conditions are more general than the Σ F conditions, see [16] .
When λ ∈ Σ H (or, in the constant coefficient case, (α + , α − ) ∈ Σ F ), the problem is said to be resonant, and is more delicate than the non-resonant case. In particular, further (Landesman-Lazer) conditions on f , and its interaction with the half-eigenfunctions, are required to obtain solutions.
The proof of our main result will be based on a shooting method, and will make extensive use of the properties of the solutions Ψ λ,± ∈ D p of the following initial value problems:
For all λ ∈ R, problems (1.10)-(1.11) have unique solutions Ψ λ,± ∈ D p (see, for example, [14, Theorem 5] ). In addition, by uniqueness, each Ψ λ,± has only simple zeros, and hence Ψ λ,± ∈ S k,± , for some k 0.
In the course of the proof we will need certain technical results about uniqueness and dependence on the parameters for some perturbations of the problems (1.10)-(1.11) (namely (3.5)-(3.6)). Due to the degeneracy of (1.10) (resp. (3.5)) when the derivative of the solution vanishes, these results do not fall within the scope of standard ODE theory, and their proof will require the following technical assumption on the coefficients a ± (see Remark 3.2).
Let λ ∈ R be fixed.
In particular, condition (C λ ) is trivially satisfied if, for instance, a ± are positive constants -this is the case of interest when considering the Fučík spectrum.
We can now state our main result. Theorem 1.3. Suppose that f satisfies conditions (f 1)-(f 2), and λ ∈ {λ k,± } for some k 0. If p > 2, suppose also that condition (C λ ) holds.
then (1.6) has a solution.
Previous results.
Existence conditions similar to those of Theorem 1.3 have been used for problems at resonance in many different contexts. They seem to have first occurred in a paper by Landesman and Lazer [11] , and are thus known as Landesman-Lazer conditions, but many papers since then have considered such problems. Much of this literature has been concerned with asymptotically linear (or, so-called, asymptotically 'p-linear') problems, that is, problems with a + = a − so that the nonlinearity is not jumping, and with resonance at an eigenvalue of the p-Laplacian, rather than at a half-eigenvalue. For brevity, we will not describe such results here. However, various papers have also obtained existence results for resonant problems with jumping nonlinearities of the form (1.6), see, for example, [1, 7, 8, 9, 12, 18] . Most of these works deal with problems with constant coefficients (that is, with a ± constant) and resonant with respect to the Fučík spectrum, and give existence results based on Landesman-Lazer conditions.
The papers [8, 12, 18] consider (1.6) in the constant coefficient case, using a variational approach. The paper [18] considers the case p = 2, whereas [8, 12] deal with the general, quasilinear case, p > 1 ( [12] considers a partial differential equation problem). We use a shooting method to study (1.6) with variable coefficients a ± ∈ C 0 [0, 1], in the general case p > 1. Except for some extra regularity assumptions on f (which are required to ensure that certain initial value problems have good solution properties), we obtain more general results than those of [8, 12, 18] , even in the case of constant a ± . In fact, [8] deals with the simpler case where f does not depend on u, and assumes that (α + , α − ) ∈ Σ k , with k = 0, 1 or 2. On the other hand, [12, 18] deal with a general nonlinearity f , but require that
where λ k , k = 0, 1, . . . , are the eigenvalues of the p-Laplacian (that is, (α + , α − ) lies on the portion of the Fučík spectrum contained in the square whose vertices are at the points (λ k−1 , λ k−1 ), (λ k+1 , λ k+1 )). In addition, [18] requires that k be even -in the half-eigenvalue setting this corresponds to case (A) above. In contrast to the results in these papers, our results hold for any point (α + , α − ) ∈ Σ (and, more generally, in the variable coefficient case). The papers [1, 7, 9] consider the semilinear (p = 2) case only, with respectively Dirichlet, periodic, and general Sturm-Liouville boundary conditions. They all use an approach based on topological degree theory. The papers [1, 9] consider the constant coefficient case, while Dong [7] considers the variable coefficient case. His definition of resonance is expressed in terms of 'generalized resonant sets' that were defined and studied in [6] -these are essentially a non-constant version of the Fučík spectrum, where the analogues of the sets Σ k depend on x ∈ [0, 1]. Our result is somewhat similar to those of [1, 7, 9 ], but we consider the general case, p > 1. However, in the case p = 2 the Landesman-Lazer conditions of [1, 7, 9] do not require such a strict limiting behaviour of f as we assume in (f 1). The main structural differences with our conditions can be briefly described as follows. In the Fučík spectrum context outlined above, let
The existence results of [1, 7, 9] are based on conditions similar to (1.12)-(1.14), but these are expressed in terms of the 'lim inf' and 'lim sup' of g as u → ±∞.
In addition, they require that for |u| sufficiently large, the ratio g(u)/u lies in a rectangular 'box' whose vertices lie on consecutive curves of the Fučík spectrum (or in the generalized resonant sets in [7] ). Instead, we use the limits in (1.3) for our existence conditions -implying that g(u)/u converges to one of these vertices as |u| → ∞ (more precisely g(u)/u → α ± as u → ±∞, where (α + , α − ) ∈ Σ F ) -but we allow for oscillations outside the box as we approach the limit. We were unable to apply topological arguments similar to those of [1, 7, 9 ] to the general case p > 1, due to considerable difficulties related to various integration by parts arguments, which seem to fail when p = 2.
Preliminary results

2.1.
Half-eigenvalues. We first describe some further preliminary results regarding the half-eigenvalues. By definition, for each k 0 and ν ∈ {±}, λ = λ k,ν ⇐⇒ Ψ λ,ν (1) = 0 and 1 is the (k + 1)th zero of Ψ λ,ν in (0, 1] (2.1) (recall that Ψ λ,± ∈ D p are the solutions of the initial value problems (1.10)-(
We will also require the following results.
Lemma 2.1. If, for some k 0 and ν ∈ {±}, λ = λ k,ν = λ k,min < λ k,max then
Proof. Suppose that λ = λ k,ν = λ k,min < λ k,max . Then it follows from Theorem 1.1 and (2.1), together with standard Sturmian-type theory for the solutions of (1.10), (1.11) , that each of the functions Ψ λ,± has exactly k zeros in the interval (0, 1) (and their derivatives are non-zero at these zeros, so they change sign at them). Hence, it follows from the boundary conditions (1.2) that Ψ λ,± are non-zero and have opposite sign on some interval (1 − δ, 1), for sufficiently small δ > 0, which proves (2.2). The proof of the other case is similar.
The following result can be obtained readily from Lemma 2.1 and its proof.
Corollary 2.2. [15] considered the half-eigenvalue case with coefficients a ± ∈ L ∞ (0, 1)). Lemma 2.1 was not needed in these papers so was not considered there. The general case 2 = p > 1 was not considered in either of these papers.
Proof of Theorem 1.3
To simplify the notation slightly we observe that by replacing a ± by a ± + λ, we may suppose, without loss of generality, that λ = 0. With this supposition we will now write Ψ ± := Ψ 0,± .
For any τ ∈ R, let ψ(τ ) ∈ D p denote a solution of the initial value problem We will prove Theorem 1.3 by showing that there exists τ ∈ R and a corresponding solution ψ(τ ) of (3.1)-(3.2) for which (3.3) holds. This will require several steps.
(i) Firstly, we will show that there exists a 'large' τ 0 > 0 such that the problems (3.1)-(3.2), with τ = ±τ 0 , have unique solutions ψ(±τ 0 ), and these satisfy
To do this it will be convenient to first rescale the problem so that a 'large' τ corresponds to a 'small' τ . (ii) If the values ψ(τ )(1) were unique and depended continuously on τ ∈ R then (3.3) would follow immediately from (3.4). Unfortunately, this deduction is not so simple since, for 'small' τ , the solutions of the problems (3.1)-(3.2) need not be unique. However, we will use a connectedness property of the set of solutions of (3.1)-(3.2) to obtain (3.3) from (3.4).
We will carry out these steps in the following subsections.
3.1. A rescaled problem. For any τ ∈ R, we consider the initial value problems
where we regard the final term on the right hand side of (3.5) as 0 when τ = 0 (this is consistent with (1.5)). It then follows from Remark 1.2 that, when τ = 0, these problems have the unique solutions Ψ ± ∈ D p , defined on the whole interval [0, 1]. However, in general, solutions of (3.1)-(3.2) need not be unique (see [13] ).
Remark 3.1. Comparing the problems (3.1)-(3.2) and (3.5)-(3.6) shows that
(Given the non-uniqueness of the solutions of these problems in general, we mean by this that if one side of (3.7) is a solution then the other side is a solution, of their respective problems.) Thus, we will show that (3.4) holds for some 'large' τ 0 by proving that ψ + ( τ 0 )(1) ψ − ( τ 0 )(1) < 0 for some 'small' τ 0 > 0 (see Lemma 3.5 and Proposition 3.6 below).
Remark 3.2. Despite the general lack of uniqueness of solutions of (3.5)-(3.6), we will show that uniqueness holds when | τ | is sufficiently small. Our proof of this in the case p > 2 will use condition (C λ ), which implies that 8) and this will ensure that solutions of the initial value problems (3.5)-(3.6) (for sufficiently small | τ |) do not behave badly near points where their derivatives vanish. 
The proof of Proposition 3.3 will be postponed to Appendix A to avoid disrupting the main argument here.
We will now show that the mappings τ → ψ ± ( τ ) : (− δ, δ) → C 1 [0, 1] found in Proposition 3.3 are differentiable with respect to τ , at τ = 0. These derivatives will be denoted by ψ 0 ±, τ . For any u ∈ C 1 [0, 1], we define the functions
(recall that the functions f ± were defined in (1.3)), and we let χ 
Furthermore, the coefficients in (3.10) satisfy the standard assumptions on linear Sturm-Liouville problems, that is,
The proof of Proposition 3.4 is somewhat lengthy, so we give it in Appendix B.
Using the above differentiability results we can now prove the following lemma.
Lemma 3.5. If τ > 0 is sufficiently small then
Proof. Case (A). In this case we have λ = λ k,+ = λ k,− = 0, and u k,± = Ψ ± , so
By (3.9) and the final condition in (3.14) we have ψ ± (0)(1) = 0, so we need only show that ψ
Multiplying (3.10) by u k,± , integrating by parts, and using (3.11)-(3.14) yields Case (B). We will deal with the case (B1), assuming that 17) so that, by definition, u k,min = u k,+ = Ψ + . The other cases are similar. We now observe that, by (3.9), ψ − (0)(1) = Ψ − (1) = 0 so by continuity, for τ > 0 sufficiently small,
that is, ψ − ( τ )(1) has the same sign as Ψ − (1). On the other hand, by (2.1) and (3.9), ψ + (0)(1) = 0, so to obtain a similar result to (3.18) for the sign of ψ + ( τ )(1), for τ small, we will consider the sign of the derivative ψ 0 +, τ . In this case the argument in the proof of case (A) now shows that
by (1.13) , that is, ψ has a solution, which would then complete the proof of Theorem 1.3. Unfortunately, uniqueness of solutions of (3.1)-(3.2) may fail for 'small' τ , so we need to deal with this possibility. For any τ ∈ R, let S τ denote the set of all solutions ψ ∈ D p of (3.1)-(3.2) (we note that, by the proof of Proposition 3.3, any local solution of (3.1)-(3.2) extends to the interval [0, 1]). 
Proof. If V (1) is not connected then there exist compact, non-empty sets M 1 , M 2 such that
Adapting the proof of [19, Proposition 13.9 ] (which deals with a similar connectedness result for a first order initial value problem), one can show that, for each fixed τ ∈ [−τ 0 , τ 0 ], the set
is connected. Hence, V τ (1) ⊂ M i , for some i = 1, 2, and we can define the nonempty sets
Clearly, there exists a point τ * ∈ [0, 1] which is a limit point of each of the sets T 1 , T 2 . However, by a similar argument to the proof of Proposition 3.3 (b), if (τ n ) is a sequence with τ n → τ * , and (ψ τn (1)) is a corresponding sequence of solution values then (after taking a subsequence if necessary) ψ τn (1) → ψ τ * (1) for some ψ τ * ∈ S τ * . We deduce that V τ * (1) ∩ M i = ø, i = 1, 2, which contradicts the connectedness of the set V τ * (1).
3.3.
Conclusion of the proof of Theorem 1.3. It now follows immediately from Propositions 3.6 and 3.7 that equation (3.3) has a solution τ , which completes the proof of Theorem 1.3.
Appendix A. Proof of Proposition 3.3 (a) By [13, Theorem 1], for any τ ∈ R the problem (3.5)-(3.6) has a local solution u (possibly non-unique) on an interval I u ⊂ [0, 1] containing 0 (for now, we will suppose that one or other of the ± signs in (3.2) has been chosen and is fixed, so we omit these, and the dependence of u on τ , from the notation). We now define m(x) := max{|u(y)| : 0 y x}, x ∈ I u .
By integrating (3.5), and using (3.6), we see that
where
p−1 (here, and below, C will denote a positive constant, which may be different on each occasion but which does not depend on τ of u). Now, by a further integration and (A.1),
so by Gronwall's inequality and (A.1),
The Corollary to [13, Theorem 1] now shows that the solution u may be extended to the whole of the interval [0, 1] (a priori, not necessarily in a unique manner). Hence, from now on we may suppose that any solution u of (3.5)-(3.6) is defined on [0, 1] and belongs to D p . Next, we show that we can choose a sufficiently small δ > 0 such that if | τ | δ then the solution u is locally unique in a neighbourhood of any point
By integrating from the point x = x 0 , and using a similar argument to the proof of (A.2), we can show that u must satisfy
Now, since |u ′ (0)| = 1 (by (3.6)), it follows immediately that if δ is sufficiently small and
In particular, u ′ is non-zero at any zero of u, and vice versa. It now follows from our hypotheses on a ± and f , together with parts (α)-(ii), (β)-(iii) and (β)-(v) of [13, Theorem 4] , that the solution u is locally unique near x 0 . Since x 0 was arbitrary, this yields global uniqueness on [0, 1]. Having proved existence and uniqueness of solutions on [0, 1], when | τ | δ, we can now use the notation ψ ± ( τ ) ∈ D p for these solutions.
(b) We now fix ν ∈ {±} and τ ∞ ∈ [− δ, δ], and consider a sequence ( τ n ) in [− δ, δ] such that τ n → τ ∞ . It follows from (A.2) and the compactness of the embedding of
, for some u ∞,ν ∈ C 0 [0, 1] (after taking a subsequence if necessary). It then follows from the integral form of (3.5)-(3.6) that ψ ν ( τ n ) → u ∞,ν in C 1 [0, 1] , and that u ∞,ν is a solution of (3.5)-(3.6) with τ = τ ∞ . Hence, by the uniqueness proved in part (a), u ∞,ν = ψ ν ( τ ∞ ). We deduce that the mapping τ → ψ ν ( τ ) is continuous at τ ∞ .
Appendix B. Proof of Proposition 3.4
Due to the degeneracy of (3.5) when either u = 0 or u ′ = 0 (depending on the value of p), standard results regarding the differentiability of solutions with respect to parameters do not apply immediately. However, we will essentially follow the proof of [10, Theorem 3.1, p. 95] to establish our result.
We first rewrite the problem (3.5)-(3.6) as an initial value problem for a first order system, in which we incorporate the parameter τ into the initial data. Defining
As before, we regard the final term of g as 0 when τ = 0, and we now regard ν as an element of {±1}, rather than of {±}. Clearly, the problems (3.5)-(3.6) and (B.1) are equivalent so, by Proposition 3.3, when | τ | < δ the problem (B.1) has a unique solution η( τ ) ∈ C 0 [0, 1] (for brevity, in this notation we omit the dependence of η( τ ) on ν, which we regard as fixed for the remainder of the proof; we also write
, i = 0, 1, which should not cause any confusion). Proposition 3.3 also shows that the mapping τ → η( τ ) : (− δ, δ) → C 0 [0, 1] is continuous; we will now prove that this mapping is also differentiable at τ = 0, and that the corresponding derivative, η τ (0), satisfies η τ (0) = z 0 , where z 0 is the (unique) solution of the linear initial value problem
(We will see in the proof of Lemma B.1 below that each component of J 0 lies in
This satisfies an initial value problem which we now describe. We begin by noting that, by the above construction, the first component of η( τ ), which we denote by η 1 ( τ ), in fact lies in C 1 [0, 1], and depends continuously on τ in
and following the proof of [10, Theorem 3.1, p. 95] (using the integral form of the mean-value theorem), we can show that Q( τ ) satisfies the initial value problem
where the matrix J( τ ) has the following entries:
and the other entries are zero.
Lemma B.1. This proves that the derivative η τ (0) exists and equals z 0 . Since equations (3.10)-(3.11) are clearly equivalent to the first two components of (B.2), this completes the proof of Proposition 3.4.
