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Abstract
We present an unsupervised multi-source domain adaptive
semantic segmentation approach in unstructured and uncon-
strained traffic environments. We propose a novel training
strategy that alternates between single-source domain adapta-
tion (DA) and multi-source distillation, and also between set-
ting up an improvised cost function and optimizing it. In each
iteration, the single-source DA first learns a neural network
on a selected source, which is followed by a multi-source
fine-tuning step using the remaining sources. We call this
training routine the Alternating-Incremental (“Alt-Inc”) algo-
rithm. Furthermore, our approach is also boundless i.e. it can
explicitly classify categories that do not belong to the training
dataset (as opposed to labeling such objects as “unknown”).
We have conducted extensive experiments and ablation stud-
ies using the Indian Driving Dataset, CityScapes, Berkeley
DeepDrive, GTA V, and the Synscapes datasets, and we show
that our unsupervised approach outperforms other unsuper-
vised and semi-supervised SOTA benchmarks by 5.17% −
42.9% with a reduced model size by up to 5.2×.
1 Introduction
Autonomous driving technology is rapidly advancing with
increased developments in perception and planning meth-
ods (Paden et al. 2016; Schwarting, Alonso-Mora, and Rus
2018). There is considerable improvement in terms of the
capability of perception tasks in self-driving vehicles, partic-
ularly, object detection, lane detection, semantic and scene
segmentation, tracking, and trajectory prediction. However,
the current range of capabilities of these perception tasks
is limited to well-structured environments. For example, the
Tesla AutoPilot has been shown to fail on dirt roads (Tesla
2019) due to a lack of clear lane-markings.
The challenges of performing perception tasks in uncon-
strained environments (Asaithambi, Kanagaraj, and Toledo
2016; Varma et al. 2019) hinders the successful operation
of autonomous vehicles. There are several factors that make
perception challenging in unstructured environments includ-
ing traffic density, a lack of conformity to traffic rules, poor
road conditions, and heterogeneous traffic agents, and we re-
fer the reader to (Campbell et al. 2010) for a comprehensive
review of these factors.
There have been some efforts to use deep learning to au-
tomatically classify different parts of the scene in unstruc-
tured environments as “drivable” and “non-drivable” using
scene segmentation techniques (Baheti et al. 2020; Kalluri
et al. 2019a). The main challenge faced by these methods,
however, is the lack of sufficient annotated data for scenes
with unstructured environments. On the other hand, there are
many large-scale public datasets (Yu et al. 2020; Cordts et al.
Figure 1: Unsupervised segmentation of unconstrained
traffic environments. In this figure, we compare the results
of our method with the ground-truth on a sample image from
the India Driving Dataset (Varma et al. 2019). Our method
handles several challenging elements in this image includ-
ing dirt roads and open-set objects (auto-rickshaws, a new
type of vehicle). Our approach extends the SOTA in domain
adaptive semantic segmentation and outperforms prior work
by 5.1% − 42.91%.
2016) that contain structured traffic environment scenes.
Some approaches (Bucher et al. 2020) have taken advantage
of the availability of these datasets and used domain adapta-
tion to perform semantic segmentation in unstructured envi-
ronments by training classifiers in structured environments.
Domain Adaptation (DA) (Tzeng et al. 2017) is a transfer
learning technique in machine learning where the training
data (source) and the testing data (target) are drawn from
different distributions (different class labels).
DA can be broadly categorized according to the problem
setting, depending on the number of source domains used
(one vs. many), distribution of class labels (boundless vs.
open-set vs. closed-set), and level of supervision used during
training (unsupervised vs. semi-supervised vs. fully super-
vised) (Toldo et al. 2020). While the category corresponding
to unsupervised multi-source boundless DA is most bene-
ficial in terms of robustness and generalization to out-of-
distribution scenarios, it also carries the highest level of dif-
ficulty. To the best of our knowledge (Bucher et al. 2020;
Zhao et al. 2020), no method in this category has been pro-
posed for the task of semantic segmentation.
Main Contributions:
1. We propose a new method for semantic segmentation in
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Figure 2: Extension to SOTA in domain adaptive semantic
segmentation. Our approach is the first method to perform
unsupervised multi-source boundless domain adaptive se-
mantic segmentation.
unconstrained traffic environments. Our approach is the
first to perform unsupervised multi-source boundless do-
main adaptation. The input to our approach consists of
an RGB video captured using monocular cameras and the
output consists of a video in which each frame is a pixel-
wise segmented scene.
2. Our method works in the Boundless DA setting i.e., it can
explicitly classify categories that do not belong to any of
the source domains, following a novel thresholding pro-
cedure.
3. We introduce a novel training routine called the
Alternating-Incremental (“Alt-Inc”) algorithm. In each it-
eration, the training routine alternates between single-
source domain adaptation, wherein we learn the param-
eters of a neural network using a selected source, and
multi-source distillation using the remaining sources to
fine-tune the neural network. These steps incrementally
enhance the accuracy of the overall network.
We have evaluated our approach extensively using the
Indian Driving Dataset, CityScapes, Berkeley DeepDrive,
GTA V, and the Synscapes datasets, and we show that
our unsupervised approach outperforms other unsupervised
SOTA benchmarks 5.17% − 42.9%. We also show that our
accuracy on open-set objects does not compromise perfor-
mance on ‘known’ classes. Finally, we perform ablation
analyses to highlight the benefits of the different components
in our algorithm.
2 Terminology and Related Work
There is considerable work in domain adaptation (DA) for
semantic segmentation and other perception tasks. While a
detailed review of these methods is not within the scope of
this paper, we briefly mention related work with respect to
level of supervision chosen for their training routines, distri-
bution of class labels across the source(s) and target, and the
number of sources used.
2.1 Unsupervised Domain Adaptation
Domain adaptive semantic segmentation has been explored
under three different machine learning paradigms that differ
based on the learning approach. At one end of the spectrum,
fully supervised (Baheti et al. 2020) methods achieve higher
accuracy on average, but are limited by the availability of an-
notated data. On the other end of the spectrum, unsupervised
methods (Liu et al. 2020; Pan et al. 2020; Zheng and Yang
2019; Zhang and Wang 2020; Jaritz et al. 2020; Wang et al.
2020b; Yang et al. 2020a) benefit from the lack of depen-
dence on any training data, but are outperformed by fully su-
pervised or semi-supervised methods. Semi-supervised ap-
proaches (Kim and Kim 2020; Li and Hospedales 2020;
Saito et al. 2019; Qin et al. 2020) form a middle ground
between the two paradigms.
Many recent approaches in unsupervised domain adapta-
tion (UDA) involve adversarial training. (Tsai et al. 2018)
uses multi-level domain adaptation, while (Vu et al. 2019)
builds upon the former and maps probability maps to en-
tropy. (Hoffman et al. 2016) aligns domains at the pixel
level, while (Hoffman et al. 2018) uses cycleGAN to trans-
form images from one domain to another followed by do-
main alignment. Other domain adaptation methods for urban
scenes include (Chen, Li, and Van Gool 2018; Zhang, David,
and Gong 2017; Wu et al. 2018). Past work (Choi et al. 2019;
Chang et al. 2019; Bucher et al. 2020; Das and Lee 2018;
Zhang et al. 2019) has also relied on pseudo-labeling for
self-training UDA models.
2.2 Open-Set and Boundless DA
In most datasets, the class labels are not uniform. If the set
of labels in the source is equal to the set of labels in the
target, then this type of DA is known as closed-set DA. On
the other hand, if the target domain contains additional class
labels that are not present in the source domain, then this
type of DA is called open-set DA. In open-set DA, the addi-
tional class labels in the target domain that do not belong to
the source domain are labeled as an “unknown” class (Toldo
et al. 2020). While open-set DA has been proposed for ob-
ject detection and classification (Panareda Busto and Gall
2017; Saito et al. 2018; Liu et al. 2019a), they don’t extend
well for pixel-level tasks like semantic segmentation.
An extension to open-set DA is boundless DA, where the
extra classes present in the target domain are explicitly la-
beled. Boundless DA has been recently studied by (Bucher
et al. 2020) for semantic segmentation, where the authors
successfully classify open-set classes, but at the cost of de-
graded accuracy on the closed-set categories.
2.3 Multi-Source Domain Adaptation
All the methods described above use a single dataset as the
source domain. To leverage all of the available data through
multiple datasets, single-source methods combine the data
from multiple datasets into one source and proceed as usual.
However, empirical studies have shown evidence that this
approach often results in a lower performance (Zhao et al.
2020). Therefore, improved methods for multi-source DA
are needed.
While multi-source DA has been extensively studied in
the context of other perception tasks like object recogni-
tion and classification (Guo, Pasunuru, and Bansal 2020;
Lin et al. 2020; Zhao et al. 2019b; Wang et al. 2020a;
Yang et al. 2020b), it has not been explored in detail for
semantic segmentation. In fact, the first approach for multi-
source domain adaptive semantic segmentation was only re-
cently proposed by (Zhao et al. 2019a). The authors propose
a “sim2real” technique where they adapt simulation-based
source domains to real-world target domains.
As shown in Figure 2, we present the first method for un-
supervised multi-source boundless domain adaptive seman-
tic segmentation. However, our approach can be generally
applied towards domain adaptation in different perception
tasks such as object recognition. This is a part of our future
work.
Figure 3: Overview: We highlight the components of our overall algorithm. The input consists of N sources (s1, s2, . . . , sN ),
from which the Best-Source is selected by the Alt-Inc algorithm (Section 4). The Alt-Inc algorithm proceeds in an unsupervised
fashion to generate the final set of pseudo-labels that are used to perform boundless DA (Section 5). The final output consists
of the segmentation map of an image in the target domain.
3 Problem Setup and Notation
We consider the problem of semantic segmentation in un-
constrained traffic videos under the unsupervised multi-
source boundless domain adaptation training paradigm. We
are given a set S of N source domains, Si, i ∈ [1, N ], and
one target domain T . The set of all categories in the target
domain is denoted by CT , while the set of all categories for
the ith source domain is denoted by Ci. In the boundless DA
setting, the target domain may consist of open-set categories
i.e. classes that are not present in any of the source domains.
More formally, CT \ {∪iCi} 6= ∅.
The output probability map for an input image belong-
ing to the ith source domain is denoted as Pi ∈ R|Ci|×h×w,
while the ground truth label for the same image is denoted
by yi ∈ Rh×w. In the unsupervised DA setting, the ground-
truth labels for the categories in the target domain are not
available.
We propose an integrated solution to unsupervised multi-
source DA in Section 4, and a separate solution to boundless
DA in Section 5. Our overall algorithm that connects these
individual solutions is given in Figure 3.
4 Unsupervised Multi-Source Domain
Adaptation
We present the Alternating-Incremental (“Alt-Inc”) algo-
rithm for unsupervised multi-source DA. In the absence of
target domain labels, Alt-Inc employs a self-training strategy
that selects the best-performing source from the N source
domains to generates pseudo-labels that serve as a proxy
for the missing target domain labels. This best-performing
source-target pair is termed as the “Best-Source”. Our Alt-
Inc algorithm alternates between various optimization tasks
in each of the following steps, and incrementally improves
performance in each step:
1. Initialize← Best-Source network.
2. Enrich the Best-Source network:
• Generate pseudo-labels that set up a cost function for
the Best-Source model.
• Use this cost function along with the remaining N−1
source domains to train the Best-Source model in an
end-to-end manner.
• The cost function consists of a domain adaptation stage
to adapt from the best-source and a distillation stage to
distil information from the remaining sources.
3. Use the remaining N−1 sources to fine-tune the Multi-
Source network by:
• Using the trained pseudo-labels from the previous step.
• Distillation (Liu et al. 2019b) using the remainingN−1
source domains.
The motivation behind the Alt-Inc algorithm is derived
from the Expectation-Maximization (EM) algorithm (Moon
1996), a classical unsupervised learning algorithm in statis-
tical machine learning. The EM algorithm consists of two
alternating steps− the E step and the M step. The E step
sets up a cost function from observed data, while the M step
finds the model parameters that minimize the cost function.
Alt-Inc is designed to mimic the principles behind the EM
algorithm. We now describe each step in detail.
4.1 Initialization
We begin by training each single-source domain individu-
ally. Let mAcci denote the mean accuracy of the ith source
domain (computed using Equation 9). Then, the source with
the highest mean accuracy is selected as the “best source”,
Sbs = argmax
Si∈S
mAcci.
The deep neural network (DNN) used to train the best
source-target pair is termed the “Best-Source” model.
4.2 Step 1: Enriching the Best-Source model
Our goal is to generate, and train, pseudo labels that can be
used to set up an approximated cost function for self-training
the Enriched Best-Source model (Figure 4a).
Architecture: Following the strategy described in (Tsai
et al. 2018), our network consists of a DNN for seman-
tic segmentation, and domain discriminators. The backbone
of the DNN consists of SOTA architectures such as the
VGG-16 (Simonyan and Zisserman 2014), Dilated Residual
Network (Yu, Koltun, and Funkhouser 2017), or DeepLab
(Chen et al. 2017). Domain discriminators and neural net-
works that aim to distinguish whether the predicted segmen-
tation map is from the source or target.
Training the Best-Source model: The inputs to this
model consist of raw traffic videos from the best source
domain, Sbs and target domain, T , along with the ground-
truth labels, ybs, corresponding to the best source. The model
weights are initialized with parameters corresponding to the
Best-Source baseline obtained in the initialization step. We
now describe three loss terms that are used to train the En-
riched Best Source model:
• The supervised loss function (Lsup): This is the standard
cross entropy supervised loss function that is used to min-
imize the distance between the probability map outputs
and the ground truth labels.
Lsup = −
∑
h,w
∑
c∈Cbs
ybs log(Pbs), (1)
where c denotes the object category, h,w denote the
height and width of the input images, and Pbs ∈
R|Cbs|×h×w is the output of the enriched best source model
on source domain images.
• The unsupervised loss function (Lunsup): For each target
image, we use a curriculum manager (Yang et al. 2020b)
to select the closest source, Scm to which the target image
may belong. Using the probability map prediction, Pcm ∈
R|Ccm|×h×w, corresponding to Scm, we generate pseudo-
labels for self-training. More formally,
ypseudo = argmax
c∈C
Softmax(Pcm). (2)
The pseudo-label ypseudo is used in the unsupervised cross
entropy loss function, Lunsup, as follows,
Lunsup = −
∑
h,w
∑
c∈Cbs
ypseudo log(Pbs). (3)
• Multi-source distillation (Ldistill): From each of the sin-
gle source adaptation networks, we generate their corre-
sponding target domain probability maps Pi, i ∈ [N ]. To
impart relevant knowledge from various sources, the tar-
get domain predictions of our segmentation network are
distilled using a weighted combination of KL divergence
(Liu et al. 2019b) loss terms corresponding to each of the
single-source DA predictions. The weights (wi) are de-
termined by the performance of the single source DA net-
works.
Ldistil =
∑
i
wi ×KL(Pbs||Pi). (4)
The three loss functions are combined as follows:
Loverall = λsupLsup + λunsupLunsup + λdistilLdistil, (5)
where λsup, λunsup, λdistil denote the hyperparameters for the
respective loss terms.
4.3 Step 2: Fine-tune the Multi-Source model
The goal of this step is to fine-tune the network trained in the
previous step by (i) using the enhanced pseudo-labels gen-
erated in the previous step and (ii) distilling the remaining
N−1 sources. We visualize this fine-tuning step in Figure 4b.
The architecture is a simple convolutional neural network,
as illustrated in Fig. 4b. The network consists of 6 convolu-
tional layers with residual connections. The network is fine-
(a) Step 1: Enriching the Best-Source model (Section 4.2): Here,
the best source model, selected during initialization (Section 4.1),
is trained in a self-training paradigm to generate enriched pseudo-
labels. These enriched pseudo-labels are iteratively used to further
refine the enriched best-source model.
(b) Step 2: Fine-tune the Multi-Source model (Section 4.3):
Here, the goal is to use the enhanced pseudo-labels generated dur-
ing the first step, and learn enhanced segmentation maps for im-
ages from the target domain. The multi-source network consists of
6 convolutional layers with residual connections.
Figure 4: The Alt-Inc architecture: We visualize the archi-
tecture of the two steps of the algorithm.
tuned using Equations 3 and 4. In the final output, the la-
bel of each pixel is the maximum probability value between
the enriched best source model and fine-tuned multi-source
model.
Putting it all together: Figure 5 highlights the overall
schematic of the Alt-Inc algorithm. Alt-Inc is a training rou-
tine that alternates between training a segmentation DNN
and fine-tuning it. At the kth iteration, pseudo-labels for step
1 are obtained from the output of the previous iteration,
while for step 2, they are obtained from the output of step
1 in the current iteration. The weights of the networks in
both steps are initialised from the previous iteration. We em-
pirically observe that this initialization improves accuracy
and speeds up convergence. At each step, the networks are
trained completely using the entire dataset. The final seg-
mentation maps can be obtained from the predictions ob-
tained at the last iteration of Steps 1 and 2.
5 Boundless Domain Adaptation
We present a new method for performing Boundless DA i.e.
to label categories that exist in the target dataset, and not
in any of the source datasets (“open-set” categories). Cat-
egories that are common to both the source and the target
domains are called closed-set categories. The key assump-
tion in our solution is that the open-set categories are physi-
cally similar to the closed-set categories. For instance, open-
set categories such as auto-rickshaws are similar to vehicles
like cars and vans. This assumption is mild and is commonly
made in many zero-shot learning strategies (Bucher et al.
Figure 5: Overall training the Alt-Inc algorithm: At each
iteration, the enriched Best-Source model (Section 4.2, step
1) is re-trained using the pseudo-labels generated from the
previous iteration after which the multi-source model is fine-
tuned (Section 4.3, step 2). Initialisation of the networks
with weights learnt in the previous iteration enhances its ac-
curacy and speed. The network architecture used for both
steps are depicted in Figures 4a and 4b, respectively.
2019)
The underlying idea behind training our approach on
open-set classes is to generate the corresponding pseudo-
labels from the labels of the physically similar closed-set
categories. More formally, let ypseudo ∈ Rh×w be the final
labels obtained using Equation 2. Further, let o ∈ O denote
an open-set class from the set of open-set classes, O, and Co
denote the set of closed-set classes that are physically similar
to o. We apply thresholding on ypseudo such that pixels with
softmax scores lower than a threshold τ for a physically-
similar closed-set class are re-labeled as the open-set class.
More formally, let yˆpseudo denote the labels after threshold-
ing, then yˆpseudo is computed using,
yˆpseudo = T ypseudo (6)
where T (·) is a pixel-level thresholding operator. If lab de-
notes the class label of a pixel in the ath row and bth col-
umn with confidence score cab, then the threshold operator
at (a, b) is defined as,
T (a, b) =
{
lab ← o cab ≤ τ and lab ∈ Co
lab otherwise
The unsupervised loss function in Equation 3 can then be
used to train the network on these newly generated pseudo-
labels,
Lˆunsup = −
∑
h,w
∑
c∈Cbs∪CT
yˆpseudo log(Pbs). (7)
Since the thresholding operator in Equation 6 applies to all
pixels in ypseudo, this can produce false positives. To mitigate
this issue, we propose a training step wherein closed-set pre-
dictions determined from the Alt-Inc algorithm are used as
the input to a shallow CNN.
6 Experiments and Results
We will make all code publicly available. We defer the tech-
nical implementation details of the training routine includ-
ing hyper-parameter selection as well as additional results of
our method to the supplementary material.
Dataset Name Used as Reference
GTA5 Source (Tab.3, 2,4) (Richter et al. 2016)
CityScapes (CS) Source (Tab.3, 2,4), Target (Tab. 4) (Cordts et al. 2016)
Synscapes (SC) Source (Tab.3, 2,4) (Wrenninge et al. 2018)
India Driving Dataset (IDD) Source & Target (Tab.3, 2,4) (Varma et al. 2019)
Berkeley Deep Drive (BDD) Source (Tab.3, 2,4) (Yu et al. 2020)
Table 1: List of Datasets (Sorted chronologically): The sec-
ond column identifies the type of the domain in which that
dataset is used and specifies the locations for the results on
that particular domain type. For example, results on the CS
dataset as a source domain are located in Tables 2,4, and 3,
while the results on the CS dataset as a target domain are
located in Table 4 only.
6.1 Datasets
We succinctly summarize the datasets used in our approach
in Table 1. GTA5 and SynScapes (SC) contain synthetic
simulated traffic videos, while CityScapes (CS) and Berke-
ley Deep Drive (BDD) have been developed in Europe and
the USA, respectively. Compared to the aforementioned
datasets, BDD is challenging and diverse since it contains
night scenes, and images captured in adverse weather condi-
tions. Images in the India Driving Dataset (IDD) have been
captured in India, during the daytime. The dataset depicts
dense and unstructured traffic conditions, and consists of
heterogeneous road agents (e.g. autorickshaws) unobserved
in other datasets. In addition to containing new objects, the
pixel count (per class) in IDD is 5−10× that of CS and also
has a large number of traffic participants per image (Varma
et al. 2019) in comparison to CS.
6.2 Evaluation Protocol
Following the standard procedure in the literature (Bucher
et al. 2020; Kalluri et al. 2019a; Chen et al. 2018), we use
the following two metrics:
1. Mean Intersection over Union (mIoU) : The IoU score is
defined as the amount of overlap between the ground truth
mask (MGT) and the predicted maskMPred for each class.
A mask for a class is a set of pixels that belong to that class
category. The overlap can be computed by measuring the
ratio of the intersection of the two masks to the union of
the two masks,
IoU =
MGT ∩MPred
MGT ∪MPred . (8)
The Mean IoU or mIoU is computed as the average of the
IoU scores corresponding to the different classes.
2. Mean accuracy (mAcc): The mean accuracy can be de-
fined as the percentage of pixels that are correctly classi-
fied according to the ground-truth labels. That is,
mAcc =
pixels correctly classified
total number of ground-truth pixels
×100. (9)
6.3 Results
Main Results on IDD (Table 2) We present results of
three sets of experiments on the IDD dataset in Table 2.
In each experiment, we compare the proposed Alt-Inc algo-
rithm to single-source baseline models using the BDD, CS,
SC, and GTA datasets, with the BDD dataset selected as the
Best-Source. We perform the first experiment with two real
datasets (CS, BDD) and one synthetic dataset (GTA5), and
show an improvement of 1.91 − 13.23(5.34% − 54.15%)
Model Experiment mIoU (↑) mAcc (↑) Road SW Bldg Wall Fnc Pole Lt Sign Veg Trn Sky Ped Rdr Car Trk Bus Mb Bike
I. CS, BDD, GTA −→ IDD (Baseline: (Tsai et al. 2018))
Baselines
CS−→IDD 24.43 65.23 82.46 22.55 25.93 13.22 9.30 15.26 1.92 19.02 75.16 20.41 29.54 31.37 8.12 49.81 8.53 10.41 10.29 6.55
GTA−→IDD 26.74 75.40 79.83 9.54 44.12 16.58 12.16 17.59 0.85 14.35 65.36 18.20 82.61 22.90 6.56 41.53 24.13 15.40 9.02 0.76
BDD−→IDD 35.75 85.65 93.33 27.17 59.77 13.18 15.56 21.03 3.65 29.93 80.52 33.21 93.64 30.62 5.59 53.03 38.34 32.24 6.46 6.27
Alt-Inc Enriched BS 37.57 86.50 94.08 33.22 61.26 13.00 16.87 19.76 3.32 36.08 81.81 36.56 94.25 31.51 3.95 54.76 42.40 40.07 4.16 9.26Fine-tuned MS 37.66 86.50 94.02 31.89 61.79 15.51 16.89 20.61 2.73 35.43 81.75 36.52 94.16 32.12 4.67 54.74 42.64 38.61 5.42 8.51
II. SC, BDD, GTA −→ IDD (Baseline: (Tsai et al. 2018))
Baseline Synscapes−→IDD 31.55 83.04 92.46 21.25 52.59 4.61 7.87 17.02 2.73 12.60 77.52 4.43 92.38 31.54 23.32 66.59 4.09 18.35 27.27 11.25
Alt-Inc Fine-tuned MS 36.93 86.30 93.82 30.53 61.13 13.34 16.43 21.21 3.57 34.90 81.64 34.54 94.19 31.70 4.64 53.48 40.77 35.54 5.68 7.64
III. CS, BDD, GTA −→ IDD (Baseline: (Vu et al. 2019))
Baselines
CS->IDD 38.53 86.68 93.67 27.08 64.62 25.89 17.80 23.39 4.18 31.29 83.06 29.83 94.22 32.28 11.18 61.68 39.86 33.32 12.08 8.23
GTA->IDD 35.85 84.64 89.96 14.06 61.14 22.24 20.10 19.17 4.34 19.88 77.15 28.84 92.14 27.03 11.98 62.87 41.04 34.67 13.10 5.74
BDD->IDD 38.29 86.74 93.80 33.33 62.57 14.94 15.35 23.66 3.80 31.95 81.72 34.47 94.26 33.00 8.71 57.11 42.87 39.16 9.41 9.22
Alt-Inc Fine-tuned MS 39.23 87.18 93.18 29.97 63.46 24.18 20.97 19.18 4.56 25.64 81.99 35.39 94.19 30.06 11.23 62.01 46.65 39.30 13.39 10.87
Table 2: Main Results: We show results of the proposed Alt-Inc algorithm on IDD using CityScapes (CS), Berkeley Deep
Drive (BDD), SynScapes (SC), and GTA as sources. Higher (↑) mIoU and mAcc indicates direction of better performance. Bold
indicates best while blue indicates second-best. Experiments I and II differ with respect to the sources, while experiment III
differs with respect to the baseline used. Conclusion: The proposed unsupervised multi-source Alt-Inc algorithm outperforms
the single-source baselines by 3.3%− 54.15%.
Experiment mIoU (↑) Car Truck Bus Auto
CS, BDD, GTA −→ IDD, Baseline: (Tsai et al. 2018)
Pseudo labeling 35.68 51.16 33.89 28.99 9.39
Trained 35.72 52.12 33.99 31.46 9.38
SC, BDD, GTA −→ IDD, Baseline: (Tsai et al. 2018)
Pseudo-labeling 34.60 48.36 30.78 20.82 9.68
Trained 34.40 49.14 30.44 22.59 9.48
CS, BDD, GTA −→ IDD, Baseline: (Vu et al. 2019)
Pseudo-labeling 37.27 58.76 36.58 22.15 11.78
Trained 37.09 58.63 36.65 24.26 11.85
Table 3: Results in Boundless Category: We show re-
sults on categories that do not belong to any source do-
main, for instance, auto-rickshaws (Auto), on the IDD
dataset (Varma et al. 2019).
mIoU points over the single-source baselines. In the sec-
ond experiment, we select two synthetic source datasets (SC,
GTA) and one real dataset (BDD) and show an improvement
of 1.18−(3.3%−38.1%)mIoU points over the single-source
baselines. By comparing these two sets of experiments, we
demonstrate that using multiple real-world datasets is more
beneficial than using multiple synthetic datasets for domain
adaptive semantic segmentation in unconstrained environ-
ments. In the third experiment, we replace the AdaptSegNet
(Tsai et al. 2018) backbone with a stronger SOTA backbone
ADVENT (Vu et al. 2019), and use LS GAN for adversarial
training instead of Vanilla GAN, and achieve a higher mIoU
of 39.23. This suggests that the performance of our approach
will increase as newer and more robust backbone architec-
tures are proposed.
Qualitative Results We present the qualitative results in
Figure 6. The first two rows correspond to the Alt-Inc al-
gorithm. The third row shows results for the boundless DA
algorithm. In addition to being able to recognize objects in
crowded scenarios, we note that the model not only recog-
nizes auto-rickshaws, but also retains the capability to detect
‘known’ categories, for instance, cars. We indicate that our
model is robust to low-resolution images. For instance, Fig-
ure 6(k) is a low-resolution, cropped image taken from an
online source (Bucher et al. 2020). Furthermore, our method
works well in environments that have dirt roads, absence of
clear lane markings, multiple road objects and unstructured
traffic.
On IDD
Method Model # Size(M↓) mIoU(S↑) mIoU(P↑)
(Kalluri et al. 2019a) ResNet-18 11.7 27.45 NA
(Bucher et al. 2019) ResNet 101 44.50 29.20 7.90
(Bucher et al. 2020) (UDA) ResNet 101 44.50 32.40 8.10
(Bucher et al. 2020) (Apt.) ResNet 101 44.50 32.70 8.60
(Bucher et al. 2020) (Comb.) ResNet 101 44.50 37.30 18.50
Alt-Inc DRN-D-38 26.50 39.23 9.38
On CS
Method Model Size(M↓) mIoU(S↑) # Sources
(Chen et al. 2018) ResNet-101 44.50 39.40 Single
(Tsai et al. 2018) ResNet-101 44.50 42.40 Single
(Vu et al. 2019) ResNet-101 44.50 43.10 Single
(Vu et al. 2019) ResNet-101 44.50 43.80 Single
(Pan et al. 2020) ResNet-101 44.50 46.30 Single
(Li et al. 2020) ResNet-101 44.50 49.90 Single
(Zhao et al. 2018) VGG-16 138.00 29.40 Multi
(Zhao et al. 2019a) VGG-16 138.00 41.40 Multi
Alt-Inc DRN-D-38 26.50 44.63 Multi
Table 4: Comparison with SOTA: We compare with the
SOTA in both unstructured (IDD) as well as structured (CS)
traffic. Higher (↑) mIoU and mAcc indicates direction of
better performance. Bold indicates best while blue indicates
second-best. mIoU(S) and mIoU(P) denote the performance
on shared/known and private/unknown classes, respectively.
Conclusion: Our model is SOTA on IDD by 5.17%−42.9%
and on CS in the multi-source setting by 7.80% − 51.80%,
with a reduction in model size ranging from 1.6× to 5.2×.
Results for the Boundless Case In Table 3, we show the
results for our boundless DA method. The first row in each
experiment shows the results obtained by proposed notion
of pseudo-labeling, and the second row shows the results
obtained by the training step. It can be clearly observed that
the training step increases the accuracy of the shared classes,
thus attenuating the effect of false positives.
Comparison with SOTA in Unstructured Environments
(Table 4, On IDD) In Table 4 (On IDD), we compare our
approach against other unsupervised segmentation methods.
ZS3Net (Bucher et al. 2019) does zero shot semantic seg-
mentation, while (Bucher et al. 2020) (UDA) and (Bucher
et al. 2020) (Apt.) build upon ZS3Net for domain adap-
tation. (Bucher et al. 2020) (Comb.) refers to the com-
(a) Dirt roads (b) GT (c) Ours (d) Unmarked lanes (e) GT (f) Ours
(g) Unmarked lanes (h) Ours (i) Heavy traffic (j) Ours
(k) Open-set category (l) Ours (m) Open-set category (n) Ours
Figure 6: Visual Results: The first two rows show overall results on the IDD dataset (Varma et al. 2019) while the last row shows
results in the Boundless DA category (auto-rickshaws). Conclusion: Our model can handle challenging scenarios including dirt
roads, heavy traffic, and unmarked roads. Furthermore, our method can also recognize open-set classes.
bined approach for boundless unsupervised domain adapta-
tion (“BUDA”). It can be clearly observed that our method
surpasses all past unsupervised segmentation methods by
5.17% - 34.34% on shared classes, with a much smaller ar-
chitecture (Table 4, model size) which is beneficial for prac-
tical autonomous driving real-time applications.
Our hypothesis for the superiority of Alt-Inc over BUDA
is that the latter comprises performance on closed-set classes
in order to achieve improved performance on open-set
classes (Bucher et al. 2019, 2020). In contrast, our method
classifies open-set categories without sacrificing accuracy
on closed-set categories (Table 3, Figure 6 (m)-(p)). We
also outperform the semi-supervised method (Kalluri et al.
2019b) by 42.9%, that uses ground-truth in 100 samples for
supervision. (Kalluri et al. 2019b) fails to acknowledge dif-
ferences between various domains, which leads to a degra-
dation in performance.
Comparison with SOTA in Structured Environments
(Table 4, On CS) In the interest of thorough evaluation,
we test the proposed Alt-Inc algorithm in structured envi-
ronments. We therefore select CS as the target domain and
BDD, IDD and GTA as the source domains, and present
the results in Table 4 (On CS). We show that even with a
much smaller architecture, which is critical for multi-source
problems and practical applications in terms of memory
limitations, our method is competitive in the single-source
setting, and SOTA in the multi-source setting by at least
7.8%−51.8% with a reduction in model size by upto 5.2×.
Our model builds upon a single source backbone (Tsai et al.
2018) with DRN-D-38 architecture, and on CS, we outper-
form this corresponding baselines on GTA, IDD and BDD
by 2.5% , 9.38% and 21.2% respectively. This single source
backbone can be treated as a blackbox, and replacing this
with a stronger backbone will help our model benefit ac-
cordingly (Table 2 I and III).
The core step in the approach of (Zhao et al. 2019a) is the
use of the CycleGAN (Zhu et al. 2017), which uses images
and ground truth from all source domains at every training
step. Our multi-source approach, in contrast, is more com-
Figure 7: Model Accuracy vs. Size: We visualize the results
in Table 4. Blue and Red data points correspond to IDD and
CS datasets, respectively. Conclusion: Our model is SOTA
on IDD, and competitive on CS, with half the number of
parameters.
putationally efficient and requires data only from the “best
source’. Pre-trained single-source adaptation weights can be
directly used for the other datasets, thus offsetting the need
for images and GT from all source domains. We believe
the improvement in our approach comes from individually
distilling relevant information from multiple domains as op-
posed to considering all domains in every iteration.
Ablation Studies: We show the benefits of using multi-
ple sources compared to a single source in Table 2. The
single source baselines are created by training each source
independent from other sources. The multi-source model
outperforms the corresponding single source baselines by
3.3%− 54.15%, demonstrating the efficiency of using mul-
tiple sources. Further, while step 1 contributes to the major
improvement in performance, step 2 uses predictions from
multiple source to refine performance on particular classes.
6.4 Failed Experiments
To aid the research community in further experimentation,
we mention some of the experiments that proved ineffective.
First, using a curriculum manager at the pixel-level proved
ineffective due to loss of contextual information which is im-
portant in segmentation tasks. Additionally, concatenating
the raw image with its corresponding feature maps in step 2
of the Alt-Inc algorithm did not result in any improvement
in the accuracy.
7 Conclusion, limitations and future work
This paper presents a method to solve three key aspects of
domain adaptation (unsupervised, multi-source and bound-
less)in unconstrained environments. Inspired by the EM al-
gorithm, we present a novel training routine, the Alt-Inc
algorithm, which builds on the ideas of self-training and
pseudo-labeling. We further enable our model to explicitly
recognize new objects by taking advantage of the structural
similarities between various objects in road environments.
Currently, our model is unable to detect classes like animals
and other classes that do not share any similarities with the
‘known’ classes, which is a direction for future work.
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Appendix A
A.1 Training Details
The input images from the source domain are downsampled
by a factor of 2. We use nearest neighbour downsampling to
resize ground-truth from the source domain. In the final step,
we use bilinear upsampling to spatially match the size of
predicted probability maps with the size of the target domain
images.
All our models are trained on a single NVIDIA GTX
1080 GPU. We use a batch size of 4 for training the single
source domain adaptation models (initialization step), and
a batch size of 1 for the Alt-Inc algorithm and boundless
DA module. The segmentation networks are optimized us-
ing stochastic gradient descent (Ketkar 2017), and the dis-
criminators are trained using the Adam optimizer, with ini-
tial learning rates of 1e− 1 and 1e− 4, with polynomial de-
cay. Our codes, written in PyTorch (pyt 2016), are included
with the supplementary material.
Network architecture: The architecture used for step 2
is a shallow convolutional network. The input consists of
segmentation probability maps concatenated from the best
source domain and the remaining sources. The spatial di-
mension of these probability maps is the same as that of the
target domain images. We apply 6 convolution layers with
residual connections, each with a kernel size of 3, and stride
(and zero) padding of 1. The spatial dimension is preserved
at the output of each of these layers, including the output
layer. We also apply batch normalisation and leaky ReLU
with a slope of 2 after each convolution layer. For the bound-
less DA module, we use the same network configuration.
Name Layer description Output dim.
Input - 57 ∗ h ∗ w
Conv1 conv (3x3) 64 * h * w
BN1 BN(64) 64 * h * w
L-ReLU1 L-ReLU (0.2) 64 * h * w
Conv2 conv (3x3) 64 * h * w
BN2 BN(64) 64 * h * w
L-ReLU2 L-ReLU (0.2) 64 * h * w
Conv3 conv (3x3) 64 * h * w
BN3 BN(64) 64 * h * w
L-ReLU3 L-ReLU (0.2) 64 * h * w
Residual connection 1 - 64 * h * w
Conv4 conv (3x3) 64 * h * w
BN4 BN(64) 64 * h * w
L-ReLU4 L-ReLU (0.2) 64 * h * w
Conv5 conv (3x3) 64 * h * w
BN5 BN(64) 64 * h * w
L-ReLU5 L-ReLU (0.2) 64 * h * w
Residual connection 2 - 64 * h * w
Conv6 conv (3x3) 19 * h * w
SoftMax - 19 * h * w
Table 5: Model architecture
Hyperparameter tuning: KL divergence and Pseudo la-
bel weights: We show the trade-off between the weights
for KL divergence and pseudo labels in Table 6. It can be ob-
served that KL divergence improves performance, and that
KL weight Pseudo labels weight mIoU
0.0 1.0 36.63
0.1 1.0 36.97
0.5 0.1 36.99
1.0 1.0 36.9
Table 6: Ablation studies on tuning the KL divergence and
pseudo labels weight hyperparameter on model 1 for case (i)
in Table 2 of main paper
a balance between the two is essential for optimal perfor-
mance.
(a) Image 1 (b) GT (c) Ours
(d) Image 2 (e) GT (f) Ours
Figure 8: Qualitative results of the Alt-Inc algorithm on the IDD validation set.
(a) Image 1 (b) Ours
(c) Image 2 (d) Ours
(e) Image 3 (f) Ours
(g) Image 4 (h) Ours
Figure 9: Qualitative results of the Alt-Inc algorithm on the IDD test set.
