In this paper we present an approximation framework and theoretical convergence results for a class of parameter estimation problems for general abstract nonlinear hyperbolic systems. These systems include as a special case those modeling a large class of nonlinear elastomers.
Introduction
We consider the following class of abstract nonlinear damped parameter dependent hyperbolic systems evolving in a complex separable Hilbert space H: w tt + A 1 (q)w + A 2 (q)w t + N g(q)(Nw) = f(t; q) Here A 1 (q); A 2 (q) are unbounded operators depending on some parameter q, g(q) is a parameter dependent nonlinear operator in H, N is an unbounded operator, and f is a parameter dependent forcing term. Precise conditions on these operators are given below. This class of systems was introduced in BGS, BLMY] and further studied in BLGMY] as a model for the behavior of nonlinear elastomers . These materials, which are used in the development of active and passive vibration devices, are rubber or polymer based composites that involve complex viscoelastic materials. Their behavior cannot be adequately modelled using the theory of linear elasticity. Indeed, they exhibit nonlinearities in material and geometric properties so that there is a nonlinear relationship between stress and strain even for small strains. We illustrate with a simple example that takes into account these nonlinearities, and describe the associated general parameter estimation problems. (For detailed discussions of this and other models see BLMY, BGS, BLGMY, BL] .)
Consider an isotropic, incompressible rubber-like rod under simple elongation with a nite applied stress in the principal axis direction x 1 = x. Let where is mass density, E is the generalized modulus of elasticity, A is the cross sectional area, and F is an applied external force. If one assumes that the rod is composed of a neoHookean material (see BL]), then the nonlinearityg in (1.4) is given byg( ) = 1 ? (1.6) If this model is to be used for simulation or control of the behavior of the elastomer rod we need values for ; E; A; c D ; F;`. Some of these can be given or measured explicitly (e.g., A;`, F), or can be found from manufacturers speci cations (so-called "book-values"). However, some parameters (e.g., E, c D ) cannot be measured or obtained this way. Also, the "book-values" can vary considerably between samples. Thus we need a method to estimate these "unknown" parameters by dynamic experiments with the sample itself. Moreover, the nonlinearityg is in general unknown and must be estimated (the neo-Hookean assumption is only a rst approximation to actual material properties) or chosen from a general class of admissible nonlinearities.
In one general parameter estimation formulation equation (1.6) takes the form (1.1)- 
Solution of these approximate estimation problems (1.7)-(1.9) provides one with a sequence of parameter estimates f q N;M g. The crucial question is when one can guarantee that this sequence (or some subsequence) converges to a solution of the original in nite dimensional parameter estimation problem. Under certain suitable assumptions on the approximating spaces H N and approximating sets Q M this question is answered in BSW] for linear systems and here we extend these ideas to include nonlinear systems. To permit use of the method outlined above we must be certain that the above systems (1.1)-(1.3) and (1.8)-(1.9) have solutions in some sense for each q 2 Q. This well-posedness problem (without considering the parameter dependent case) was solved in the recent paper BGS]. In the following section we summarize these results and give precise conditions under which (1.1)-(1.3) has a unique weak solution for each q 2 Q. Then in Section 3 we
give assumptions on the general parameter estimation problem that we shall use to prove convergence. We also recall Theorem 5.1 from BSW] that provides a su cient condition for the convergence of the solutions f q N;M g of the approximate estimation problems to a solution of the original parameter estimation problem. Then in Section 4 we show that this condition is satis ed in our case under natural assumptions on the parameter dependence of A 1 ; A 2 ; g and f. where we assume that the embedding V , ! V 2 is dense and continuous with j'j V 2 cj'j V for ' 2 V and V 2 , ! H is a dense compact embedding with j'j cj'j V 2 . The norm in H will be denoted by j j while those in V; V 2 etc. will carry an appropriate subscript. We denote by h ; i V ;V , etc., the usual duality products Wl]. These duality products are the extensions by continuity of the inner product in H, denoted by h ; i throughout. Let Q be an in nite dimensional parameter set. The operators A 1 (q) and A 2 (q) are de ned in terms of their sesquilinear forms 1 (q) : V V ! C l and 2 (q) : is satis ed for all 2 L T and for almost all t 2 0; T].
To establish our parameter estimation convergence results, we rst make the following assumptions (these assumptions are the same as in BGS] except that here we require them to be satis ed uniformly for all q 2 Q) which will guarantee well-posedness for all q 2 Q.
A1) The form 1 (q) is a Hermitian sesquilinear form: for '; 2 V 1 (q)('; ) = 1 (q)( ; ') for every q 2 Q: (2.6) A2) The form 1 (q) is V bounded: for '; 2 V j 1 (q)('; ) c 1 j'j V j j V for every q 2 Q:
(2.7)
A3) The form 1 (q) is strictly V coercive: for ' 2 V Re 1 (q)('; ') = 1 (q)('; ') k 1 j'j 2 V ; k 1 > 0 (2.8) for every q 2 Q: A4) The form 2 (q) is V 2 bounded: for '; 2 V 2 j 2 (q)('; )j c 2 j'j V 2 j j V 2 for every q 2 Q:
A5) The real part of 2 (q) is V 2 coercive and is symmetric: at any ' 2 H can be represented in the form G 0 (q)(') = Rehg(q)('); i for any 2 H:
(2.14)
We also require that there are constants C 1 ; C 2 ; C 3 and " > 0 such that
(2.15) for every q 2 Q, where k is from (2.13) and k 1 from (2.8).
A9) The nonlinear function g(q) also satis es jg(q)(')j Let H N be nite dimensional subspaces of H and let Q M be nite dimensional sets approximating (in a sense to be made precise below) the parameter set Q. Let We also assume that A 1 ; A 2 ; g; f depend continuously on the parameter q 2 Q; i.e., they satisfy the following conditions: C1) j 1 (q)( ; ) ? 1 (q)( ; )j 1 d(q;q)j j V j j V ; for every ; 2 V: C2) j 2 (q)( ; ) ? 2 (q)( ; )j 2 d(q;q)j j V 2 j j V 2 ; for every ; 2 V 2 : C3) jg(q)( ) ? g(q)( for all 2 V . Proof: We know that w(t) 2 V; w t (t) 2 H for all t 0 and w t (t) 2 V 2 for almost all t 0.
By the triangle inequality jw N (t; q N ) ? w(t; q)j V jw N (t; q N ) ? P N w(t; q)j V + jP N w(t; q) ? w(t; q)j V :
By assumption B3) the second term on the right side goes to 0 as N ! 1. So to prove our statement about w N (t; q N ) it is enough to show that the rst term on the right side also goes to 0 as N ! 1. Similarly, jw N t (t; q N ) ? w t (t; q)j V 2 jw N t (t; q N ) ? P N w t (t; q)j V 2 + jP N w t (t; q) ? w t (t; q)j V 2 :
The last term again goes to 0 by B4), so to prove our statement it is enough to show that the rst term also converges to zero. Let us introduce the following notation: which again is dominated by the right side of (4.7). This completes the required arguments. We note that the above theorem gives a computationally tractable method to solve the parameter estimation problem involving (3.1) in case the data collected consists of displacement or velocity measurements, i.e.,C 1 is either the identity or di erentiation with respect to time once followed by evaluation in t and x. However, the case of accelerometer data is more complicated, since then Theorem 3.1 requires w N tt (t; q N ) ! w tt (t; q) in V for t 2 0; T].
We will now give conditions under which this convergence can be obtained.
Let us suppose that V 2 = V , i.e., we have strong damping, such as Kelvin-Voigt damping in the example given in the Introduction. We can formulate the system (1.1)- ( 
