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Abstract
A great eﬀort has been carried out over the recent years in the understanding of the
ﬂow ﬁeld and heat transfer in the internal cooling channels present in turbine blades.
Indeed, advanced cooling schemes have not only lead to the increase of the gas tur-
bine eﬃciency by increasing the Turbine Inlet Temperature above the material melting
temperature, but also the increase of the turbine lifespan.
To allow such progresses, modern experimental and numerical techniques have been
widely applied in order to interpret and optimize the aerodynamics and heat transfer in
internal cooling channels. However, the available data is limited in the case of internal
cooling channels in turbine rotor blades. Rotation and temperature gradients introduce
Coriolis and centripetal buoyancy forces in the rotating frame of reference, modifying
signiﬁcantly the aerothermodynamics from that of the stationary passages. In the case
of turbine rotor blades, most of the investigations are either based on point-wise mea-
surements or are constraint to low rotational regimes.
The main objective of this work is to study the detailed ﬂow and heat transfer of
an internal cooling channel at representative engine dimensionless operating conditions.
This work introduces a laboratory test section that operates ribbed channels over a wide
range of Reynolds, Rotation and Buoyancy numbers. In the present work, the Reynolds
number ranges from 15,000 to 55,000, the maximum Rotation number is equal to 0.77,
and the maximum Buoyancy number is equal to 0.77. The new experimental facility
consists in a versatile design that allows the interchangeability of the tested geometry,
so that channels of diﬀerent aspect ratios and rib geometries can be easily ﬁtted. Particle
Image Velocimetry and Liquid Crystal Thermography are performed to provide accurate
velocity and heat transfer measurements under the same operating conditions, which lead
to a unique experimental data set. Moreover, Large Eddy Simulations are carried out
to give a picture of the entire ﬂow ﬁeld and complement the experimental observations.
Additionally, the numerical approach intends to provide a robust methodology that is
able to provide high ﬁdelity predictions of the performance of internal cooling channels.
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Chapter 1
Motivation and goals of the present
thesis
1.1 The gas turbine
Gas turbines are power plants that are widely employed to produce mechanical energy.
Numerous applications of gas turbines are present in the world, such as power generators
in means of transport and industrial facilities. Boyce [1] presents an economic comparison
between diﬀerent power generation technologies: diesel engine, gas engine, simple cycle
gas turbine, fuel cell, biomass, etc. The suitability of these systems depends on the fuel
cost, system eﬃciency, maintenance costs and capital costs. According to Boyce [1], the
new power plants are based on combined cycles with the gas turbine as main character,
with a design focused on the:
• eﬃciency
• reliability
• ease of use
• simplicity of installation and commissioning
• agreement with the environmental standards
• incorporation of accessories and control systems
• adaptability to service and fuel needs.
In the case of aircraft propulsion at moderate-high speeds (jet aircraft) the require-
ments for the gas turbines are more severe. Despite the fact that the technical and eco-
nomic risks involved in the production of aircraft engines are extremely high, a successful
engine may provide large beneﬁts to the manufacturers. For instance, the Rolls-Royce
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RB211 engine family (ﬁrst run in 1969) had an arduous origin that resulted in the in-
solvency of the company. Due to the strategic importance of the company, Rolls-Royce
was nationalized by the UK Government in the early 70s. Nevertheless, the engine de-
velopment supposed the inception of the ﬁrst three-spool jet engine. Several upgraded
models have been released since then, indicating the room for development of a new
engine family and the chance of success several years after the engine birth. Moreover,
the advances achieved in the RB211 engine have allowed the creation and evolution of
the Rolls-Royce Trent family.
Another example of the diﬃcult beginning for an aircraft gas turbine is the General
Electric GE90 turbofan engine (ﬁrst run in 1993). The GE90 was designed to power
speciﬁcally the Boeing B-777 aircraft, becoming the most powerful turbofan engine.
The GE90 program was extremely challenging and required the collaboration of General
Electric, SNECMA, IHI, and Fiat Avio. For instance, the initial investment in the
program was of e2000 million for General Electric, and no proﬁt was expected in the
15-20 years after the beginning of the program [2].
It is clear that the aircraft propulsion industry is highly competitive and changing.
As stated by Birch [3], the development of engines is nowadays directed towards:
• optimization of the engine eﬃciency and fuel consumption reduction
• weight reduction
• environmental impact minimization (noise and emissions)
• reduction of the ownership cost (product unit cost, maintenance costs and relia-
bility)
The aircraft fuel consumption has been reduced by 70% in the period 1960-2005 due to
the improvements in the aircraft and the engine design. In particular, the impact on the
fuel consumption reduction by the jet engine development is estimated to be two-thirds
of the total reduction [3]. The speciﬁc fuel consumption, SFC, is deﬁned as the fuel
consumption per unit of thrust and constitutes one of the main ﬁgures of merit of a jet
engine. The SFC is often expressed as
SFC =
V0
ηP ηthFHV
(1.1)
where V0 is the aircraft speed, ηP is the propulsive eﬃciency, ηth is the thermal eﬃciency
and FHV is the fuel caloriﬁc value. Equation (1.1) identiﬁes the prime elements that
need to be optimized in order to minimize the SFC. Since V0 is in general given by
the preliminary aircraft design, and FHV is known for the existing fuel, aircraft engine
designers are requested to increase the propulsive and thermal eﬃciencies.
Haselbach and Parker [4] (Fig. 1.1) show the dependency of the SFC with respect to
the thermal and propulsive eﬃciencies, for a given ﬂight speed (ﬂight Mach number of
0.8) and fuel. The state-of-the-art engines present thermal and propulsive eﬃciencies up
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Figure 1.1 : SFC as a function of the propulsive and thermal efficiency [4]
to 0.475 and 0.80, respectively. Nevertheless, the theoretical improvement in the SFC
can be of 30 % if ηth and ηP are improved.
The followed strategy to increase the propulsive eﬃciency is to reduce the engine exit
velocity, which in turn requires high mass ﬂows to achieve the desired thrust. In the
1940s, the architecture of the jet engines was modiﬁed to include a fan in the ﬁrst stage
of the engine to move higher mass ﬂows and reduce the overall exit speed. This resulted
in the turbofan engine, in which a part of the mass ﬂow that across the fan enters the
core of the engine in order to produce mechanical energy as in the early turbojets, and
the rest of the mass ﬂow moves through the bypass duct and is accelerated to speeds
slightly higher than V0. The ratio between the secondary mass ﬂow and the core mass
ﬂow is known as the bypass ratio, and it has experienced an important evolution towards
large values. Nowadays, ultra-high bypass ratio engines oﬀer bypass ratios up to 10, and
open rotor architectures in development are expected to oﬀer bypass ratios up to 50.
The expected propulsive eﬃciencies of such engines are to be up to ηP ∼ 0.92 - 0.95.
Nevertheless, limitations in the bypass ratio are present, such as the weight increase and
mechanical constraints.
1.2 The relevance of the Turbine Inlet Temperature
On the other hand, the thermal eﬃciency can be enhanced mainly by increasing the
overall pressure ratio (OPR), the turbine inlet temperature (TIT ) and the components
eﬃciencies. The study of the turbojet thermodynamic cycle reveals the dependency of
the thermal eﬃciency on the latter parameters:
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Figure 1.2 : Rolls-Royce Trent XWB jet engine [5]
ηth =
[
1− 1
OPR
γ−1
γ
] [
ηcompηturb
TIT
T0
−OPR γ−1γ
]
1 + ηcomp
[
TIT
T0
− 1
]
−OPR γ−1γ
(1.2)
where γ is the air heat capacity ratio, ηcomp is the compressor isentropic eﬃciency, ηturb
is the turbine isentropic eﬃciency and T0 is the total temperature of the air at the
entrance of the engine.
Figure 1.3 : Evolution of ηth andOPR for different generations of state-of-the-art engines
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Table 1.1 : Engine components figures of merit employed in the analysis of ηth. Data
adapted from Ref. [6]
Period
Component Figure of merit 1945-1965 1965-1985 1985-2005 2005-2025
Compressor ηcomp 0.71 0.76 0.81 0.84
Turbine ηturb 0.83 0.85 0.89 0.91
Turbine TIT [K] 1110 1390 1780 2000
Figure 1.3 shows the dependency of the thermal eﬃciency (Eq. (1.2)) and OPR over
the last decades. The level of technology has been allocated in periods of 20 years from
1945. The components eﬃciencies and TIT employed in the estimation of ηth are shown
in Table 1.1, adapted from the data presented in Ref. [6]. All these ﬁgures of merit have
been continuously improved to enhance the gas turbine eﬃciency. In order to simplify
the model, the air heat capacity ratio γ has been assumed constant and equal to 1.4,
whereas T0 has been taken as the ambient temperature 10 km above the sea level in an
International Standard Atmosphere (ISA) standard day. It is clear from Fig. 1.3 that the
improvement in the level of technology through the years aﬀects positively the thermal
eﬃciency. For a ﬁxed period of time, there exits an optimum value of the OPR that
provides a maximum ηth. Nevertheless, the sensitivity of ηth on the OPR is reduced as
the gas turbine technology is enhanced, and such an optimum is only found at ultra-large
pressure ratios. On the other hand, the impact of the TIT on the ηth can be estimated
for the values of the OPR, TIT , ηcomp and ηturb corresponding to the present days. By
taking the derivative of Eq. (1.2), it is possible to relate the expected variation of the
thermal eﬃciency for a given increase of the Turbine Inlet Temperature ∆TIT :
∆ηth
ηth
=

 ηcompηturb
ηcompηturb
TIT
T0
−OPR γ−1γ
−
ηcomp
1−OPR γ−1γ + ηcomp
(
TIT
T0
− 1
)

 · ∆TIT
T0
(1.3)
Assuming TIT , ηcomp and ηturb equal to the values in the period 2005-2025 (Table
1.1) and an OPR of 50, the direct variation of ηth with respect to the TIT increase
is given in Table 1.2. Despite of the fact that several assumptions have been made to
obtain the relation in Eq. (1.3), it provides the order of magnitude of the TIT impact
on the thermal performance. For a variation of 1 K, the improvement of the thermal
eﬃciency is only of order of 0.01 %. However, the improvement on ηth is about 0.1 % for
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Table 1.2 : Direct impact estimation of the TIT variations on ηth
∆TIT [K] ∆ηth/ηth [%]
1 0.01
10 0.13
50 0.64
a TIT increase of 10 K, which is the typical variation seen per year. In the same way,
the estimated improvement reaches 0.6 % for the typical 5-year TIT increase (50 K).
The corresponding improvement on the SFC due to the ηth increase can be evaluated
as:
∆SFC
SFC
=
∆ηth
ηth
(1.4)
Therefore, the relative variation of the SFC is the same as that of ηth when the TIT
is increased. The consequent impact on the aircraft performance can be analyzed by
considering the Bre´guet Range Equation [7], applied in the case of horizontal and straight
ﬂight at constant speed (V0) and overall aerodynamic eﬃciency (L/D):
Range =
V0(L/D)
g · SFC ln
(
Winitial
Wfinal
)
(1.5)
where g is the gravitational acceleration, Winitial is the initial aircraft weight and Wfinal
is the ﬁnal aircraft weight. From Eq. (1.5), it can be deduced that the relative gain in
the ﬂight range is the same as the relative SFC variation:
∆Range
Range
=
∆SFC
SFC
(1.6)
Thus, a TIT increment of 10 K represents an increase of about 0.1 % of the aircraft
range, whereas an increment of 50 K represents an increase of 0.6 % of the aircraft range.
Note also that the enhancement of the thermal eﬃciency supposes a reduction in size
of the engine’s core for a speciﬁed output power. In turn, the engine bypass ratio is
enlarged, which provides an increase of the propulsive eﬃciency. Therefore, the TIT
increase does not aﬀect only the thermal eﬃciency, but also the propulsive eﬃciency,
which yields a further decrease of the SFC. On the other hand, a reduction of the fuel
consumption allows a larger payload for a ﬁxed ﬂight range, which increases the proﬁt
margin.
It is noteworthy to stress that fuel is typically the most important factor of the airline
operational costs. The ratio of the fuel costs to the airline operational costs varies in
time due to its strong relation with the fuel price. In 2016, fuel will represent about 20%
of the operational costs (the lowest since 2005). With the previous model, the ability to
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design a jet engine with a TIT 100 K higher, may represent a reduction of 0.1% of the
airline operational cost.
Even though this analysis is to some extent a simpliﬁcation of a real case, it provides
the order of magnitude of the inﬂuence of the TIT of the gas turbine and aircraft
performance and operational costs. In a more elaborated model of a mixed-ﬂow, two-
shaft and high bypass turbofan, Cumpsty [8] estimates the impact of the Turbine Inlet
Temperature on the engine performance. For the selected design parameters, an increase
of the TIT from 1450 to 1550 K, the speciﬁc fuel consumption is reduced by about 2.8%,
which would lead to signiﬁcant fuel savings to airline companies (for example, the fuel,
oil and emissions costs for International Airlines Group were about e6 billion in 2015
[9]). The data provided by the International Air Transport Association (IATA) shows
that the fuel costs represented in average 27.5% of the airline operational cost, and a
global cost of US$181 billion [10]. Therefore, by reducing the SFC by 2.8%, the fuel
savings would present an order of magnitude of US$5 billion per year, only in the civil
aircraft engine segment. In the segment of combined cycle power plants, the fuel costs
can represent up to 75% of the plant life costs [1]. Thus, it is clear that the design of
gas turbines operating at high Turbine Inlet Temperature has a large economic impact.
Figure 1.4 : Development of the TIT over the years, from Ref. [4]
1.3 Towards high Turbine Inlet Temperature: Turbine cooling
The increase of the design TIT has been possible mainly due to the improvement
of materials and their mechanical properties, the application of protective coatings and
the optimization of cooling techniques. In fact, Unger and Herzog [11] addressed the
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advances in the cooling and material ﬁelds as the main technological factors that lead to
the gas turbine success. Figure 1.4 shows that the contribution of materials development
to the TIT gain has been about 200-300 K since 1940, or equivalently 2.9-4.3 K/year.
The ﬁrst wrought turbine components were able to withstand around 1100 K, whereas
the modern cast nickel-base alloys can reach metal temperatures of about 1300 K during
operation [12]. However, the challenge in the material science research applied to gas
turbines does not consist only to stand high levels of stress at high temperatures, but
also to present excellent resistance to oxidation and corrosion due to combustion.
At the same time, cooling technology has been applied to achieve ﬂuid temperatures
higher than the material creep temperature. In the example of Fig. 1.4, the diﬀer-
ence between the TIT and the metal temperature reaches values of about 550-600 K
nowadays. Thanks to the cooling contribution, the TIT increase is about 10 K/year.
According to Auxier [13], the introduction of cooling technology in gas turbines has been
the main factor that has allowed high temperature in combustors, exhaust nozzles and
turbines. As a result, the reduction of fuel consumption has resulted for about 70% since
the introduction of internal cooling schemes in the 1960s to 2005.
A detail of the high pressure section of a modern jet engine is shown in Fig. 1.5.
Typically, 20 to 30 % of the mass ﬂow of the high pressure compressor (upstream of the
combustion chamber) is used to cool the engine hot section [13, 14]. The mass ﬂow bled
from the compressor is introduced in the internal cooling channels present in the turbine
blades to extract the maximum amount of heat out of the blade. As TIT increases,
the total amount of heat transferred to the blade increases. Therefore, a good design
of the cooling scheme is fundamental to transfer that heat to the internal cooling ﬂow.
An example of a state-of-the-art blade cooling scheme is given in Fig. 1.6. In order to
maximize the heat transfer with minimum pressure losses, great eﬀorts have been made
by investigating diﬀerent geometry factors and operating regimes. A wide review of the
state of the art in internal cooling techniques is provided by Ligrani [15]. A part of the
cooling ﬂow is ejected from the internal channels through small holes in order to create a
protective ﬁlm that seeks the insulation of the turbine blade from the mass ﬂow exiting
the combustion chamber. This technique is known as ﬁlm cooling, and it is also widely
employed as a method to increase the ﬂow temperature in the hot section. Generally,
ﬁlm cooling holes are located in regions where heat transfer and mechanical stresses are
critical. In the example of the blade of Fig. 1.6, ﬁlm cooling holes are present at the
leading and trailing edges, pressure side and endwalls. A complete description of the
turbine heat transfer and blade cooling is provided by Han et al. in Ref. [16], whereas
a recent outlook for the future in hot section cooling techniques is provided by Bunker
[17].
On the other hand, an increase of the cooling ﬂow leads to the reduction of the turbine
performance. In the analysis made by Cumpsty [8], an increase of the cooling mass ﬂow
from 10% to 20% of the compressor mass ﬂow would suppose an increase of about 3.8
% in the speciﬁc fuel consumption, if the TIT is kept unchanged. Therefore, a tradeoﬀ
between the thermodynamic cycle degradation by the amount of cooling ﬂow and the
capability to increase the TIT must be found.
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Figure 1.5 : Rolls-Royce Trent 1000 jet engine (left) and detail of the high-pressure
section (right) [18]
Figure 1.6 : Detail of the cooling system in a Rolls-Royce XWB turbine blade [5]
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Many works about turbine cooling can be found in the open literature investigating
numerous concepts and regimes. Nevertheless, there is still a lot of work to be done. In
the words of Auxier [13]:
”the industry has come a long way in turbine cooling technology but [...] the
hard part is yet to come.”
The present dissertation focuses on the physics in internal cooling channels under
rotation. Due to the complexity necessary to investigate experimentally the ﬂuid motion
and heat transfer of rotating ﬂows, the detailed understanding of the ﬂow subjected to
rotation is limited. This work introduces a new experimental setup that allows the
measurement of detailed velocity and heat transfer ﬁelds at diﬀerent regimes in order
to ﬁnally provide a clear picture of the phenomena taking place in the rotating internal
cooling channels at engine representative dimensionless conditions. The data obtained
experimentally are also aimed to be used as test cases for numerical simulations. Indeed,
the second part of this work focuses on the research of a numerical strategy able to
reproduce the same quantities at the same conditions with high ﬁdelity and reliability,
and reduced cost. These numerical results are furthermore employed to conﬁrm and
extend the experimental observations.
1.4 Turbine internal cooling under the effects of rotation
The ﬂow ﬁeld and heat transfer in rotating cooling channels diﬀer greatly from those
in static conditions. There are three main eﬀects introduced by rotation
1. redistribution of the momentum in the rotating frame of reference, resulting in a
mean velocity gradient ∂U/∂y = 2Ω (see Fig. 1.7),
2. redistribution of the turbulence structure,
3. generation of secondary ﬂows
Lezius and Johnston [19] demonstrated that even in the simple case of a two-dimensional,
inviscid and parallel shear ﬂow under rotation, the absolute vorticity remains constant,
leading to the tilting of the mean relative velocity proﬁle (∂U/∂y ≃ 2Ω). Later, Kristof-
fersen and Andersson [20] conﬁrmed the momentum redistribution in the central region of
the ﬂow at several Rotation numbers by means of DNS. However, the most characteristic
eﬀect of rotation is the inﬂuence of the Coriolis force on the turbulence characteristics.
Depending on the sense of rotation and the local relative velocity gradient, the ﬂow can
be stabilized or destabilized by the Coriolis force. In a fully developed isothermal ﬂow,
Johnston et al. [21] associate the local ﬂow stability to the local rotation number,
S =
−2Ω
∂U
∂y
(1.7)
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Figure 1.7 : Sketch of a channel flow under rotation
where Ω is the system angular velocity and ∂U∂y is the mean local relative vorticity. The
ﬂow is deﬁned as cyclonic when the mean local relative vorticity presents the same sense
as the rotation, resulting in a S>0. On the contrary, i.e. anti-cyclonic rotation, S<0.
Lezius [19] and Johnston et al. [21] established a stability criterion based on the gradient
Richardson number:
Ri = S(S + 1) (1.8)
When the ﬂow is cyclonic, the gradient Richarson number is positive and the ﬂow
is stabilized by rotation. When the ﬂow is anti-cyclonic, the ﬂow can be stabilized
or destabilized by rotation. Typically, from low to moderate rotational speeds, anti-
cyclonic rotation leads to a destabilization of the ﬂow. In the experimental observations
by Johnston et al. [21] in a high aspect ratio channel, rolling structures oriented in
the stream-wise direction were found in the area close to the wall, when the rotation
was anti-cyclonic. These structures, identiﬁed as Taylor-Gortler vortices by Lezius and
Johnston [19], were fully characterized by means of Direct Numerical Simulations (DNS)
by Kritoﬀersen and Andersson [20]. However, the ﬂow can be stabilized if the system
rotation is suﬃciently high, driving to S<-1. This concept is very important in the
analysis of rotating internal cooling channels, where the mean relative vorticity presents
diﬀerent values through the section, hence presenting areas with stabilized and destabi-
lized ﬂow. As a result, the aero-thermal performance of the cooling channel is expected
to vary with the rotational speed.
In the case of low aspect ratio channels, like those present in many internal cooling
schemes, rotation induces large secondary ﬂows oriented in the stream-wise direction.
These secondary ﬂows are induced by the unbalance between the Coriolis and pressure
forces in some regions of the channel. Due to this unbalance, the ﬂuid close to the walls
moves perpendicularly to the main ﬂow direction, generating large rolling structures
occupying a considerable area. Due to the strength of these Coriolis-induced secondary
ﬂows, the momentum may be distributed even in the central region of the channel. The
channel aspect ratio and orientation are the determinant factors on the impact of the
secondary ﬂows [22].
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In incompressible ﬂows, the centrifugal force is conservative and inconsequential to
the resulting ﬂow dynamics [21]. However, when large density gradients are present, the
centrifugal force is not uniform and can introduce important buoyancy forces inﬂuencing
the momentum distribution and the stability of the ﬂuid motion. In the case of an
inﬁnite aspect ratio channel, Shat et al. [23] established a stability criterion based not
only on the angular velocity and local vorticity, but also on the temperature gradient
and thermal properties of the ﬂuid. In the case of internal cooling channels in turbine
rotors, the temperature gradients are signiﬁcant, and do raise the importance of the
buoyancy eﬀects.
The dimensional analysis of the ﬂow in internal cooling channels shows that the di-
mensionless parameters that inﬂuence the ﬂow dynamics in a given geometry are the
Reynolds (Re), Prandtl (Pr), Rotation (Ro) and Buoyancy (Bo) numbers:
Re =
ρ0UbDH
µ
(1.9)
Pr =
µcp
k
(1.10)
Ro =
ΩDH
Ub
(1.11)
Bo =
∆ρ
ρ0
Ro2
r
DH
(1.12)
where ρ0 is the reference density of the ﬂuid, Ub the bulk relative velocity, DH the
hydraulic diameter of the section, µ the molecular viscosity of the ﬂuid, cp the speciﬁc
heat capacity of the ﬂuid at constant pressure, k the thermal conductivity of the ﬂuid,
Ω the angular velocity, ∆ρ the overall density gradient and r the distance to the axis of
rotation.
Many works investigating diﬀerent geometries at diverse operating ranges are present
in the literature. One of the most representative works applied to rotating internal
cooling channels is the one carried out by Hajek et al. [24] and by Johnson et al. [25]
during the NASA HOST Program. In the latter, the overall dimensionless heat transfer
was measured in serpentine channels with diﬀerent rib geometries and operating condi-
tions. At the same time, the experiments aimed to provide reliable data to assess the
Computational Fluid Dynamics (CFD) capabilities. Additional fundamental references
are available in the reviews by Han et al. [16] and Ligrani [15]. However, most of the
experimental data in rotating internal cooling channels provided in the literature are
based on overall and point-wise measurements. Therefore, details on the ﬂow dynamics
and heat transfer in experimental studies are hardly ever documented in the open liter-
ature. Often, CFD results are validated with the point-wise available data, and used to
provide a detailed vision of the phenomena taking place in the internal cooling scheme.
However, CFD models are generally subjected to strong assumptions - especially in en-
gineering applications- introducing high uncertainty. The goal of the present thesis is
ﬁrstly to provide detailed heat transfer and ﬂuid ﬂow measurements within a large op-
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erating range, and then to propose a CFD procedure to provide high-ﬁdelity numerical
predictions and to give a detailed picture of the entire ﬂow ﬁeld.
To understand the ﬂow ﬁeld and heat transfer in rotating cooling channels, Bons and
Kerrebrock [26] performed Particle Image Velocimetry (PIV) and infrared measurements
in a rotating smooth duct. The velocity measurements revealed the importance of the
Coriolis-induced secondary ﬂows and the eﬀects of rotation on the turbulence and heat
transfer. The dimensionless heat transfer coeﬃcient distribution revealed the disparity
of the thermal performance on the diﬀerent walls of the duct. Recent works deal with
more complex geometries, closer to the ones present in modern turbines. For instance,
Elfert et al [27] employ PIV to investigate the secondary ﬂows in a two-pass trapezoidal
rotating cooling channel; Armellini et al [28] studied the ﬂow in a modern trailing edge
cooling scheme, and Furlani et al. [29] provided measurements in a triangular channel
representative of a leading edge cooling channel.
Like in the previous examples, most of the experimental facilities used to investigate
the detailed heat transfer and velocity ﬁeld in rotating channels use the instrumentation
in a stationary frame of reference, while the channel is rotating. This approach intro-
duces a measurement error in the characterization of the ﬂow boundary layer and speciﬁc
algorithms need to be applied. To maximize the robustness and accuracy of measure-
ments in rotating channels, the von Karman Institute (VKI) developed the RC-1 facility,
were the instrumentation is ﬁxed to the rotating frame. First, Di Sante et al. [30, 31]
performed measurements in rotating divergent channels to investigate the ﬂow physics in
low Reynolds number centrifugal compressors. Later, Coletti et al. adapted the facility
to perform PIV experiments in ribbed channels under the eﬀects of the Coriolis forces
[32] and centripetal buoyancy [33]. The investigated operating conditions corresponded
to a Re equal to 15,000, a maximum Ro equal to 0.38 and a maximum Bo equal to
0.31. The geometry consisted in a channel with a low aspect ratio cross section and
turbulators placed on one of the sides of the channel. A sketch of the geometry and the
main ﬂow features in static and rotating conditions is presented in Fig. 1.8, introduced
by Coletti et al. [32].
Figure 1.8 : Schematic view of the secondary flows system in a rotating ribbed duct [32]
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The main characteristic of the ﬂow in a ribbed cooling channel is the recirculation
area that appears just downstream of the rib. The ﬂow accelerates on the top of the
rib, and due to the sudden change of section a strong shear layer is generated. The ﬂow
recirculates in the area between the shear layer and the wall. In internal cooling channels,
the rib is introduced to increase the heat transfer area and to generate the shear layer to
enhance the turbulent mixing and the heat transfer. The shear layer generated by the
rib can reattach depending on the shear strength and the rib pitch. Therefore, the shape
of the rib and the pitch are parameters that are widely investigated in the literature.
Note also that due to the interaction between the rib and the lateral walls (planes at
constant Z in Fig. 1.8), secondary ﬂows are induced. These secondary ﬂows are usually
referred as rib-induced secondary flows, and have been rigorously characterized by Rau
et al. [34] and Casarsa and Arts [35] in static conditions.
When the channel is rotating around the span-wise direction, as in Fig. 1.8, it is
said that the channel is subjected to span-wise rotation. When rotation takes place,
the wall leading the channel motion is generally addressed as Leading Side (LS), and
the opposite side as Trailing Side (TS). Near the TS, the mean vorticity of the ﬂow
and the angular velocity vector present opposite directions. For this reason, the ﬂow
is called anti-cyclonic. On the contrary, the ﬂow is cyclonic in the vicinity of the LS.
Coletti et al. [32] and [33], investigated the eﬀect of cyclonic and anti-cyclonic rotation in
ribbed channels, showing the impact on the mean velocity and turbulence statistics. The
previous experimental investigations showed that the turbulence activity is enhanced on
the TS by rotation, hence reducing the size of the recirculation bubble after the obstacle.
When the ribs are placed on the LS, the turbulence is greatly reduced, resulting in a large
recirculation bubble. Moreover, due to the presence of lateral walls (sides perpendicular
to the Z direction in Fig. 1.8), the Coriolis forces generate secondary ﬂows occupying a
large part of the test section. Close to the lateral walls, the Coriolis-induced secondary
ﬂows push ﬂuid from the TS towards the LS. In the case of low aspect ratio channels such
as in Refs. [32, 33], the Coriolis-induced secondary ﬂows push the ﬂuid back towards
the TS in the midspan region of the channel. The measurements provided by Coletti et
al. showed an increase of momentum close to the TS, and a reduction near the LS.
At higher rotation rates, however, the number of secondary ﬂow cells may increase.
The direct simulations by Kristoﬀersen and Andersson [20], showed that rotation thickens
the laminar layer, reducing the eﬀective area of turbulent ﬂow where large stream-wise
vortices appear. As a result, the size of these individual stream-wise vortices is also
reduced, leaving room for an additional couple of vortices. To the author’s best knowl-
edge, there are no experimental investigations documenting the increase (or decrease) of
the number of secondary ﬂow cells in rapidly-rotating rib-roughened channels. Never-
theless, the Large Eddy Simulations (LES) by Addel-Wahab and Tafti [36] suggested the
increase of the number of secondary ﬂow cells at high rotation numbers in an internal
cooling channel.
Several numerical investigations concerning rotating internal cooling channels are also
found in the literature. Reynolds-Averaged Navier-Stokes (RANS) simulations are usu-
ally employed in the design process, due to the low computational cost and the relatively
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acceptable results. For the same reasons, optimization algorithms employ RANS model-
ing to obtain the optimum design at a reasonable cost. Iacovides [37] compares eﬀective
viscosity and low-Re diﬀerential stress RANS models, ﬁnding a disparity with respect
to experimental data of about 20% in the dimensionless heat transfer coeﬃcient. Also,
Unsteady-RANS (URANS) have been employed by Saha and Acharya [38], obtaining a
good agreement with the experimental data of Johnson et al. [25] at diﬀerent Rotation
numbers. A Reynolds Stress Model (RSM) was employed by Sleiti and Kapat [39] to
investigate the heat transfer and ﬂow evolution in a serpentine channel under rotation,
ﬁnding a good agreement with the experimental data provided at NASA [25].
Large Eddy Simulations are employed to investigate the phenomena in rotating ribbed
channels with high reliability, but at higher computational costs. Murata and Mochizuki
[40, 41] studied the ﬂow and heat transfer by mean of LES taking into account the
eﬀects of the Coriolis and centripetal buoyancy forces. To reduce the computational
costs, the Reynolds number of these simulations was somewhat lower than the one in
real gas turbines. Nevertheless, the Reynolds number was high enough to guarantee fully
turbulent ﬂow, hence leading to representative ﬂow and heat transfer. Adbel-Wahab and
Tafti [36] and Sewall and Tafti [42] employed LES at representative Reynolds numbers
(Re=20,000) although reducing the computational domain to one rib pitch and applying
periodic boundary conditions. However, the validation was only possible by comparing
with the overall experimental data provided by Johnson et al. [25] since no detailed
experimental results were available for that speciﬁc geometry. The experiments of Coletti
et al. [32] were used to validate the LES by Fransen et al. [43] and by Borello et al.
[44]. Fransen et al. [43], simulated the entire test section in the experiments of Ref.
[32] using the Wall-Adapting Local Eddy (WALE) viscosity model and an unstructured
mesh. The simulations led to a good agreement in the static and stabilizing rotation
cases. In the destabilizing rotation case, the numerical results did not fully reproduce the
experimental mean statistics, likely due to the need for a reﬁned mesh and the potential
need to take into account the rotation eﬀects adequately by the sub-grid scale (SGS)
model. A ﬁner mesh was presented by Borello et al. [44], yet reducing the length of
computational domain to a single rib pitch and assigning periodic boundary conditions.
The latter LES provided a good agreement with the data of Ref. [32] and a clear view
of the secondary ﬂows at the diﬀerent rotating regimes. Recently, hybrid RANS/LES
was applied by Kubacki et al. [45] and by Xun and Wang [46] in the same conﬁguration
as in Ref. [32]. This methodology does not require such a reﬁned mesh, yet reproducing
the main ﬂow features under rotating conditions.
Note that in parallel to these LES studies, Narasimhamurthy and Andersson [47]
obtained high-ﬁdelity ﬂow statistics by means of DNS in a ribbed channel subjected to
system rotation. However, the mesh reﬁnement required in DNS limits the Reynolds
number in the simulated case. Moreover, the case investigated in Ref. [47] represents
an inﬁnite aspect ratio channel, that is, no lateral walls are present. Therefore, the
Coriolis-induced secondary ﬂows present in turbine cooling channels were not generated.
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1.5 Aims of the present work
According to the literature review, there are still several questions concerning the ﬂow
in rotating internal cooling channels. The increase/decrease of turbulence by rotation
and the interaction between the Coriolis-induced secondary ﬂows, rib-induced secondary
ﬂows and separation bubbles lead to a complex ﬂuid ﬂow and heat transfer distribution
highly dependent on the operating regime. The main objective of the present thesis is to
provide a detailed description of the ﬂow and heat transfer in rotating cooling channels
at diﬀerent regimes, sustained by highly reliable experimental data.
This work introduces a laboratory test section that can operate ribbed channels over
a wide range of Reynolds, Rotation and Buoyancy numbers. In the present work, the
Reynolds number ranges from 15,000 to 55,000, a maximum Rotation number equal to
0.78, and a maximum Buoyancy number equal to 0.78. The new experimental facility
consists in a versatile design that allows the interchangeability of the tested geometry,
so that channels of diﬀerent aspect ratios and rib geometries can be easily ﬁtted.
The geometry selected to perform the present investigation corresponds to a magniﬁed
version of the channel studied by Coletti et al. [32, 33] in order to achieve larger Reynolds
and Rotation numbers. This geometry does not mimic the speciﬁc shape of the internal
cooling channels of modern turbine blades, but is able to represent the main mechanisms
that rule the behavior of the ﬂuid motion and heat transfer. Due to the simple geometry,
the experimental setup requirements are simpliﬁed and the measurement uncertainty is
largely reduced.
Since the measurement uncertainty is generally large in heat transfer investigations, a
substantial eﬀort was made to asses the sources of measurement error. A methodology
for heat transfer measurements and uncertainty estimation in rotating cooling channels
has been developed in the present study. Additionally, the uncertainty in the velocity
measurements is also provided. In this way, the experimental results are well documented
to be used as CFD validation data.
Furthermore, Large Eddy Simulations are performed to provide information about the
ﬂow ﬁeld and heat transfer over the whole domain. Since the experimental techniques
provide information in limited areas of the region of interest, the use of Large Eddy Sim-
ulations is interesting to support the experimental observations, thereby providing the
full picture of the ﬂow ﬁeld and heat transfer phenomena, and to set a solid procedure for
reliable CFD predictions. The present work aims to provide a methodology (algorithms,
mesh quality, turbulence modeling) that leads to high-ﬁdelity results at dimensionless
engine operating conditions. Moreover, the numerical results are obtained by means of
an open source CFD toolbox, which would allow the community to reproduce them.
Chapter 2
Case description
2.1 Case presentation and nomenclature
The present work aims to analyze the ﬂow ﬁeld and heat transfer in a rotating cooling
channel as shown in Fig. 2.1. Since the conditions that exist in advanced turbine blades
are extreme, it is extremely complex to perform detailed laboratory experiments within
the same environment (temperatures, pressures, etc.). However, dimensional analysis
[48] shows that it is possible to reproduce the speciﬁc phenomena if the dimensionless
governing parameters are preserved. In this way, tests are carried out with magniﬁed
models at pressures and temperature close to the ambient conditions. However, the
results that are obtained in the laboratory need to be non-dimensionalized in order to
be applicable to real engine conditions. In other words, the dimensionless velocity and
heat transfer coeﬃcients provided by the experiments will be equal to those found in
real engines if every dimensionless governing parameter is maintained.
In this chapter, the magnitudes that aﬀect the ﬂow and heat transfer phenomena
are analyzed to determine these relevant dimensionless parameters. The case under
consideration is a simpliﬁcation of a modern internal cooling channel such as that shown
in Fig. 1.6, in order to reproduce the main ﬂow physics and provide a complete view.
The conﬁguration studied in the present investigation is depicted in Fig. 2.1. The cross-
section of the channel is almost square, that is, of low aspect ratio. One of the channel
walls is equipped with ribs in order to generate a highly turbulent ﬂow and to enhance
the heat transfer. These ribs are placed perpendicularly to the main ﬂow direction.
The ﬂuid motion is investigated in a frame of reference ﬁxed to the rotating channel.
This relative frame of reference is such that the X-axis corresponds to the stream-wise
direction, the Y -axis is perpendicular to the ribbed wall, and the Z-axis corresponds
to the span-wise direction. Therefore, each point in the domain is deﬁned by the x,
y and z coordinates in that frame of reference. The channel is rotating around the Z
axis at an angular speed Ω. This kind of channel rotation is often called span-wise or
orthogonal rotation due to the relative orientation of the main ﬂow direction and the
axis of rotation. In the present work, Ω is taken as positive if the angular velocity vector
is directed in the positive sense of the Z axis, as in Fig. 2.1, and negative in the opposite
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case.
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Figure 2.1 : Schematic view of the channel
The ﬂuid enters the channel with a density ρ0, a pressure p0 and a temperature T0. The
molecular viscosity of the ﬂuid is represented by µ, the thermal conductivity by k and the
speciﬁc heat at constant pressure by cp. The characteristic speed is the bulk velocity Ub,
which is the mean ﬂow velocity in the relative frame of reference. At each location, the
mean velocity components are represented by U (stream-wise), V (vertical) andW (span-
wise), whereas the mean pressure is designated as p. In the present conﬁguration the
wall is heated up, presenting an overall temperature Tw, and leading to a non-uniform
temperature ﬁeld and density variations. The mean temperature at each location is
designated as T , and the density variations as ∆ρ. In this way, the local density ρ is
related to the density variations as ρ = ρ0 +∆ρ.
The capabilities of the experimental facilities to test the ﬂow ﬁeld and heat transfer in
models of internal cooling channels inside turbine rotor blades are under analysis (Fig.
1.8). The non-dimensional parameters which assure the appropriate representation of
the phenomena in laboratory experiments are determined: Reynolds (Re), Prandtl (Pr),
Rotation (Ro) and Buoyancy (Bo) numbers, apart from the geometric similarity. Once
provided, the non-dimensional velocity and pressure ﬁelds as well as the heat transfer
to the surrounding solid are determined. These values, constituted as overall quantities,
may vary along the length of the channel since the ﬂow conditions vary with the position,
and lead to local eﬀects. In order to quantify these variations in a real gas turbine cooling
channel, the preliminary design of the cooling system presented in the NASA CR-165608
report [49] is evaluated in section 2.4.
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2.2 Application of the Π-Buckingham theorem
To determine the dimensionless parameters that deﬁne the physical state of the system,
the Π-Buckingham theorem [48] is employed. Table 2.1 provides the 18 dimensional
parameters that are involved in the present case, including the spatial location, velocities
and thermodynamic properties. On the other hand, Table 2.2 provides the absolute
units that deﬁne the dimensional magnitudes of the problem. For the sake of brevity,
the geometrical characteristics of the system are omitted, with the exception of the
hydraulic diameter. Also, time has not been included due to the chaotic nature of
the ﬂuid motion. By applying the Π-Buckingham theorem we are able to determine a
reduced group of 14 non-dimensional parameters which describe the physical system:
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(2.1)
or in the usual dynamic parameters employed in the Navier-Stokes equations,
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(2.2)
Now, if the problem is modeled by means of the continuity, momentum, energy and
state equations we ﬁnd a system of 6 equations deﬁned by the 14 parameters shown in
Eq. (2.2), hence providing 8 degrees of freedom. Thus, if we ﬁx 8 of these parameters,
the others are determined. For example, by ﬁxing the position (x/DH ,y/DH ,z/DH), Re,
Pr, Ro, Ec, and Tw/T0 we would obtain the dimensionless velocity, pressure gradient,
temperature and density. If time is included as a parameter, the initial condition of the
system and the time value would need to be speciﬁed in order to determine the complete
ﬁnal state.
It is important to note that even if this analysis has provided a great simpliﬁcation,
it is necessary to use the Navier-Stokes equations in order to ﬁnd practical relations
between variables. For instance, we shall see that the Pr number does not have a direct
impact neither on the velocity nor on the pressure ﬁelds under the conditions of the
present case. Moreover, the magnitude of these dimensionless parameters need to be
determined in order to allow the reproducibility of the results in experimental models
run at similar conditions.
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Table 2.1 : Physical parameters
# Symbol Description Units
1 ρ0 Reference density kg/m3
2 p0 Reference pressure kg/m3
3 T0 Reference temperature K
4 DH Reference length m
5 Ub Reference velocity m/s
6 Tw Reference wall temperature K
7 u Stream-wise velocity m/s
8 v Vertical velocity m/s
9 w Span-wise velocity m/s
10 p Pressure kg/m2
11 µ Molecular viscosity kg/(m · s)
11 x Stream-wise position m
12 y Vertical position m
13 z Span-wise position m
14 Ω Angular velocity rad/s
15 T Temperature K
16 cp Speciﬁc heat capacity at constant pressure J/(kg ·K)
17 k Thermal conductivity J/(s ·m ·K)
18 ∆ρ Reference density variations K
Table 2.2 : Absolute units in the dimensional analysis
# Absolute units
1 kg
2 m
3 s
4 K
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2.3 Dimensionless equations
The ﬂuid motion is investigated in the rotating frame of reference represented in Fig.
2.1, ﬁxed to the rotating channel. Therefore, the Navier-Stokes equations are expressed
in terms of the ﬂuid velocity relative to this frame. In order to simplify the equations,
the density variations in space and time are assumed to be small with respect to the
mean value. In this way, ρ/ρ0 = 1+ ∆ρ/ρ0, with ∆ρ/ρ0 ≪ 1. Under these conditions,
the ﬂuid motion equations in the rotating frame of reference are written as follows:
• continuity
∇ · u∗ = 0 (2.3)
• momentum
Du∗
Dt
= −∇p∗eff +
1
Re
∇2u∗ − 2Ro · eΩ × u∗ + ∆ρ
ρ0
·Ro2 · (x∗ · ex + y∗ · ey) (2.4)
• energy
DΘ
Dt
=
1
Re
1
Pr
· ∇2Θ+ Ec
Re
· Φ∗ (2.5)
• state
p = ρRT ⇐⇒ p
ρ0U2b
=
(
1 +
∆ρ
ρ0
)
· γ − 1
γ
· 1
Ec
·
[(
Tw
T0
− 1
)
Θ+ 1
]
(2.6)
where u∗ = uUb is the dimensionless velocity vector in the rotating frame of reference,
p∗eff =
p−1/2ρ0Ω2(x2+y2)
ρ0U2b
the dimensionless eﬀective pressure, Θ = T−T0Tw−T0 the dimen-
sionless temperature, x∗ = xDH and y
∗ = yDH are the dimensionless axial and vertical
coordinates, Φ∗ the dimensionless viscous dissipation tensor, and γ the ﬂuid heat capac-
ity ratio. The eﬀective pressure gradient can be interpreted as the combination of the
static pressure gradient with the centrifugal force gradient to which the ﬂuid is subjected
as the ﬂows evolves in the x and y directions.
At low buoyancy, Bo ≈ ∆ρρ0 ·Ro2 ·x∗ ≪ 1, the last term of Eq. (2.4) vanishes. In such a
case, the continuity and momentum equations are uncoupled from the energy and state
equations. Therefore, if Re and Ro are provided, the dimensionless velocity vector and
eﬀective pressure are determined.
Besides, the dimensionless heat transfer distribution, i. e. Nusselt number, deﬁned as
Nu =
hDH
k
(2.7)
can be approximated as
Nu ≈ −k∇T · n
Tw − Tb ·
DH
k
= −∇Θ · n · Tw − T0
Tw − Tb ≈ −∇Θ · n (2.8)
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if the thermal conductivity, k, does not present important variations (n represents the
unit surface vector), Tb is taken as the reference temperature of the ﬂow (T0), and
∇T · n represents the wall-normal temperature gradient. Thus, if the Pr is given, the
dimensionless temperature Θ and the Nusselt number are determined.
However, important temperature and density variations are linked to centripetal buoy-
ancy and may also lead to relevant variations of the thermodynamic properties. Thus,
the resulting velocity and pressure ﬁelds and heat transfer on the walls may be totally
diﬀerent from the previous case. Therefore, the work in the present thesis considers the
low and high centripetal buoyancy scenarios in order to assess the ﬂuid dynamics in
cooling channels over a wide operating range.
2.4 Engine conditions
A stated above, the performance of the cooling design is determined mainly by the
Reynolds, Prandtl, Rotation and Buoyancy numbers. Based on investigations present
in the open literature, Ligrani [15] (Fig. 2.2) provides a notion of the typical Reynolds,
Rotation and Buoyancy numbers in rotating internal cooling channels. The Reynolds
number presents an order of magnitude ranging from 104 to 105; the Rotation and
Buoyancy numbers range from 0 to 1. Nevertheless, the actual operating conditions in
commercial gas turbines are hardly ever reported.
One of the few examples concerning real internal cooling geometries is the article by
Lott et al. [50]. In this paper, aerothermal optimizations are carried starting from
designs given by MTU and SNECMA. The Reynolds numbers in the cooling channels
are 20,000 and 13,000, respectively. In the case of the SNECMA cooling channel, the
optimization is carried out under rotation, with Ro = 0.16 - 0.3.
In the present section, the NASA report CR-165608 [49] has been analyzed to esti-
mate the order of magnitude of the non-dimensional parameters in a real jet engine,
as well as the ﬂuid properties. From the Table 4.1-I in Ref. [49] we see that the
corrected mass ﬂow through the turbine at design conditions (M=0.8, 35,000 ft) is
FPin
(
W [LBM/s] ·√TT [oR]/pT [psia]) =16.984, while the total temperature is 2940oR
(1633K) and the total pressure is 192.1 psia (1,324,491 Pa). Assuming the conditions of
the International Standard Atmosphere, the ambient pressure at 35,000 ft is 41,390 Pa,
so that the overall pressure ratio of the engine is about 32. This value is in accordance
with the typical values of the overall pressure ratio of the jet engines from the 80s. On
the other hand, it is mentioned that the cooling system design condition corresponds
to the takeoﬀ in a hot day at the sea level. Under these conditions, the total pressure
at the turbine inlet should be about 435 psia (3 MPa) and the total temperature is
3076oR (1709 K). Assuming that the reduced mass ﬂow at takeoﬀ is equal to the one at
the design condition, the turbine mass ﬂow in the cooling design condition is about 133
LBM/s, that is, 60 kg/s.
It is reported that during takeoﬀ, the coolant ﬂow through these channels is equal
to the 1.72 % of the core engine inlet ﬂow. Therefore, the coolant ﬂow through the
serpentine channels in the rotor is, 1 kg/s. Since the number of rotor blades is 54, the
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(a)
(b)
Figure 2.2 : Ranges of Re, Ro and Bo in published experimental investigations [15]
24 Case description
(a) (b)
Figure 2.3 : Sketch of the turbine flow path (a) and turbine rotor cooling system (b)
given in Ref. [49]
mass ﬂow in each internal cooling channel is about 20 g/s. Knowing the mass ﬂow in
the channel, its cross section area and the ﬂuid density, it is possible to obtain the bulk
velocity. The ﬂuid at the inlet of the cooling system is at 1.7 MPa and 550oC. Thus,
the density of the ﬂuid is 7 kg/m3. Taking the cross section area of the cooling channel
equal to 30 mm2, and provided the mass ﬂow, the bulk velocity is estimated to about 90
m/s. The corresponding Mach number is of order of 0.15. All obtained quantities lead
to a Reynolds number of about 20,000. Since the rotational speed of the rotor at the
design point is 13232 rpm, the Rotation number presents an order of magnitude equal
to 10-1.
In order to estimate the Eckert and Buoyancy numbers, it is necessary to consider
the diﬀerence in temperature between the ﬂuid and the metal. Since this diﬀerence is
nearly 400K the resulting Eckert number is of the order of 10-3, whereas the Buoyancy
number, Bo = ∆ρρ0 Ro
2 r
DH
, is of order 10-1.
However, because of the pressure losses and heat transfer, the properties of the ﬂuid
and solid change along the channel. The pressure gradient in the channel is of the order
of the momentum ﬂux, so that the pressure loss in a length x scales as ∆p ∼ ρ0U2b x/DH .
For a typical length of 40 mm, and with the properties previously estimated, ∆p ∼4×105
Pa, so that ∆p/p0 ∼ 20%. Regarding the temperature variations, it is necessary to apply
an energy balance between the ﬂuid and the solid in order to assess the bulk temperature
Tb at a distance x downstream of the inlet:
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m˙cp [Tb(x)− T0] ∼ h (Tw − T0) ·Π · x = Nu · k
DH
(Tw − T0) ·Π · x (2.9)
where Π is the cross section perimeter. The Nusselt number, Nu, presents an order of
magnitude equal to the one extracted from the Dittus-Boelter correlation at the same
Reynolds number and with a ﬂuid with the same Prandtl number, that is, Nu ∼ 50.
For a typical perimeter of 20 mm, and a channel length of 40 mm, the relative bulk
temperature variation is hence
Tb(x)− T0
Tw − T0 ∼
Nu · k
DH
· x ·Π · 1
m˙cp
∼ 1% (2.10)
These values have been calculated with averaged, and roughly estimated, quantities
of the physical properties of the system. Thus, they do not constitute an accurate
measurement of the real quantities found in the real model, but rather an estimation
of the non-dimensional parameters. The present work addresses the ﬂow ﬁeld and heat
transfer phenomena at a representative operational range, with Re = 15,000 - 55,000,
Ro = 0 - 0.78, Bo = 0 - 0.78 and Pr = 0.72.

Chapter 3
Experimental setup and data reduc-
tion
3.1 The RC-1 facility
The development of the RC-1 facility at the von Karman Institute for Fluid Dynamics
started in the year 2004 with the objective of providing detailed and accurate data
of the ﬂow in centrifugal compressors of micro gas turbines, and in the internal cooling
channels of turbine rotor blades. Di Sante (2005, 2010) presented a review of the existing
investigations in the open literature, and demonstrated the possibility to provide highly
accurate data with the recent advances in CMOS recording devices and laser systems.
Prior to that, most of the experimental data concerning rotating channels were based
on overall quantities or point-wise measurements. Therefore, no velocity gradients and
ﬂow structures were able to be characterized. Very few exceptions such as the work of
Bons and Kerrebrock (1998) were able to provide the full velocity ﬁeld and heat transfer
on diﬀerent planes. Nevertheless, the instrumentation was placed in a ﬁxed frame of
reference while the test section was rotating, which introduced important errors in the
velocity measurement. The resulting bias error was indeed about 4%.
The key decision taken during the RC-1 design process was to place the required in-
strumentation in the rotating frame of reference on which the test section was installed;
this allowed to obtain the same measurement resolution and accuracy as in a stationary
facility. Di Sante (2010) demonstrated that it was possible to reduce the measurement
uncertainty by one or two orders of magnitude (depending on the rotational speed) with
respect to the case of a stationary PIV system performing measurements of a rotating
boundary layer. However, an innovative selection of the PIV instrumentation was also
necessary. The PIV components were required to provide accurate measurements while
being robust enough to withstand the large centrifugal forces, and light enough to mini-
mize mechanical stresses on the facility. To reduce the weight of the setup, an air-cooled
compact continuous laser module of 25W was selected to illuminate the seeding particles
instead of a large laser commonly used in PIV applications.
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The typical PIV system employed at that time consisted in a large and high-power
Nd:YAG laser and a CCD camera with a large sensor and reduced pixel size. The
high-power laser allowed obtaining low noise particle images, whereas the CCD camera
provided a large dynamic range in terms of spatial resolution and velocity measurement.
However, the size and weight of the laser were the primary factors that limited its
operation in the rotating facility. In the mean time, light and compact diode lasers were
available on the market providing a power of 10-30 W at a reasonable price. These lasers
were not common in PIV applications due to their limited power, but they were ideal
to obtain low-noise PIV images at low ﬂuid velocities (about 1-5 m/s) with a minimal
weight. The laser selected by Di Sante et al. [30, 31] was a Unique Mode UM25k diode
laser, which provided a 25W laser beam at 806 nm. Additionally, an optical ﬁber was
connected to the laser beam exit, which increased the robustness of the optical setup:
optical mirrors and supports were not needed anymore due to the capability of the optical
ﬁber to bring the laser beam anywhere in the facility. At the end of the optical ﬁber, a
compact optical module was installed to generate the laser sheet required to illuminate
the region of interest.
In order to record the light scattered by the PIV seeding particles at the laser wave-
length, a Phantom 7.1 CMOS high speed camera was employed. Note that the sensitivity
of conventional PIV cameras was drastically reduced at the laser wavelength, whereas
the selected camera still presented high sensitivity. Moreover, the use of a high speed
camera allowed Time-Resolved PIV (TR-PIV) measurements, which provided the time
evolution of the velocity ﬁeld and its coherent structures. In order to increase the accu-
racy of the mean velocity ﬁelds, a memory gate controller was designed and connected
to the high speed camera. This controller allowed to increase the time between consec-
utive PIV realizations, resulting in statistically independent velocity ﬁelds. In this way,
the statistics resulting from a series of PIV realizations were more representative of the
actual mean velocity ﬁeld.
Figure 3.1 shows the original experimental setup and ﬁrst conﬁguration tested in the
RC-1 facility. The test section selected for the ﬁrst investigations [31, 51] consisted in a
diverging smooth channel to study the Coriolis force eﬀects in the boundary layers of low
Re centrifugal compressors. The investigations carried out were especially important in
the case of micro gas turbines, where the rotational eﬀects are signiﬁcant due to the large
angular velocity. Later, Coletti et al. adapted the facility to investigate the ﬂow ﬁeld in
ribbed channels in static [52] and rotating conditions [32, 33]. The channel cross section
was kept constant in the stream-wise direction, a rectangle of 75×83 mm2 (the size of
the inlet in Refs.[31, 51]). Eight ribs with squared cross section were placed on one wall
perpendicularly to the main ﬂow direction. Moreover, the ribbed wall in ref. [33] was
made of copper and was heated up in order to generate centripetal buoyancy eﬀects.
Despite the fact that the geometry did not replicate the actual geometry of internal
cooling channels of turbine blades, it allowed to reproduce the main ﬂow mechanisms
at engine-like conditions. The accuracy of the data and the interpretation of the ﬂow
presented in Refs. [32, 33, 52] turned this research into a fundamental reference in
the internal cooling ﬁeld. Figure 3.2 shows an example of the measurements presented
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Figure 3.1 : Frontal view of the RC-1 original setup [30]
in Ref.[32], taken in the symmetry plane of the channel several hydraulic diameters
downstream of the inlet, between the 6th and 7th ribs. The measurements demonstrated
and quantiﬁed the eﬀects of rotation in internal cooling channels, presenting accurate
data in the region close to the wall at diﬀerent rotation regimes. Additionally, several
works have addressed the data in Refs.[32, 33, 52] for turbulence modelling and CFD
validation purposes [43–46].
The investigations carried out in the RC-1 facility were limited in terms of Reynolds
and Rotation numbers due to the reduced length of the test section. Since the mea-
surements are typically performed 6 - 7 rib pitches downstream of the inlet, the channel
length is required to be at least equal to 9 times the rib pitch to avoid exit disturbances.
The space available in the RC-1 facility was equal to the disk radius minus the length of
the inlet elbow, that is, about 750 mm. In this way, the selected rib pitch was equal to
80 mm. One of the goals of the present work was to introduce a scaled-up test section,
similar to those of Refs. [32, 33], taking advantage of the whole disk diameter to increase
the channel dimensions and the Reynolds number. For a given Reynolds number, the
bulk velocity can be expressed as
Ub =
Re · ν
DH
(3.1)
Therefore, an increase of the hydraulic diameter reduces the required bulk velocity.
This is a very important fact for the nature of the PIV system employed in this investiga-
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Figure 3.2 : Stream-wise velocity contours and in-plane streamlines in the symmetry
plane of a rotating ribbed channel: Leading Side, Ro = 0.30 (a); static, Ro
= 0 (b); Trailing Side, Ro = 0.30 [32]
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Figure 3.3 : Comparison of the operational range between the new and the original
facilities
tion, since the maximum measurable Ub is determined by the laser power and sensitivity
of the camera. Thus, an increase of the hydraulic diameter also allowed increasing the
Reynolds number. On the other hand, the Rotation number can be expressed as
Ro =
Ω ·D2H
Re · ν (3.2)
Equation (3.2) shows that the increase of the hydraulic diameter has a large impact
on the Rotation number. Therefore, an increase of the hydraulic diameter brings more
freedom to select the operating regime in terms of Reynolds and Rotation numbers.
However, the increase of the channel dimensions leads to a heavier test section and a
limitation of the maximum rotational speeds for safety reasons.
The test section introduced in the present work allowed measurements in a wide
operational range, with the Reynolds number ranging from 15,000 to 55,000, and a
maximum Rotation number equal to 0.2 in the case of Re = 55,000, and equal to 1.0
in the case of Re = 15,000. A comparison of the operational range between the new
test section and the original one is represented in Fig. 3.3. Although the facilities were
able to investigate ﬂows at Re < 10,000, this range has not been included in Fig. 3.3
for the sake of clarity. Moreover, the versatile design of the test section permits the
easy interchange of the channel geometry, such as the aspect ratio, rib geometry, etc.
A second objective was to perform Liquid Crystal Thermography (LCT) to study the
heat transfer performance of the selected geometry at the same conditions as in the PIV
experiments. The possibility of combining the dimensionless velocity and heat transfer
ﬁelds in the same experimental conditions is one of the qualities that makes the RC-1
facility an unique system for internal cooling research. Additionally, a signiﬁcant eﬀort
was made to quantify and to reduce the measurement uncertainty, leading to highly
reliable results.
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Figure 3.4 : Test section sketch (as introduced in Ref.[53])
3.2 Test section
A sketch of the test section employed in the present investigation is shown in Fig.
3.4. Basically, the channel shown in Fig. 3.1 was substituted by wind tunnel mounted
on the rotating disk. The modiﬁcation of the test section on the RC-1 facility has been
performed according to the following goals:
• maximization of the hydraulic diameter in order to achieve large Reynolds and
Rotation numbers,
• design of a smooth test section inlet to obtain a symmetric inlet velocity proﬁle,
free of secondary ﬂows and large turbulent ﬂuctuations,
• versatile design, allowing a simple interchange of the experimental models.
Several design constraints were present, such as the minimization of the weight and
mechanical stresses, the available space and some manufacturing limitations. The use of
wood or acrylic glass as base material was discarded due to the expected vibrations and
mechanical stresses. Instead, aluminum was employed to manufacture most of the wind
tunnel components, with the exception of the test model. The use of aluminum lead to
a robust design (especially in compromised areas such as ﬂanges), reduced the facility
weight and simpliﬁed the manufacturing process.
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Figure 3.5 : Sketch of the turning vanes in the U-bend
Figure 3.4 also shows the main ﬂow path in the ﬁnal test section. The air crosses the
center of the disk to turn into a 90 degrees bend, and then it moves radially outwards
until reaching a U-bend equipped with turning vanes. The turning vanes are disposed in
two cascades of 10 blades, at each corner of the U-bend. The design of the turning blades
was carried out following the considerations given by Pankhurst and Holder [54] in order
to avoid separation and minimize pressure losses. The shape of the blades consist in a
circular arc with leading and trailing edge plates, as shown in Fig. 3.5. The total blade
chord, cblade, is related to the corner radius, rcorner, as
cblade =
rcorner
1√
2
− 0.1 (3.3)
For a rcorner = 25 mm, the resulting blade chord is about 41 mm. The blade pitch
to chord ratio is equal to 0.3, which leads to a blade pitch of 12.3 mm. Downstream
of the U-bend, a honeycomb and two screens have been glued to reduce the turbulent
ﬂuctuations and the velocity shear in the core of the ﬂow. The honeycomb cell size and
length are respectively equal to 3 mm and 19 m. The resulting honeycomb length to cell
size ratio is between 6 and 8, as recommended by Sheiman [55]. The distance from the
honeycomb to the ﬁrst screen is equal to 15 mm, 5 times the honeycomb cell size, which is
the maximum distance recommended by Farell and Youseﬀ [56] and Loeherke and Nagib
[57]. A second screen is placed 40 mm downstream of the ﬁrst one, in order to optimize
the turbulence reduction [55]. Further downstream, the ﬂow crosses a diﬀuser equipped
with 5 equidistant screens to avoid separation and turbulence generation. The number of
screens has been calculated by balancing the turbulence increase in the present diﬀuser
with the turbulence reduction caused by the screens [58]. Then, the ﬂuid enters the
settling chamber, where the velocity and turbulent ﬂuctuations are drastically reduced
due to the large cross section. Moreover, a honeycomb and two screens with the same
characteristics as those located downstream of the U-bend are installed in the settling
chamber. After the settling chamber, the ﬂow crosses a contraction that is adapted to
the selected experimental model and enters ﬁnally the test model. The length of the
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Figure 3.6 : Sketch of the inlet contraction
contraction is the same as the settling chamber width. The height and width of the
contraction at a given axial position follow a 7th-degree polynomial in order to have a
smooth curvature transition from the settling chamber to the investigated channel [59].
Four conditions are imposed at the inlet and outlet of the contraction: dimensions, zero
slope, zero curvature, and zero curvature derivative. As a result, the height, He, and
width, Wi of the contraction at a given x can be expressed as
He−He0
HeL −He0 =
(
x
L
)4
·
[
−20 ·
(
x
L
)3
+ 70 ·
(
x
L
)2
− 84 ·
(
x
L
)
+ 35
]
(3.4)
Wi−Wi0
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]
(3.5)
where L is the contraction length, He0 and Wi0 are respectively the settling chamber
height and width, and HL and WL are respectively the channel height and width. In
the test section redesign, He0, Wi0 and L are equal to 240 mm. This value is limited
by the position of the high-speed camera, which has to be close enough to the disk in
order to reduce mechanical stresses. However, the dimensions of the channel HeL and
WiL can be varied in order to investigate additional conﬁgurations. For a given channel
cross section, only the contraction has to be modiﬁed according to Equations (3.4) and
(3.5).
In the present investigation, the values of HeL and WiL are respectively equal to 153
mm and 138 mm, resulting in a hydraulic diameter (DH) equal to 0.145 mm. A schematic
of the tested model is given in Fig. 3.7. The total length of the channel is equal to 1390
mm, and it is equipped with eight ribs placed on its bottom wall, perpendicularly to
the main ﬂow direction. The rib pitch, P , is equal to 150 mm. The cross section of the
rib is a square of 15 mm side (H), resulting in a blockage ratio equal to 10% and a rib
pitch to height ratio equal to 10. The coordinate system selected for this investigation is
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Figure 3.7 : Sketch of the tested model
also shown in Fig. 3.7, with the x axis representing the stream-wise direction, the y axis
vertical to the ribbed wall and the z axis the span-wise direction. The tested model can
be rotated around the z axis in both senses of rotation. The rotation is counter-clockwise
when the angular velocity vector presents the same sense as the z axis, clockwise in the
opposite case. The distance from the exit of the contraction (inlet of the test section)
to the ﬁrst rib is equal to 155 mm.
The working ﬂuid for the aerodynamic and heat transfer investigations is air, which is
provided by a centrifugal blower. The air is taken from the room at ambient conditions
and it is introduced in a stationary pipe equipped with a Venturi nozzle. The angular
velocity of the centrifugal compressor is controlled to obtain the pressure drop in the
Venturi nozzle, ∆pV enturi, that corresponds to the required Reynolds number. The
pressure drop is monitored by means of a Betz micromanometer, with an operational
range of 500 mmH2O and a resolution of 0.2 mmH2O.The ﬂuid density is calculated by
applying the ideal gas equation of state:
ρ =
p
Rair · T (3.6)
where p is the ambient pressure, Rair the air speciﬁc gas constant (equal to 287.06 Jkg·K )
and T is the ambient temperature. Since the ﬂow is assumed to be incompressible, the
air density in the test section is considered equal to the ambient air density.
After the Venturi nozzle, the air crosses a rotary seal (Fig. 3.4) to enter a rotating
pipe. The axis of the pipe is equal to the axis of rotation of the facility. Then, the air
crosses the center of the disk to enter the rotating test section.
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The facility is rotated by means of a variable speed DC electrical engine in gear with
the rotating pipe. The rotational speed of the facility is monitored by a photomultiplier
adapted to a cogwheel installed on the shaft. Although the facility was able to reach
160 rpm in its original conﬁguration (Fig. 3.1), the maximum speed was limited to 100
rpm in the present setup due to the signiﬁcant weight increase. The facility is balanced
by adjusting the position of the weights shown in Fig. 3.1. Once the facility is balanced,
the center of gravity falls on the rotation axis. However, the center of gravity does not
fall in the plane of the bearings on which the disk is supported. The limiting factor
of the rotational speed arises from the distance between the center of gravity and the
supporting bearings, which induces larger stresses as the distance increases. In practice,
the maximum rotational speed is determined by monitoring the vibrations of the facility
by means of an accelerometer until the maximum admissible acceleration is reached.
Two sliprings are installed on the rotating shaft. The ﬁrst one was already present in
the original investigations by Di Sante [30]. It is able to transmit up to 1000 VRMS and
7.5 A per channel. This slipring is employed to supply the power to the electronic devices
mounted on the disk (High Speed Camera, SLR camera, thermocouple ampliﬁers, ...)
and to transmit thermocouples and triggering signals. The second slipring was acquired
to allow larger intensities, up to to 30 A. In the case of the heat transfer investigation,
an Inconel foil is heated up by Joule eﬀect, which requires intensities up to 13 A.
3.3 Particle Image Velocimetry setup
Particle Image Velocimetry (PIV) is a non-intrusive measurement technique that aims
to obtain the ﬂuid velocity distribution in a plane. In a PIV experiment, the motion
of seeding particles introduced in the ﬂow is recorded by a camera. To do so, the
investigated plane is illuminated typically by a laser sheet, and the camera records the
light scattered by the seeding particles. Each PIV realization is composed by two images
separated by a short separation time, ∆t, on which the particle displacement is evident.
Then, the images are divided into small interrogation windows, where the mean particle
displacement is determined by a PIV processing algorithm.
The displacement of the interrogation window, as observed by the camera, is expressed
here as ∆X. A typical displacement equals 8 pixels, which for a camera whose pixel
size is equal to 5 µm, would result in ∆X ∼ 8× 5 µm = 40 µm. In order to relate
the interrogation window displacement to the one in the real plane (∆x), a mapping
function, M , that relates the position in the real plane with the position in the image
plane is necessary:
X =M · x (3.7)
where X is the coordinate in the sensor plane and x is the coordinate in the real plane.
In planar two dimensional PIV with no image aberrations, the mapping function is a
constant, and is determined by introducing a calibration grid in the measurement plane.
In this case, the mapping function represents the magniﬁcation factor, which is the ratio
between the distances in the image plane (camera sensor) and those in the real plane.
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Figure 3.8 : Example of a PIV image (left) and the corresponding instantaneous velocity
field (right). Only one out of nine velocity vectors are represented
By deriving Eq. (3.7), the displacement in the image plane is related to the one in the
real plane:
∆X =M ·∆x (3.8)
Finally, the velocity corresponds to the calculated displacement divided by the known
separation time,
u =
∆x
∆t
=
∆X
M ·∆t (3.9)
An example of one PIV image and an instantaneous velocity ﬁeld is shown in Fig. 3.8
Many review works have summarized the PIV principles, such as the textbooks of Adrian
and Westerweel [60] and Raﬀel et al. [61], and the reviews by Adrian [62, 63].
The PIV setup employed in the present work has been modiﬁed with respect to that
in Refs. [30–33] due to the increase in size of the test section and to bring the possibility
to investigate larger Reynolds numbers. The procedure to estimate the main parameters
needed to select a PIV system is presented in subsection 3.3.1, whereas the component
details are given in 3.3.2.
3.3.1 PIV dimensioning
The direct measurement that the PIV system provides is the displacement of each
interrogation window in which the observed area is divided, ∆X. The measurement
error related to ∆X is due to diﬀerent factors such as the seeding density, the particle
motion perpendicular to the laser sheet, the loss of particles within the interrogation
window of the second frame, the velocity gradients and the laser sheet misalignment. In
a satisfactory experiment, the measurement error is a fraction of the camera pixel size,
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dr. Typically,
δ (∆X) ∼ 0.1dr (3.10)
where δ (∆X) is the particle displacement measurement error. In the present investiga-
tion, the objective is to have an overall relative error of about 1-2%. In that case,
δ (∆X)
∆X
∼ 0.1dr
∆X
∼ 0.01 (3.11)
which implies ∆X ∼ 10dr. The particle displacement in the image plane should be
of order of 10 pixels. The High Speed Camera (HSC) that is employed in the present
investigation presents a pixel size of 22 µm, which leads to ∆X ∼ 220 µm. On the other
hand, the interrogation window size in the image plane (DI) should be approximately
4 times the displacement [62]. With iterative reﬁnement PIV algorithms [64], the ﬁnal
interrogation window size can be reduced. In this way, DI ∼ 2∆X = 20 pixel = 440
µm. The spatial resolution is given by the interrogation window size in the real plane
(dI), which is related to the mapping function and the interrogation window size in the
image plane. Similarly to Eq. (3.8):
dI =
DI
M
(3.12)
In the present investigation, a resolution of about 1.5 mm is required, corresponding to
one tenth of the rib height. Therefore, the magniﬁcation factor or mapping function
would present a value of
M =
DI
dI
∼ 0.440mm
1.5mm
∼ 0.3 (3.13)
With the value of the magniﬁcation factor, it is possible to determine the Field of View
(FOV) expressed here as lx. In the present case, the sensor width, LX , is equal to 17.6
mm (800 pixels), resulting in
lx =
LX
M
∼ 17.6mm
0.3
∼ 59mm (3.14)
Note that an increase of the magniﬁcation factor, reduces the FOV, hence the system
focuses on a reduced region of the ﬂow. Since the interrogation window size in the image
plane (DI) is ﬁxed due to the requirements in the accuracy, the resolution increases (dI
decreases, Eq. (3.12)). This is usually done by changing camera lens, or by moving the
camera closer to the investigated plane. Diﬀerently, if the magniﬁcation factor increases
but the spatial resolution remains unchanged, the interrogation window size in the image
plane must increase (Eq. (3.12)). The increase of DI allows larger particle displacements
(note that the separation time can be tunned to ﬁnd the desired displacement), leading
to an accuracy increase. This is due to the fact that the measurement error is a fraction
of the pixel size, as described in Eq. (3.10). In summary, the resolution and accuracy of
the PIV setup can be ﬁnely tunned by varying the magniﬁcation factor. For this reason,
two diﬀerent PIV experimental campaigns were carried out. The ﬁrst one is performed
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with a large magniﬁcation factor in order to minimize the measurement error, whereas
the second campaign is executed with a small magniﬁcation to study a larger FOV.
The corresponding particle displacement in the image plane (Eq. (3.8)) is ∆x ∼
220µm/0.3 ∼ 733 µm. For a Reynolds number equal to 15,000, the bulk velocity Ub
is about 1.56 m/s, whereas the typical velocity close to the wall is slightly lower. For
a velocity u of about 1 m/s, the separation time between the two pictures of a PIV
realization is requested to be ∆t = ∆x/U ∼ 733 µs.
On the other hand, the three dimensional motion leads to the loss of particles in the
interrogation window due to the displacement in the direction normal to the laser sheet
-span-wise direction-. In order to minimize the error due to this particle loss, the laser
sheet thickness is recommended to be at least four times the displacement normal to the
laser sheet [62]. In the present case, the velocity is measured in the symmetry plane of
the channel, resulting in a negligible mean velocity in the span-wise direction. However,
the ﬂow is highly turbulent, with a turbulence level of about 20% of the bulk velocity,
that is, 0.3 m/s. The corresponding normal displacement is 0.3 m/s × 733 µs = 0.23
mm. For a typical 1.5 mm laser sheet thickness, the separation time is short enough to
avoid the loss of pairs.
Additionally, the seeding density needs to be high enough to optimize the measurement
accuracy. According to Adrian [62], the amount of particles in an interrogation window
should be at least equal to 10. For a PIV experiment with interrogation windows of
about 1.5×1.5×1.5 mm3, the required seeding density is equal to 3 particles/mm3. In
the present experiments, the ﬂow rate Ub ×WiL ×HeL is about 0.033 m3/s, for which
at least 108 particles/s are needed.
The camera lens employed for the investigation of such a FOV presents usually a focal
length f equal to 50 mm. If the lens is modeled as a Gaussian thin lens,
1
f
=
1
z0
+
1
Z0
(3.15)
where z0 is the distance from the measurement plane to the lens, and Z0 is the distance
from the lens to the camera sensor. The magniﬁcation factor can be deﬁned also as
M =
Z0
z0
(3.16)
and therefore,
z0 = f ×
(
1 +
1
M
)
= 50mm×
(
1 +
1
0.3
)
= 217mm (3.17)
Therefore, the working distance is about 220 mm. This z0 is shorter than the usual min-
imum focusing distance, hence an extension ring is needed. Additionally, the extension
ring brings the possibility of changing the distance Z0 and therefore modiﬁes the lens
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magniﬁcation factor to the present needs. The magniﬁcation factor can be expressed as
M =
Z0
f
− 1 (3.18)
showing that if Z0 is increased, the magniﬁcation factor increases. For a typical 50 mm
lens without extension ring, M ∼ 0.15 [65, 66], hence Z0 ∼ 57.5 mm. However, if we
request a magniﬁcation factor equal to 0.3, Z0 = f × (M + 1) ∼ 65 mm. Therefore, an
extension tube of at least (65 - 57.5) mm ∼ 8 mm must be installed.
3.3.2 PIV test section
A picture of the test section with the PIV instrumentation is shown in Fig. 3.9. The
channel lateral and top walls have been manufactured in acrylic glass to provide optical
access to the laser and camera. The bottom wall has been manufactured in copper, under
which ten Minco heating resistances have been installed. The heaters are employed in
the cases where Buoyancy eﬀects are included. In the heating case, the wall was heated
up to a temperature of about 95oC. The temperature is monitored in ﬁve locations by
means of type-K thermocouples, showing a maximum deviation below 2oC due to the
high conductivity of the copper. A 250 V AC power supply was employed to provide
the energy to the heating resistances. A PID controller connected to a Pt100 sensor
inserted in the 6th rib is employed to monitor and control the wall temperature, which is
requested to be steady. Below the heaters, a bakelite wall was added in order to reduce
the heat losses to the ambiance.
The camera employed to record the PIV images is the same as the one used by Di
Sante et al. [31] and Coletti et al. [32, 33] in the RC-1 facility. The device is a Phantom
v7.1 High Speed Camera (HSC) by Vision Research, with a resolution of 800×600 pixel2,
a pixel size equal to 22×22 µm2, and a maximum frame rate equal to 4,800 pictures per
second. The camera frequency was operated in the range 1,000 - 1,400 Hz, depending on
the FOV. The PIV separation time, ∆t, is equal to the inverse of the camera frequency.
Therefore, ∆t is set to 1,000 and 714 µs in the diﬀerent PIV experimental campaigns.
The operation of the HSC in PIV measurements provides the time-evolution of the
velocity ﬁeld at the camera frequency. Since the camera memory is limited to 1450 images
at the present resolution, the experiment is about 1 second long, that is, 10 times the
Large Eddy Turn-Over Time (LETOT). In order to obtain representative statistics, an
in-house memory gate controller was developed during the PhD work of Di Sante [30]
to set the sampling frequency diﬀerently from the camera frequency. With the memory
controller enabled, the time between each PIV realization can be increased to about 900
times the separation time. In this way, 724 statistically independent PIV realizations
can be acquired in a longer experiment (about 10 minutes), similarly to a typical PIV
experiment. In the present work, both the Time-Resolved and typical PIV modes are
employed.
Additionally, two camera lenses were used. The ﬁrst lens employed was a Nikon Nikkor
50mm f/1.8, together with an extension ring, to obtain a large magniﬁcation factor and
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Figure 3.9 : PIV setup
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Figure 3.10 : Fields of View for the experiments with the 50 mm lens (left) and with the
35 mm lens (right)
Table 3.1 : Test matrix for the PIV experiments with the 50 mm lens (Re = 15,000),
performed experiments are colored
Bo
0 0.77
Ro = 0
Ro = ±0.38
Ro = ±0.77
therefore to increase the resolution and accuracy. The resulting magniﬁcation factor is
equal to 0.30, that is, 0.073 mm/pixel. For a typical interrogation window of 20 pixels,
the resolution is equal to 1.5 mm. The FOV of each PIV experiment was about 53×40
mm2.
The second camera lens was a Nikon Nikkor 35mm f/2.8, leading to a FOV of about
83×62 mm2. The latter allows the investigation of the velocity ﬁeld over a larger surface
in a single experiment, with the drawback of a reduction of the accuracy and resolution.
The resulting magniﬁcation factor was equal to 0.15, that is, 0.142 mm/pixel. For an
interrogation window of 20 pixel side, the resolution is equal to 2.8 mm. A comparison of
the FOVs in both cases is shown in Fig. 3.10.The test matrices for the PIV experiments
carried out with each lens are shown in Tables 3.1 and 3.2.
The ﬂow is seeded with corn oil particles provided by a PIVTEC PivPart14 aerosol
generator, with a mean particle diameter of about 1 µm. The particles are injected in the
main ﬂow just upstream of the rotary seal shown in Fig. 3.4. Only 2 out of the 14 Laskin
nozzles of the generator were used, to provide about 2 ×108 particles per second. The
particles are illuminated by a laser sheet in the symmetry plane of the region between
the 6th and 7th ribs as shown in Fig. 3.11. The laser beam is generated by an AMTRON
LS453 JO75-CPXF-2Pi continuous laser with a maximum power of 75 W and a mean
wavelength equal to 808 nm. The laser is 3 times more powerful than the one employed
in the investigations by Di Sante et al. [30, 31] and Coletti et al. [32, 33], allowing the
investigation of higher Reynolds number ﬂows. The laser beam is directed by a 400 µm
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Table 3.2 : Test matrix for the PIV experiments with the 35 mm lens (Re = 15,000),
performed experiments are colored
Bo
0 0.77
Ro = 0
Ro = ±0.30
Ro = ±0.77
diameter optical ﬁber connected to an optical module. The optical module is similar to
the one introduced by Di Sante [30], but has been adapted to an optical ﬁber of 400
µm (instead of 200 µm in Ref. [30]) and the required Field of View. In particular, the
cylindrical lens was replaced by another with a shorter focal length, equal to 10 mm. In
this way, the laser is able to cover an area of about 80 mm, instead of 40 mm [30].
In the present PIV measurements (Re = 15, 000), the laser power was set to 25 W.
Due to the available laser power, higher Reynolds number ﬂows can be investigated.
The limitation in the Reynolds number arises from the required exposure time and
the reduction of the required separation time (inversely proportional to the velocity).
As the velocity increases, the exposure time needs to be reduced in order to observe
the particles as point sources instead of streaks. Since the exposure time is reduced,
the energy collected by the sensor decreases (proportionally to the exposure time) and
therefore larger laser powers need to be employed. If the laser power can be increased
by a factor of 3, the maximum Reynolds number can be increased by the same factor.
With the current test section and optical module, the setup can reach Reynolds numbers
of at least 45,000. With a cylindrical lens with larger focal length, the laser sheet width
would be reduced, increasing the laser energy density and allowing even larger Reynolds
number ﬂows. The separation time would be reduced by a factor of 3, which requires
an increase of 3 times the camera frequency. In the present test section, the camera
frequency would need to be set to about 3,000 - 4,500 Hz, which is close to the camera
limits (4,800 Hz). In the test section introduced by Coletti et al. [32, 33] for instance,
the camera frequency was already set to about 3,300 Hz for Re = 15,000. In that case,
the limit Reynolds number would have been about 15,000×4,800/3,300 ∼ 22,000 with
the same optical parameters. A summary of the settings for each case is shown in Tables
3.3 and 3.4.
3.3.3 PIV processing
In order to enhance the quality of the PIV pictures, several image processing tools
have been employed. The ﬁrst step is to translate each couple of images according to
the channel vibrations. Due to the mechanical vibrations, the relative position of the
investigated wall with respect to the camera shows a relative motion of about 2-3 pixels
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Figure 3.11 : sketch of the PIV setup and location of the measurement plane
during the entire experiment, which can lead to a positioning error of order of 0.2 - 0.4
mm. It is possible to monitor the instantaneous position of the wall with respect to
the camera by observing the position of the rib in the image, and to translate each PIV
image pair to the original frame of reference. Note that this positioning error does not
aﬀect to the PIV accuracy in a single realization, since the wall displacement within the
PIV separation time is negligible. However, the statistics are required to be performed
at the same exact location in order to improve the accuracy. After the translation, a
background image is generated. The intensity at each pixel of the background image
corresponds to the minimum intensity value observed at that pixel during the entire
experiment. Then, the background picture is subtracted to each PIV image [67], in order
to remove the wall reﬂections and enhance the particle images. Once the background
is subtracted, a minimum-maximum ﬁlter [60] is applied in windows of 10×10 pixel2 to
normalize the particle images with respect to the background. Finally, a Gaussian ﬁlter
with a size equal to 3×3 pixel is applied to the resulting picture, in order to smooth
the particle images and reduce the pixel-locking eﬀects [60]. Figure 3.12 shows the
comparison between a raw image and the corresponding processed image.
An iterative multigrid PIV image processing with interrogation window oﬀset and de-
formation algorithm [64, 68] has been employed to obtain the velocity ﬁelds in each of
the PIV realizations. The processing was made in three steps: the ﬁrst one with inter-
rogation windows of 80×64 pixel2, the second one with 40×32 pixel2 and the ﬁnal one
with 20×16 pixel2. The interrogation window overlap is set to 75% of the interrogation
window size. The resulting spatial resolution and vector spacing depend on the lens,
and therefore on the image magniﬁcation, that was selected. Tables 3.3 and 3.4 show
the values of the PIV parameters that are not shared.
Figure 3.13 shows a comparison of the mean stream-wise velocity proﬁles in the inves-
tigated plane at Ro = 0. Two main conclusions can be made from the comparison: ﬁrst,
the repeatability of the measurements is very positive, since the represented velocity pro-
ﬁles were obtained in two diﬀerent experiments, considering that the instrumentation
was unmounted and installed back between both campaigns; and secondly, there is little
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Figure 3.12 : Comparison of a raw image (left) and its corresponding enhanced image
(right)
Table 3.3 : Summary of the PIV parameters for the experiments with reduced Field of
View (Fig. 3.10-left)
Lens focal length, f 50 mm
Field of View, FOV 56×42 mm2
Magniﬁcation, M 0.3
Resolution 1.47×1.17 mm2
Vector spacing in the x direction 0.37 mm
Vector spacing in the y direction 0.29 mm
Overall velocity error (95% C.L.) 0.016Ub
Separation time, ∆t 714 µs
Acquisition frequency, facq, for statistics evaluation 1.54 Hz
Acquisition frequency, facq, for Time-Resolved analysis 1400 Hz
Rotation numbers, Ro 0, 0.38, 0.77
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Table 3.4 : Summary of the PIV parameters for the experiments with large Field of View
(Fig. 3.10-right)
Lens focal length, f 35 mm
Field of View, FOV 90×64 mm2
Magniﬁcation, M 0.15
Resolution 2.8×2.3 mm2
Vector spacing in the x direction 0.70 mm
Vector spacing in the y direction 0.58 mm
Overall velocity error (95% C.L.) 0.018Ub
Separation time, ∆t 1 ms
Acquisition frequency, facq, for statistics evaluation 1.10 Hz
Acquisition frequency, facq, for Time-Resolved analysis 1000 Hz
Rotation numbers, Ro 0, 0.30, 0.77
diﬀerence between the velocity proﬁles obtained with both lenses. It can be argued that
the additional measurement error due to the parallax eﬀect (perspective error) [69, 70]
can play a role in the experiments with the 35 mm lens, due to the large angle of view.
However, due to the fact that the measurement plane corresponds to the symmetry plane
of the channel, and the eventual out-of-plane motion (due to the instantaneous turbulent
ﬂuctuations) is low compared to the in-plane velocity, the error is limited, as the proﬁles
in Fig. 3.13 show.
3.4 Liquid Crystal Thermography setup
The channel with the geometrical parameters summarized in section 3.2 (Fig. 3.7) has
been adapted to perform Liquid Crystal Thermography (LCT). The temperature of the
heated wall is raised by means of a heating foil to induce the heat transfer from the wall
to the ﬂuid. The selected material of the foil is Inconel 600, which presents an almost
constant resistivity with respect to the temperature. For a typical variation of 5 K, the
resistivity change corresponds to about 0.07% of the nominal value. For this reason,
the heating power is nearly uniform even if the temperature is uneven over its surface.
Due to the three-dimensional character of the ﬂow, the temperature distribution on the
wall presents typical variations of ±5 K. In order to obtain the temperature map on the
surface, a layer of Thermochromic Liquid Crystals (TLCs) has been deposited on the
wall. TLCs are cholesteric liquids that present the characteristic of reﬂecting light at
a wavelength that depends on the temperature. Therefore, the layer of TLCs on the
heated wall shows a color distribution which is directly related to the local temperature.
Introductions to LCT are given by Ireland and Jones [71] and by Abdullah et al. [72],
whereas the methodology employed in the present work to extract the temperature map
Experimental setup 47
Figure 3.13 : Comparison of the PIV measurements with reduced and large FoV in static
conditions, Re = 15,000
is described by Cukurel et al. [73]. The factors inﬂuencing the measurement accuracy
are described by Wiberg and Lior [74], Abdullah et al. [72] and Rao and Xu [75].
After obtaining the temperature distribution on the ribbed wall, a heat transfer anal-
ysis is carried out on the surface in order to retrieve the dimensionless heat transfer
coeﬃcient. The methodology to obtain the dimensionless heat transfer coeﬃcient is an
evolution of the methods employed by C¸akan [76] and Coletti [77] , and is detailed in
section 3.4.4.
3.4.1 LCT channel
The LCT setup on the RC-1 facility is shown in Fig. 3.14. As in the case of the
PIV setup, the instrumentation is mounted on the rotating frame of reference to achieve
the same resolution and accuracy as in a stationary facility. The power supply to the
electronic devices is provided as well through the slip rings placed on the rotating shaft.
The channel employed in the LCT investigation is slightly diﬀerent from the PIV
case, although they present the same geometrical parameters as in Fig. 3.7. The top
and lateral walls are also built in acrylic glass in order to provide the optical access
to the camera that records the color map on the ribbed surface and to the lights that
illuminate the wall. However, the bottom wall is a block of extruded polystyrene (XPS)
of 30 mm thickness employed to minimize the heat losses by conduction. A 20 µm
thickness Inconel foil is glued on the XPS wall by means of an acrylic adhesive of 60
µm thickness. By applying a current through the Inconel foil, the temperature increases
by Joule eﬀect. Therefore, the Inconel foil acts as a heater, leading to a heat transfer
by convection to the ﬂuid, conduction to the solid, and radiation to the surrounding
elements. The extremities of the heating foil are introduced between two copper plates,
one of each connected to a 30 V - 150 A power supply. Figure 3.15 shows a picture and
the corresponding sketch of the connection at one of the extremities of the foil to the
copper plates. 1 mm thickness teﬂon plates have been employed to insulate electrically
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Figure 3.14 : LCT experimental setup
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Figure 3.15 : Inconel connection: detail (left) and sketch (right)
the Inconel foil from other metallic elements of the test section, namely the ﬂanges at
the inlet and outlet of the channel model.
The Inconel foil has been sprayed with black paint to generate a black mate layer
that eliminates reﬂections and enhances the contrast of the color distribution reﬂected
by the liquid crystals. On top of the black paint, a layer of Hallcrest R35C20W mi-
croencapsulated TLCs is sprayed, presenting a starting temperature of about 35oC and
a bandwidth of about 20oC. A schematic of the diﬀerent layers deposited on the XPS
wall is given in Fig. 3.16. At temperatures below ∼35oC and above ∼55oC the liquid
crystals are not active, and only the black paint is visible. Finally, the ribs (made in
acrylic glass) are placed on the top of the liquid crystals. Therefore, the ribs are heated
up only in the base by the Inconel foil. In steady conditions, the heat transfered from
the heating foil to the rib is balanced by the heat transferred from the rib to the ﬂuid.
Two additional XPS blocks have been placed on the lateral sides of the bottom wall, as
shown in Fig. 3.16, to minimize lateral conduction eﬀects.
Eight K-type thermocouples have been placed in the channel to monitor the ﬂuid
and wall temperatures. Figure 3.17 represents the location of the thermocouples in the
channel. Two thermocouples are placed at the center of the inlet and outlet sections to
measure the ﬂuid temperature at these locations. A thermocouple is placed downstream
of the 8th rib to monitor the wall temperature during the experiments. To reduce
the measurement uncertainty, the TLCs are employed in the range of temperatures
where the uncertainty is minimized. In the present case, the minimum uncertainty TLC
temperature is around 41oC. When varying the Reynolds or Rotation numbers, or the
sense of rotation, the heat transferred from the wall to the ﬂuid changes, modifying
the wall temperature if the power supplied to the heater is kept constant. Therefore,
the power supplied to the heating foil is varied during each experiment to achieve a
temperature of about 41oC at the TLC surface. Note that this procedure prevents
operating the TLCs out of their active range. The other ﬁve thermocouples have been
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Figure 3.16 : Sketch of the different layers in the channel cross section [78]
placed in the area corresponding to the ﬁeld of interest (between the 6th and 7th ribs),
but on the external face of the XPS wall (Fig. 3.17). Since the temperature of the
internal wall is given by the TLCs and the temperature of the external wall is given
by the thermocouples, the heat conduction losses can be calculated in the investigated
region.
The Reynolds and Rotation numbers investigated during the LCT measurements are
set in the same way as during the PIV experiments. Since the complexity of the LCT
measurements is lower than the one in the PIV setup, a larger amount of experiments
have been performed, including the Reynolds number eﬀect. The ﬁnal test matrix is
given in Table 3.5. The table also shows the Buoyancy number corresponding to each
Rotation number. Due to the temperature diﬀerence between the wall and the core of
the ﬂow and to the increasing Rotation number, the Buoyancy eﬀects are most likely
emerging at Ro > 0.38, since Bo > 0.04.
3.4.2 TLC instrumentation
In order to monitor the color of the TLCs on the ribbed surface, a Nikon D300S SLR
camera equipped with a Nikon AF-S DX Nikkor 35mm f1.8G has been employed. The
inclination of the camera sensor with respect to the investigated wall is 45o, which is in
the range where the TLC sensitivity with respect to the viewing angle is minimum [73].
In order to increase the depth of ﬁeld of the camera, the f-stop was set to 11. The camera
exposure time was set to 1/50 s in order to avoid blurred images due to the mechanical
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Figure 3.17 : Sketch of the channel model for the LCT measurements [78]
Table 3.5 : Test matrix for the TLC experiments. The investigated Re-Ro combinations
are colored
Ro 0 0.06 0.12 0.20 0.30 0.38 0.47 0.69 0.84 1.00
Re
15000
30000
55000
Bo 0 0.00 0.01 0.01 0.03 0.04 0.06 0.16 0.26 0.32
vibrations, whereas the ISO value was set to 3200 to maximize the image intensity.
Two Master TL-D 18W/840 ﬂuorescent lamps by Phillips were placed in parallel to
the investigated surface to illuminate it uniformly. The white balance temperature of
the camera has been set to 4200 K, close to the correlated color temperature of the bulbs
(equal to 4000 K) to enhance the color sensitivity of the camera [73]. Figure 3.18 shows
the camera and lights setup in the facility.
The background subtraction methodology to obtain the temperature distribution pro-
posed by Cukurel et al. [73] is employed in the present work. The Red, Green and Blue
(RGB) distributions of a background picture are subtracted from the RGB picture at
each experimental condition. The RGB distribution in the resulting image is employed
to extract the Hue values on the wall. A TLC calibration (section 3.4.3) is required to
relate the Hue values to the temperature distribution. Finally, the temperature distribu-
tion and the energy applied by the heating foil are employed to obtain the heat transfer
distribution on the investigated wall. The step-by-step method followed in the present
study to obtain the dimensionless heat transfer is explained in section 3.4.4.
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Figure 3.18 : Relative position of the camera and light sources with respect to the channel
3.4.3 TLC calibration
A TLC Hue-temperature calibration was performed prior to the experiments in the
rotating channel. The setup and procedure are similar to the ones addressed by Cukurel
et al. [73]. The calibration is carried out in a separate rig with the same lamps, camera
and settings as those given in the previous section. The calibration rig consists of an alu-
minum plate that is heated up at one of its extremities by means of a heating resistance,
and cooled down at the opposite side by a water cooling circuit. Nine embedded K-type
thermocouples provide a linear temperature distribution along the aluminum plate. The
TLCs are sprayed on the calibration plate at the same time as the investigated channel,
in order to replicate the Hue-temperature relationship. The total TLC surface is equal
to 225×100 mm2. Finally, the relative position of the calibration plate with respect to
the camera and lamps is the same as the investigated channel surface (Fig. 3.18). Figure
3.19 shows a picture of the rig during the calibration process.
First, a background picture of the inactive TLC surface is taken at ambient temper-
ature (Fig. 3.20a). Due to the angle of the SLR camera with respect to the calibration
plate, the investigated surface is observed as a trapezoid. A perspective transformation
is applied on the camera pictures to restore the real shape of the ﬁeld of interest. Then,
a linear temperature proﬁle is imposed on the plate to activate the TLCs on a large
surface, as depicted in Fig. 3.19. After stabilization of the temperature, a picture is
taken (Fig. 3.20b), and the background subtraction is carried out (Fig. 3.20c).
The Hue distribution on the 225×100 mm2 TLC surface is obtained from the RGB
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Figure 3.19 : TLC calibration rig
(a) (b) (c)
Figure 3.20 : Color distribution on the calibration rig, background picture (a), active
TLCs with linear temperature profile (b) and final picture after background
subtraction (c)
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(a) (b)
Figure 3.21 : Mean Hue and temperature distributions in the calibration rig (a), and final
Hue-temperature calibration curve (b)
values in the resulting image as [73]:
Hue =
1
2π
tan−1
[√
3 (G−B)
2R−G−B
]
(3.19)
where R, G, B are respectively the Hue, Red, Green and Blue values at each pixel.
Figure 3.21 shows the temperature and Hue distributions during the calibration of the
TLCs used in the present investigation. The Hue distribution represented in Fig. 3.21a
corresponds to the span-wise averaged Hue in Fig. 3.20c. Outside of the TLC active
range, the Hue shows an irregular distribution due to the low intensity and saturation
values, representative of dark colors. The calibration curve is chosen to be in the range
308.5 K < T < 329.5 K, where the Hue-temperature relationship presents a monotonous
trend. Figure 3.21b shows the ﬁnal calibration curve, which is a spline ﬁt of the data
shown in Fig. 3.21a in the selected range. It can be observed that the TLCs are
remarkably sensitive to the temperature in the range 308.5 K < T < 309.5 K, that is,
the response of the TLCs (in terms of the Hue, or color variation) is more sensitive in
this range for a given temperature variation. Therefore, this range would be suitable for
the TLC operation. However, the wall temperature variations in the ribbed channel are
large, about 5 K, and the TLCs need to be operated over a higher temperature in order
to avoid inactive areas.
3.4.4 LCT data reduction
Once steady conditions have been reached in the experimental facility a picture of
the TLC surface is taken. Figure 3.22a shows an example of a raw image taken by the
SLR camera, at Re = 15,000 and Ro = 0. A background picture is subtracted from the
previous image and the Hue distribution (Eq. (3.19)) is determined, as shown in Fig.
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(a)
(b) (c)
Figure 3.22 : Raw picture (a) and corresponding Hue (b) and temperature (c) distribu-
tions between the 6th and 7th ribs at Re = 15,000, Ro = 0
3.22b. In order to transform the image into the physical domain (from pixels to mm),
a perspective transformation of the area of interest in the picture is performed. From
the Hue-temperature calibration curve, the temperature distribution on the investigated
surface is obtained. The corresponding temperature ﬁeld in the example at Re = 15,000
and Ro = 0 is represented in Fig. 3.22c. After obtaining the temperature distribution in
the investigated area, the heat transfer on the wall is investigated. The following data
reduction methodology allows to obtain the dimensionless heat transfer coeﬃcient on
the TLC surface from the temperature and heating power measurements.
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Figure 3.23 : Sketch of the considered heating element and energy balance (dimensions
given in [mm])
3.4.4.1 Energy balance and Joule heating power
To obtain the convective heat transfer and the Nusselt number, an energy balance on
the heating foil is carried out. A ﬁnite volume of the Inconel foil with a size δx× tI × δz
is considered, as depicted in Fig. 3.23. In the present study, the values δx and δz have
been set equal to 1 mm, whereas the foil thickness, tI is equal to 0.02 mm. In the ﬁnite
volume, the heating power per unit area produced by Joule eﬀect, qJoule, is equal to the
heat transferred by convection to the ﬂuid, qconv, by conduction through the solid, qconv,
and by radiation to the surrounding elements, qrad, per unit area:
qJoule = qconv + qcond + qrad (3.20)
The Joule power depends on the electric properties of the heating foil and the voltage
or intensity applied. Since the resistivity temperature coeﬃcient of the Inconel is low,
the electrical properties of the heating foil are assumed to be uniform. For a typical
variation of ±5 K on the Inconel surface, the change of resistivity of the Inconel foil is
below ±0.07% of the nominal value. Typically, the Joule power is obtained by measuring
the voltage diﬀerence across a section of the heating foil (V ) and the intensity (I). The
resulting Joule power per unit area would be equal to V I/A, A being the surface area
over which the voltage diﬀerence is measured.
Since there is not direct access to measure the voltage across the Inconel foil during
the experiments in rotation, an alternative methodology to obtain the Joule power is
adopted. Prior to the experiments, the connection of the Inconel foil with the power
supply is made. With no ﬂow, and in static conditions, the voltage diﬀerence and
intensity across a section of the heating foil is measured for diﬀerent voltages of the
generator. This procedure allows to relate the Joule power per unit area with the voltage
generated by the power supply, as well as to obtain the resistivity of the heating foil.
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Figure 3.24 : Joule power per unit area in the heating foil as a function of the voltage
of the power supply
In the present study, the Inconel surface is equal to 1510×138 mm2, and the resulting
qJoule-voltage relationship is given in Fig. 3.24. The Joule power per unit area can be
expressed as
qJoule = C · V 2GEN (3.21)
where C = 5.9965, and VGEN is the voltage of the generator. The ﬁtting error of this
relationship with the experimental points shown in Fig. 3.24 is about 0.13W/m2. In the
experiment at Re = 15,000 and Ro = 0, qJoule is about 400W/m2, for which the ﬁtting
error represents about a 0.03%. It can be stated that the present method to calculate
the Joule heating power per unit area is highly accurate and simpliﬁes the measurement
chain.
3.4.4.2 Conductive heat transfer
The heat transfer per unit area lost by conduction has been estimated from the tem-
perature measurement of the TLC layer and the external face of the XPS wall, and
assuming 1D conduction in the XPS wall,
qcond =
kXPS
tXPS
[
Tw (x, z)− Tw,ext
]
(3.22)
where kXPS and tXPS are the thermal conductivity and thickness of the XPS wall,
Tw (x, z) is the temperature given by the TLCs at a location (x, z) and Tw,ext is the
mean temperature of the ﬁve thermocouples placed on the external face of the XPS wall
(Figs. 3.15 and 3.16). In the present experimental setup kXPS = 0.033 W/(m·K) and
tXPS = 30 mm.
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The temperature of the Inconel element, where the energy balance is carried out, is
assumed to be the same as the one in the TLC layer. Indeed, their relative distance is
of order of 0.1 mm and the conductivity of the TLC, black paint and acrylic adhesive
is relatively low (0.2-0.4 W/(m ·K)). Considering the stationary heat equation in the
layer and assuming uniform thermal properties,
∂2T
∂x2
+
∂2T
∂y2
+
∂2T
∂z2
= 0
the ratio of the normal gradients to the lateral gradients of the temperature is of the
order of the square of the ratio between the normal and lateral length scales (lz and lx
respectively):
∆zT
∆xT
∼
(
lz
lx
)2
The lateral length scale lx is of order of the rib height, since it can be seen in Fig.
3.22c that the temperature variations take place in a characteristic length of order of H.
The normal length scale is of the order of the layer thickness, and therefore ∆zT /∆xT ≪
1. Thus, the temperature gradients in the direction normal to the layer are negligible,
and the temperature in the Inconel foil can be assumed equal to that in the TLC layer.
In the example of the experiment at Re = 15,000 and Ro = 0, the mean qcond is
about 19 W/m2, that is, less than 4.8% of the qJoule. The temperature is assumed to
be uniform on the external face of the XPS wall, since the standard deviation of the
temperature provided by the thermocouples is below 1 K. This deviation introduces an
error, δqcond, estimated from the derivation of Eq. (3.22) as
δqcond ≈ kXPS
tXPS
δTw,ext (3.23)
With δTw,ext ∼ 1K, δqcond ∼ 1.1 W/m2, which represents less than 6% of the overall
qcond and less than 0.3% of qJoule in the example at Re = 15,000 and Ro = 0. Note that
at larger Reynolds numbers, the convective heat transfer increases and the required Joule
power to heat up the TLC layer up to a temperature of about 41oC is larger. However, the
magnitude of the conduction losses presents similar values since the boundary conditions
of the solid barely change. Therefore, at larger Reynolds numbers, the error due to the
non-uniformity of the temperature on the external surface is reduced.
Furthermore, an analysis of the lateral conduction losses in the heating foil has been
considered. The net lateral conduction losses in each ﬁnite volume (Fig. 3.23) in the
x direction has been evaluated as the diﬀerence between the heat ﬂuxes on the faces
normal to the x direction:
Qlat,x (x, z) [W ] =
[
kI
δx
[Tw (x, z)− Tw (x+ δx, z)] +
kI
δx
[Tw (x, z)− Tw (x− δx, z)]
]
× tIδz
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where tI is the heating foil thickness and kI the Inconel thermal conductivity. Similarly,
in the z direction:
Qlat,z (x, z) [W ] =
[
kI
δz
[Tw (x, z)− Tw (x, z + δz)] +
kI
δz
[Tw (x, z)− Tw (x, z − δz)]
]
× tIδx.
Therefore, the corresponding lateral losses per unit area are
qlat,x (x, z) =
Qlat,x (x, z)
δxδz
=
kItI
δx2
· [2Tw (x, z)− Tw (x+ δx, z)− Tw (x− δx, z)] (3.24)
qlat,z (x, z) =
Qlat,z (x, z)
δxδz
=
kItI
δz2
· [2Tw (x, z)− Tw (x, z + δz)− Tw (x, z − δz)] (3.25)
Figure 3.25 compares the span-wise averaged Nusselt number at Re = 15,000 and Ro
= 0 when the lateral conduction losses are taken into account with that in the original
analysis. In the present investigation, the lateral conduction losses per unit area are
of order of 7% of the normal conduction losses per unit area, which corresponds to
about 0.3% of qJoule in the case at Re = 15,000 and Ro = 0. For this reason, only the
normal conduction terms (Eq. (3.22)) where considered. The largest variations of the
Nu distribution are observed in the region x/H < 0.7. In this area, the temperature is
the highest, which leads to a higher Tw uncertainty. In some points, the temperature is
above the TLC nominal range. For this reasons, the results immediately behind the rib
are noisy and present high uncertainty.
3.4.4.3 Radiative heat transfer
The heat loss by radiation per unit area of the heating element considered in Fig. 3.23
is estimated as
qrad (x, z) = σ · εTLC ·
(
Tw (x, z)
4 − T 4∞
)
(3.26)
where σ is the Stefan-Boltzmann constant, εTLC the emissivity of the TLCs, and T∞ the
temperature of the surrounding elements. The value of εTLC has been chosen to be equal
to 0.9, according to Batchelder and Moﬀat [79]. The temperature of the surrounding
solids is assumed to be equal to the ambient temperature, whereas the view factor is
chosen equal to 1 since the heating element (Fig. 3.23) is completely surrounded.
3.4.4.4 Convective heat transfer, Nusselt number and Enhancement Factor
The convective heat transfer per unit area is obtained from Eq. (3.20) at each point
of the XZ plane as
qconv (x, z) = qJoule − qcond (x, z)− qrad (x, z) (3.27)
Figure 3.26 shows the mean values of qconv, qrad and qcond in the area between the 6th
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Figure 3.25 : Comparison of the span-wise averaged Nusselt number with and without
lateral conduction losses in the analysis
and 7th ribs at diﬀerent Re, Ro and rotation directions. Depending on these parameters,
the qJoule applied to the Inconel foil was varied in order to keep a TLC temperature
of about 41oC. It can be observed that the values of qrad and qcond are very similar
from experiment to experiment, due to the similar temperature boundary conditions.
For a given Ro and rotation direction, it can be observed that qconv increases as Re
increases. However, the qconv increase from Re = 30,000 to 55,000 is not as high as
initially expected. The latter regime corresponds to the maximum pressure ratio that
the centrifugal fan providing the mass ﬂow is able to achieve. In consequence, the
temperature of the ﬂuid is higher (about 8 K larger than at Re =15,000), reducing the
driving temperature and hindering the heat transfer. On the other hand, it is clear
that the heat transfer is promoted when the channel turns in the counter-clockwise
sense, at a given Reynolds number. This is due to the ﬂow destabilization close to
the investigated wall when the channel rotates in the counter-clockwise sense, whereas
the ﬂow is stabilized when the channel rotates in the opposite sense (leading to a heat
transfer reduction).
Then, the heat local heat transfer coeﬃcient, h, is calculated as
h (x, z) =
qconv (x, z)
Tw (x, z)− Tc (x) (3.28)
where Tc (x) is the estimated temperature at the center of the cross section. Tc is
calculated by interpolating between the values of the inlet and outlet ﬂuid temperature
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Figure 3.26 : Overall heat transfer per unit area in the region between the 6th and 7th
ribs at different conditions
(Tin and Tout, respectively) at a position x. The diﬀerence between Tin and Tout is always
below 1K, which leads to a temperature gradient lower than 0.8 K/m. In the present
experiments, the temperature diﬀerence Tin − Tout decreases as the Reynolds number
increases. This behavior can be explained due to the importance of the mass ﬂow over
the heat transfer increase by the Reynolds number, at a constant driving temperature.
If an overall heat transfer balance is made by applying the integral form of the energy
equation to the ﬂuid motion in the present conditions, it can be found that the increase
of temperature (∆T ) is related to the heat transfer in the following way:
m˙cp∆T ≃ Q (∆x) (3.29)
where m˙ is the mass ﬂow and Q the total amount of heat introduced in the ﬂuid. Q is
estimated as
Q ∼ h (Tw − Tc) ·Π ·∆x ∼ Nu · kfΠ∆x
DH
· (Tw − Tc) (3.30)
where kf is the representative ﬂuid thermal conductivity, Π the perimeter of the cross
section and ∆x the length of the considered section. The Dittus-Boelter correlation as
introduced by McAdams [80] proposes Nu ∝ Re0.8, whereas m˙ = ReµDH . Therefore,
∆T ∝ Re−0.2 · (Tw − Tc) (3.31)
Since the driving temperature Tw − Tc presents a value of about 15 K during the
experiments, it results that the temperature diﬀerence between the outlet and the inlet
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decreases as the Reynolds number increases with the power law:
∆T ∝ Re−0.2 (3.32)
The Nusselt number employed to present the experimental results is deﬁned as
Nu (x, z) =
h (x, z) ·DH
kf (x, z)
(3.33)
The representative ﬂuid thermal conductivity (kf ) has been calculated as the air ther-
mal conductivity at the ﬁlm temperature, Tfilm,
Tfilm (x, z) =
1
2
[Tw (x, z) + Tc (x)] (3.34)
Most of the dimensionless heat transfer data presented in this work are given in terms
of the Enhancement Factor (EF ), which is the ratio of the local Nusselt number with
the one corresponding to a smooth pipe at the same Reynolds and Prandtl numbers:
EF (x, z) =
Nu (x, z)
Nu0
(3.35)
The Enhancement Factor is a ﬁgure of merit that aims to account for the eﬀectiveness of
the channel in terms of its heat transfer performance independently from the Reynolds
and Prandtl number. The reference Nusselt number, Nu0, has been determined from
the Dittus-Boelter correlation as introduced by McAdams [80, 81]:
Nu0 = 0.023 ·Re0.8 · Pr0.4 (3.36)
Figure 3.27 shows an example of the Nusselt number and Enhancement Factor contours,
corresponding to the Hue and Temperature ﬁelds represented in Fig. 3.22. High (low)
temperatures are related to low (high) heat transfer, Nu and EF .
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Figure 3.27 : Nusselt and Enhancement Factor contours between the 6th and 7th ribs at
Re = 15,000, Ro = 0

Chapter 4
Experimental uncertainty estimation
4.1 Test uncertainty
One of the objectives of the present work is to provide a reliable estimation of the
measurement error of the dimensionless velocity and heat transfer in the investigated
area. The uncertainty analysis aims to quantify the relative importance of the error
sources. In this way, the evaluation has allowed to adapt the experimental setup to
minimize the ﬁnal measurement error.
The uncertainty analysis aims to estimate, from the observed value, the interval where
the measured magnitude is expected to lie in with a determined conﬁdence level (C.L.).
The expected value of the χ is expressed as
χ± Uχ (C.L.) (4.1)
where χ is the observed value and Uχ is the expanded estimated uncertainty at a given
C.L. In particular, χ can be the value of the velocity, temperature or heat transfer.
Numerous textbooks, technical notes, manuals, etc., address diﬀerent methodologies to
assess and to express the measurement uncertainty. In this thesis, the nomenclature
suggested by the ASME PTC 19.1-2005 [82] has been adopted due to its simplicity.
Other documents, as the ISO Guide to the Uncertainty Measurement [83] and NASA
Handbook 8739.19-2 [84], have been employed as references to evaluate the measurement
uncertainty in complex cases.
The expanded uncertainty is obtained from the standard uncertainty, uχ, to which a
correction factor is applied in order to account for the conﬁdence level:
Uχ = tν,C.L. · uχ (4.2)
where tν,C.L. is the Student’s t distribution value with ν degrees of freedom and a given
conﬁdence level. For a large number of degrees of freedom and a typical C.L. equal to
95%, tν,95% ≈ 2.
The standard uncertainty is estimated from the systematic and random standard
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uncertainties, bχ and sχ respectively, as:
uχ =
√
b2χ + s
2
χ (4.3)
The velocity and heat transfer distributions are calculated from measured values ξk
(such as the interrogation window displacement, mass ﬂow, wall temperature, ...), each
of them with a measurement systematic and random uncertainty, bξk and sξk . Applying
the Central Limit Theorem to the known function that relates the ﬁnal magnitude with
the original measured values,
χ = f (ξ1, ξ2, ..., ξK) (4.4)
the contributions of each error source to the ﬁnal uncertainty are estimated as
bχ =
√√√√ K∑
k=1
(
∂χ
∂ξk
bξk
)2
(4.5)
and
sχ =
√√√√ K∑
k=1
(
∂χ
∂ξk
sξk
)2
(4.6)
K being the number of error sources with systematic and random errors,
(
b2χ
)
k
and(
s2χ
)
k
respectively.
Finally, the degrees of freedom of the Student’s t factor, νDoF , are calculated from the
Welch-Satterthwaite equation:
νDoF =
[∑K
k=1
(
b2ξ
)
k
+
∑K
k=1
(
s2ξ
)
k
]2
∑K
k=1
(
b4
ξ
)
k
νk
+
∑K
k=1
(
s4
ξ
)
k
νk
(4.7)
being νk the degrees of freedom of the variable ξk.
In practice, the values of bξk and sξk are either given from the measurement device
manufacturer or estimated from calibrations. The number of degrees of freedom of the
error source k, νk, is assumed to be equal to inﬁnity in the case of not being speciﬁed
by the device manufacturer. Then, the resulting systematic and random uncertainties
are estimated from Eqs. (4.5) and (4.6). The resulting degrees of freedom are estimated
from Eq. (4.7) and the Student’s t factor is calculated, typically for a probability equal
to 95%. Finally, the standard and expanded uncertainties are calculated from Eqs. (4.3)
and (4.2), respectively. The methodology and assumptions applied to the present PIV
and TLC measurements are summarized in the following sections.
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4.2 PIV uncertainty
The magnitude that PIV directly measures corresponds to the mean particle displace-
ment in the given interrogation windows observed by the camera, ∆X. The displacement
needs to be translated to the real coordinates by means of the magniﬁcation factor, and
divided by the separation time in order to obtain the local velocity (Eq. (3.9)):
u =
∆X
M ·∆t
Consequently, the PIV measurement uncertainty depends on the individual uncertain-
ties of ∆X andM . The contribution of the separation time, ∆t, is considered negligible.
The error on ∆X depends the quality of the PIV experiment and the algorithm employed
to process the individual realizations. In the present work, the WIDIM algorithm in-
troduced by Scarano and Riethmuller [64, 68] has been employed to obtain the local
particle displacement. The measurement error sources related to the PIV experiment
considered in the present work are:
• systematic error due to the sub-pixel window oﬀset, b∆X,1
• random error due to the sub-pixel window oﬀset, s∆X,1
• random error due to the displacement gradient (ﬂow shear) s∆X,2
• random error due to the determination of the magniﬁcation factor, sM
• random error due to the measurement of the bulk velocity, bUb
In the present work, the measurement uncertainty has been calculated for PIV real-
ization, and then averaged to give a mean representation. The systematic and random
errors due to the sub-pixel window oﬀset are related to the capability of the PIV al-
gorithm to provide the interrogation window displacement within a fraction of pixel.
Reference [68] provides the corresponding errors for diﬀerent interrogation window size.
For a typical size of 16×16 pixel2, b∆X,1 and s∆X,1 are below 0.01 and 0.005 pixels,
respectively.
The random error due to the displacement gradient is related to the capability of
the PIV algorithm to ﬁnd the mean velocity in an interrogation window where the
velocity gradient is important. This measurement error is one of the most important
since the most interesting area of the ﬂow ﬁeld, the near-wall region, presents large
velocity gradients. This error is a function of the local velocity gradient, and in the
present case shows values up to 0.07 pixels on the top of the ribs.
The error due to the determination of the magniﬁcation factor arises from the res-
olution of the camera sensor and to the optical aberrations, which introduce image
deformations in certain regions of the image. This error is quantiﬁed by measuring the
magniﬁcation factor in diﬀerent regions of the image, providing values lower than 0.2%
of the magniﬁcation factor.
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The PIV results are provided in terms of the dimensionless velocity,
u
Ub
=
∆X
M ·∆t · Ub (4.8)
Therefore, the error due to the measurement of the bulk velocity, bUb needs to be
included in the analysis. In order to calculate the mass ﬂow measurement uncertainty in
the Venturi nozzle, the ISO 5167-1:2003 and ISO 5167-3:2003 standards [85] have been
employed. The main contributors to the uncertainty are the discharge coeﬃcient and
the expansion ratio. For the typical values measured in the laboratory, the standard
uncertainty due to the bulk velocity measurement is estimated to be about 1.4% of the
measured value.
The contribution of each of the measurement uncertainties is calculated by deriving
Eq. (4.8) with respect to each of the error sources. For instance, the random error due
to the magniﬁcation factor is estimated as
sM =
∂
∂M
(
u
Ub
)
× 0.002M = u
Ub
× 0.002 (4.9)
Figures 4.1 and 4.2 compare the contribution of each error source to the dimension-
less velocity measurement in two representative cases, both at Re=15,000 and Ro=0,
but diﬀerent Fields of View due to the camera objectives (see Tables 3.3 and 3.4). The
ﬁgures also show the overall (average in the ﬂow ﬁeld) and maximum standard uncer-
tainties. In the case of the reduced ﬂow ﬁeld, it can be observed that the most important
contributions are those of the displacement gradient and the bulk velocity measurement.
The overall standard uncertainty caused by the displacement gradient is about 0.15%
of the bulk velocity, but it reaches values up to 1.1% in the region just above the ribs.
The error due to the bulk velocity measurement is weighted by the local ﬂow velocity,
providing an overall value of about 0.5% of Ub, and a maximum value of about 1% of Ub
in the area of maximum velocity (away from the wall). In the case of the large Field of
View, Fig. 4.2, the measurement uncertainty increases as explained in section 3.3. Since
the displacement gradient within the interrogation window is larger due to the optical
setup, the corresponding error is almost doubled in the near-wall region and on the top
of the ribs. In this case, the maximum value of the contribution to the standard uncer-
tainty is about 1.8% of Ub, whereas the overall contribution is estimated to be equal to
0.2% in the region of interest. However, the most important factor of the dimensionless
velocity overall uncertainty is the error due to the determination of the bulk velocity.
The overall contribution of the latter error source to the ﬁnal uncertainty is about 0.8%
of the bulk velocity, whereas its maximum value is equal to 1.4%.
The resulting systematic and random errors are estimated by applying the Central
Limit Theorem to the dimensionless velocity,
bu/Ub =
√(
b∆X,1
)2 + (bUb)2 (4.10)
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Figure 4.1 : Systematic and random errors for the static case, Re = 15,000, and reduced
Field of View
Figure 4.2 : Systematic and random errors for the static case, Re = 15,000, and large
field of view
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su/Ub =
√(
s∆X,1
)2 + (s∆X,2)2 + (sM )2 (4.11)
whereas the degrees of freedom have been calculated from the Welche-Satterthwaite
equation (Eq. (4.7)) The number of degrees of freedom related to the sub-pixel window
oﬀset and displacement gradient, ν∆X,1, ν∆X,2, have been set equal to 10, which is the
approximate number of particles in each interrogation window. On the other hand, the
degrees of freedom for the magniﬁcation factor, νM , and the measurement of the bulk
velocity, νUb , are set to inﬁnity. The degrees of freedom estimated from the Welche-
Satterthwaite formula with the present values show an average value in the order of
magnitude of 103. Therefore, the number of degrees of freedom of the Student’s t factor
is assumed to be equal to inﬁnity.
The resulting standard uncertainty in the dimensionless stream-wise velocity measure-
ment, uu/Ub , is calculated by applying Eq. (4.3). The corresponding expanded uncer-
tainty, Uu/Ub(95%), is calculated by multiplying uu/Ub by t∞,95%. Figures 4.3 and 4.4
show the resulting expanded uncertainty at a 95% conﬁdence level of the mean stream-
wise velocity, Uu/Ub in the reference experiments with reduced and large ﬁelds of view.
In the case of reduced ﬁeld of view, the overall expanded uncertainty is about 1.2% of
the bulk velocity, showing large uncertainties in the near wall region (i.e. interrogation
windows adjacent to the bottom wall). Away from the high-shear region, the uncertainty
is reduced, specially in the area where the main velocity is low, that is, just downstream
of the rib. As the velocity becomes larger, the uncertainty increases due to the uncer-
tainty in the bulk velocity determination. When the ﬁeld of view is enlarged (Fig. 4.4),
the displacement error becomes more important, specially on the top of the rib. As in
the previous case, the expanded uncertainty away from the near-wall region is directly
related to the uncertainty in the determination of the bulk velocity. The uncertainty is
low in regions of low velocity, and large is areas of high velocity. In this case, the overall
expanded uncertainty of the dimensionless stream-wise velocity is estimated to be equal
to 1.8% of the bulk velocity at a 95% conﬁdence level.
4.3 LCT uncertainty
The uncertainty analysis of the LCT is made in two steps: the ﬁrst related to the
temperature measurement and the second to the dimensionless heat transfer. The tem-
perature uncertainty is assessed in the calibration rig shown in section 3.4.3, whereas
the heat transfer uncertainty analysis is performed with the heat transfer data obtained
in the investigated channel.
4.3.1 TLC temperature uncertainty
Several papers have addressed the experimental uncertainty related to LCT [72, 74,
75], focusing on the main error sources in the temperature measurements. However,
no detailed application to express and analyze the measurement uncertainty in LCT is
given in the open literature. The present work introduces a practical methodology to
estimate the temperature uncertainty in wide-band LCT.
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Figure 4.3 : Uncertainty of the dimensionless mean stream-wise velocity at Re=15,000,
Ro=0 in the experiments with reduced field of view
Figure 4.4 : Uncertainty of the dimensionless mean stream-wise velocity at Re=15,000,
Ro=0 in the experiments with large field of view
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The calibration and measurements in this work are performed in a controlled environ-
ment in order to keep constant most of the variables that aﬀect the TLC temperature
response, such as the illumination, viewing angles and camera settings. The TLCs were
painted at the same time on the calibration rig and the test section in order to get
approximately the same ﬁlm thickness, which notably aﬀects the temperature response.
Additionally, the measurements were taken at steady state, about two hours after the
experiment starts. To avoid aging eﬀects, the calibration and the full experimental
campaign were carried out within a relatively short period of time (7 days). Moreover,
repeatability tests were performed to assess the typical test variability. Finally, hys-
teresis was avoided by operating the TLCs below their maximum working temperature
(about 55oC).
Under these conditions, the measurement error sources considered in the present anal-
ysis are:
• systematic uncertainty due to the camera resolution, bRGB
• systematic uncertainty due to the determination of the temperature proﬁle in the
calibration rig, bT
• random uncertainty due to the determination of the temperature proﬁle in the
calibration rig, sT
• random uncertainty due to the non-uniformity of the Hue values in the calibration
plate for a given temperature, snon−unif
• random uncertainty due to the ﬁtting of the experimental data points to a spline
curve, sfit
The systematic uncertainty due to the camera resolution is related to the analog to
digital conversion of the RGB signal recorded by the camera. The camera provides a
digital signal of the RGB intensities in the range 0 - 255 at each point of the image,
with a resolution of 8 bits. The quantization process is assumed to follow a uniform
probability distribution [84], and therefore, the corresponding standard uncertainty in
the determination of the RGB intensities is equal to
bR = bG = bB =
255
28√
12
= 0.288[Arbitrary Units] (4.12)
and therefore,
bRGB = bR ·


√(
∂H
∂R
)2
+
(
∂H
∂G
)2
+
(
∂H
∂B
)2 · ∂T
∂H
(4.13)
The values of ∂H/∂R, ∂H/∂G and ∂H/∂B are obtained by deriving Eq. (3.19) and
applying the RGB values at each point of the calibration curve (3.21). The value of
∂T/∂H is obtained from the derivation of the calibration curve shown in Fig. 3.21. On
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the other hand, the number of degrees of freedom related to the camera resolution is
assumed to be equal to inﬁnity. The resulting bRGB is a function of the temperature,
due to the variation of the sensitivity of the temperature-Hue calibration curve over the
working range. The average of bRGB over the working range is equal to 0.14 K, with a
maximum value equal to 0.35 K, corresponding to the region of high temperatures. In
the range 35 - 47oC (308 - 320K), bRGB is about 0.1 K.
The systematic uncertainty due to the determination of the temperature in the cali-
bration plate is related to the limited accuracy of the embedded thermocouples in the
plate. An analysis of the thermocouples employed in the present work, based on several
calibrations in an oil bath, reveal that the expanded uncertainty of the temperature
provided by the thermocouples is about 0.18 K (at a 95% conﬁdence level). The ther-
mocouple calibrations carried out in the oil bath were based on 13 calibration points,
and therefore, the number of degrees of freedom of the linear ﬁt employed to express the
thermocouple calibration curve is equal to 11. The corresponding Student’s t-factor for
a 95% conﬁdence level is equal to 2.2, and therefore, the systematic uncertainty bT is
equal to 0.08 K.
The random uncertainty due to the determination of the temperature proﬁle in the
calibration plate, arises from the ﬁtting of the temperatures given by the thermocouples
embedded in the plate to a linear law. The resulting sT is equal to 0.10 K, whereas the
number of degrees of freedom is equal to 8.
The temperature proﬁle during the calibration process showed a clear linear behavior.
Nevertheless, the Hue distribution provided by the TLCs presented reduced variations
in the direction perpendicular to the main temperature gradient. These variations are
related to the non-uniformity of the plate temperature and the noise of the TLC. The
temperature uncertainty related to these non-uniformities, snon−unif , is characterized by
the standard deviation of the temperature in the direction perpendicular to the main
temperature gradient σT,y:
snon−unif =
1
Ny
· σT,y = 1
Ny
·
√√√√ 1
Ny − 1
Ny∑
1
[
H (x, yj)−H (x)
]2 · ∂T
∂H
(4.14)
where Ny represents the number of point in which the temperature distribution is dis-
cretized in the direction normal to the main temperature gradient, H (x, yj) is the Hue
value at a point (x, yj) on the calibration plate, and H (x) is the mean hue distribution
in the calibration rig (as shown in Fig. 3.21a). The average snon−unif is equal to 0.04
K, whereas its maximum value is about 0.07 K.
The Hue distribution shown in Fig. 3.21a is interpolated by a cubic spline curve with
6 segments. The resulting random uncertainty presents an average equal to 0.10 K, and
a maximum value equals 0.17 K when the temperature level is high. The number of
degrees of freedom in this case is equal to the number of segments plus the degree of the
interpolation, that is, 9 in the present case.
Figure 4.5 shows the comparison of the considered error sources over the operational
range of the TLCs. The values of the abscissa axis are normalized with the starting TLC
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Figure 4.5 : Estimated uncertainty evaluation of the TLC calibration
temperature (Ti, equal to 35 oC) and the measurement range (∆T , equal to 20oC) in
order to allow comparison with TLCs with diﬀerent operational ranges. The resulting
standard and expanded (95% C.L.) uncertainties are also represented in the ﬁgure. As
a result, the overall expanded temperature uncertainty is 0.45 K, whereas its maximum
value is equal to 0.82 K. It is important to note that the uncertainty is below 0.4 K
as long as the temperature is below 47.5oC (320.5 K). Above this temperature, the
sensitivity of the hue to the temperature is drastically reduced and the errors due to
the digital resolution and the spline ﬁt become large. For this reason, the TLCs are
preferably operated in the range 35 - 47.5 oC. In turn, the power provided to the heating
foil in the experimental section is tunned to achieve a temperature of about 41oC (mean
value of the interval 35 - 47.5oC) in the surface thermocouple after the 8th rib.
The uncertainty estimated in the present investigation has been compared with those
in the works by Kodzwa and Eaton [86] and Rao and Xu [75] in Table 4.1, obtained
by following diﬀerent methodologies and operational ranges. Table 4.1 shows that the
present analysis provides similar values to those given in Refs. [75, 86], in terms of
the normalized uncertainty, UT /∆T . Therefore, it can be conjectured that the mean
uncertainty in the temperature measurement by TLCs is about 2% of the operational
range.
4.3.2 Heat transfer uncertainty
The results of the heat transfer analysis are given in terms of the Enhancement factor,
which is obtained from the measurement of several primitive quantities, as shown in
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Table 4.1 : Comparison the TLC temperature measurement uncertainty
Reference UT [K] ∆T [K] UT /∆T
Kodwa and Eaton [86] 0.20 14 1.4%
Rao and Xu [75] 0.42 20 2.1%
Present investigation 0.45 (95% C.L.) 20 2.3%
section 3.4.4. The uncertainty in the measurement of the primitive values is propagated
into the uncertainty of the ﬁnal result, the Enhancement Factor. In order to calculate
the ﬁnal uncertainty, the sensitivity of the result with respect to the primitive values is
calculated from the expressions employed in the data reduction process. The system-
atic, random and standard uncertainties are calculated with Eqs. (4.3)-(4.6) applied to
the Enhancement Factor, whereas the number of degrees of freedom is calculated from
expression (4.7). The systematic and bias errors, and the number of degrees of freedom
of the primitives variables in the heat transfer experiments are given in Table 4.2.
The systematic uncertainty of the wall external temperature is taken equal to the
systematic error of a single thermocouple. On the other hand, the non-uniformity of
the wall external temperature is taken into account by the random error, which is equal
to the standard deviation of the ﬁve thermocouples placed on the external surface (Fig.
3.17). The largest standard deviation in the present experimental campaign was equal
to 0.6 K. The uncertainty in the wall temperature measurements depends on the local
temperature, as shown in Fig. 4.5. The systematic uncertainty in the Joule heating
power per unit area depends on the voltage provided by the generator and its inherent
uncertainty. Deriving Eq. (3.21),
bqJoule = 2 · C · VGEN · bVGEN (4.15)
The voltage supplied by the generator is measured by a digital voltmeter with a
resolution of 0.01 V. Therefore, the systematic deviation in the voltage measurement is
equal to 0.01/
√
3. The applied VGEN depended on the Reynolds and Rotation numbers,
and showed values between 7 and 9.6. Thus, the systematic uncertainty in qJoule presents
values between 0.49 and 0.68 W/m2. Additionally, the ﬁtting of the Inconel calibration
points to Eq. (3.21) (Fig. 3.24) leading to a random uncertainty equal to 0.13 W/m2.
On the other hand, the uncertainty of the TLCs emissivity has been estimated from
the variation of the emissivities found in the literature. The selected value of εTLC is
equal to 0.90, according to Batchelder and Moﬀat [79]. However, values as high as 0.95
are present in the literature [87] and therefore bεTLC ≃0.05. Finally, the uncertainty
in the mass ﬂow has been estimated following the recommendations of the ISO norms
5167-1:2003 and ISO 5167-3:2003 [85], providing a value below 1.1% of the measured
value.
During the calibration of the inlet and outlet thermocouples, 13 calibration points
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were employed to ﬁnd the linear relationship between the temperature and the voltage
provided by the thermocouples. The corresponding number of degrees of freedom is
equal to the number of calibration point minus two, that is, eleven.
In the case of the external wall temperature, the standard deviation of the tempera-
ture needs to be taken into account. The number of degrees of freedom related to the
spatial variations is equal to the number of thermocouples minus one, that is, four. The
corresponding number of degrees of freedom results from the application of the Welche-
Satterthwaite formula with the systematic uncertainty and number of degrees of freedom
of a thermocouple (0.08 K and 11, respectively) and the random uncertainty and degrees
of freedom due to the spatial variations (about 0.6 K and 4, respectively). As a result,
the number of degrees freedom is about 4. Note then that the number of degrees of
freedom related to the wall temperature is large enough to be considered inﬁnite, as
shown in the previous section.
The calibration of the Inconel foil (Fig. 3.24) was obtained from 16 measurement
points. Since a parabolic ﬁtting was performed, the resulting number of degrees of
freedom concerning the random uncertainty is equal to 16 - 3 = 13. Besides, the contri-
bution to the ﬁnal number of degrees of freedom of the systematic uncertainty caused
by the voltage measurement is negligible. Since the number of degrees of freedom as-
sociated to the voltage measurement is equal to inﬁnity, the only contribution in the
Welche-Satterthwaite formula corresponds to the random uncertainty due to the ﬁtting.
Lastly, the number of degrees of freedom concerning the mass ﬂow and TLC emissivity
is estimated to be equal to inﬁnity.
The data shown in Table 4.2 is employed to obtain the uncertainties of the ﬁnal mag-
nitudes obtained in the experiment. Depending on the Reynolds and Rotation numbers,
the heat transfer per unit area is diﬀerent, which leads to varying uncertainties. Table
4.3 presents the nominal values, and the standard and expanded uncertainties. Given
that the values of the temperatures, heat transfer per unit area, etc., are function of
the position in the investigated plane, some variations are expected. Table 4.3 shows
the area-averaged uncertainty value in the investigated region as well as the maximum
uncertainty. The overall uncertainty of the Enhancement Factor is equal to 5.8% (95%
C.L.) of the mean Enhancement Factor, whereas the maximum uncertainty is equal to
14.1% (95% C.L.) of the mean Enhancement Factor. The maximum uncertainty values
are found in the regions where the secondary ﬂows reduce the wall temperature (close to
the lateral walls). The low diﬀerence between the wall and ﬂuid temperature results in a
high uncertainty in the heat transfer coeﬃcient that is propagated into the Enhancement
Factor.
In the case of Table 4.4, the heat transfer is enlarged due to the increase of the
Reynolds number and the destabilizing eﬀect by the Coriolis force. The impact of the
radiation and conduction losses is reduced due to the higher convective heat transfer.
As a result, the relative uncertainty of the Enhancement Factor is slightly reduced to
5.0% (95% C.L.) and the maximum value to 12.5% (95%).
The impact of the primitive magnitudes on the ﬁnal uncertainty has been analyzed
by deriving the expression of the Enhancement Factor with respect to each variable in
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Table 4.3 : Summary of the heat transfer uncertainties at Re = 15,000, Ro = 0
Parameter Units Mean value
Overall
standard
uncer-
tainty
Overall
uncertainty
(95%
C.L.)
Maximum
uncertainty
(95%
C.L.)
Re - 15,116 102 203 203
Ro - 0 0 0 0
Tc
oC 23.3 0.1 0.2 0.2
Tw
oC 44.4 0.2 0.4 0.8
qJoule W/m2 400.4 0.06 1.1 1.1
qrad W/m2 125.7 7.1 13.9 22.15
qcond W/m2 19.2 0.9 1.8 1.9
qconv W/m2 255.5 7.2 14.1 22.3
Nu - 69.6 2.0 3.9 9.7
EF - 1.55 0.05 0.09 0.22
Table 4.4 : Summary of the heat transfer uncertainties at Re = 55,000, Ro = 0.21
counter-clockwise
Parameter Units Mean value
Overall
standard
uncer-
tainty
Overall
uncertainty
(95%
C.L.)
Maximum
uncertainty
(95%
C.L.)
Re - 53,727 351 688 688
Ro - 0.210 0.002 0.003 0.003
Tc
oC 31.0 0.1 0.2 0.2
Tw
oC 42.3 0.2 0.4 0.8
qJoule W/m2 562.6 0.07 1.3 1.3
qrad W/m2 69.2 4.1 7.9 17.8
qcond W/m2 17.0 1.1 2.1 2.7
qconv W/m2 476.4 4.3 8.4 17.9
Nu - 246.6 5.7 11.2 31.0
EF - 2.0 0.05 0.10 0.25
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Table 4.2. For instance, the eﬀect of the external wall temperature uncertainty on the
Enhancement factor is calculated as
uEF,Tw,ext =
∂EF
∂Nu
· ∂Nu
∂h
· ∂h
∂qconv
· ∂qconv
∂qcond
· ∂qcond
∂Tw,ext
· uTw,ext (4.16)
which leads to
uEF,Tw,ext = EF ·
qcond
qconv
· 1
Tw − Tw,ext
· uTw,ext (4.17)
Figures 4.6 and 4.7 summarize the impact of the primitive magnitudes on the EF
standard uncertainty in the cases of Tables 4.3 and 4.4. For each primitive magnitude,
two values are given: the average and maximum standard uncertainties. Finally, the
magnitudes represented in the Figures are normalized with the value of the mean EF
in each experiment. When Re = 15,000, the largest uncertainty is caused by the TLC
emissivity uncertainty, reaching a value about 2.5% of EF . This is due to the fact that
the radiative heat transfer losses are important in the energy balance, and because of
the high uncertainty on the TLC emissivity. The second most important error source is
the wall temperature provided by the TLCs, reaching an average value of 1.4% of the
mean EF . It is important to note that the maximum value of the uncertainty caused by
the wall temperature is about 3% of the mean EF . This high value appears in the areas
where the rib-induced secondary ﬂows are in contact with the investigated wall, reducing
the local wall temperature and its diﬀerence with respect to the ﬂuid temperature, which
leads to an increase of the uncertainty. For the same reason, the maximum impact of the
intet and outlet temperatures is somewhat larger than the averaged value: a relatively
small error in the ﬂuid temperature is ampliﬁed in the region where the ﬂuid-to-wall
temperature is reduced.
In the case at Re = 55,000 and Ro = 0.2 (counter-clockwise rotation), the radiative
heat transfer is not as important as in the previous case, leading to a reduced impact of
the TLC emissivity in the ﬁnal uncertainty. However, the impact of the wall temperature
given by the TLCs is slightly enlarged to become about 2% of the mean EF . This is
due to the high ﬂuid temperature, driving to a reduction of the diﬀerence between the
wall and ﬂuid temperatures.
This analysis reveals the factors whose uncertainty needs to be reduced to obtain EF
relative uncertainties below 5%. The main actions that can be taken into account to
achieve this goal are:
• determine accurately the emissivity of the TLCs
• increase the driving temperature (ﬂuid-to-wall temperature diﬀerence)
• reduce the TLC temperature uncertainty by increasing the resolution of the camera
and by using more accurate thermocouples during the calibration
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Figure 4.6 : Influence of the primitive magnitudes in the final EF relative standard
uncertainty, at Re = 15,000 and Ro = 0
Figure 4.7 : Influence of the primitive magnitudes in the final EF relative standard
uncertainty, at Re = 55,000 and Ro = 0.21, counter-clockwise rotation
Chapter 5
Numerical details
5.1 Physical modeling and flow conditions
The present work also aims at introducing a computational procedure that is able to
reproduce the main ﬂuid motion and heat transfer phenomena at a reasonable computa-
tional cost. After the validation of the numerical data with the experimental measure-
ments, the simulations can indeed provide a reliable picture of the ﬂow ﬁeld and heat
transfer in the whole investigated domain, complementing the measurements and helping
the community to fully understand the governing mechanisms. Moreover, it is believed
that the methodology introduced in the present work is well suited for the analysis of
internal cooling channels with alternative geometrical parameters and operating condi-
tions. Direct Numerical Simulations (DNS) are discarded due to the large amount of
grid points required to provide the solution at the present Reynolds number. The most
recent DNS in a ribbed channel was carried out by Narasimhamurthy and Andersson
[47] at a bulk Reynolds number similar to the one in the present investigation. The case
analyzed in Ref. [47] corresponded to an inﬁnite-aspect ratio channel, providing valuable
information about the main ﬂow and turbulence budgets, but did not fully reproduce
the physics of internal cooling channels due to the lack of lateral walls. Reference [47]
also provided an idea of the computational cost that would correspond to DNS of a
section of an internal cooling channel. In that case, the grid was built with about 33
million points, one or two orders of magnitude larger than what is often employed in
Large Eddy Simulations (LES) [36, 43, 44, 88].
The present study considers LES with the objective of resolving the large-scale motion
of the ﬂuid and the resulting heat transfer in an internal cooling channel with a less
reﬁned mesh. The unsteady pressure, velocity and temperature ﬁelds resolved by the
LES correspond to those that would result from ﬁltering the actual turbulent ﬁeld in
the space domain. More details on the ﬁltering, LES principles and practical aspects
are given in Refs. [89–91]. In the present work, the ” sub-ﬁlter-scale” stress tensor that
results from the spatial ﬁltering of the Navier-Stokes equations (τij) is modeled with
an eddy-viscosity model, whereas the “sub-ﬁlter-scale” heat ﬂux vector (qj) is modeled
with an eddy diﬀusivity model. Additionally, the ﬂuid is considered incompressible and
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with uniform thermodynamic properties. The resulting ﬁltered continuity, momentum
and energy equations in the rotating frame of reference are:
∂u˜i
∂xi
= 0 (5.1)
Du˜i
Dt
= − ∂
∂xj
(
p˜eff
ρ
δij + τij
)
+ ν
∂2u˜i
∂xj∂xj
− 2εij3Ωu˜j (5.2)
∂T˜
Dt
=
∂
∂xj
(
ν
Pr
∂T˜
∂xj
− qj
)
(5.3)
where u˜i (i = 1, 2, 3) are the resolved velocity components, t is the time, p˜eff is the
eﬀective pressure, ρ is the ﬂuid density, δij is the Kronecker Delta, ν is the kinematic
viscosity, εijk is the Levy-Civita symbol, Ω is the angular velocity magnitude and T˜
is the resolved temperature ﬁeld. Note that the temperature acts as a pasive scalar
according to this model, and therefore it does not aﬀect the velocity ﬁeld. Additionally,
it can be observed that the Buoyancy terms due to possible density variations have been
dropped from the model.
The dynamic viscosity and the Prandtl number of the ﬂuid are set respectively to
1.511×10-5 m2/s and 0.72, which correspond values at the experimental conditions. The
resolved eﬀective pressure is deﬁned as
p˜eff = p˜− 12ρΩ
2r2 − βx (5.4)
where p˜ is the resolved static pressure, r is the distance to the axis of rotation. The
supplementary source term β is a part of the solution, and represents the pressure
gradient that results from imposing a deﬁned mass ﬂow and periodic boundary conditions
for the velocity [92]. In the present computations, the Reynolds number (Eq. (1.9))
based on the bulk velocity and the hydraulic diameter is set equal to 15,000. The value
of β is a function of time, and ﬂuctuates around a mean value which depends on the
Rotation number. The mean value of β represents the pressure losses in the channel at
the given Re and Ro, whereas the standard deviation of β provides the overall level of
unsteadiness. These values are reported in section 6.2.
The sub-ﬁlter-scale stress tensor and the heat ﬂux vector need to be modeled in order
to ﬁnd the values of u˜i, p˜eff and T˜ at each point of the domain. The localized k-equation
subgrid-scale (LDKSGS) model proposed by Kim and Menon [93] was employed to model
the sub-ﬁlter-scale stress tensor due to its relative simplicity and the ability to correctly
predict the velocity in high Reynolds number ﬂows. The LDKSGS model expresses the
sub-ﬁlter-scale stress tensor as a function of the subgrid-scale (SGS) eddy viscosity (νT ):
τij = −2νT S˜ij + 23δijksgs (5.5)
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where S˜ij is the resolved strain stress tensor,
S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
(5.6)
and ksgs is the SGS kinetic energy. The SGS eddy viscosity is considered by the LDKSGS
model to be proportional to the square root of the SGS kinetic energy:
νT = cνk1/2sgs ∆˜ (5.7)
To obtain the SGS kinetic energy and eddy viscosity, the subﬁlter-scale turbulent ki-
netic energy equation proposed by Yoshizawa [94] is solved, and the procedure introduced
by Lilly [95] to obtain the turbulent viscosity coeﬃcient was employed. The LDKSGS
model presents several advantages such as the local character of the model constant (no
spatial averaging or clipping is needed to increase the stability of the system) and no
local equilibrium between the SGS energy production and dissipation is imposed. Ad-
ditionally, the implementation of the model in rotating ﬂows is relatively easy since the
formulation of the subﬁlter-scale turbulent kinetic energy equation does not change in
a rotating frame of reference at constant angular velocity. Nevertheless, the centripetal
and Coriolis forces need to be included in the momentum equation.
In practice, the SGS eddy viscosity and stress tensor are iteratively calculated together
with the velocity and pressure ﬁelds (Eqs. (5.1) and (5.2)) at each time step until the
convergence criteria is reached. Then, Eq. (5.3) is solved to obtain the temperature
ﬁeld. In the present work, the eddy diﬀusivity model that has been used to represent
the subﬁlter-scale heat ﬂux is based on the SGS eddy viscosity and the temperature
gradient:
q˜j = − νT
Prt
∂T˜
∂xj
(5.8)
where Prt is the turbulent Prandtl number. In this case, a constant Prt equal to 0.5
has been set, in consideration of the work by Moin et al. [96] in a turbulent channel
ﬂow. In the case of air (Pr = 0.72), the turbulent Prandtl number varied from 1.0 close
to the wall, to 0.5 at the edge of the boundary layer. Nevertheless, about 70-80% of
the boundary layer presented a value close to 0.5. The value Prt = 0.5 has also been
employed in the LES by Murata and Mochizuki [88] and Sewall and Tafti [97].
Five cases have been considered in the LES analysis, summarized in Table 5.1. The
Reynolds, Prandtl and Rotation numbers have been deﬁned following Eqs. (1.9),(1.10),
and (1.11). The centripetal buoyancy forces were not included in the momentum equa-
tions, hence the buoyancy number is equal to zero in every case.
5.2 Domain and mesh details
The domain selected for the present LES represents a section of the experimental
model. The length of the domain is equal to the rib pitch, hence only one rib is retained
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Table 5.1 : Cases studied by LES (Re = 15000, Pr = 0.72)
Case Ro Rotation sense
1 0.78 Clockwise
2 0.30 Clockwise
3 0 Static
4 0.30 Counter-clockwise
5 0.78 Counter-clockwise
in the computational domain. The reduction of the domain length to a single pitch is
made to increase the spatial resolution for a given amount of grid points, yielding an
aﬀordable computational cost. Periodic boundary conditions are applied at the inlet
and outlet of the domain to simulate an established ﬂow and heat transfer in the studied
model. Despite the actual conditions in the measurement region are not fully established
under certain rotation numbers, the present work aims at simulating the main ﬂow
structures and provide a physical explanation of the velocity and heat transfer in the
entire domain.
Figure 5.1 represents the geometry of the selected domain, similar to the one investi-
gated experimentally. The rib is placed on the bottom wall perpendicularly to the main
ﬂow direction. The cross section of the rib is a square of 15 mm side, the width of the
channel is equal to 138 mm and the height equals 153 mm. The frame of reference is
ﬁxed to the rotating channel, where the x axis corresponds to the stream-wise direction,
the y axis to the vertical direction, and the z axis to the span-wise direction. The ori-
gin of the frame of reference is placed at the intersection of the symmetry plane, the
bottom wall, and the trailing face of the rib. The system is rotated at diﬀerent angular
velocities around the z axis in both senses of rotation. When rotation takes place in
the counter-clockwise sense, the angular velocity vector presents the same sense as the
z axis. Under clockwise rotation, the angular velocity vector has the sense opposite to
the z axis. The distance from the origin of the frame of reference to the axis of rotation
has been set equal to 830 mm, which is the distance from the trailing edge of the 6th rib
to the axis of rotation in the experimental facility.
The domain is discretized in a multi-block structured grid, represented in detail in Fig.
5.2. The mesh is reﬁned in the areas close to the walls and in the shear layer region.
The total amount of cells is 958440; with 97, 150 and 70 elements in the x, y and z
directions. The maximum cell aspect ratio is below 30, whereas the maximum adjacent
cell volume ratio is below 1.1. The dimensionless wall distance y+ has been calculated
as
y+ =
dcenter ·
√
ν · ∂‖u˜‖∂n
ν
(5.9)
where dcenter is the distance from the wall to the center of the ﬁrst cell, ‖u˜‖ is the
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(a) (b)
Figure 5.1 : Simulated geometry (a) and computational domain (b)
modulus of the solved velocity vector and n is the wall-normal direction. In the worst
scenario, corresponding to the counter-clockwise rotating case at Ro = 0.30, the average
y+ value is equal to 1.9 and the maximum y+ value is equal to 7.1. Figure 5.3 represents
the y+ histogram on the ensemble of the channel walls and on the rib walls. As expected,
y+ is larger on the rib walls, yet the average value is equal to 2.3 and 90% of the cells
present a value below 5.
Figure 5.2 : Detailed view of the mesh in planes xy and yz
Figure 5.4 presents the y+ contours on the channel walls at an arbitrary instant under
counter-clockwise rotation with Ro = 0.30 and Re = 15,000. It can be observed that
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Figure 5.3 : y+ distribution on the walls (top) and on the rib (bottom)
the most critical region is on the top corner of the rib leading edge, showing y+ values
of about 7.5. The lateral and top walls present y+ ∼ 4. In particular, the footprint of
the rib-induced secondary ﬂows can be observed on the top walls, close to the lateral
corners. There, the y+ is slightly higher than in the central section due to the velocity
gradients caused by the Coriolis-induced secondary ﬂows. On the bottom wall, the y+ is
low due to the grid reﬁnement in this region. In the case of increased Reynolds number,
the grid would need to be reﬁned, especially on the rib surface, top and lateral walls.
In order to characterize the mesh resolution, the time-averaged value of the turbulence
resolution measure [98], MT , has been calculated as:
MT =
ksgs
k˜ + ksgs
(5.10)
where k˜ is the mean resolved turbulent kinetic energy and ksgs the mean SGS kinetic
energy. In the present investigation,MT presents values lower than 0.2. This means that
less than 20% of the total turbulent kinetic energy is modeled in some regions of the
domain, whereas 80% of the total turbulent kinetic energy resolved by the LES. Figure
5.5 displays the MT contours in the symmetry plane in the case of counter-clockwise
rotation and Ro = 0.30. MT reaches values of about 0.15 in the core of the ﬂow, and is
lower than 10% in the region next to the walls. As a result, the volume-averaged MT is
lower than 10%.
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Figure 5.4 : Instantaneous y+ distribution on the channel walls (Ro = 0.30, counter-
clockwise rotation)
5.3 Boundary and initial conditions
The present physical model requires boundary conditions for the velocity, pressure,
SGS turbulent kinetic energy and temperature. Periodic boundary conditions are set at
the inlet and outlet of the domain (x/H = -5 and 5). The no-slip boundary condition is
imposed on the channel walls. The pressure gradient on the walls and the SGS turbulent
kinetic energy are also set to zero on the walls. Since the Reynolds number is set equal
to 15,000, the ﬂow solver provides a time-dependent pressure gradient β (Eq. (5.4))
which generates the ﬂuid motion with periodic velocity [92].
The selected boundary conditions for the temperature are slightly diﬀerent from those
that are typically applied in the open literature. A tradeoﬀ between the algorithm
simplicity and the correspondence to the experimental conditions was intended. The
temperature on the bottom wall, excluding the rib, was set equal to 314 K in all the
cases. This value is equal to the mean bottom wall temperature during the experiments.
However, the temperature over the surface is not uniform in the experiments, which
introduces local diﬀerences. It is also noted that the ambient temperature from test
to test varied slightly, with variations of order of 1 K. However, no major diﬀerences
in the physics is expected due to these temperature variations. On the rib surface,
zero heat ﬂux was imposed due to the characteristics of the test section. The rib in
the experimental setup was made of acrylic walls, which has low conductivity. For this
88 Numerical details
Figure 5.5 : Mean turbulence resolution magnitude (MT ) contours in the symmetry plane
(Ro = 0.30 counter-clockwise rotation)
reason, the heat ﬂux from the rib to the ﬂuid is assumed to be zero. In reality, the rib
is heated by the heating foil on which it is installed, and that heat is released to the
ﬂow. The most accurate, but expensive approach would be to solve the conjugate heat
transfer phenomena between the heating foil, the rib and the ﬂuid. The temperature of
the top and lateral walls was set to a value equal to 293 K, which is the typical ambient
temperature in the laboratory. This setup results in a heat transfer from the bottom
wall to the ﬂuid, and from the ﬂuid to the top and lateral walls. Therefore, the top
and lateral walls act as a heat sink. The periodic boundary condition forces a balance
between the heat ﬂuxes, hence no source term is needed in Eq. (5.3), contrarily to what
was done for the momentum equation.
The simulation was started using a coarse mesh of about 160,000 cells. The initial
condition in the coarse mesh consists in a random velocity ﬁeld superimposed to a
uniform unidirectional velocity at ambient temperature. The initial velocity vector at a
location (x, y, z) can be expressed as
u˜ = (Ub + ur, ur, ur) (5.11)
where ur is a random variable following a normal distribution with mean equal to 0
and standard deviation equal to 0.2Ub. Note that this velocity ﬁeld does not represent
a true turbulent ﬁeld due to the fact that the magnitudes in adjacent cells are not
correlated, it introduces however a level of randomness in the ﬂow that results in a
turbulent motion. Initially, the pressure gradient (without taking into account the factor
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β) and SGS turbulent kinetic energy are set to zero, whereas the temperature ﬁeld is
set equal to 298 K. Then, the simulation is started until a stationary regime is reached.
In order to evaluate the stabilization of the system, the velocity and temperature at
several locations are monitored as well as the overall SGS kinetic energy, < ksgs > and
temperature < T >:
< ksgs >=
1
V
∫∫∫
D
1
2
(
u˜2 + v˜2 + w˜2
)
dV (5.12)
< T >=
1
V
∫∫∫
D
T˜ (x, y, z)dV (5.13)
where D stands for the domain and V for its volume. Figure 5.6 shows the evolution
of < T > as a function normalized time, t × Ub/P (where P is the rib pitch). The
characteristic time, Ub/P is also known as Flow Through Time, which is the typical time
that the ﬂuid employs to cross the domain. It can be observed that the characteristic
time for the stabilization of the temperature is of the order of 10-20 FTTs. For a
dimensionless time larger than 50, the standard deviation of < T > is below 0.11 K,
which represents about 0.5% of the temperature diﬀerence between the heated wall (314
K) and the cold walls (293 K).
The transient time is related to the eﬀective diﬀusivity. The time scale of the energy
equation (Eq. (5.3)) is tc ∼ l2/
(
ν
Pr +
νT
Prt
)
, l being the characteristic length of the
temperature variations, which is of the order of the rib height (15 mm). The order of
magnitude of the turbulent eddy viscosity can be estimated from the Smagorinsky model
[99]:
νT =
(
CS∆˜
)2 ‖S˜‖ (5.14)
where CS ∼ 0.2 is the Smagorinsky constant, ∆˜ is the characteristic length of the cell
and ‖S˜‖ is the magnitude of the resolved strain tensor. In the shear layer region, ∆˜ ∼
2 mm, and ‖S˜‖ ∼ Ub/H, resulting in νT ∼ 1×10-5 m2/s. Actually, the eddy viscosity
found in the present simulations shows similar values, about 3×10-5 m2/s. Therefore,
the order of magnitude of the characteristic time is tc ∼ 3 s, which corresponds to about
30 FTT, very similar to what is observed in Fig. 5.6.
Once the simulation is established on the coarse mesh, the solution is interpolated
onto the ﬁnal mesh. After the establishment of the ﬂow conditions on the ﬁnal mesh,
statistics of the main ﬂow properties are collected for a time period of more than 60
FTT.
5.4 Solver
The CFD libraries employed to obtain the velocity, pressure and temperature ﬁelds
issued by Eqs. (5.1)-(5.3) is based in the SRFPimpleFoam ﬁnite-volume solver available
in the OpenFoam [100, 101] open source library. SRFPimpleFoam is a transient solver for
incompressible ﬂows in a rotating frame of reference, employing the PIMPLE algorithm
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Figure 5.6 : Overall temperature in the domain as a function of the dimensionless time
[102]. The temperature equation has been added to the solver, since it was not initially
included.
A second order implicit backward scheme was employed for temporal discretization.
The convection and diﬀusion of the momentum and energy equations have been dis-
cretized with a second order central diﬀerencing scheme. The convergence criterion was
set to 10-6 for the residuals in the continuity equation, and to 10-5 in the momentum
and temperature equations. The time step is about 9×10-5s resulting in a CFL number
lower than 1.
Chapter 6
Results
6.1 Experimental results
6.1.1 Inlet conditions
To characterize the ﬂow ﬁeld at the inlet of the test section, PIV measurements were
carried out in the symmetry plane of the channel, just upstream of the ﬁrst rib. The
mean stream-wise velocity contour in the measurement plane in static conditions is
represented in Fig. 6.1. The in-plane streamlines, generated from the stream-wise and
wall- normal velocities in the symmetry plane, are also represented in the ﬁgure. The
frame of reference is the same as the one depicted in Fig. 3.10, with the origin at the
trailing edge of the sixth rib of the channel. Due to the presence of the rib, the boundary
layer on the ribbed wall is slightly thicker on the bottom wall (Y/H = 0). For the same
reason, the stream-wise velocity is slightly larger closer to the top wall. As the ﬂow
moves downstream towards the rib, the velocity increases due to the area reduction
introduced by the rib. Finally, a recirculation bubble is generated just upstream of the
obstacle.
In order to compare the inlet velocity at the diﬀerent rotating conditions, the exper-
imental data was extracted from the line X/H = -56.0, corresponding to the dashed
line in Fig. 6.1. The stream-wise velocity proﬁles are represented in Fig. 6.2. The
uncertainty bars are shown in the static case for the sake of clarity. For the other cases,
the uncertainty is very similar. The uncertainty in the central region is very low, with
values uU/Ub (95% C.L.) below 0.011. Near the walls, the uncertainty reaches values up
to 0.04.
The ribbed wall (Y/H =0) acts as Leading Side when the rotation takes place in the
clockwise sense, and as Trailing Side when rotation is in the opposite sense. Figure 6.2,
shows that the slope of the mean velocity in the ﬂow core increases as the Rotation
number increases. Despite the sign of the slope is diﬀerent if the channel rotates in the
clockwise or counter-clockwise sense, the velocity magnitude is very similar for a given
Rotation number. Since the ﬂow is not fully developed, the resulting slope ∂U/∂y is
lower than 2Ω [20]. Due to the symmetrical design of the test section with respect to
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Figure 6.1 : Inlet mean stream-wise velocity contours in static conditions
the plane Z = 0, the inlet velocity ﬁeld is expected to be symmetric with respect to Z
= 0.
The stream-wise turbulent velocity proﬁles urms/Ub at X/H = -56.0 are presented
in Fig. 6.3. In the core region, the turbulent velocity is lower than 1% due to the
honeycombs and screens in the settling chamber as well as the contraction. In this
region, the uncertainty uurms/Ub is of order 0.003 (95% C.L.). Near the bottom wall, the
turbulent velocity is large at every rotating condition due to the presence of the wall
and the beginning of the recirculation bubble upstream of the ﬁrst rib. On the other
hand, the uncertainty of urms/Ub reaches values of about 0.2 (95% C.L.) in the region
near the walls.
6.1.2 Isothermal velocity field
6.1.2.1 Comparison with previous experimental data
The velocity ﬁeld in the present test section is ﬁrstly compared to the measurements
by Coletti et al. [32] between the 6th and 7th ribs in Figs. 6.4 - 6.6. The ﬂow topology
and velocity magnitudes are very similar to the cases analyzed in Ref. [32] at Re =
15,000 and Ro = 0 - 0.30. The data represented in Fig. 6.4b reveals a reattachment
length equal to 4.0 times the rib height. Here, the reattachment point is deﬁned as
the location where the stream-wise velocity immediately above the wall, i.e. the ﬁrst
measurement point, changes its sign from negative to positive. Note that this data was
obtained with the 35 mm photo lens, presenting a spatial resolution equal to 2.85 mm in
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Figure 6.2 : Inlet mean stream-wise velocity profiles
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Figure 6.3 : Inlet turbulent stream-wise velocity profiles
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the stream-wise direction, that is, almost 0.2 times the rib height. For the experiments
performed with the 50 mm lens, the reattachment length is measured to be equal to
3.85 times the rib height (the spatial resolution in the stream-wise direction in this case
is equal to 0.1 times the rib height). This distance is in good agreement with respect
to the one found in Ref. [32], which reports it to be equal to 3.8 times the rib height.
In the recirculation region behind the ribs, two vortices are visible: the largest one
inducing a clockwise motion, and a reduced vortex in the corner downstream of the rib
turning counter-clockwise. The length of the reduced vortex in the stream-wise direction
is equal to 0.7H in the present experiments, whereas it is equal to 0.6H in Ref. [32].
As the ﬂow moves downstream, the boundary layer develops, and the thickness of the
low momentum region increases. Further downstream, as the ﬂuid reaches the following
obstacle, the ﬂow is accelerated due to the area blockage introduced by the rib.
When rotation takes place in the clockwise sense, the ribbed wall acts as Leading
Side, and the ﬂow ﬁeld is stabilized by rotation. As a result, the turbulent ﬂuctuations
are damped and the momentum exchange between the near wall and core ﬂows is not
as eﬃcient as in the static case. The reattachment length of the shear layer generated
by the rib is hence enlarged. It can be observed in Fig. 6.4 that the overall agreement
of the data by Coletti et al. [32] and the one of this work is good. In the present
experiments at Ro = 0.30 (Fig. 6.4a), the reattachment takes place 6.85 times the rib
height downstream of the obstacle. At X/H ≃7.15, a second recirculation bubble starts,
developing in front of the following rib. Using the same deﬁnition of the reattachment
length as that expressed above, the data provided in Ref. [32] does not actually show a
reattachment point. Instead, a saddle point is found at (X/H,Y/H) = (7.08, 0.12), where
the second recirculation bubble starts to develop. Therefore, the size of the recirculation
bubble upstream of the 7th rib is almost the same in Ref. [32] and in the present work.
When the ribbed wall acts as Trailing Side (Figs. 6.4c and d), the shear layer generated
by the rib is destabilized by rotation. The momentum exchange between the near wall
and core regions is more eﬀective, hence the size of the recirculation bubble behind
the rib is reduced. The reattachment length in the present experiments is equal to
3.45H±0.19H, exactly the same as in Ref. [32]. As a result, the streamline curvature
is larger under this rotating condition. It is noteworthy to mention that the momentum
magnitude is larger in the proximity of the ribbed wall because of the high turbulence
levels.
In order to compare in detail the data with the previous experimental results of Ref.
[32], the stream-wise mean and turbulent velocities have been extracted along horizontal
lines positioned at X/H = 0, 2 , 4, 6, 8 and 10, and represented in Figs. 6.5 - 6.6. As can
be observed in the ﬁgures, the agreement between the represented data is fairly good.
To quantify the agreement, the average diﬀerence between the proﬁles at a given X/H
position has been calculated:
δU/Ub =
∫ 3
0
∣∣∣∣
(
U
Ub
)
1
−
(
U
Ub
)
2
∣∣∣∣ d
(
Y
H
)
(6.1)
where the subscripts 1 and 2 stand for the data of each experimental campaign. For
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Figure 6.4 : Stream-wise velocity contours and in-plane streamlines, Re = 15,000:
present investigation, Leading Side, Ro = 0.30 (a); present investigation,
Static, Ro = 0 (b); present investigation, Trailing Side, Ro = 0.30 (c); Co-
letti et al. (2012), Leading Side, Ro = 0.30 (d); Coletti et al. (2012), Static,
Ro = 0 (e); Coletti et al. (2012), Trailing Side, Ro = 0.30 (f)
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instance, δU/Ub at X/H=4 shows values equal to 0.028, 0.023 and 0.035 in Figs. 6.6(a),
(b) and (c), respectively. Therefore, the typical deviation of the stream-wise velocity
between the diﬀerent experimental campaigns is about 3% of the bulk velocity. The
diﬀerence has been also computed in terms of the stream-wise turbulent velocity:
δurms/Ub =
∫ 3
0
∣∣∣∣
(
urms
Ub
)
1
−
(
urms
Ub
)
2
∣∣∣∣ d
(
Y
H
)
(6.2)
The diﬀerence δurms/Ub is equal to 0.015, 0.008 and 0.032 in Figs. 6.6a, b and c, respec-
tively.
It is important to remark that the centrifugal forces were diﬀerent in the experimental
campaigns due to the diﬀerence in the rotational speed. In the case of the work by Coletti
et al. [32], the rotational speed was about 104 rpm, providing a centrifugal acceleration
equal to 9G in the investigated region. In the present case at Ro = 0.30, the rotational
speed was about 31 rpm, providing a centrifugal acceleration of approximately 0.9G.
However and although the ratio of the centrifugal forces to the inertia of the ﬂuid is
diﬀerent, the results are the same. This is due to the fact that the centrifugal forces
act as a pressure gradient in the case of isothermal ﬂows, as demonstrated by Johnston
el al. [21], and summarized in section 2.3. If the Reynolds and Rotation numbers are
ﬁxed in scaled geometries, the dimensionless velocity ﬁeld is identical. This is conﬁrmed
by the fact that the dimensionless eﬀective pressure gradient ends up to be the same.
However, the actual pressure gradient is diﬀerent due to the diﬀerent rotational speeds.
As a direct consequence, if static pressure measurements are taken in a rotating channel,
the dimensionless results are required to be given in terms of the eﬀective pressure to be
representative.
6.1.2.2 Mean velocity field at high Rotation numbers
The in-plane velocity modulus contours, obtained from the stream-wise and wall-
normal velocity components, in the cases Ro = 0 - 0.77 are represented in Figs. 6.7 and
6.8. The results were obtained in the two diﬀerent experimental campaigns with the
parameters shown in Tables 3.3 and 3.4, respectively. Additionally to the velocity con-
tours, the in-plane streamlines are included in the ﬁgures. When the channel is rotated
in the clockwise sense, the recirculation bubble grows as the Rotation number increases
due to the shear layer stabilization. The center of the large vortex downstream of the
rib moves from (X/H,Y/H)=(1.51,0.57) in static conditions to (X/H,Y/H)=(2.09,0.53)
at Ro = 0.30, (X/H,Y/H)=(2.33,0.54) at Ro = 0.38 and (X/H,Y/H)=(3.12,0.53) at
Ro = 0.77. Under the largest Rotation number (Leading Side, Ro = 0.77), the height
of the recirculation bubble increases to reach almost the rib level. Therefore, there is
little momentum interchange between the recirculation bubble and the core ﬂuid. It is
important to realize that the streamline curvature is reduced as the Rotation number
increases. As the streamline curvature is reduced and the core ﬂuid is isolated from the
ﬂuid in the recirculation bubble between the ribs, the core ﬂow approaches the topology
of a smooth channel ﬂow in terms of ﬂow curvature. As a consequence, the rib-induced
secondary ﬂows in static conditions are most likely weakened by the stabilization of the
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Figure 6.5 : Stream-wise velocity profiles: Leading Side, Ro = 0.30 (a); Static (b);
Trailing Side, Ro = 0.30 (c)
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Figure 6.6 : Stream-wise turbulent velocity profiles: Leading Side, Ro = 0.3 (a); Static
(b); Trailing Side, Ro = 0.30 (c)
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ﬂow and the reduction of streamline curvature when the ribbed wall acts as the Leading
Side. The reduced vortex observed in the corner just downstream of the rib in static
conditions still exists at Ro = 0.30 and 0.38. However, it is not observed at Ro = 0.77,
probably due to the low momentum in the separation bubble. In parallel, the size of the
vortex just upstream of the 7th rib grows as the Rotation number increases. The saddle
point separating this vortex and the one downstream of the previous rib moves away
from the wall, to reach a position (X/H,Y/H)=(7.51, 0.33) at Ro = 0.77.
When the ribbed wall acts as the Leading Side, the momentum distribution varies as
the Rotation number increases. Close to the lower wall, the momentum under rotating
conditions is lower than in the static case as a consequence of the larger recirculation
bubble. Nevertheless, at a distance Y/H ∼ 3 from the wall, the momentum on the
stabilized cases is larger than under static conditions. This is in contrast with what
was suggested in Refs. [32, 53, 78]: the secondary ﬂows move ﬂuid from the Trailing
Side towards the Leading Side in the region near the lateral walls, whereas the ﬂuid is
pushed back towards the Trailing Side in the region of the symmetry plane due to the
limited channel aspect ratio. This would be translated into a momentum decrease and
an eventual positive wall-normal velocity near the Leading Side. However, the measure-
ments of Refs. [32, 53] were limited to a region below Y/H = 3, and the momentum
increase above this plane was not observed. With the measurements given in Figs. 6.8a
and b, an alternative explanation needs to be provided. Most likely, the secondary ﬂows
are conﬁned to a reduced region near the lateral wall and the inﬂuence on the momen-
tum distribution in the measurement plane is low, at least under clock-wise rotation.
The large momentum above the plane Y/H = 3 may be related to the tendency of the
turbulence to generate regions of neutral stability, as demonstrated by Tritton[103] and
Kristoﬀeresen and Andersson [20]. The neutral stability region is characterized by a
zero absolute vorticity, which is translated into a relative velocity gradient in the wall-
normal direction (∂U/∂y) equal to twice the angular velocity. As shown in the DNS by
Kristoﬀeresen and Andersson [20], the momentum and shear in the stable region is lower
than in static conditions. However, the maximum velocity in a rotating channel is larger
than in the same channel at zero angular velocity due to the momentum redistribution.
Moreover, the location of the region with the maximum momentum is closer to the
Leading Side than to the Trailing Side. This would explain the larger momentum above
Y/H = 3. When the Rotation number is increased from 0.3 to 0.77, the momentum is
even larger in the region Y/H > 3. The large momentum can be explained ﬁrstly by
the increase of the velocity gradient in the wall-normal direction due to the increase of
the angular velocity. Additionally, the ﬂow in the region near the opposite wall (Y/H
= 10.2) might be re-stabilized by rapid rotation, which reduces the velocity in the near
wall region. Since the Reynolds number is kept the same as the previous cases, the bulk
velocity is the same, hence the ﬂuid is accelerated in the core of the channel.
When the rotation takes place in the opposite sense, the ribbed walls acts as Trailing
Side. As explained before, the ﬂuid is destabilized, enhancing the entrainment of ﬂuid
from the main ﬂow to the recirculation bubble, resulting in a shorter reattachment
length as the Rotation number increases. The reattachment length is equal to 3.45H,
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Figure 6.7 : In-plane velocity modulus contours and in-plane streamlines, Re = 15,000:
Leading Side, Ro = 0.77 (a); Leading Side, Ro = 0.38 (b); Static, Ro = 0
(c); Trailing Side, Ro = 0.38 (d); Trailing Side, Ro = 0.77 (e). Data obtained
with the 50 mm objective (Table 3.3)
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Figure 6.8 : In-plane velocity modulus contours and in-plane streamlines, Re = 15,000:
Leading Side, Ro = 0.77 (a); Leading Side, Ro = 0.30 (b); Static, Ro = 0
(c); Trailing Side, Ro = 0.30 (d); Trailing Side, Ro = 0.77 (e). Data obtained
with the 35 mm objective (Table 3.4)
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3.35H and 3.24H at Ro equal to 0.30, 0.38 and 0.77, respectively. The center of the
large vortex in the recirculation bubble is located at (X/H,Y/H)=(1.49,0.51) at Ro =
0.30, (X/H,Y/H)=(1.38,0.51) at Ro = 0.38 and (X/H,Y/H)=(1.27,0.52). On the other
hand, the reduced corner vortices just upstream and downstream of the ribs seem to be
unaltered by the Rotation number. At Ro = 0.30 and 0.38, the momentum is larger than
in the static case, especially in the near-wall region. Coletti et al. [32] relate the large
momentum to the high turbulent ﬂuctuations and to the eﬀect of the secondary ﬂows.
The high turbulence enhances the mixing of the near-wall and core ﬂows, leading to a
high shear, especially on top of the ribs. In addition, the Coriolis-induced secondary
ﬂows sweep ﬂuid from the top wall to push it to the bottom wall when the channel
rotates in the counter-clockwise rotation, enhancing the momentum in the investigated
region. Nevertheless, the streamlines do not seem to show an important wall-normal
velocity component but only at the end of the recirculation bubble. Thus, the large
momentum observed next to the Trailing Side at Ro = 0.30 and 0.38 is most likely
caused by the turbulent entrainment of the core ﬂuid into the near-wall ﬂow enhanced
by the Coriolis force. At Ro = 0, the momentum reaches even lower values than in the
static cases. Moreover, the streamlines indicate a ﬂuid motion away from the wall. This
can be due to the re-stabilization of the ﬂow at high Rotation numbers, and a variation
of the secondary ﬂow pattern. As it will be shown later, the stream-wise turbulence
is largely reduced in the second half of the rib pitch. As demonstrated by Lezius [19]
and Johnston et al. [21], the ﬂow can be re-stabilized under anti-cyclonic rotation if the
angular speed is large enough with respect to the ﬂow shear ∂U/∂y. In terms of the
local gradient Richardson number,
Ri =
−2Ω (∂U/∂y − 2Ω)
(∂U/∂y)2
the ﬂow is stable as long as Ri is positive. In such case, the turbulent mixing is reduced
and so the momentum in the near wall region. However, the recirculation bubble short-
ening suggests a larger turbulent activity, hence the re-stabilization does not occur the
entire near wall region. This is most probably due to the distribution of the mean ﬂow
shear, which is particularly high in the separated region. On the other hand, Kristof-
fersen and Andersson [20] demonstrated the change of the secondary ﬂows pattern at
high Rotation numbers in an inﬁnite high aspect ratio channel ﬂow. In that case, the
boundary layer on the Leading Side thickens, reducing the eﬀective cross section where
the stream-wise vortex structures can grow. As a result, the size of the stream-wise
Taylor-Go¨rtler vortices on the Trailing wall is reduced, which leaves enough room in
the span-wise direction to be occupied by another pair of stream-wise vortices. In the
present case, the Coriolis-induced secondary ﬂows would still induce a ﬂuid motion from
the Trailing Side to the Leading Side right near to the lateral walls. However, the ﬂuid
would go back to the Trailing Side in a region closer to the lateral walls, leaving room for
two counter-rotating vortices in the center of the channel, near the Trailing Side. These
central stream-wise vortices would revert the secondary ﬂow motion in the symmetry
plane, leading to a positive vertical velocity in the measurement plane, as observed in
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Figs. 6.7 and 6.8.
The stream-wise mean velocity contours at the diﬀerent rotating conditions are shown
in Figs. 6.9 and 6.10. The contour line U/Ub = 0 is added to the ﬁgures to illustrate the
evolution of the recirculation bubble as the rotation number increases. For the Leading
Side case, the contour lines become more and more parallel as the rotation number
increases, due to the enlargement of the separation bubble, and the low inﬂuence of
the Coriolis-induced secondary ﬂows. On the Trailing Side at Ro = 0.30 and 0.38, the
iso-velocity contours are not parallel due to the acceleration of the ﬂow on top of the
ribs, the separation and reattachment of the shear layer generated by the rib, and the
development of the boundary layer towards the following obstacle. At Ro = 0.77 on
the Trailing Side, the contours are more uniform than in the previous case due to the
probable turbulence reduction and the redistribution of the Coriolis-induced secondary
ﬂows.
Figures 6.11 and 6.12 show the wall-normal velocity contours at the diﬀerent Rotation
numbers. Additionally, the V/Ub = 0 contour line is represented in the ﬁgure to evidence
the areas where the ﬂow is pushed towards the wall or swept away from it. In static
conditions, the area 2 < X/H < 6 shows negative wall-normal velocity, due to the
rib-induced secondary ﬂows and the entrainment of the main ﬂow into the recirculation
bubble. In particular, the largest wall-normal velocity (in terms of the modulus) is
located just upstream of the reattachment point, presenting a maximum value of about
7.6% of the bulk velocity. On the Leading Side, the area of negative wall-normal velocity
is reduced as the Rotation number increases. The maximum magnitude of the wall-
normal velocity is about 1.6% of the bulk velocity. For this reason, the streamline
curvature is largely reduced at high Ro. Oppositely, the wall-normal velocity modulus
slightly increases on the Trailing Side at Ro = 0.30 and 0.38. The modulus of the wall-
normal velocity reaches levels up to 11.4% of the bulk velocity in the region where the
main ﬂow is reattaching. However, the region of negative wall-normal velocity presents a
similar size to the static case, and the overall value of the negative wall-normal velocity is
slightly larger. For this reason, the author believes that the Coriolis-induced secondary
ﬂows exert little inﬂuence on the ﬂow in the measurement plane. Most of the ﬂow in
the symmetry plane is therefore under the inﬂuence of the destabilization induced by
rotation. This hypothesis needs however to be conﬁrmed by additional experiments or
supported by high-ﬁdelity CFD simulations. When the rotation number increases to
Ro = 0.77, the region of negative wall-normal velocity is notably reduced and most
of the velocity ﬁeld presents a positive wall normal velocity. This may be caused by
two mechanisms: the reduction of the turbulence intensity and the modiﬁcation of the
secondary ﬂow pattern.
In order to further investigate the eﬀects of rotation on the velocity ﬁeld, the di-
mensionless stream-wise and wall normal turbulent velocity distributions (urms/Ub and
vrms/Ub, respectively) at the diﬀerent rotating conditions have been represented in Figs.
6.13 and 6.14. On the Leading Side, the stream-wise and wall-normal turbulent velocities
decrease as the Rotation number increases, due to the stabilizing eﬀect of rotation. On
the Trailing Side case at Ro = 0.30, the stream-wise and wall-normal turbulent velocities
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Figure 6.9 : Mean stream-wise velocity contours, Re = 15,000: Leading Side, Ro =
0.77 (a); Leading Side, Ro = 0.38 (b); Static, Ro = 0 (c); Trailing Side, Ro
= 0.38 (d); Trailing Side, Ro = 0.77 (e). Data obtained with the 50 mm
objective (Table 3.3)
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Figure 6.10 : Mean stream-wise velocity contours, Re = 15,000: Leading Side, Ro =
0.77 (a); Leading Side, Ro = 0.30 (b); Static, Ro = 0 (c); Trailing Side, Ro
= 0.30 (d); Trailing Side, Ro = 0.77 (e). Data obtained with the 35 mm
objective (Table 3.4)
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Figure 6.11 : Mean wall-normal velocity contours, Re = 15,000: Leading Side, Ro =
0.77 (a); Leading Side, Ro = 0.38 (b); Static, Ro = 0 (c); Trailing Side, Ro
= 0.38 (d); Trailing Side, Ro = 0.77 (e). Data obtained with the 50 mm
objective (Table 3.3)
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Figure 6.12 : Mean wall-normal velocity contours, Re = 15,000: Leading Side, Ro =
0.77 (a); Leading Side, Ro = 0.30 (b); Static, Ro = 0 (c); Trailing Side, Ro
= 0.30 (d); Trailing Side, Ro = 0.77 (e). Data obtained with the 35 mm
objective (Table 3.3)
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are signiﬁcantly increased with respect to the static case. At larger Rotation number
however, Ro = 0.77, the stream-wise turbulent velocity decreases dramatically. Only in
the region just above the rib, where the velocity gradient is the largest, the stream-wise
turbulent velocity is larger than in the static case. In the rest of the ﬂow ﬁeld, urms/Ub
is even lower than in the static case. On the other hand, vrms/Ub increases in most of
the area investigated. Only for X/H > 5, immediately above the wall, the wall-normal
turbulent velocity decreases.
The dimensionless in-plane turbulent kinetic energy,
kin−plane =
1
2U2b
(
u2rms + v
2
rms
)
(6.3)
is displayed in Fig. 6.15 to study the ﬁnal balance of the stream-wise and wall-normal
turbulent velocities while varying the rotating conditions. In static conditions, the max-
imum turbulent kinetic energy reaches levels of about 0.04 in the shear layer area. On
the Leading Side at Ro = 0.30, kin−plane shows values about 0.016 at the edge of the
recirculation bubble and about 0.003 at Y/H ∼ 4. At Ro = 0.77, the values are slightly
lower, with the maximum kin−plane equal to 0.015 and a minimum value about 0.001
over the line Y/H = 4.
When the ribbed wall acts as Trailing Side and Ro = 0.30 , kin−plane is enhanced over
the whole investigated plane, as it is deducted from the increase of the stream-wise and
wall- normal velocities. The maximum value of kin−plane is found as well along the shear
layer, showing values of about 0.07-0.08. At Ro = 0.77, kin−plane is slightly higher than
in the static case in the region of the separated shear layer, displaying values of about
0.05. The turbulent kinetic energy is even lower than in the static case in the rest of
the investigated plane. Since the turbulence levels are lower than in the previous cases,
a decrease in the momentum interchange between the near-wall region and the core is
expected. As observed in Figs. 6.9 and 6.10, this results in a lower mean stream-wise
velocity.
The Richardson number (Eq. (1.8)) has been calculated to investigate the origin of
the observed mean and turbulent ﬁelds. The corresponding contours are displayed in
Fig6.16, where also the contour line Ri = 0 has also been represented to discern the
stable and unstable regions according to the Richardson number criterion. In the case
of the Leading Side (Fig. 6.16a and b), the Richarson number is positive in most of the
investigated plane. The mean span-wise vorticity presents the same orientation as the
angular velocity vector, and therefore, the ﬂow is stable. Only in a limited region of the
ﬂow ﬁeld, directly near to the bottom wall, the span-wise vorticity and angular velocity
present opposite senses. However, the momentum is so low in that region of the ﬂow
that no signiﬁcant increase of the ﬂow turbulence is observed there. As shown above, the
streamline curvature is reduced on the Leading Side, especially if the Rotation number is
high. In such case, the ﬂow is expected to be similar to a two-dimensional ﬂow, with low
gradients in the span-wise direction (excluding the region near the lateral walls, where
the Coriolis-induced secondary ﬂows are conﬁned). Therefore, the Richardson number
criterion, established for (quasi) 2D ﬂows, is able to explain the turbulence decrease as
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Figure 6.13 : Stream-wise turbulent velocity contours, Re = 15,000: Leading Side, Ro
= 0.77 (a); Leading Side, Ro = 0.30 (b); Static, Ro = 0 (c); Trailing Side,
Ro = 0.30 (d); Trailing Side, Ro = 0.77 (e). Data obtained with the 35
mm objective (Table 3.3)
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Figure 6.14 : Wall-normal turbulent velocity contours, Re = 15,000: Leading Side, Ro
= 0.77 (a); Leading Side, Ro = 0.30 (b); Static, Ro = 0 (c); Trailing Side,
Ro = 0.30 (d); Trailing Side, Ro = 0.77 (e). Data obtained with the 35
mm objective (Table 3.3)
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Figure 6.15 : In-plane turbulent kinetic energy contours, Re = 15,000: Leading Side,
Ro = 0.77 (a); Leading Side, Ro = 0.30 (b); Static, Ro = 0 (c); Trailing
Side, Ro = 0.30 (d); Trailing Side, Ro = 0.77 (e). Data obtained with the
35 mm objective (Table 3.3)
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the Rotation number increases on the Leading Side case.
On the Trailing Side the status is the opposite: the mean span-wise vorticity and the
angular velocity vector present diﬀerent senses, and the ﬂow is expected to be destabi-
lized. Figures 6.16c and d show that the Richardson number is negative in a large region
of the investigated plane. In the case at moderate rotation (Ro = 0.30), the Richardson
number criterion explains the ﬂow destabilization and the turbulence increase observed
in Figs. 6.13c-6.15c. At Ro = 0.77, the Richarson number is also mostly negative. How-
ever, the in-plane turbulent kinetic energy was observed to be lower than in the previous
case (in some regions, even lower than in the static case). Therefore, the Richardson
number criterion seems ineﬀective to explain the ﬂow behavior at high Rotation num-
ber. Only a limited region of the shear layer, located around (X/H,Y/H)=(6,1), shows
a positive Richardson number, and therefore low turbulent kinetic energy is expected.
Since the Richardson number criterion is based on (quasi) 2D ﬂows, the mechanism that
leads to the turbulence reduction at high Rotation number is expected to be of a three-
dimensional nature. As observed in the mean velocity ﬁeld, the streamlines show a ﬂuid
motion towards the top wall, which drives low momentum ﬂuid from the wall to the
core region. Due to the lower momentum and the main shear reduction (∂U/∂y), the
turbulent kinetic energy is expected to decrease. Moreover, two additional stream-wise
vortices are expected in the central, near-wall region, inducing the vertical motion. The
presence of these stream-wise vortices would also impose a vortex compression (opposite
to vortex stretching) to the span-wise vorticity, leading to a reduction of the overall
turbulent kinetic energy in this area. The LES results presented in Fig. 6.48 (section
6.2) support this hypothesis.
Lastly, the energy spectrum in the shear layer region has been obtained from the time-
resolved experiments. The Fast Fourier Transform has been applied to the stream-wise
turbulent velocity, u′(t) = u(t) − U , at (X/H, Y/H) = (1, 1), and represented in Fig.
6.17. No dominant frequencies have been found in any of the cases, demonstrating the
complexity of the ﬂow and the interaction between the diﬀerent turbulent length scales.
However it is clear that the turbulent activity in the case of the Leading Side, both at
Ro equal to 0.30 and 0.77, is lower than in static conditions. On the other hand, the
energy level at Ro = 0.30 on the Trailing Side case increases if compared to that in static
conditions, as expected from the ﬂow statistics. At large Ro, the energy level on the
Trailing Side goes back to the same level as the static case.
To summarize, it is evident that the channel rotation is responsible for a ﬂow topology
highly dependent on the sense of rotation and the corresponding rotational speed, char-
acterized by the Rotation number. When the present channel rotates in the clock-wise
sense, the ﬂow mean vorticity in the region near the ribbed wall presents the same sense
as the angular velocity vector. In such a case, the ﬂow is often referred to as cyclonic
rotation. According to the stability analysis performed by Lezius [19] in high-aspect
ratio channel ﬂows, the corresponding Richardson number is positive and the turbu-
lent ﬂuctuations are reduced. In the present case, the Richardson number observed on
the Leading Side was mostly positive, and the turbulent ﬂuctuations were signiﬁcantly
reduced with respect to the static case. As the Rotation number increases, the ﬂuid
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Figure 6.16 : Richardson number contours, Re = 15,000: Leading Side, Ro = 0.77 (a);
Leading Side, Ro = 0.30 (b); Trailing Side, Ro = 0.30 (c); Trailing Side,
Ro = 0.77 (d). Data obtained with the 35 mm objective (Table 3.3)
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Figure 6.17 : Energy spectra at (X/H, Y/H) = (1, 1)
entrainment from the core ﬂow to the recirculation bubble is reduced, resulting in a
larger separated region. In addition, the streamline curvature is greatly reduced, espe-
cially at Ro = 0.77. The absence of stream-line curvature suggests that the impact of
the Coriolis-induced and rib-induced secondary ﬂows (Fig. 1.8 [32]) do not exert a large
inﬂuence in the measurement region, located in the symmetry plane of the channel. The
Coriolis-induced secondary ﬂows, driving the ﬂuid from the Trailing Side to the Leading
side directly near the lateral walls, and then from the Trailing Side to the Leading Side,
are expected to be conﬁned to a limited region next to the lateral walls. It is also noted
that it is probable that the rib-induced secondary ﬂows are weakened as the Rotation
number increases, since the stream-line curvature introduced by the rib is dramatically
reduced. Finally, it is observed that the momentum near the Leading Side increases.
This fact may be due to the tendency of the ﬂow to lean the mean velocity proﬁle as
demonstrated by Johnston et al. [21] and Kristoﬀersen and Andersson [20], increasing
the momentum near the Leading Side. Also, the increase of momentum could be caused
by a change in the secondary ﬂows pattern. However, these conjectures need to be con-
ﬁrmed by further experiments (like Stereoscopic-PIV) in rotating ribbed channels, or at
least, to be supported by high-ﬁdelity simulations (section 6.2).
When the channel rotates in the counter-clockwise direction, the ribbed wall acts as
Trailing Side. The main ﬂow vorticity shows the opposite direction to the angular veloc-
ity, and the ﬂow is referred to as anti-cyclonic. The application of the stability criterion
introduced by Lezius [19] and Johnston et al. [21], leads to a negative Richardson num-
ber in a large region of the investigated plane at every rotational speed investigated. For
this reason, the ﬂow is expected to be destabilized. At Ro = 0.30 - 0.38, the turbulence
intensity in the shear layer generated by the rib is increased, enhancing the momentum
exchange from the near wall region to the core ﬂow. As a result, the recirculation bubble
downstream of the rib is reduced, and the momentum directly in contact with the wall
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shows larger values than in static conditions. Additionally, the stream-line curvature is
increased. It is hence believed that the rib-induced secondary ﬂows are still existing un-
der counter-clockwise rotation. However, the wall-normal velocity in the measurement
plane does not demonstrate a large impact from the Coriolis-induced secondary ﬂows,
since the wall-normal velocity levels are very similar to those in static conditions. When
the rotation speed is augmented to reach Ro = 0.77, it is surprising to ﬁnd low turbu-
lence levels despite the Richardson number criterion suggesting ﬂow destabilization. The
in-plane turbulent kinetic energy presents values even lower than in static conditions in
a large area of the investigated plane. However, the turbulence intensity in the shear
layer generated by the rib is still large, and the recirculation bubble is smaller than in
the static case. For these reasons, it is likely that the ﬂow in the measurement plane is
aﬀected by a three-dimensional pattern. In particular, it is believed that an additional
set of stream-wise vortices appears in the central section of the channel, similar to what
was observed in the DNS by Kristoﬀersen and Andersson [20] at high rotational speeds.
This pattern was also suggested by Abdel-Wahab and Tafti [36] in rotating ribbed chan-
nels. The presence of the additional stream-wise vortices would sweep ﬂuid away from
the Trailing side in the investigated region, reducing the local momentum and the main
ﬂow shear (∂U/∂y) , as observed in the experimental data. The lower momentum and
ﬂow shear are most likely the reasons of the turbulence decrease at Ro = 0.77 on the
Trailing Side. However, as for the clockwise rotating cases, the conjectures about the
ﬂow topology in the regions away from the measurement plane need to be conﬁrmed.
6.1.3 Heat transfer field
As demonstrated in the previous section, the ﬂow in rotating channels strongly de-
pends on the Rotation number. The corresponding variations of the mean velocity and
turbulence ﬁelds result in a heat transfer enhancement or reduction, depending on the
sense of rotation. In order to characterize the heat transfer process at the same con-
ditions as in the PIV experiments, LCT measurements were performed in the same
geometry. The TLC testing conditions are given in Table 3.5. The PIV and LCT data
have been combined in static (Ro = 0), moderate rotation (Ro = 0.30) and high rotation
(Ro = 0.77 - 0.83) conditions. At high rotation, the PIV data were obtained at Ro =
0.77, whereas the LCT data were obtained at Ro = 0.83.
Figure 6.18 shows the combination of the in-plane turbulent kinetic energy, streamlines
and Enhancement Factor distribution at Re = 15,000 and Ro = 0. In the recirculation
bubble downstream of the rib, EF is low due to the low momentum and turbulent kinetic
energy. In the reattachment region, the main ﬂow is directly in contact with the wall,
resulting in a high EF . As the ﬂow develops from the reattachment point, the turbulent
kinetic energy decreases, which leads to a gradual EF decrease. Just upstream the
vortex in front of the following rib, EF reaches a local minimum. However, EF slightly
increases in the area of the vortex in front of the rib. This is likely due to the entrainment
of ﬂow from the main stream to the wall by action of the corner vortex. Moreover, the
two-dimensional EF distribution reveals two maxima directly next to the lateral walls.
As observed in the LES by Borello et al. [44], the set of stream-wise vortices (rib-induced
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Figure 6.18 : Combination of the experimental Enhancement Factor and in-plane turbu-
lent kinetic energy at Re = 15000, Ro = 0
secondary ﬂows) drives the core ﬂuid towards the bottom wall in the region near the
lateral walls. As a result, the heat transfer is enhanced near the lateral walls, in the
region 2 < X/H < 6.
The Reynolds number eﬀect on the Enhancement Factor has been ﬁrst investigated
in static conditions. The span-wise-averaged EF ,
EFZ−av =
1
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∫ 4.6
−4.6
EF
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H
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Z
H
)
d
(
Z
H
)
(6.4)
has been calculated from the Enhancement Factor distribution in the investigated region
at Re = 15,000, 30,000 and 55,000 and Ro = 0. The results are represented in Fig. 6.19.
In the present experiments, the span-wise-averaged Enhancement Factor distribution
presents almost the same values for each Reynolds number. Therefore, the Nusselt
number in static conditions can be expressed as the product of a reference Nusselt
number (given by the Dittus-Boelter correlation) and the Enhancement Factor for this
geometry, within a wide Reynolds number range. In this way, the Reynolds number eﬀect
is taken into account by the reference Nusselt number, whereas the Enhancement Factor
corresponds to the eﬃciency of the geometry to promote the heat transfer. The maximum
value of the EFZ−av, EFmax, barely varies with the Reynolds number: EFmax(Re =
15,000) = 1.91, EFmax(Re = 30,000) = 1.96 and EFmax(Re = 55,000) = 2.00. Note
furthermore that the diﬀerences lie within the uncertainty on the Enhancement Factor.
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Figure 6.19 : Comparison of the present span-wise-averaged Enhancement Factor in static
conditions with the data provided by Ekkad and Han [104], as shown in Ref.
[78]
It is observed that as Re increases, EFmax is reached slightly closer to the 6th rib. At
Re = 15,000 (resp. 30,000, 55,000), the reattachment point being located at X/H =
3.93 (resp. X/H = 3.5 - 3.7, X/H = 3.5).
The LCT data reduction methodology has been validated by comparing with the
experimental data provided by Ekkad and Han [104] also in Figure 6.19. The data of
Ref. [104] has been extracted between the 6th and 7th ribs of the ﬁrst section in a
two-pass internal cooling channel. The results provided by Ekkad and Han [104] are
comparable to the present experiments given the experimental conditions, Re = 12,000
- 60,000, and the similar geometry. In Ref. [104], the channel cross section is squared,
as well as that of the ribs. Additionally, the rib pitch to height ratio is equal to 10, and
the blockage ratio is equal to 12.5%. The present measurements show a similar trend,
with an agreement in the position of the maximum and minimum EF at about X/H =
3.8 and 8.0, respectively. The measured values fall inside the area delimited by the data
of Ref. [104], but with a moderate bias of around 9.4% of the maximum EF at Re =
12,000 - 15,000, and around 21% of the maximum EF at Re = 55,000 - 60,000. Another
comparison with the literature can be carried out by computing the surface-averaged
EF , EF . For Re = 15,000 (resp. 30,000, 55,000) the present work shows EF = 1.55
(resp. 1.59, 1.64) while Ekkad and Han [104] reported EF = 1.78 (resp. 1.84, 1.60).
The Enhancement Factor at the centerline of the investigated area (Z/H = 0) is
represented in Fig. 6.20 on top of the in-plane turbulent kinetic energy contours and
Results 119
streamlines at each of the PIV experimental conditions. Finally, the complete EF dis-
tribution on the wall is displayed in Figs. 6.21 and 6.22 together with the PIV data
obtained in the symmetry plane of the channel. The direct correlation of the Enhance-
ment factor with the momentum and turbulence distributions at the diﬀerent rotating
conditions appears clearly from the ﬁgures.
In the Leading Side case at Ro = 0.30, the turbulence level decreases with respect to
the one in static conditions, and the recirculation bubbles are enlarged. As a result, the
overall Enhancement Factor decreases, showing values below 1 in the area covered by the
recirculation bubble and values about 1 when the main stream is in contact with the wall.
In the EF distribution on the investigated wall (Fig. 6.21(a)), it can be observed that
the extension of the low EF region downstream of the rib barely changes in the span-
wise direction. Since this region of low EF is directly related to the recirculation bubble
downstream of the obstacle, it seems that the recirculation bubble length is mostly
uniform in the span-wise direction. The eﬀect of the Coriolis-induced secondary ﬂows
is visible on the large EF near the lateral walls. According to the sketch shown in Fig.
1.8[32], the Coriolis-induced secondary ﬂows drive ﬂuid from the Trailing Side (top wall
in this case) to the Leading Side. In the present channel, the impingement of the Coriolis-
induced secondary ﬂows on the Leading Side leads to high EF in the regions Z/H <
-4 and Z/H > 4. Therefore, the characteristic length of the Coriolis-induced secondary
ﬂows is of order of the rib height, that is, about 1/10 the hydraulic diameter. This length
scale is similar to the dimension of the Coriolis-induced secondary ﬂows observed in the
LES by Borello et al. [44] near the Leading Side in smooth and ribbed channels, as well
as in the LES carried out in the present work. Additionally, two large EF spots are
found in the corner of the leading edge of the 7th rib and the lateral walls. These spots
are related to the Coriolis-induced secondary ﬂows with the constraint of the obstacle.
In this area, the cold ﬂuid driven by the Coriolis-induced secondary ﬂows towards the
Leading Side impacts the leading edge of the rib, inducing a local accumulation of cold
ﬂuid and resulting in a EF increase. It is likely that the vortex observed just upstream
of the 7th rib in the symmetry plane does not extend over the whole span, as it is not
very compatible with the high EF observed near the lateral walls. This observation is
supported by the LES performed by Borello et al. [44], where no upstream vortex was
detected in a plane close to the lateral walls on the Leading Side area at Ro = 0.30.
When the rotational speed increases to reach Ro = 0.77 - 0.83, the turbulent kinetic
energy on the Leading Side decreases and the recirculation bubble downstream of the
rib is enlarged, occupying the whole area between the ribs. In this way, the Enhancement
Factor shows even lower values than in the previous case, especially just downstream
of the 6th rib (Fig. 6.20(a)). In the centerline EF distribution, the maximum value is
found in the region where the second span-wise vortex lies (X/H ∼ 8). This is the only
region where EF shows values larger than 1. This EF local maximum could be caused
by the entrainment of core ﬂuid into the recirculation bubble, enhancing slightly the
heat transfer. However, Fig. 6.21(b) shows that the footprint of the Coriolis-induced
secondary ﬂows is not observed under this regime, most probably due to the topology
of the recirculation bubble. A thick recirculation bubble is expected to cover most of
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Figure 6.20 : Centerline Enhancement Factor, in-plane turbulent kinetic energy and
streamlines at Re=15,000: Leading Side - Ro = 0.77 (PIV) - 0.83 (LCT)
(a), Leading Side - Ro 0.30 (b), static case (c), Trailing Side - Ro = 0.30
(d) and Trailing Side - Ro = 0.77 (PIV) - 0.83 (LCT) (e)
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the inter-rib area, leading to low EF and limited variations in the span-wise direction.
The local maximum related to the vortex upstream of the rib is observed all along the Z
direction, hence this vortex is expected to almost extend over the entire channel width.
As in the case of Ro = 0.30, the maximum EF is found in the corner between the leading
side of the rib and the lateral wall. In this region, the Coriolis-induced secondary ﬂows
are able to penetrate the recirculation bubble and provide cold ﬂuid to the bottom wall,
increasing the heat transfer.
When the channel rotates in the counter-clockwise sense (Trailing Side), the heat
transfer increases. At Ro = 0.30 (Fig. 6.20(d)), the maximum EF in the centerline
reaches levels of about 2.7 in the region around the reattachment point. Since the
maximum EF in the centerline under static conditions is about 1.75, the heat transfer
increase is about 50% of the original value. After the reattachment point and the decrease
of turbulent kinetic energy, EF decreases. As in the previous cases, a local EF maximum
is found just upstream of the 7th rib, corresponding to the entrainment of main stream
ﬂuid into the vortex in front of the obstacle. The EF map (Fig. 6.22(a)) reveals not
only a local maximum in the reattachment point in the symmetry plane, but also near
the lateral walls. With the picture given in Fig. 1.8[32], only one large EF spot is
expected, corresponding to the combination of the ﬂow reattachment and the Coriolis-
induced secondary ﬂows accelerating the ﬂuid towards the Trailing Side in the region of
the symmetry plane. Given the present EF distribution, it is believed that the Coriolis-
induced secondary ﬂows push the core ﬂuid towards the corners between the bottom
and lateral walls instead of the central region, combining with the rib-induced secondary
ﬂows and resulting in a larger heat transfer near the lateral walls. An alternative ﬂow
picture causing the present EF pattern may consist in the combination of Coriolis-
induced secondary ﬂows pushing the ﬂuid in the symmetry plane and enhancing the
heat transfer in the central region, and strong rib-induced secondary ﬂows increasing
the EF near the lateral walls. However, the LES performed in the present work and
those produced by Borello et al. [44], suggest that the actual topology of the ﬂow
corresponds to the ﬁrst ﬂow picture. The EF distribution in Fig. 6.22(a) also shows a
possible reduction of the separation bubble length close to the lateral walls, since the
length of the low EF area is reduced in the span-wise direction. Additionally, the area
of low EF just upstream of the vortex in front of the 7th rib extends over the entire
channel width. Therefore, the vortex upstream of the rib is expected to exist over the
whole span-wise direction. At a larger Rotation number (Ro = 0.77 - 0.83, Fig. 6.20(e)),
the size of the recirculation bubble is slightly reduced, moving a bit forward the location
of maximum EF . Even though the turbulent kinetic energy on the Trailing Side at large
Ro is lower than in the precedent case, the generation of turbulence in the shear layer
by eﬀect of rotation is enough to reach a maximum EF of about 2.75. However, the
turbulent kinetic energy decays abruptly after X/H ∼ 4, which results in a continuous
decrease of the EF towards the following rib. In fact, the Enhancement Factor in the
centerline in the region X/H > 6 is very similar to the one found in static conditions,
including the eﬀect of the vortex in front of the rib. Away from the symmetry plane,
the EF map presents a diﬀerent distribution from the previous cases. In particular, two
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(a) Leading Side, Ro = 0.30 (PIV & LCT)
(b) Leading Side, Ro = 0.77 (PIV) - 0.83 (LCT)
Figure 6.21 : Combination of the experimental Enhancement Factor and in-plane turbu-
lent kinetic energy at Re = 15000
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high EF spots (showing EF values of about 3) are found at X/H ≃ 2.7 at a distance
∼1.5H from the lateral walls. It is believed that the high rotation modiﬁes the pattern
of the secondary ﬂows, similarly to what Kristoﬀersen and Andersson [20] observed in
their DNS in a smooth channel at large Ro. In this case, four large stream-wise vortices
are expected to coexist near the Trailing Side of the channel. Two of these vortices
would be located near the lateral walls, inducing a secondary ﬂow motion similar to the
traditional ﬂow picture in low-aspect ratio rotating channels (Fig. 1.8[32]): ﬂuid moves
from the Trailing Side towards the Leading Side in the area near the lateral walls. In the
present case, the ﬂow would go back from the Leading Side (top wall) to the Trailing Side
to impinge in the mentioned high EF areas. Two additional counter-rotating vortices
are expected in the central area of the ﬂow, sweeping ﬂuid out from the Trailing Side
in the region of the symmetry plane, which leads to slightly lower EF in this area. In
order to ease the comparison of the heat transfer performance at the diﬀerent rotating
conditions, Fig. 6.23 presents the top view of the EF contours in the investigated region
at Ro = 0, 0.30 and 0.83.
The combined eﬀects of rotation and Reynolds number are studied from th EF distri-
butions shown in Figs. 6.24 - 6.26. In static conditions (Fig. 6.24), the Reynolds number
does not show to have a major impact on the Enhancement Factor distribution. Only
at Re = 55,000, as observed in Fig. 6.19, the overall Enhancement Factor is slightly
larger than at lower Reynolds numbers. Another subtle diﬀerence corresponds to the
decreasing span-wise variations as the Reynolds number increases. At Re = 15,000, the
EF diﬀerence between the area near the lateral walls and the center of the investigated
region is larger than at Re = 30,000 and 55,000. Moreover, the region of low EF in
front of the vortex upstream of the 7th (7 < X/H < 9) shows large variations at Re =
15,000. The Enhancement Factor is particularly low in the intersection of this region
with the symmetry plane at Re = 15,000. This span-wise EF gradients may be caused
by slight diﬀerences in the secondary ﬂow topology.
At Ro = 0.20, the EF distribution does not vary signiﬁcantly as the Reynolds number
increases from Re = 15,000 to Re = 55,000 (Fig. 6.25). When the channel is rotated
in the clockwise sense (Leading Side case), the EF decreases due to the reduction of
turbulence by the Coriolis forces and the enlargement of the separation bubble down-
stream of the rib. The region of low EF corresponding to the separation bubble presents
a similar shape at the diﬀerent investigated Reynolds numbers. Note that the eﬀect of
the Coriolis-induced secondary ﬂows at every Reynolds number is evident in the area
close to the lateral walls, where the ﬂuid moves from the TS to the LS, generating a
localized region of large EF . Therefore, the ﬂow topology is likely to be the same in the
range Re = 15,000 - 55,000 although the overall Enhancement Factor is slightly larger
at Re = 55,000. Under counter-clockwise rotation (Trailing Side case), the overall En-
hancement Factor increases due to the raise of turbulence intensity and the action of the
Coriolis-induced secondary ﬂows. The position of the maximum EF in the symmetry
plane, related to the reattachment of the shear layer, takes place at X/H ≃ 3.8 in the
case of Re = 15,000. As the Reynolds number increases, the location of the shear layer
reattachment seems not to vary. Moreover, the footprint of the secondary ﬂows does not
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(a) Trailing Side, Ro = 0.30 (PIV & LCT)
(b) Trailing Side, Ro = 0.77 (PIV) - 0.83 (LCT)
Figure 6.22 : Combination of the experimental Enhancement Factor and in-plane turbu-
lent kinetic energy at Re = 15000
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Figure 6.23 : Enhancement Factor contours at Re = 15,000: Static (a), Leading Side
- Ro = 0.30 (b), Leading Side - Ro = 0.83 (c), Trailing Side - Ro = 0.30
(d), Trailing Side - Ro = 0.83 (e)
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Figure 6.24 : Enhancement Factor contours at Re = 15,000 (a), 30,000 (b) and 55,000
(c)
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change the EF distribution in the Trailing Side at the diﬀerent Reynolds numbers. The
region 2 < X/H < 6 presents large EF values due to the reattachment of the shear layer
generated by the rib and the action of the Coriolis-induced secondary ﬂows. After this
area of high heat transfer, the EF diminishes reaching a relative minimum on the line
X/H ∼ 8 which corresponds to the beginning of the span-wise vortex upstream of the
7th rib. Since the relative minimum is present all over the line X/H ∼ 8, it is likely that
this span-wise vortex extends over the whole span of the channel. For these reasons,
limited diﬀerences in the turbulent ﬁeld are expected as the Reynolds number increases.
At Ro = 0.47, the EF distribution is similar at Re = 15,000 and 30,000 in the case
of the Leading Side. Only minor diﬀerences are found. In particular, the area of low
EF corresponding to the recirculation bubble is considerably enlarged at Re = 15,000,
whereas at Re = 30,000 the recirculation bubble size seems unchanged if compared to
the case at Ro = 0.20. Additionally, the overall EF is larger at Re = 30,000 than at
Re = 15,000. Most likely, the turbulent ﬂuctuations at Re = 30,000 are not damped as
eﬃciently by rotation as in the case at Re = 15,000. According to Lezius and Johnston
[19], the stability criterion is actually aﬀected by the Reynolds number. Therefore, the
diﬀerences in the EF levels may be related to the Reynolds number eﬀects on the ﬂow
stability. As a result of the presumed larger turbulence at Re = 30,000, the momentum
exterchange between the core ﬂow and the recirculating ﬂuid is larger than at Re =
15,000, enhancing the heat transfer and reducing the separation bubble length. On the
other hand, the Coriolis-induced secondary ﬂows appear to have the same characteristic
dimensions in both cases, given the area of slightly higher EF near the lateral walls.
On the Trailing Side at Ro = 0.47, the overall EF increases slightly from the case
at Ro = 0.20, both at Re = 15,000 and 30,000. However, the EF distribution shows a
diﬀerent pattern in the cases at Re = 15,000 and 30,000. At Re = 15,000, the area of
low EF corresponding to the recirculation bubble after the 6th rib is reduced and the
maximum EF is found at X/H ≃ 3.4 in the symmetry plane. In this case, the secondary
ﬂow pattern appears to have changed with respect to the case at Ro = 0.20 since a large
EF spot is found in the central region of the investigated area ((X/H, Z/H) ≃ (4,0))
and no large EF is found near the lateral walls. For this reason, it is likely that the
Coriolis-induced secondary ﬂows have increased in size and strength, setting aside the
role of the rib-induced secondary ﬂows in the heat transfer mechanism. On the other
hand, the vortex upstream of the 7th rib seems not to move from its original position.
The EF values on this zone (X/H > 8) are of the same level as in the previous case,
showing that the ﬂow ﬁeld is not largely aﬀected in this area. At Re = 30,000, the
recirculation bubble size downstream of the 6th rib shows almost the same size as at Re
= 15,000. However, the EF distribution in the region 2 < X/H < 6 is diﬀerent with
respect to the case at Re = 15,000. Two large EF spots are found around the points
(X/H, Z/H) ∼ (3,±3), similarly to what was observed on the Trailing Side at Re =
15,000 and Ro = 0.83. Likely, the secondary ﬂow pattern is similar to that at Re =
15,000 and Ro = 0.83 given that the shape of the EF distribution are akin. Therefore,
the EF distributions suggest a change in the Coriolis-induced secondary ﬂows pattern
at diﬀerent Rotation numbers if the Reynolds number is varied.
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Figure 6.25 : Enhancement Factor contours at Ro = 0.20: Leading Side (LS) - Re =
15,000 (a), LS - Re = 30,000 (b), LS - Re = 55,000 (c), Trailing Side (TS)
- Re = 15,000 (d), TS - Re = 30,000 (e), TS - Re = 55,000 (f)
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Figure 6.26 : Enhancement Factor contours at Ro = 0.47: Leading Side (LS) - Re =
15,000 (a), LS - Re = 30,000 (b), Trailing Side (TS) - Re = 15,000 (c),
TS - Re = 30,000 (d)
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Figure 6.27 : Enhancement Factor contours at Re = 15,000, Ro = 1.0: Leading Side
(a), Trailing Side (b)
Finally, the Enhancement Factor contours are represented at the largest Rotation
number (Ro = 1.0, Re = 15,000) in Fig. 6.27. On the case of the Leading Side, the shape
of the EF distribution is very similar to those already commented at lower rotational
speeds, i.e. a large separation bubble and impact of the Coriolis-induced secondary
ﬂows. However, the overall EF is slightly larger than at lower Ro. This could be caused
by the increasing importance of the centripetal buoyancy forces. At this regime, the
Buoyancy number reaches a value of about 0.32. The ﬂuid directly near the wall is
at higher temperature than that in the core of the ﬂow, leading to a centripetal force
gradient in the Y direction. The centripetal force is larger in the core, which induces
a large shear and therefore larger turbulent ﬂuctuations. As a result, the heat transfer
is slightly enhanced with respect to the previous case. On top of that, Coletti et al.
[33] observed reversed ﬂow when Ro = 0.38 and Bo = 0.31 caused by the shear layer
stabilization and the high buoyancy forces on the Leading Side case. For this reason,
it is possible that the ﬂow is reversed near the Leading Side in the present case, which
would lead to larger velocity gradients and turbulent ﬂuctuations. On the Trailing Side,
the EF distribution is similar to that observed at Ro = 0.83. The recirculation bubble
size is reduced and the maximum EF is found at X/H = 2.8 in the symmetry plane. On
the other hand, the highest EF is found in two symmetric spots at (X/H,Z/H) ≃ (2.8,
±3) due to the doubling of the secondary ﬂow cells from 2 to 4. Additionally, the region
X/H > 5 presents lower EF than in the former situations due to the re-stabilization of
the shear layer by the high angular velocity and the consequent decrease of turbulent
kinetic energy.
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The area averaged Enhancement Factor,
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is displayed in Fig. 6.28 to compare the overall heat transfer performance at each
regime. A sign criterion for the Rotation number has been chosen for the sake of clarity.
Negative Ro stands for clockwise rotation (Leading Side cases), whereas positive Ro
stands for counter-clockwise rotation (Trailing Side case). At Re = 15,000, EF shows
approximately a linear dependency with respect to Ro in the range |Ro| < 0.38, with a
sensitivity ∂EF/∂Ro ∼ 2.37. At larger Rotation numbers, EF presents an asymptotic
behavior, with a value about 2.2 on the Trailing Side case and 0.75 on the Leading Side
case. According to the PIV measurements of Coletti et al. [32] and in the present work,
the position and extension of the recirculation bubble downstream of the 6th rib and
upstream of the 7th rib vary very little with increasing rotation on the Trailing Side for
Ro > 0.3, hence the zones of low EF are restricted to the same locations. At large
Ro, the secondary ﬂow cells are doubled and two symmetric spots of increased EF are
present on the Trailing Side at a location (X/H, Z/H) ≃ (2.8, ±3). However, the EF
increase due to the secondary ﬂows is balanced by a local reduction in the second half
of the inter-rib area due to the re-stabilization of the shear layer. Therefore, the overall
heat transfer enhancement is maintained on the Trailing Side at large Rotation numbers.
On the Leading Side at Re = 15,000, EF is stable in the investigated region for |Ro| >
0.4, suggesting the isolation of the LS by the recirculation bubble from the bulk ﬂow.
Since the velocity at the border of the recirculation region is given by the bulk ﬂow,
ﬁxed in turn by the Reynolds number, the EF reaches an asymptotic value. When the
Reynolds number is increased to 30,000, the linear region is present in a smaller range
of the Rotation number (|Ro| < 0.20) with a similar slope, ∂EF/∂Ro ∼ 2.77. In this
situation, the asymptotic EF at |Ro| > 0.20, is about 2.0 on the Trailing Side case and
0.75 on the Leading Side case. At the highest Re no asymptotic performance is observed
within the investigated range (|Ro| < 0.20), the dependence of the EF is linear with Ro
with a sensitivity ∂EF/∂Ro ≃ 1.77. According to the present results, the inﬂuence of
rotation decreases as the Reynolds number increases.
Figure 6.29 shows the comparison of the present heat transfer results with data present
in the literature with similar geometries and conditions. Since the overall Enhancement
Factor (EF ) depends on the geometry, the data has been normalized with the overall
Enhancement Factor in static conditions (EF static). The value of EF/EF static reaches
a value around 1.5 on the Trailing Side and to 0.5 on the Leading Side at high rotation.
Therefore, the net improvement and reduction of the heat transfer becomes 50% in the
EF , depending on the sense of rotation. The data by Abdel-Wahab and Tafti [36],
Kim et al. [105] and Johnson et al. [25] are comparable with the present investigation
given the geometrical similarities and Reynolds numbers investigated (20,000, 10,000 and
25,000, respectively). Nonetheless, the boundary conditions and geometries employed
in these reference works are slightly diﬀerent from the present data (in particular, all of
them present ribs on the top and bottom walls). In the case of Abdel-Wahab and Tafti
132 Results
Figure 6.28 : Area-averaged Enhancement Factor as a function of the Rotation and
Reynolds numbers[53]
[36], the LES computations are performed assuming periodic ﬂow and heat transfer. In
the case of the work by Johnson at al. [25], the ribs have diﬀerent cross section and the
channel walls are made of copper to apply a uniform temperature boundary condition.
The channel employed by Kim et al. [105] presents a H/DH slightly lower than in
the present case whereas the boundary condition corresponds to uniform temperature.
Despite these diﬀerences, Fig. 6.29 reveals an excellent agreement with the available
data for all the investigated Ro range, except with respect to the LES computations by
Abdel-Wahab and Tafti [36] at medium and high Buoyancy numbers, most likely due to
the applied boundary conditions.
6.1.4 Buoyancy effects
In the following, the eﬀect of centripetal buoyancy has been added by heating up the
ribbed wall with the system described in section 3.3.2. To do so, the wall temperature
is raised up to a maximum temperature of 95oC to achieve a Buoyancy number (Eq.
(1.12)) of 0.77 when Ro = 0.77. Such a wall heating indeed generates a temperature
gradient in the ﬂow, and therefore diﬀerences in the centripetal force. Figures 6.30 - 6.32
present the mean ﬂow statistics of the ﬂow under large rotation and centripetal buoyancy
(Ro = 0.77, Bo = 0.77) and compare them with the isothermal ﬂow under rapid rotation
described in the previous section (Ro = 0.77, Bo = 0). On the Leading Side case at Ro =
0.77 and Bo = 0.77, the ﬂow ﬁeld is totally diﬀerent from the cases previously analyzed.
The main characteristic of the ﬂuid motion under these conditions is the large region
of the ﬂow ﬁeld that shows a reverse sense. Figure 6.31 shows that the area Y/H <
2 - 2.6 in the symmetry plane shows a negative mean stream-wise velocity. Moreover,
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Figure 6.29 : Normalized average Enhancement Factor at Re = 15,000 and comparison
with similar data present in the open literature[78]
the momentum in the reverse ﬂow region presents a negative stream-wise velocity that
reaches a value about 50% of the bulk velocity. Due to the temperature ﬁeld, the density
is lower in the near-wall region than in the core of the ﬂow and the centripetal force is
larger in the ﬂow core. Similarly to the ﬂow over a vertical heated plate subject to gravity
force, the centripetal buoyancy force tends to push the ﬂuid against the direction of the
centripetal force. Due to the ﬂow stabilization by the Coriolis force on the Leading
Side and the action of the centripetal buoyancy, the negative velocity in the near-wall
region between the ribs becomes so important that the ﬂow near the Leading Side is
completely reversed. It is the reduction of the turbulent ﬂuctuations by the Coriolis
force that avoids the mixing of the core and reversed ﬂows. It is furthermore noted that
the centripetal buoyancy force increases as the ﬂuid moves radially outwards, which
leads to a larger separated area further downstream. As observed in Fig. 6.31(a), the
area of negative stream-wise velocity passes to cover the area Y/H < 2 at X/H = 0, to
the area Y/H < 2.6 at X/H = 10. Since the Reynolds number is ﬁxed, the negative
velocity in the reverse ﬂow region is balanced by a larger stream-wise velocity in the core
of the ﬂow, leading to a large stream-wise velocity gradient in the wall-normal direction.
The ribs have also an impact in the reverse ﬂow due to the reduction in the area of the
cross section that they introduce, resulting in a large streamline curvature in the region
around the obstacles and the appearance of two saddle points above them. The saddle
points can be identiﬁed at (X/H, Y/H) = (-0.3, 2.1) and (9.5, 2.5) in Fig. 6.30, that
shows in tun the in-plane streamlines and velocity modulus on the Leading Side at Ro =
0.77 and Bo = 0.77. As a result of the saddle points and the core ﬂow, a large span-wise
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vortex is generated in the inter-rib area, with a center at (X/H, Y/H) = (5, 1.9). The
momentum in the reverse ﬂow region is so important that the ﬂow is separated after
passing the 7th rib, generating an additional span-wise vortex found in the near-wall
region at 8 < X/H < 9,
Three main diﬀerences are observed in the mean velocity ﬁeld on the Leading Side
under Buoyancy with respect to that in the study by Coletti et al. [33], carried out at
Re = 15,000, Ro = 0.38 and Bo = 0.31. First, the reverse ﬂow is sustained from rib
to rib in the present experiments. Second, the ribs induce high stream-line curvature in
the reversed ﬂow region, which generates a saddle point just above the ribs. And ﬁnally,
the wall-normal extension of the present reversed ﬂow region is much larger. Therefore,
it can be concluded that not only the Rotation number has a strong impact of the mean
ﬂow ﬁeld on the Leading Side of rotating cooling channels, but the Buoyancy number
can also generate critical diﬀerences.
On the contrary, Figs. 6.30(e)-6.32(e) show that the centripetal buoyancy has a very
limited eﬀect on the ﬂow near the ribbed wall when it acts as Trailing Side. The same
was found by Coletti et al. [33] at lower Rotation and Buoyancy numbers (Ro = 0.38
and Bo = 0.31). The reattachment point at Ro = 0.77 and Bo = 0.77 is located at
X/H = 3.2, similarly to what was found in the isothermal case. The largest diﬀerence
is found in the wall-normal velocity in the area just upstream of the reattachment of
the shear layer generated by the rib (Figs. 6.32(d)-(e)): the wall normal velocity passes
from about -0.06Ub at Ro = 0.77, Bo = 0 to about -0.11Ub at Ro = 0.77, Bo = 0.77.
Most likely, the large turbulent ﬂuctuations enhance the momentum exchange between
the near-wall region and the main ﬂow, leading to a high turbulent gradient near the
wall and a more uniform temperature proﬁle towards the core of the ﬂow. Due to the
uniformity of the hypothetical temperature proﬁle, the gradients in the centripetal forces
are drastically reduced, leading to a negligible centripetal buoyancy eﬀect.
Concerning the turbulent velocity ﬁeld, the changes on the Leading Side case under
the eﬀect of Buoyancy are also severe when compared to the distribution found in the
isothermal ﬂow. The stream-wise and wall-normal turbulent velocities on the Leading
Side at Ro = 0.77 and Bo = 0.77, displayed respectively in Figs. 6.33(a) and 6.34(a),
show the strong inﬂuence of the centripetal buoyancy force also on the turbulent ﬁeld.
First, the turbulence intensity is locally increased on the top of the rib and in the reduced
shear layer generated by the 7th rib, located in the reversed ﬂow region. Second, the
reverse ﬂow region generates a large velocity gradient in the y direction, which leads to
a large strain ﬁeld and turbulence production. Moreover, the near-wall ﬂow is subject
to anti-cyclonic rotation: the mean vorticity of the ﬂuid directly in contact with the
wall presents opposite sense to that of the angular velocity. In this region, the Coriolis
force presents a destabilizing character and therefore the turbulence is increased with
respect to the isothermal ﬂow on the Leading Side (Figs. 6.33(b) and 6.34). It can
be furthermore observed that the turbulent ﬂuctuations are large in the region just
upstream of the saddle points. In this area the mean velocity is close to zero, but
the large velocity gradients generate high strain rates, hence providing large turbulent
ﬂuctuations. For these reasons, the overall turbulence intensity is notably larger than
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Figure 6.30 : Mean wall-normal velocity contours, Re = 15,000: Leading Side, Ro =
0.77, Bo = 0.77 (a); Leading Side, Ro = 0.77, Bo = 0 (b); Static, Ro =
0 (c); Trailing Side, Ro = 0.77, Bo = 0 (d); Trailing Side, Ro = 0.77, Bo
= 0.77 (e)
136 Results
Figure 6.31 : Mean wall-normal velocity contours, Re = 15,000: Leading Side, Ro =
0.77, Bo = 0.77 (a); Leading Side, Ro = 0.77, Bo = 0 (b); Static, Ro =
0 (c); Trailing Side, Ro = 0.77, Bo = 0 (d); Trailing Side, Ro = 0.77, Bo
= 0.77 (e)
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Figure 6.32 : Mean wall-normal velocity contours, Re = 15,000: Leading Side, Ro =
0.77, Bo = 0.77 (a); Leading Side, Ro = 0.77, Bo = 0 (b); Static, Ro =
0 (c); Trailing Side, Ro = 0.77, Bo = 0 (d); Trailing Side, Ro = 0.77, Bo
= 0.77 (e)
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in the isothermal case, reaching values similar to those found in static conditions in
certain regions, i.e. near the saddle points. Note that although the turbulent velocity
is relatively high in this case, it does not necessarily mean that the resulting wall heat
ﬂux is enhanced by buoyancy. It is indeed necessary to investigate simultaneously the
velocity and temperature ﬁelds to fully characterize the ﬂow stability and wall heat
transfer under the eﬀect of centripetal buoyancy.
On the Trailing Side under the eﬀect of centripetal buoyancy, Ro = Bo = 0.77, the
distribution of the stream-wise and wall-normal turbulent velocities (Figs. 6.33(e) -
6.34(e)) is akin to that in isothermal conditions (Figs. 6.33(d) - 6.34(d)), with slightly
larger values, similarly to what was found by Coletti et al. [33] at Ro = 0.38 and Bo =
0.31. In particular, the increase of the stream-wise turbulent velocity is found in the
shear layer generated by the rib and the in the region 4 < X/H < 8 directly near the
wall. Most likely, the temperature gradients are important in these regions, promoting
the action of the centripetal buoyancy force. As a result, the centripetal buoyancy
force tends to strain the velocity ﬁeld, which leads to higher turbulence intensities. On
the other hand, it can be observed that the wall-normal turbulent velocity distribution
presents the same shape as that in isothermal conditions with a modest increase of the
order of 0.03 - 0.05Ub. In summary, the limited increase of the turbulent activity with
respect to the isothermal case is not suﬃcient to alter signiﬁcantly the mean ﬂow ﬁeld.
The energy spectrum at (X/H, Y/H) = (1, 1) under the eﬀects of buoyancy is com-
pared with the one in the isothermal ﬂow in Fig. 6.36. Despite the fact that the ﬂow
is totally diﬀerent on the Leading Side at Ro,Bo = 0.77, the energy spectrum is very
similar to that at Bo = 0. This is most likely due to the similar velocity ﬂuctuations at
(X/H, Y/H) = (1, 1), as observed in the turbulence statistics. In the Trailing Side case,
the spectrum under the eﬀect of the centripetal buoyancy presents slightly larger energy
levels, as expected from the turbulent kinetic energy shown in Fig.6.35. No dominant
frequency has been found in any of the cases presented, which is likely related to the
complexity of the ﬂow and the interaction between the turbulent length scales.
6.2 Numerical results
Clearly, the previous experimental data provides useful information about the ﬂow
in rotating cooling channels. Nevertheless, the measured velocity ﬁeld is limited to a
reduced region in the symmetry plane of the channel. Therefore, it is indispensable to
carry out measurements in planes away from this region in order to fully characterize the
ﬂow ﬁeld in rotating conditions. However, this is highly complex with a two-component
PIV system like the one employed here, since the ﬂuid motion is highly three-dimensional.
The preferred approach that is followed in this work is to validate LES in the same
conditions, and to study the three-dimensional ﬂow ﬁeld in the regions where the PIV
is not able to provide the information.
The sensitivity of the simulations with respect to the mesh resolution is studied by
comparing the mean ﬂow and heat transfer statistics for meshes with diﬀerent degrees
of reﬁnement. The numerical data presented in the present thesis is based on the mean
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Figure 6.33 : Stream-wise turbulent velocity contours, Re = 15,000: Leading Side, Ro
= 0.77, Bo = 0.77 (a); Leading Side, Ro = 0.77, Bo = 0 (b); Static, Ro
= 0 (c); Trailing Side, Ro = 0.77, Bo = 0 (d); Trailing Side, Ro = 0.77,
Bo = 0.77 (e)
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Figure 6.34 : Wall-normal turbulent velocity contours, Re = 15,000: Leading Side, Ro
= 0.77, Bo = 0.77 (a); Leading Side, Ro = 0.77, Bo = 0 (b); Static, Ro
= 0 (c); Trailing Side, Ro = 0.77, Bo = 0 (d); Trailing Side, Ro = 0.77,
Bo = 0.77 (e)
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Figure 6.35 : In-plane turbulent kinetic energy contours, Re = 15,000: Leading Side, Ro
= 0.77, Bo = 0.77 (a); Leading Side, Ro = 0.77, Bo = 0 (b); Static, Ro
= 0 (c); Trailing Side, Ro = 0.77, Bo = 0 (d); Trailing Side, Ro = 0.77,
Bo = 0.77 (e)
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Figure 6.36 : Energy spectra under the buoyancy effects at (X/H, Y/H) = (1, 1)
statistics of the velocity and heat transfer ﬁeld collected after the stabilization of the
ﬂow along a time period of more than 60 Flow-Through Times. Figure 6.37 displays the
mean stream-wise velocity proﬁles in the symmetry plane and the mean Enhancement
Factor in the line (Y/H, Z/H) = (0, 0) in static conditions. For the sake of clarity, only
the results provided by two diﬀerent meshes are represented in Fig. 6.37. The ﬁrst mesh
(mesh A) has about 477,000 cells in total, whereas the second one (mesh B) is composed
by 958,000 cells. The details of mesh B are reported in section 5.2. Additionally, both
the PIV and LCT data are represented in order to assess the accuracy of the present
numerical methodology at equivalent conditions. It is observed that the velocity proﬁles
provided by the simulations are very close to each other, only minor diﬀerences are
found in the shear layer region. It is likely that the separation bubble present on top
of the rib is slightly larger than in the experiments, leading to a momentum deﬁcit,
which is reduced as the slow ﬂuid is mixed in the shear layer with the core ﬂow. The
centerline Enhancement Factor for both simulations present a good agreement with the
experimental data, with diﬀerences only near the ribs. Most probably, the thermal
boundary condition imposed on the rib surface (adiabatic wall) is the factor that leads
to the diﬀerence with respect to the experimental data. Nevertheless, the Enhancement
Factor gets closer to the experimental data near the rib as the mesh is reﬁned.
Next, the three-dimensional ﬂow ﬁeld is investigated by representing the dimensionless
time-averaged λ2 [106] iso-surface (λ2=500) in static conditions in Fig. 6.38. To charac-
terize the position of the diﬀerent coherent structures, the represented λ2 iso-surface is
colored by the distance to the bottom wall. Firstly, it can be observed that the corner
vortex upstream of the rib extends all over the channel span, with a uniform shape and
parallel to the Z axis. According to the λ2 criterion, the vortex on top of the rib is
identiﬁed as well with a uniform strength in the Z direction. Downstream of the rib, a
large λ2 iso-surface describes the recirculation area. This iso-surface is not as uniform as
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Figure 6.37 : Mean stream-wise velocity profiles (top) and centerline Enhancement Factor
(bottom) obtained in static conditions (Re = 15,000, Ro = 0) during the
experimental campaign and by means of LES in Mesh A and Mesh B.
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the previous ones, due to the unsteadiness of the ﬂow and the need for a larger data set
to converge towards a uniform iso-surface in this region. Probably, the most interesting
information that Fig. 6.38 provides is the origin of the rib-induced secondary ﬂows.
Similarly to the vortex generated on the bottom wall at the leading edge of the rib, the
boundary layer in the region below Y/H ∼ 1 is constrained by the rib, which generates
a swirling motion about the Y axis in the corner between the rib and the lateral walls.
Then, the vortex is convected towards the top of the rib, reaching a maximum height of
about 2H. It is observed that this structure losses its coherence downstream of the rib.
Indeed, the ﬂow in this region is highly turbulent, promoting the destruction of large-
scale structures. Nevertheless, the strength of this vortex is such that it is able to induce
a large vertical velocity near the lateral walls. The contours of the dimensionless vertical
velocity, V/Ub, in the plane X/H = -0.5 have been represented also in Fig. 6.38. The
iso-line V = 0 has been also represented to separate the areas of positive and negative
vertical velocity. It is shown that the maximum vertical velocity is caused by the latter
vortex in the region directly on top of the rib, near the lateral wall, reaching a value
about 30% of the bulk velocity. The vertical velocity induced by this vortex is so high
that positive V/Ub values are found near the top wall. The swirling motion generated
by these vortices induces on the other hand a negative vertical velocity on top of the rib,
in the region |Z/H| ∼ 3.5. Due to this feature, the positive vertical velocity imposed
by the presence of the rib in the region |Z/H| < 3.5 is interrupted by the rib-induced
secondary ﬂows.
Figure 6.39 represents the dimensionless temperature contour in the plane X/H =
3.33 and the in-plane mean streamlines, corresponding to the vertical and span-wise
velocity components. The dimensionless temperature is deﬁned here as
Θ =
T − Tc
Th − Tc (6.6)
where Th is the temperature of the bottom wall (equal to 314 K) and Tc is the tempera-
ture of the top and lateral walls (equal to 293 K). In order to provide a clear picture of
the ﬂow and temperature ﬁelds, the results given in Fig. 6.39 are obtained by averaging
the CFD data at each side of the symmetry plane (Z/H = 0). Figure 6.39 shows the
presence of two large-scale counter-rotating swirling motions in the region above Y/H ∼
6. The center of these counter-rotating swirling structures is located at about (Y/H,
Z/H) ≃ (7.2, ± 3). Despite the fact that these swirling motions can be though as the
ﬂow around the vortices generated in the corner between the rib and the lateral walls,
the locations of the structures are somewhat distant, and therefore, they are not the
same. However, the large swirling motions in the region Y/H > 6 are a consequence
of the vortices generated in the corner between the rib and the lateral walls: the large
vertical momentum generated by the rib lateral vortex reaches the top wall, then the
ﬂuid is directed in the central region of the channel towards the bottom wall. Since
these motions would not exist without ribs, the terminology often used to refer to these
secondary ﬂow motions, ’rib-induced secondary ﬂows’, is totally valid. The time scales
of these motions are also signiﬁcantly diﬀerent. Since the rib lateral vortex presents a
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Figure 6.38 : Mean λ2 iso-surface and vertical velocity contour in the plane X/H = -0.5,
static case
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Figure 6.39 : Dimensionless temperature contour and in-plane streamline in the plane
X/H = 3.33 in static conditions
characteristic velocity of about 0.3Ub and a length scale H, the time scale is of order
t ∼ πH/(0.3Ub) ∼ 3H/Ub. With a convective velocity of order Ub, the ﬂuid particles
around the lateral vortex make a full turn in a length l ∼ δt · Ub ∼ 3H. Here, the
large top vortices present a characteristic length and velocity of order 3H and 0.02Ub.
Therefore, the time scale is about 150H/Ub, that is, 50 times larger than in the lateral
corner vortex. In this way, a ﬂuid particle would complete a entire loop in a distance of
the order of 150×(H/Ub)× Ub ∼15DH .
The secondary ﬂows induced by the ribs lead to a high temperature gradient on the
bottom wall. In this way, the value ∂Θ/∂(Y/H) on the bottom wall is much larger near
the lateral walls than in the central region. Due to the imposed boundary conditions
(314 K on the bottom wall and 293 K on the lateral walls), the temperature gradient in
the bottom corners turns to be the highest in the cross section. As the distance to the
bottom wall increases, the temperature gradients in the span-wise direction are reduced.
Near the top wall, two additional stream-wise corner vortices appear, similarly to those
observed by Loha´sz [107].
The corresponding heat transfer Enhancement Factor has been calculated similarly to
the experiments. In the simulations, qconv is calculated as
qconv = k(Tw) · ∂T
∂y
(6.7)
where k(Tw) is the air thermal conductivity at the wall temperature (Tw). Then the
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heat transfer coeﬃcient is simply determined as
h =
qconv
Tw − Tc (6.8)
Note that in the latter expression, the temperature at the center of the cross section,
Tc, varies depending on the rotating condition. However, the stream-wise variations of
Tc in a given simulation are found to be negligible. Finally, the Nusselt number and
Enhancement Factor have been calculated as
Nu =
h ·DH
kf
(6.9)
EF =
Nu
Nu0
(6.10)
where kf is the thermal conductivity at the ﬁlm temperature, Tfilm = 12 (Tw + Tc), and
Nu0 is the value of the reference Nusselt number [80]. Figure 6.40 compares the exper-
imental and numerical Enhancement Factor Distributions. The agreement of the LES
predictions with the experimental data is very positive both in terms of quantitative val-
ues and distribution. The footprints of the recirculation bubble downstream of the rib
and the rib-induced secondary ﬂows present the same shape and dimensions. After the
reattachment point, X/H ∼ 4, EF decreases due to the boundary layer development
and is also well captured by LES. Only minor diﬀerences are found near the bound-
aries, likely due to the conditions imposed in the simulations. Concerning the high EF
predicted just upstream of the rib, it is necessary to consider that the rib walls are
considered adiabatic in the simulations. In the experimental test section, the ribs are
made of acrylic glass, which presents relatively low conductivity. For this reason, the
considered boundary condition has been approximated by a non-conductive (adiabatic)
solid. However, the base of the rib is heated by the heating foil (see Fig. 3.15) and part
of this heat is conducted by the rib and transferred to the ﬂuid. Through this process,
the ﬂuid temperature around the rib is expected to be higher than in the simulations.
In parallel, the vortex upstream of the rib pushes relatively cold ﬂuid towards the corner
in the simulations, leading to a higher EF than in the experiments. The combination of
the velocity ﬁeld and the heat transfer on the bottom wall obtained by means of LES is
presented in Fig. 6.41. The mean stream-wise velocity contours have been represented
in the planes Z/H = 0 and X/H = 3.33, together with the in-plane streamlines.
After the investigation of the static case, the simulations including the rotational
eﬀects are validated with the experimental data obtained in the present thesis at Ro
= 0.3 - 0.8, and that provided by Coletti et al. [32] at Ro = 0.30. Figures 6.42, 6.43
compares the stream-wise mean and turbulent velocities in the symmetry plane, whereas
Fig. 6.40 compares the Enhancement Factor along the centerline of the bottom wall at
diﬀerent rotational speeds. On the Trailing Side, the agreement is excellent both at
moderate (Ro =0.30) and high rotation. The turbulence increase and the large shear
near the wall is thoroughly captured by LES at Ro = 0.30. Additionally, the centerline
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Figure 6.40 : Enhancement Factor contours in the static case (Ro = 0): experiments
(a), LES (b)
Figure 6.41 : 3D representation of the flow field and heat transfer provided by the LES
in static conditions
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EF provided by LES follows perfectly the EF observed in the experimental campaign,
with a limited deviation just downstream of the rib (0 < X/H < 1) and a larger one in
the region just upstream of the rib (8 < X/H < 9). The deviation just downstream of
the rib is most likely due to the large temperature and the corresponding uncertainty.
On the other hand, the deviation just upstream of the rib is probably due to the action
of the upstream corner vortex similarly to the static case. In this way, low temperature
ﬂuid is introduced into the corner region, leading to high heat transfer. At Ro = 0.77,
the increase of turbulence by rotation in the shear layer generated by the rib is also
captured, as well as the turbulence reduction in the second half of the inter-rib area
already commented in section 6.1.2. At X/H = 0 and 2, the area of high stream-wise
turbulent velocity in LES is slightly larger than in the experiments. Therefore, small
diﬀerences in the velocity and heat transfer distributions can be expected in this region.
However, the Enhancement Factor obtained by LES presents once again an excellent
agreement with the experimental data, including the highEF in the reattachment region,
and the abrupt decrease after it due to the decrease of turbulent kinetic energy.
On the Leading Side at Ro = 0.30, the agreement of the stream-wise velocity proﬁles
with the data is positive in the region Y/H <3 , especially if compared to the data by
Coletti et al. [32]. The diﬀerences between LES results may be ﬁrst due to the degree
of development of the ﬂow in the experimental test section. As can been seen in Fig.
6.42 at Ro = 0.30 on in the Leading Side case, the velocity proﬁles are closer at X/H =
10, that is, the ﬂow is not fully established in the test section. Likewise, the turbulence
levels obtained by LES are slightly lower than in the experiments. The momentum
interchange between the near-wall ﬂuid and the core ﬂow is hence not as eﬃcient as in
the experimental case, which leads to a larger momentum deﬁcit in the recirculation
area. Since the bulk velocity is ﬁxed by the Reynolds number (mass ﬂow) and the
momentum in the near-wall region is limited, the velocity in the core region is slightly
larger. As a result, the Enhancement Factor given by LES is slightly lower than in the
LCT experiments. Another cause of the velocity proﬁle diﬀerences may be related to the
mesh resolution near the top wall. Under these conditions, the ﬂow near the top wall is
destabilized, increasing the turbulence levels and the velocity gradients, hence requiring
ﬁner resolutions. Nonetheless, the distributions presents almost the same shape, with
an extremely low EF just downstream of the rib, then a maximum EF around X/H ∼
4 and a slight and steady decrease towards the following obstacle. As in the previous
cases, the EF is somewhat larger just upstream of the rib.
The situation is very similar in the Leading Side case at Ro = 0.77. The decrease
of turbulence and momentum due to rotation is captured by LES, but the stream-wise
mean and turbulent velocities present lower values than in the experimental campaign.
Again, the reasons of this mismatch can be due to the degree of development of the
ﬂow in the test section, the lower turbulence intensity obtained in LES under these
conditions and the eventual grid requirements near the top wall. Despite the diﬀerences
in the velocity and turbulence proﬁles, the main physical mechanisms are simulated,
driving to an EF distribution with very similar values as in the LCT experiments. The
EF is extremely low just downstream of the rib, and increases monotonously towards
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the following obstacle. In this case, the EF shows also slightly lower values than in the
experiments.
The dimensionless temperature contours and in-plane streamlines obtained in the
LES at X/H = 3.33 in the Leading Side case at Ro = 0.30 and 0.77 are represented in
Fig. 6.45. In both cases, there is a large diﬀerence of secondary ﬂows with respect to
those in the static case. The most characteristic feature of the ﬂow in this plane is the
lack of rib-induced secondary ﬂows and the presence of the Coriolis-induced secondary
ﬂows, which consist in the ﬂuid motion from the top (Trailing Side) to the bottom
wall (Leading Side) near the lateral walls and then the ﬂuid is swept back towards the
core of the ﬂow. These structures are oriented in the stream-wise direction and span
over a large space on the lateral walls. The downward motion of the ﬂuid near the
lateral walls pushes cold ﬂuid from the top and lateral areas of the channel towards
the bottom wall, generating a large temperature gradient ∂T/∂y in the bottom corner.
Due to the low momentum and turbulence near the bottom wall with respect to those
found in static conditions, the temperature gradients in the y direction are signiﬁcantly
lower than in the static case. In particular, it can be observed that the cold ﬂuid can
penetrate into the separated recirculation bubble downstream of the rib only near the
lateral wall. In the central region of the channel, the hot ﬂuid is moved from the bottom
to the top, which leads to high temperature gradients in the span-wise direction. As the
Rotation number is increased from 0.30 to 0.77, ∂Θ/∂y presents slightly lower values
over the bottom wall. However, the span-wise temperature gradients away from the
recirculation bubble are signiﬁcantly higher at Ro = 0.77. The secondary ﬂows pattern
is also signiﬁcantly diﬀerent from the static case. At Ro = 0.30 two counter-rotating
swirling structures appear around (Y/H, Z/H) = (8.5, ±1.5), whereas four counter-
rotating structures appear at (Y/H, Z/H) = (9, ±1) and (Y/H, Z/H) = (9.5, ±3).
It is believed that these structures are Taylor-Go¨rtler vortices, similarly to what was
found by Johnston et al. [21] and Kristoﬀersen and Andersson [20] near the unstable
wall in high aspect ratio rotating channels. Due to the low aspect ratio of the present
channel, the amount of Taylor-Go¨rtler vortices covering the unstable wall is additionally
inﬂuenced by the Coriolis-induced secondary ﬂows (not existing in Refs. [21] and [20]).
Due to the relative strength of the instability leading to the Taylor-Go¨rtler vortices with
respect to the Coriolis-induced secondary ﬂows, the number of cells near the unstable
wall is increased from two at Ro = 0.30 to four at Ro = 0.77.
The resulting Enhancement Factor distribution at Ro = 0.30 and 0.77 on the bottom
wall is shown in Fig. 6.46 and compared with the experimental data. As already shown
in Fig. 6.44, the EF provided by LES is slightly lower than in the test section. However,
the main heat transfer mechanism is well simulated. As the Rotation number increases,
the size of the recirculation bubble downstream of the rib increases. As a result, the
region of low EF is extended to a larger surface behind the rib. At Ro = 0.30, the
footprint of the Coriolis-induced secondary ﬂows is evident in the region near the lateral
wall, presenting a slightly larger EF . The maximum EF is found in the corner between
the leading face of the rib and the lateral walls. In this region, the Coriolis-induced
secondary ﬂows and the vortex upstream of the rib combine their strength to direct cold
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Figure 6.42 : Mean stream-wise velocity profiles, from top to bottom: Trailing Side - Ro
= 0.77, Trailing Side - Ro = 0.30, static case, Leading Side - Ro = 0.30
and Leading Side - Ro = 0.77
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Figure 6.43 : Stream-wise turbulent velocity profiles, from top to bottom: Trailing Side
- Ro = 0.77, Trailing Side - Ro = 0.30, static case, Leading Side - Ro =
0.30 and Leading Side - Ro = 0.77
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Figure 6.44 : Centerline Enhancement Factor: Leading Side - Ro ≃ 0.8 (a), Leading
Side - Ro ≃ 0.3 (b), static (c), Trailing Side - Ro ≃ 0.3 (d), Trailing Side -
Ro ≃ 0.8 (d)
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Figure 6.45 : Dimensionless temperature contours and in-plane streamlines in the plane
X/H = 3.33, Leading Side case (clockwise rotation): Ro = 0.30 (left), Ro
= 0.77 (right)
ﬂuid towards the wall, resulting in a high heat transfer. Since the boundary conditions
set in the numerical investigation provide most likely lower temperatures than in the
experiments, the Enhancement Factor near the boundaries is slightly larger than in the
experiments. The representations of the ﬂow ﬁeld and heat transfer at Ro = 0.30 and
0.77 under clockwise rotation given by the LES are shown in Fig. 6.47.
The secondary ﬂows pattern and dimensionless temperature distribution at X/H =
3.33 in the case of counter-clockwise rotation at Ro = 0.30 and 0.77 are shown in Fig.
6.48. Similarly to the case under clockwise rotation, the Coriolis force alters the sec-
ondary ﬂow pattern in the channel. Under counter-clockwise rotation, the Coriolis-
induced secondary ﬂows move the ﬂuid from the bottom wall (Trailing Side) towards the
top wall (Leading Side) in the region near the lateral walls. In this way, the rib-induced
and Coriolis-induced secondary ﬂows are combined to increase the vertical velocity near
the lateral walls. At Ro = 0.30, the ﬂuid that reaches the top wall, is directed back to-
wards the bottom wall, mainly to the bottom corners. As a result of the secondary ﬂows
and the increase of the turbulence near the bottom wall, the temperature gradients in
the vertical direction, ∂Θ/∂y, are signiﬁcantly larger than in the previous cases near the
bottom wall. For the same reason, the temperature gradients in the span-wise direction,
∂Θ/∂z, are lower than in the case of clockwise rotation.
At Ro = 0.77, the secondary ﬂow pattern is diﬀerent from the previous case. Despite
the fact that the Coriolis force pushes the ﬂow from the bottom wall towards the top
region to go back to the bottom wall, two additional counter-rotating structures appear
in the central region of the channel. The lateral secondary ﬂows are pushed towards
the side walls, resulting in a ﬂat structure elongated in the y direction. The central
secondary ﬂows tend to sweep the ﬂuid away from the bottom wall in the area near the
symmetry plane, resulting in a slightly positive wall-normal velocity. Then, the ﬂuid
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Figure 6.46 : Enhancement Factor contours in the Leading Side case: Experiments - Ro
= 0.29 (a), Experiments - Ro = 0.82 (b), LES - Ro = 0.30 (c), LES - Ro
= 0.77 (d)
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Figure 6.47 : 3D representation of the flow field and heat transfer provided by the LES
under clockwise rotation: Ro = 0.30 (left), Ro = 0.77 (right)
returns back to the bottom wall in an area around Z/H ∼ 3. As at Ro = 0.30, ∂Θ/∂y is
higher than in static case due to the larger turbulence levels and the action the secondary
ﬂows. In this plane, the vertical temperature gradients are similar at Ro = 0.30 and
0.77, which explains the low diﬀerence of EF in the ﬁrst half of the inter-rib area.
The corresponding EF distributions at Ro = 0.30 and 0.77 are displayed in Fig. 6.49
and compared with the experimental data. In both cases, the agreement of the numerical
data with the experiments is excellent. Firstly, the increase of the heat transfer with
respect to the static case is evident in both cases due to the increase of the turbulence
intensity and the secondary ﬂows. AtRo= 0.30, the reduction of the recirculation bubble
size leads to the reduction of the area with low EF . The footprint of the secondary ﬂows
also appears next to the lateral walls, with slightly higher EF values. The EF reduction
as the ﬂow develops downstream of the reattachment of the shear layer generated by
the rib is also correctly predicted by LES. At Ro = 0.77, the small reduction of the
recirculation bubble is also captured by LES. In this way, the area of maximum EF is
moved slightly upstream. Due to the secondary ﬂows system observed in LES, the points
of maximum EF are displaced slightly towards the center of the channel. Additionally,
an area of low EF is found between X/H = 1 and 5 in the region of the symmetry
plane. This region would correspond to the are where the secondary ﬂows tend to sweep
the ﬂuid away from the wall, leading to a reduction of the heat transfer. Downstream
of X/H ≃ 5 the drastic EF reduction due to the turbulent kinetic energy decay is also
correctly simulated by LES. As in the static and clockwise-rotating cases, higher EF ’s
are found near the ribs and the lateral walls, likely due to the selection of the boundary
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Figure 6.48 : Dimensionless temperature contours and in-plane streamlines in the plane
X/H = 3.33, Trailing Side case (counter-clockwise rotation): Ro = 0.30
(left), Ro = 0.77 (right)
conditions. The resulting velocity ﬁeld and Enhancement Factor map are represented
together in Fig. 6.50 for the counter-clockwise rotation case.
The surface-averaged EF on the bottom wall has been represented against the exper-
imental results and the data present in the literature in Fig. 6.51. In the ﬁgure, positive
Ro corresponds to counter-clockwise rotation, and negative Ro to clockwise rotation.
The agreement of the present numerical data is very positive, presenting only minor
diﬀerences due to the local variations of EF near the domain boundaries.
On the other hand, the overall performance of the channel in terms of pressure drop
is evaluated by calculating the friction factor at each rotating condition. The friction
factor, f , is deﬁned in this work as
f =
∆p˜effDH
2 · ρ · P · U2b
(6.11)
where p˜eff = p˜ − βx − 12ρΩ
2r2 is the eﬀective pressure, as designated by Johnston et
al. [21], and ∆peff the eﬀective pressure diﬀerence between the inlet and outlet of the
domain. The friction factor is normalized with respect to the friction factor of a smooth
pipe at large Reynolds numbers (Re & 20,000) as given by Incropera et al. [108]:
f0 = 0.046 ·Re−0.2. (6.12)
The friction factor enhancement, f/f0 is displayed in Fig. 6.52 as a function of the
Rotation number. Since the value of f/f0 is unsteady, its standard deviation within
the simulation time has been also included at each Ro in order to assess the overall
unsteadiness of the ﬂow. At Ro = 0.30 in the counter-clockwise sense, the f/f0 and
158 Results
Figure 6.49 : Enhancement Factor contours in the Trailing Side case: Experiments - Ro
= 0.29 (a), Experiments - Ro = 0.83 (b), LES - Ro = 0.30 (c), LES - Ro
= 0.77 (d)
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Figure 6.50 : 3D representation of the flow field and heat transfer provided by the LES
under counter-clockwise rotation: Ro = 0.30 (left), Ro = 0.77 (right)
Figure 6.51 : Normalized EF on the bottom wall as a function of the Rotation number
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Figure 6.52 : Normalized mean friction factor as a function of the Rotation number
its ﬂuctuations increase with respect to those in static conditions due to the general
increase of turbulence near the bottom wall. As a result of the ﬂow re-stabilization in
the second half of the inter-rib area at Ro = 0.77 in the counter-clockwise sense, f/f0
is slightly lower than that at Ro = 0.30, but still larger than in static conditions. On
the other hand, f/f0 is signiﬁcantly reduced when rotation takes place in the clockwise
case. At Ro = 0.77, the friction factor enhancement is slightly larger than at Ro =0.30.
Due to the turbulence reduction, the ﬂuctuations of the friction factor enhancement are
suppressed in the case of clockwise rotation.
Chapter 7
Concluding remarks
7.1 Conclusions
The present work has introduced an advanced experimental setup that allows reliable
and accurate measurements of the velocity and heat transfer in rotating cooling channels.
The RC-1 facility at the VKI has been modiﬁed in order to achieve a large operational
range, based on the Reynolds, Rotation and Buoyancy numbers in the investigated
geometry. The unique characteristics of the present setup are:
• the possibility of investigating Reynolds number up to 55,000, Rotation numbers
up to 1.0 and Buoyancy numbers up to 0.8;
• versatile design: diﬀerent geometries can be easily adapted and tested in the facil-
ity;
• combination of velocity and heat transfer measurements along diﬀerent planes in
the test section;
• the measurements are performed in the rotating frame of reference, hence providing
the same accuracy and resolution as in a stationary facility,
The geometry selected for this investigation consisted in a low aspect ratio channel
with ribs on one wall, and placed perpendicularly to the main ﬂow direction to simulate
the aero-thermodynamics in the internal cooling channels of turbine blades. Despite the
fact that the geometry does not replicate the exact shape of a modern internal cooling
channel it reproduces the main ﬂow physics that govern the aero-thermal performance of
the component. At the same time, the geometry allows the comparison of a part of the
experimental data with results present in the open literature, as well as the ﬁne tuning
of the experimental techniques.
A large eﬀort has been made to determine the main measurement error sources and
estimate the corresponding uncertainty. The main error source in the dimensionless
velocity measurement is caused by the uncertainty of the bulk velocity, Ub. The overall
162 Conclusions
impact of the uncertainty in the bulk velocity can lead to a relative error of about 1 -
1.6% (in terms of the bulk velocity) at a conﬁdence level of 95%, even reaching levels
of about 2.7% in the regions where the velocity is maximum. This error is due to the
uncertainty in the discharge coeﬃcient of the Venturi nozzle employed to measure the
mass ﬂow and to the corresponding pressure drop in the nozzle. On the other hand,
the error due to the PIV particle displacement gradient is the dominant error source in
regions where the velocity gradients are large, such as the ﬂow near the ribbed walls,
reaching maximum levels of about 3.6% of the bulk velocity. Due to the dependency
of the measurement error with respect to the Field of View, two diﬀerent experimental
campaigns were carried out. The ﬁrst experimental campaign consisted in experiments
with a reduced ﬁeld of view, obtaining the velocity ﬁeld up to about 2.4 times the rib
height from the top wall, which led to measurements with an overall error of about
1.2% of the bulk velocity. The second experimental campaign provided the velocity
distribution in a larger area, reaching wall distances about 4.2 times the rib height. In
this case, the overall error was about 1.8% of the bulk velocity.
In parallel, a detailed uncertainty analysis of the temperature and heat transfer mea-
surements has been carried out. The largest error source in the wall temperature mea-
surement by the TCLs is related to the intensity resolution of the camera (8 bits) and the
high TLC color sensitivity at high temperatures, and presents a maximum contribution
of 0.70 K to the maximum temperature uncertainty at a 95% C.L.. The other error
sources present a contribution of less than 0.1 K, which results in an overall temperature
uncertainty equal to 0.45 K and a maximum temperature uncertainty equal to 0.82 K
at a 95% Conﬁdence Level (C.L.). Since the TLC activation temperature is about 308
K and the minimum temperature measurement uncertainty is found in the range 308 -
318 K, the wall heating was controlled to keep the TLC temperature at about 311 K.
In this range, the temperature measurement uncertainty is approximately 0.35 K (95%
C.L.). When dealing with heat transfer measurements, the overall contribution of the
wall temperature measurement on the normalized heat transfer coeﬃcient is 3 - 4%,
presenting values as high as 13% in regions where the temperature diﬀerence between
the wall and the core ﬂow is minimum. Another important error source in the heat
transfer measurement is the uncertainty of the TLC emissivity, which contributes to
the radiative heat loss. With an uncertainty on εTLC equal to 0.05, the corresponding
EF measurement error reaches values about 1.5 - 3.1% of the mean EF . Adding the
contribution of the secondary error sources, the overall measurement uncertainty on the
EF is about 5 - 6% of the measured value, reaching values as high as 14% when the
temperature diﬀerence between the wall and the ﬂuid is low. As the Reynolds number
increases, the convective heat ﬂux increases, whereas the conductive and radiative heat
losses barely change. As a result, the contributions of the heat losses to the heat transfer
balance and to the measurement error are reduced.
The heat transfer data in the present test section at Ro = 0 have been compared
with the measurements of Ekkad and Han [104], showing similar values. In the present
case, the heat transfer Enhancement Factor does not show a large dependency on the
Reynolds number. Equivalently, this means that the Reynolds number eﬀect on the
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dimensionless heat transfer coeﬃcient follows the Dittus-Boelter correlation. Under
rotating conditions, the heat transfer data was averaged in the investigated surface and
compared with the results given by Johnson et al. [25], Kim et al. [105] and Abdel-
Wahab and Tafti [36], showing an excellent agreement even though the geometries and
boundary conditions were not exactly the same. Concerning the velocity measurements,
additional comparisons were done with the PIV data provided by Coletti et al. [32]
at Re = 15,000. The agreement of the dimensionless mean and turbulent velocities
was excellent not only in static conditions, but also at Ro = 0.30. These experiments
also conﬁrmed that the determining parameters in an isothermal rotating ﬂow are the
Reynolds and Rotation numbers, even if the centrifugal force is completely diﬀerent.
The experiments have allowed comparing the ﬂow physics that takes place when the
channel is rotated in clockwise and counter-clockwise directions, at moderate and high
rotational speeds. When the channel is rotated in the clockwise sense, the ribbed wall
acts as Leading Side. At Re = 15,000 and moderate rotation (Ro = 0.30-0.38), the
Coriolis force induces the stabilization of the ﬂow near the ribbed wall, which reduces
the turbulence intensity and increases the size of the recirculation bubble downstream
of the rib with respect to that in static conditions, covering the entire inter-rib area.
As a result, the heat transfer is reduced by about 40% with respect to the overall EF
at Re = 0. Moreover, the footprint of the Coriolis-induced secondary ﬂows is observed
near the lateral walls, since high EF values are found in this region. At large Rotation
numbers (that is, Ro > 0.38) the heat transfer level on the Leading Side is stabilized at a
level almost 50% lower than in static conditions. The PIV measurements reveal a minor
turbulence reduction with respect to the case at Ro = 0.38, but the recirculation bubble
size increases. On the other hand, the velocity proﬁle in the core of the ﬂow tends to
be tilted due to rotation, which leads to a higher momentum near the Leading Side and
lower near the Trailing Side. By this process, the velocity above the recirculation bubble
increases as Ro increases. Despite the corresponding velocity gradient increases and
hence higher turbulence levels can be expected, the larger Coriolis force tends to stabilize
the ﬂow. This leaves the turbulence ﬁeld near the Leading Side almost unchanged.
When the channel rotates counter-clockwise, the ﬂow at Ro = 0.30 - 0.38 and Re =
15,000 is destabilized by rotation. As a result, the turbulence increases, reducing the
length of the recirculation bubble behind the rib and increasing the heat transfer. The
overall heat transfer at Ro = 0.30 - 0.38 is almost 50% larger than in static conditions. If
the Rotation number is further increased to 0.77, no change in the overall EF is observed.
The Coriolis-induced secondary ﬂows contribute to increasing the heat transfer, whereas
the momentum deﬁcit near the Trailing Side due rotation tends to reduce the heat
transfer. In the plane investigated experimentally, it is observed that the velocity shear
∂U/∂y is drastically reduced at Ro = 0.77, leading to low turbulence production and
therefore lower heat transfer. As a result, the Coriolis-induced secondary ﬂows and
turbulence reduction at Ro = 0.77 are balanced to provide a stable mean EF as the
Rotation number is further varied. The two-dimensional EF distribution suggests a new
pattern of the rotation-induced secondary ﬂows near the Trailing Side at high rotation.
Indeed, two vortices appear in the central region of the channel, between the Coriolis-
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induced secondary ﬂows (conﬁned to the lateral regions). Consequently, the location
of the maximum EF values - which correspond to the areas where the secondary ﬂows
push the ﬂuid towards the wall - varies as the Rotation number increases.
For these speciﬁc cases, the eﬀect of the Reynolds number on the dimensionless heat
transfer has been investigated at diﬀerent Rotation numbers. It has been observed that
the sensitivity of the Enhancement Factor with respect to Ro decreases as Re increases.
On the Leading Side cases, the ﬂow pattern results to be similar, resulting in a low EF
due to the stabilization of the ﬂow and the increase of the recirculation bubble size, and
slightly higher EF near the lateral walls due to the Coriolis-induced secondary ﬂows.
However, the impact of the secondary ﬂows pattern on the EF distribution is diﬀerent
as the Reynolds number varies. In particular, it is observed that the Rotation number
from which the monotonous EF increase stops occurs at diﬀerent Reynolds numbers.
The eﬀect of the centripetal buoyancy forces has been studied by heating the ribbed
wall at a temperature of about 85 - 95oC (358 - 368 K). On the Trailing Side case, no
major changes in the mean velocity and turbulence ﬁelds are found. However, the ﬂow
on the Leading Side is massively aﬀected since a large region of reverse ﬂow is present
on the Leading Wall. Considering that the Reynolds number is ﬁxed and that a large
region shows a negative velocity, large velocities appear above the reverse ﬂow region,
leading to a large velocity shear. Furthermore, the ﬂow near the wall is anti-cyclonic,
inducing a turbulence level much larger than in the isothermal case.
The present work also introduces a solid methodology to perform high-ﬁdelity CFD
simulations of internal cooling channels. It has been demonstrated that the present
numerical method is a powerful tool to support and complement the experimental ob-
servations. Since the experimental data is only available in a limited region of the
symmetry plane and the ribbed wall, the numerical results are helpful in providing the
three-dimensional view of the ﬂow in the investigated volume. The turbulence modeling
employed in this investigation shows that both the velocity and heat transfer can be
correctly predicted by LES in rotating ribbed channels, with minor localized diﬀerences
with respect to the experimental data. In particular, the rotation-induced secondary
ﬂows have been characterized at the diﬀerent rotating conditions, and their impact on
the wall heat transfer has been evaluated. When rotation takes place in the clockwise
sense, the Coriolis-induced secondary ﬂows are conﬁned to a region near the lateral
walls, moving ﬂuid from the top (Trailing Side) to the bottom wall (Leading Side), and
increasing the EF on the lateral region of the bottom wall. Due to the strength of these
secondary ﬂows and the increase of the recirculation bubble upstream of the obstacle,
no rib-induced secondary ﬂows arise. Also, Taylor-Go¨rtler vortices have been identiﬁed
near the top wall, due to the destabilization of the boundary layer. Under counter-
clockwise rotation, the Coriolis secondary ﬂows move ﬂuid from the bottom to the top
wall, merging with the rib-induced secondary ﬂows. As the rotation number increases,
two additional stream-wise vortices appear near the bottom wall in the central region of
the ﬂow, likely due to the Taylor-Go¨rtler instability near the Trailing Side.
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7.2 Future work
The present investigation has focused on the ﬂow physics in a simpliﬁed model of
internal cooling channel, which has allowed to study the main ﬂow physics governing
the the performance of the cooling system. The next natural step in the investigation
of the aero-thermal performance of rotating internal cooling channels is to provide the
detailed ﬂow ﬁeld and heat transfer in a geometry closer to those in contemporary cooling
schemes present in turbine blades. Due to the versatile design of the experimental setup,
diﬀerent geometries can be easily ﬁtted in the facility, and the velocity ﬁeld and heat
transfer can be provided as in the present work. Channels with diﬀerent aspect ratio,
cross section, number of ribbed walls, rib shape, etc. can be studied in the RC-1 facility
for a wide Reynolds and Rotation number ranges. Currently, the test section has been
modiﬁed to study the rotational eﬀects in the ﬂow of a two-pass cooling channel.
The experimental setup can be further upgraded to allow Stereoscopic PIV measure-
ments. This kind of experiments would provide the three components of the velocity
vector in a plane, also reducing the measurement error when the velocity component
normal to the plane is important. This solution is particularly interesting when inves-
tigating the ﬂow in a U-bend, where a large separation bubble and secondary ﬂows are
produced. The combination of the rotational eﬀects and the ﬂow in a U-bend provides
a complex velocity ﬁeld, for which the use of Stereoscopic PIV seems an essential tool
to perform accurate measurements.
A major step forward would be the design of an experimental facility that does not only
match the Reynolds and Rotation numbers with the ones in turbine cooling channels,
but also the correct Buoyancy number distribution. In the present facility, the distance
of the channel inlet to the axis of rotation is close to zero, whereas in a real gas turbine,
this distance is much larger. This makes the Buoyancy number distribution along the
channel diﬀerent in both cases. To overcome this issue there are two possible solutions.
The ﬁrst one is to consider the similarity on the distance to the axis of rotation and
on the temperature gradients. The second is to apply a non-uniform wall temperature,
so that the variation of the radial position is balanced by the temperature diﬀerence
between the wall and the ﬂuid, leading to the desired Buoyancy number distribution.
In parallel, the computational setup has demonstrated to be highly reliable. Never-
theless, diﬀerent boundary conditions need to be addressed to mimic the behavior of
modern turbine blades. In particular, buoyancy eﬀects and conjugate heat transfer need
to be included. Diﬀerent channel geometries can also be investigated by means of LES
in to ﬁnd an optimum geometry in terms of pressure drop and heat transfer. Eventually,
optimization algorithms can be employed to maximize the aero-thermal performance of
the rotating channel. Nevertheless, an optimization corresponding to the present nu-
merical setup would lead to a relatively large computational cost, even if the simulated
domain is restricted to a rib pitch. In order to reduce the computational cost, alternative
turbulence models need to be addressed. The experimental velocity and heat transfer
results delivered in the present work are actually a solid data base that can be used for
CFD validation and code comparison.
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