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Let the (subword) complexity of a sequence u = (u(n))∞n=0 over a finite set Σ be the
function m 7→ Pu(m), where Pu(m) denotes the number of distinct blocks u(n) · · · u(n +
m−1) of sizem inu. In this paper,we study the complexity of Eu(n) = (u1(n), . . . , ur (n))∞n=0
when each ui = (ui(n))∞n=0, i = 1, . . . , r , is a qi-automatic sequence over a finite setΣi and
q1, . . . , qr ≥ 2 are pairwise coprime integers. As an application, we answer a question of
Allouche and Shallit regarding morphic real numbers.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
LetΣ be a finite alphabet. Denote byΣ∗ the set of all (finite) words overΣ and byΣω the set of (right-)infinite sequences
u = u(0)u(1) · · · overΣ . Amorphism overΣ is a function f : Σ∗ → Σ∗ satisfying:
f (w1w2) = f (w1)f (w2), w1, w2 ∈ Σ∗.
Since f (x1 · · · xl) = f (x1) · · · f (xl), x1, . . . , xl ∈ Σ , it is natural to extend f to a function f : Σ∗ ∪ Σω → Σ∗ ∪ Σω by
concatenation:
f (u) = f (u(0))f (u(1)) · · · ∈ Σ∗ ∪Σω, u = u(0)u(1) · · · ∈ Σω.
Let a ∈ Σ , and assume that f (a) starts with a, say f (a) = aw, w ∈ Σ∗. Then each f k(a), k ≥ 0, is a prefix of
f k+1(a) (= f k(a)f k(w)). Thus, (f k(a))∞k=0 converges (cf. [41] for example) to a fixed point f ω(a) of f . Moreover,
f ω(a) = awf (w)f 2(w)f 3(w) · · · ∈ Σ∗ ∪Σω.
Our main interest is in cases where f ω(a) ∈ Σω (i.e., when f k(w) 6= ε, k ≥ 0).
A sequence u = (u(n))∞n=0 ∈ Σω is pure morphic (cf. [8]) if u = f ω(a) for some f and a as above. In such a case, we say
that u is generated by f . A morphic sequence v is an image v = τ(u) of a pure morphic sequence u under a (not necessarily
injective) function τ : Σ → Σ1, mappingΣ to some alphabetΣ1. (Thus, v = (τ (u(n)))∞n=0 ∈ Σω1 .)
A morphism f : Σ∗ → Σ∗ is primitive if there exists a k ∈ N such that each f k(a), a ∈ Σ , contains each letter x ∈ Σ . It is
q-uniform if each f (a), a ∈ Σ , is of length |f (a)| = q. A primitive morphic sequence is an image v = τ(u) of a pure morphic
sequence u, generated by a primitive morphism. Similarly, a q-automatic sequence is an image of a pure morphic sequence
generated by a q-uniform morphism.
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Morphic and automatic sequences occur in remarkably many areas, including transcendental number theory, ergodic
theory and combinatorics on words (cf. [1,2,4,6–8,43,44]). One of their important properties is their low (subword-)
complexity. Recall that the complexity of a sequence u = (u(n))∞n=0 ∈ Σω is the function m 7→ Pu(m), where Pu(m) is
the number of distinct blocks of size m in u. For ‘‘most’’ sequences u ∈ Σω (i.e., for a set of probability 1 when the letters
u(n) are chosen independently uniformly at random fromΣ) we have Pu(m) = #Σm,m ≥ 0. The complexity of a morphic
sequence u is always O(m2) (cf. [20]). If, in addition, u is q-automatic or primitive morphic, then Pu(m) = O(m) (see for
example [41]). For more precise results regarding the complexity of morphic sequences see [13,18,24,25,39,40].
Let ui = (ui(n))∞n=0, i = 1, . . . , r , be sequences over alphabets Σi, i = 1, . . . , r , respectively. In this paper we consider
the complexity of the direct product,
Eu = u1 × · · · × ur = (u1(n), . . . , ur(n))∞n=0 ∈ (Σ1 × · · · ×Σr)ω ,
when each ui is qi-automatic and q1, . . . , qr ≥ 2 are pairwise coprime integers. We prove that, under certain assumptions
(e.g., when each ui is an aperiodic fixed point of a primitive qi-uniform morphism), the complexity of Eu isΘ(mr). For some
of these sequences Euwe are able to compute the asymptotic frequency of each subwordw in Eu. Thus, we generalize a result
of Kim [27].
Our results were motivated by a question of Allouche and Shallit [8] regarding b-morphic real numbers. Recall that a
number α ∈ R is b-morphic if the sequence xα,b of digits in the base-b expansion of the fractional part of α (see Section 2 for
a precise definition of xα,b) is morphic. Similarly, α is (q, b)-automatic if xα,b is q-automatic. The set L(q, b) ⊆ R of (q, b)-
automatic numbers has some interesting algebraic closure properties. Lehr [32] proved that the sum of each α1, α2 ∈ L(q, b)
is (q, b)-automatic, as is the product of α1 by any rational number. Thus, L(q, b) is a vector space overQ. Note, however, that
the product of two (q, b)-automatic numbers is not necessarily (q, b)-automatic [33]. Allouche and Shallit posed
Question A ([8, Open Problem 13.6]). Let b ≥ 2 be an integer.
(1) Is the set M(b) ⊆ R of b-morphic numbers closed under addition?
(2) Is it closed under multiplication?
Our results regarding the complexity of Eu enable us to construct examples of b-morphic numbers whose sums are not
such. Thus, we provide a negative answer to Question A1. A negative answer to Question A2 is obtained (Theorem 6.c) using
similar methods to those of [33]. On the other hand, we prove thatM(b) is closed under multiplication by rational numbers.
In Section 2 we describe our main results. The proofs are given in Section 3. In Section 4 we consider the complexity of
some binomial sequences.
We note that similar methods were recently used by Allouche and Shallit [9] for proving that the class of morphic
sequences is not closed under shuffles. We thank Shallit for suggesting to add this result as an application of Theorem 2
(see Theorem 8.a infra).
We refer the reader to [26] for the closure properties of the set of real numbers α for which xα,b is an ultimately primitive
morphic sequence.
2. Notation and main results
For i, j ∈ N, denote by [i, j] the set of integers nwith i ≤ n ≤ j. Put (i, j) = [i+1, j−1], [i, j) = [i, j−1], (i, j] = [i+1, j].
LetΣ be a finite alphabet. A word w1 ∈ Σ∗ is a subword of w2 ∈ Σ∗ if w2 = z1w1z2 for some z1, z2 ∈ Σ∗. Similarly, w1
is a subword of
u = u(0)u(1) · · · ∈ Σω
ifw1 = u[i, j) for some i, j ∈ N, i ≤ j, where
u[i, j) = u(i)u(i+ 1) · · · u(j− 1).
Let ε denote the empty word. A sequence u ∈ Σω is ultimately periodic if u = zwww · · · for some z, w ∈ Σ∗, w 6= ε.
Otherwise, u is aperiodic. The sequence u is repetitive if it contains subwords w = zk, z 6= ε, with arbitrarily large k.
Otherwise, it is non-repetitive. Thus, u is non-repetitive if it is k-power-free (see for instance [28,35]) for some k.
LetΣ1, . . . ,Σr be alphabets. Given r wordswi ∈ Σ∗i , i = 1, . . . , r , of the same length, saywi = x(i)1 · · · x(i)m , i = 1, . . . , r ,
put
w1 × · · · × wr = (x(1)1 , . . . , x(r)1 ) · · · (x(1)m , . . . , x(r)m ) ∈ (Σ1 × · · · ×Σr)∗.
For all integers b ≥ 2, n ≥ 1 denote by (n)b the base-b representation of n. Thus, (n)q = xl−1 . . . x0 is a word over Z/bZ
with
∑l−1
i=0 xibi = n and xl−1 6= 0. Put (0)b = ε. Given a real number α, denote by xα,b = (xα,b(n))∞n=0 the sequence of digits
in the base-b representation of the fractional part of α. More precisely, (xα,b(n))∞n=0 is given by
α − bαc =
∞∑
n=0
xα,b(n)b−n−1, (0 ≤ xα,b(n) ≤ b− 1),
where, in order to avoid ambiguity for rational numbers α ∈ ⋃∞t=1 1bt N, we allow sequences xα,b with trailing 0’s but not
with trailing (b− 1)’s.
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Each morphism f in this paper is assumed to be non-erasing (that is, |f (a)| ≥ 1, a ∈ Σ). In many places we also assume
that f is growing (see for example [28]), i.e., that |f k(a)|−→
k→∞∞ for all a ∈ Σ . Note that each primitive morphism over an
alphabetΣ , #Σ ≥ 2, is such.
For every morphism f let
P (f ) = {f ω(a) : a ∈ Σ, f (a) ∈ aΣ∗, |f k(a)|−→
k→∞∞} ⊆ Σ
ω
be the set of pure morphic sequences generated by f . If f is growing, then P (f ) coincides with the set of (non-empty)
fixed points of f . Note, however, that a non-growing morphism may have fixed points outside P (f ) (see for example
[8, Section 7.2]).
Let u ∈ Σω be a fixed point of a non-erasing morphism f and i, j ≥ 0 be integers, i < j. Put:
i′ = max{k ∈ N : |f (u[0, k))| ≤ i}, j′ = min{k ∈ N : |f (u[0, k))| ≥ j}.
Then,
f (u[i′, j′)) = z1u[i, j)z2,
where z1 is a strict prefix of f (u(i′)) and z2 is a strict suffix of f (u(j′ − 1)) (that is, f (u(i′)) = z1y1, f (u(j′ − 1)) = y2z2 for
some non-empty words y1, y2 ∈ Σ∗). Let
Rf ,u[i, j) = (z1,u[i′, j′), z2) ∈ Σ∗ ×Σ∗ ×Σ∗.
Definition 1 ([35]). Let L ≥ 0 be an integer. Amorphism f overΣ is circular with synchronization delay L (L-circular for short)
on a fixed point u ∈ Σω if for every j1 > i1 ≥ L, j2 > i2 ≥ Lwith
u[i1 − L, j1 + L) = u[i2 − L, j2 + L),
we haveRf ,u[i1, j1) = Rf ,u[i2, j2). We say that f is circular on u if it is L-circular on u for some L.
Theorem 2. Let Eu = u1 × · · · × ur where each ui, is a pure morphic sequence generated by a qi-uniform morphism fi over
an alphabet Σi, i = 1, . . . , r, and q1, . . . , qr ≥ 2 are pairwise coprime integers. Assume that each fi is circular on ui. Then
PEu(m) = Θ(mr).
Mignosi and Séébold [35] proved that every non-erasing morphism f is circular on each non-repetitive pure morphic
sequence generated by it. This implies (see [38,39]) that primitive morphisms are always circular on their aperiodic fixed
points.
Corollary 3. Let ui, i = 1, . . . , r, be aperiodic fixed points of primitive qi-uniform morphisms fi over Σi, i = 1, . . . , r,
respectively, where q1, . . . , qr ≥ 2 are pairwise coprime. Then the complexity of Eu = u1 × · · · × ur isΘ(mr).
Remark 4. (a) The upper bound, PEu(m) = O(mr), in Theorem 2 is a direct consequence of the simple inequality
PEu(m) ≤
r∏
i=1
Pui(m), m ≥ 0,
upon observing that Pui(m) = O(m), i = 1, . . . , r , as each ui is qi-automatic. The main part of the theorem is the lower
bound on PEu(m).
(b) Mignosi and Séébold [35] proved that a growing morphism is never circular on its ultimately periodic fixed points.
Thus the sequences u1, . . . ,ur in Theorem 2 are aperiodic (which is also needed for the asymptotic bound on PEu(m) given
by the theorem).
(c) Since the complexity of each ui in Theorem 2 is Θ(m), the theorem provides PEu(m) = Θ(∏ri=1 Pui(m)). In many
examples we actually have
PEu(m) =
r∏
i=1
Pui(m), m ≥ 0. (1)
This means that any subwordsw1, . . . , wr of u1, . . . ,ur , respectively, may be found at a common location (i.e., there exists
a j ≥ 0 with ui[j, j + |wi|) = wi, i = 1, . . . , r). Theorem 9 infra provides a family of sequences Eu = u1 × · · · × ur as in
Theorem 2, which satisfy (1). In Example 11 we show that for every δ > 0 there exist sequences ui as in Theorem 2 such
that PEu(m) < δ
∏r
i=1 Pui(m),m ≥ 1.
In the following example we show that Theorem 2 and the O(m2) bound on the complexity of morphic sequences suffice
for obtaining a negative answer to Question A1. Here we provide three b-morphic numbers whose sum is not such. In fact,
in Proposition 22 we will show (using Theorem 2 and some results from [35,40]) that the sum of any two of these numbers
is not morphic as well.
3576 Y. Moshe / Theoretical Computer Science 410 (2009) 3573–3588
Example 5. Take b ≥ 8 and let ui, i = 1, 2, 3, be pure morphic sequences generated by qi-uniformmorphisms fi over {0, 1},
where q1, q2, q3 ≥ 2 are pairwise coprime integers. Assume that each fi is circular on ui. Put
αi =
∞∑
n=0
ui(n)b−n−1, i = 1, 2, 3,
and
γ = α1 + 2α2 + 4α3.
Sinceαi ∈ L(qi, b), for i = 1, 2, 3,we get (see [32]) that cαi ∈ L(qi, b) for all c ∈ Q and i = 1, 2, 3. Thus,α1, 2α2, 4α3 ∈ M(b).
To see that γ 6∈ M(b), observe that, as b ≥ 8, there are no carries in the base-b addition of α1, 2α2 and 4α3. Thus, xγ ,b is the
image of Eu = u1 × u2 × u3 under the function τ : {0, 1}3 → Z/bZ given by
τ(ξ1, ξ2, ξ3) = ξ1 + 2ξ2 + 4ξ3 ∈ Z/bZ.
Since τ is injective, we have Pxγ ,b(m) = PEu(m),m ≥ 0. Theorem 2 yields PEu(m) = Θ(m3). Thus, γ /∈ M(b).
For b = 2, . . . , 7, put b0 = b3 so that b0 ≥ 8. Take αi =∑ ui(n)b−n−10 , i = 1, 2, 3, and γ = α1 + 2α2 + 4α3. Since b0 is
a power of b, we get (see Lemma 19.b) that L(qi, b0) = L(qi, b). Thus, 2i−1αi ∈ L(qi, b) ⊆ M(b), i = 1, 2, 3. Now, as b0 ≥ 8,
the arguments above yield Pxγ ,b0 (m) = Θ(m3). This implies that Pxγ ,b(m) = Θ(m3). Hence, γ 6∈ M(b). 
The first part of the following theorem is a consequence of Example 5.
Theorem 6. Let b ≥ 2 be an integer. Then:
(a)M(b) is not closed under addition.
(b) If α ∈ M(b) and c ∈ Q then α · c ∈ M(b).
(c)M(b) is not closed under multiplication and not even under the square operation α 7→ α2.
Remark 7. (a) The number γ in Example 5may be replaced by any number of the form c1α1+c2α2+c3α3with c1, c2, c3 ∈ N,
such that the 8 numbers ξ1c1 + ξ2c2 + ξ3c3, ξ1, ξ2, ξ3 ∈ {0, 1}, are distinct and∑3i=1 ci < b.
(b) Ketkar and Zamboni [26] studied the setMp(b) ⊆ M(b) of numbersα such that xα,b is an ultimately primitivemorphic
sequence. In particular, they proved thatMp(b) is closedundermultiplication by rational numbers c. Someof their arguments
are based on the fact that xα,b is non-repetitive when α ∈ Mp(b) \ Q. This is no longer the case if we replaceMp(b) byM(b).
Thus, in the proof of Theorem 6.b we need different arguments. In order to clarify the problem with repetitive sequences,
take for example b = 10, c = 3 and α ∈ M(b). Assume first that xα,b is non-repetitive. Then there exist bounds L1, L2
on the sizes of blocks of consecutive 3’s and 6’s, respectively, in xα,b. Thus, the n-th term in x3α,b can be calculated from
xα,b[n, n + L), where L = max(L1, L2) + 2. This implies (by [8, Theorem 7.6.4]) that x3α,b is morphic. A similar constant
L = L(c, α) exists for every integer c ∈ Z and α ∈ M(b) such that xα,b is non-repetitive. For repetitive sequences xα,b, such
an Lmay not exist.
(c) See [26] for an example of primitive b-morphic numbers whose sum is a non-primitive b-morphic number.
The first part in the following theorem has been proved by Allouche and Shallit [9] using Sturmian morphic sequences.
In Section 3 we obtain this result as a consequence of Theorem 2.
Theorem 8. (a) ([9]) The set of morphic sequences over an alphabetΣ , #Σ ≥ 2, is not closed under the shuffles given by
((u1(n))∞n=0, (u2(n))
∞
n=0) 7→ u1(0)u2(0)u1(1)u2(1) · · · . (2)
(b) The set of morphic sequences over Σ is not closed under any binary operation ∗ : Σ × Σ → Σ , where ∗ is extended to
Σω ×Σω by
((u1(n))∞n=0, (u2(n))
∞
n=0) 7→ (u1(n) ∗ u2(n))∞n=0,
unless ∗ is constant in one of its arguments.
Note, on the other hand, that the set of q-automatic sequences over Σ is closed under any binary operation over Σ
([8, Theorem 5.4.5]) and under shuffles as in (2) (see [8, Theorem 5.4.4, Corollary 6.8.3]).
We turn now to consider the frequency of subwords in Eu = u1×· · ·×ur when each ui is a strongly qi-additive sequence.
Thus we assume that Σ is associated with a binary operation + : Σ × Σ → Σ , for which (Σ,+) is an abelian group. A
sequence u = (u(n))∞n=0 overΣ is strongly q-additive (see for example [27]) if
u(qn+ l) = u(n)+ u(l), n ≥ 0, l ∈ [0, q− 1].
Every strongly q-additive sequence u is a pure morphic sequence generated by the q-uniform morphism f given by
f (a) = a(a+ u(1)) · · · (a+ u(q− 1)) ∈ Σq, a ∈ Σ .
This morphism is primitive if the subgroup ofΣ generated by {u(i) : i ≤ q− 1} isΣ itself.
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Denote by Dw,u the asymptotic frequency of a wordw ∈ Σ∗ in a sequence u ∈ Σω . That is,
Dw,u = lim
N→∞
#{n ∈ [0,N) : u[n, n+ |w|) = w}
N
(if the limit exists). It is well known (see for instance [41]) that, if u is a primitive morphic sequence, then Dw,u exists and is
strictly positive for each subwordw of u.
Kim [27] studied the asymptotic frequencies of letters in Eu = u1 × · · · × ur , assuming that each ui = (ui(n))∞n=0 is a
strongly qi-additive sequence over Z/diZ and q1, . . . , qr are pairwise coprime. His results show in particular that each letter
a ∈∏ri=1 Z/diZ that occurs in Eu, does that with the same asymptotic frequency. (See [16] for a related result.) The following
theorem deals (under some assumptions) with frequencies of subwords in Eu.
Theorem 9. Let Eu = u1 × · · · × ur where each ui = (ui(n))∞n=0 is a strongly qi-additive sequence over Z/diZ, i = 1, . . . , r,
respectively, q1, . . . , qr , d1, . . . , dr ≥ 2 and q1, . . . , qr are pairwise coprime. Assume that
gcd(di, ui(2)− 2ui(1), . . . , ui(qi − 1)− (qi − 1)ui(1)) = 1, i = 1, . . . , r. (3)
Then:
(a) D Ew,Eu exists for all Ew = w1 × · · · × wr ∈ (∏ri=1 Z/diZ)∗ and is given by D Ew,Eu =∏ri=1 Dwi,ui .
(b) PEu(m) =∏ri=1 Pui(m), m ≥ 0.
Remark 10. (a) We refer the reader to [8, page 120] for an historical background on additive sequences. Note that some
authors (cf. [12,27]) used the term completely q-additive instead of strongly q-additive.
(b) Since we assume (3), we get that {ui(n) : n = 1, . . . , qi−1} generates the additive group of Z/diZ, i = 1, . . . , r . Thus
each ui is a fixed point of a primitive morphism. In particular, Dwi,ui exists for all wi ∈ (Z/diZ)∗. The value of Dwi,ui can be
calculated by routine arguments (cf. [41]). Therefore, Theorem 9.a enable to compute DEu, Ew .
(c) In contrast to Kim’s results, the asymptotic frequencies of subwords Ew1, Ew2 in Eu might be distinct even when
| Ew1| = | Ew2|.
(d) The proof of Theorem 9 is based on a generalization of Kim’s result given by Berend and Kolesnik [12] (see Theorem A
infra). Hence, we use the same assumption (3) as in [12]. Note, however, that the result of Berend and Kolesnik seems to
hold under some weaker assumptions ([12, Remark 2.7]). Thus so does Theorem 9.
The following example shows that (3) cannot be dropped completely (even if we add the assumption that each ui is
primitive).
Example 11. Let sq,d(n) ∈ Z/dZ denote the sum modulo d of digits in (n)q. Put
u1 = (sq1,d1(n))∞n=0, u2 = (sq2,d2(n))∞n=0, Eu = u1 × u2,
for some integers q1, q2, d1, d2 ≥ 2 with gcd(q1, q2) = 1. Then each ui, i = 1, 2 is a strongly qi-additive sequence over
Z/diZ. Thus, u1, u2 satisfy the assumptions of Theorem 9, except for (3) which does not hold. Assume that
gcd(d1, d2, q1 − 1, q2 − 1) = l ≥ 2.
This implies that sq1,d1(n) ≡ sq2,d2(n) ≡ n (mod l) for all n ≥ 0. Denoting by P (a)ui (m) the number of subwords in ui of length
m, starting with a, we obtain
PEu(m) ≤
∑
a∈Z/d1Z, b∈Z/d2Z, a≡b (mod l)
P (a)u1 (m)P
(b)
u2 (m), m ≥ 1. (4)
Observe that P (a)ui (m) is the same for all a ∈ Z/diZ, so that P (a)ui (m) = 1di Pui(m). Thus, by (4), PEu(m) ≤ 1l Pu1(m)Pu2(m),
m ≥ 1. 
We conclude this section with a result on the joint complexity of certain non-primitive automatic sequences. More
precisely, we consider automatic sequences u = (u(n))∞n=0 ∈ Σω such that there exists an element e ∈ Σ with
#{n ∈ [0,N) : u(n) 6= e} = O(logN). (5)
In such case we say that u is constant in density. Note that (5) by itself does not pose any upper bound on the complexity.
For example, the complexity of u = (1)b0(2)b00(3)b · · · (n)b0n! · · · is Pu(m) = bm,m ≥ 0.
Theorem 12. Let Eu = u1 × · · · × ur where each ui, i = 1, . . . , r, is a qi-automatic sequence over an alphabet Σi and
q1, . . . , qr ≥ 2 are integers. (Here we do not assume that q1, . . . , qr are coprime.) If each ui is constant in density then:
PEu(m) = O(m log logm).
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Remark 13. Automatic sequences have many interesting characterizations (cf. [8,14,15]). One of these characterizations
relates automatic sequences with properties of some formal languages. More precisely, one can prove (cf. [8, Lemma 5.2.6])
that a sequence u = (u(n))∞n=0 overΣ is q-automatic if and only if each
Lq(u, a) = {(n)q : u(n) = a} ⊆ (Z/qZ)∗, a ∈ Σ, (6)
is a regular language. Since the sequences ui in Theorem 12 are constant in density, we are naturally led to consider ‘‘sparse"
regular languages. A characterization of these languages is given in [45].
Example 14. Denote by χS = (χS(n))∞n=0 ∈ (Z/2Z)ω the characteristic sequence of a set S ⊆ N. (That is, χS(n) = 1 if n ∈ S
and χS(n) = 0 otherwise.) Put ui = χSi , i = 1, 2, 3, where
S1 = {2k : k ≥ 0}, S2 = {3k : k ≥ 0}, S3 = {2k + k : k ≥ 0}.
Here each of u1,u2,u3 is constant in density. Consider the complexity of the direct products u1 × u2 and u1 × u3. Let
Lt(ui) = Lt(ui, 1), i = 1, 2, 3, t = 2, 3, 4, . . . be languages as in (6). Since L2(u1), L3(u2) are regular languages, u1 is
2-automatic and u2 is 3-automatic. By Theorem 12,
Pu1×u2(m) = O(m log logm).
On the other hand, u1 × u3 contains each of the following subwords,
(0, 0)a(1, 0)(0, 0)k(0, 1)(0, 0)b ∈ (Z/2Z× Z/2Z)∗, k ≥ 0, a, b ≤ 2k−1 − k.
Thus, Pu1×u3(m) = Ω(m2). Using the inequality, Pu1×u3(m) ≤ Pu1(m)Pu3(m), we get
Pu1×u3(m) = Θ(m2).
Since u1, u3 are constant in density and u1 is 2-automatic, Theorem 12 shows that u3 cannot be t-automatic for any t .
Thus none of the languages Lt(u3), t ≥ 2 is regular, which can also be obtained directly by the pumping lemma. (See for
example [42] for a precise formulation of this lemma and a more general background on formal languages.) 
Remark 15. (a) The lower bound on the complexity of u1 × u2 in Example 14 is a consequence of the fact that log2 3 is not
a Liouville number (see the proof of Theorem 12 for more details). Rational approximations of logp qwhen p, q are integers
occur in various contexts. Cf. [30] for an application to the 3x+ 1 problem and [19] for applications in music.
(b) It might be interesting to understand the joint complexity of automatic sequences ui ∈ Σωi , i = 1, . . . r with
#{n < N : ui(n) 6= ei} = Θ(logk N)
for some k > 1 and ei ∈ Σi, i = 1, . . . r . See [45] for the structure of the corresponding languages.
3. Proofs
3.1. Proof of Theorem 2
Lemma 16. Let u = (u(n))∞n=0 be a fixed point of a q-uniform morphism f over an alphabetΣ . Assume that f is L-circular on u.
Then
u[i1, i1 + 2L+ 1) 6= u[i2, i2 + 2L+ 1) (7)
for every i1, i2 ≥ 0 with i1 6≡ i2 (mod q).
Proof. Take i1, i2 ≥ 0, i1 6≡ i2 (mod q) and write
Rf ,u[ik + L, ik + L+ 1) = (z1,k,Wk, z2,k), k = 1, 2.
Then the length of z1,k is equal to the residue of ik + L modulo q. Therefore, z1,1 6= z1,2, so that Rf ,u[i1 + L, i1 + L + 1) 6=
Rf ,u[i2 + L, i2 + L+ 1). Since f is L-circular on u, this implies (7). 
Let u be a pure morphic sequence generated by a morphism f . Then u is generated also by each f k, k ≥ 2. Moreover, if f
is circular on u, then so are f k, k ≥ 2: The following lemma provides an upper bound on the synchronization delay of f k.
Lemma 17. Let u ∈ Σω be a pure morphic sequence generated by a non-erasing morphism f . If f is L-circular on u, then each f k,
k ≥ 1, is Lk-circular on u, where Lk = qk−1q−1 L and q = maxa∈Σ |f (a)|.
Y. Moshe / Theoretical Computer Science 410 (2009) 3573–3588 3579
Proof. Use induction on k. Since L1 = L, the lemma is trivial for k = 1. Assume therefore that k ≥ 2. Letw be a subword of
u of length |w| > 2Lk. Take integers i, j ≥ 0 withw = u[i, j) and put
Rf ,u[i+ L, j− L) = (z1,W , z2). (8)
WriteW = u[i0, j0) for some i0, j0 ≥ 0. Then,
|j0 − i0| = |W | ≥ |w| − 2Lq >
2Lk − 2L
q
= 2Lk−1.
Therefore we may put
Rf k−1,u[i0 + Lk−1, j0 − Lk−1) = (z ′1,W ′, z ′2). (9)
Denote byW(Lk−1) the prefix of length Lk−1 ofW and byW
(Lk−1) the suffix of length Lk−1. Using (8), (9) we get
Rf k,u[i+ L− |z1| + |f (W(Lk−1))|, j− L+ |z2| − |f (W (Lk−1))|) = (f (z ′1),W ′, f (z ′2)). (10)
Since f is L-circular onuweobtain by (8) that z1,W , z2 are determined byw and do not depend on the choice of i, j. Similarly,
by the induction hypothesis, f k−1 is Lk−1-circular on u. Thus, z ′1,W ′, z
′
2 are determined byW (and therefore also byw). This
shows that none of the words in (10) depends on i, j. Observing that
max(L− |z1| + |f (W(Lk−1))|, L− |z2| + |f (W (Lk−1))|) ≤ L+ qLk−1 = Lk,
we conclude that f k is Lk-circular. 
Proof of Theorem 2. As mentioned in Remark 4.a, it is enough to prove that PEu(m) = Ω(mr).
Take a large enough L so that each fi is L-circular on ui. By Lemma 17, each f ki is
qki −1
qi−1 L-circular on ui, k ≥ 1, i = 1, . . . , r .
Fixm ≥ 0, and put
ei (= ei(m)) =
⌊
logqi
m
2L
⌋
, i = 1, . . . , r.
Assume that m > 2Lmaxri=1 qi, so that ei ≥ 1, i = 1, . . . , r . Observing that each f eii , i = 1, . . . , r , is qeii -uniform and that
m ≥ 2qeii L > 2 q
ei
i −1
qi−1 L, i = 1, . . . , r , we obtain, by Lemma 16, that
ui[j1, j1 +m) 6= ui[j2, j2 +m), j1 6≡ j2 (mod qeii ), i = 1, . . . , r.
Hence Eu[j1, j1 + m) 6= Eu[j2, j2 + m) for all j1, j2 with j1 6≡ j2 (mod qeii ) for some i = 1, . . . , r . Since q1, . . . , qr are pairwise
coprime, this happens exactly when j1 6≡ j2 (mod ∏ri=1 qeii ). Therefore, PEu(m) ≥∏ri=1 qeii = Ω(mr). 
3.2. Closure properties of M(b)
In this subsection we prove Theorems 6 and 8.
Lemma 18. M(b) is closed under multiplication by b− 1.
Proof. Since b is constant in this proof, we will write xα and xα(n) instead of xα,b and xα,b(n), respectively. Take α ∈ M(b).
We prove that (b− 1)α ∈ M(b). SinceM(b) ⊇ Q, the claim is obvious for α ∈ Q. Assume therefore that α 6∈ Q. Thus, xα is
aperiodic.
Since α ∈ M(b)we have xα = τ(y) for some pure morphic sequence y = (y(n))∞n=0 = f ω(g) over some alphabetΣ and
a function τ : Σ → Z/bZ. By [8, 7.5.1] we may take τ , f ,Σ so that f is non-erasing. For every wordw, denote by S(w) the
set of letters that occur inw. Replacing f with some power of it we may assume without loss of generality that
S(f 2(a)) = S(f (a)), a ∈ Σ . (11)
(Such a power exists as the sequence (S(f k(a)))∞k=0 over {0, 1}Σ is ultimately periodic for each a ∈ Σ .)
For every n ≥ 0 put
ϕ(n) = min{k ≥ n+ 1 : xα(k) 6= xα(n)}.
Then ϕ(n) <∞, n ≥ 0 as xα is aperiodic. The sequence x(b−1)α is obtained from xα by
x(b−1)α(n) = xα(n+ 1)− xα(n)+
{−1, if xα(n+ 1) > xα(ϕ(n+ 1)),
0, otherwise,
(12)
where (12) is calculated modulo b.
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For every n ≥ 0 put,
ψ(n) =
{
0, #S(τ f (y(n))) ≥ 2,
min{k ≥ n+ 1 : τ f (y(k)) /∈ c∗}, τ f (y(n)) ∈ c∗, c ∈ Z/bZ,
where c∗ = {c i : i ≥ 0} ⊆ Σ∗. Since xα is aperiodic, for each c ∈ Z/bZ there are infinitely many k’s with τ f (y(k)) /∈ c∗.
Thus, ψ(n) <∞, n ≥ 0.
Our goal is to prove that the sequence
Ey = (Ey(n))∞n=0 = (y(n), y(n+ 1), y(ϕ(n+ 1)), y(ψ(n+ 1)))∞n=0
is morphic. Since xα(n) = τ(y(n)) we obtain, by (12), that x(b−1)α is the image of Ey under some function τ ′ : Σ4 → Z/bZ.
Thus, we will get that x(b−1)α is morphic, so that (b − 1)α ∈ M(b). Of course, only the first three terms in Ey(n) are needed
in (12). Yet, for obtaining that (y(n), y(n+ 1), y(ϕ(n+ 1)))∞n=0 is morphic, we need to consider the function ψ .
For each n ≥ 0 put n = |f (y[0, n))|. Since y = f ω(g)we get
y[n, n+ 1) = f (y(n)), n ≥ 0. (13)
Let Γ = {Ey(n) : n ≥ 0} ⊆ Σ4 denote the set of letters that occur in Ey. In order to prove that Ey is morphic we show that each
word Ey[n, n+ 1) ∈ Γ ∗, n ≥ 0 is determined by Ey(n). That is, Ey[n, n+ 1) = F(Ey(n)), n ≥ 0 for some function F : Γ → Γ ∗.
This implies that Ey = Fω(Ey(0)), where F is extended to a morphism F : Γ ∗ → Γ ∗ by concatenation.
Take Ey(n) = (y(n), y(n+ 1), y(ϕ(n+ 1)), y(ψ(n+ 1))) ∈ Γ and consider the value of Ey(n+ i) for each i ∈ [0, l), where
l = n+ 1− n (= |f (y(n))|). Put s = |f (y(n+ 1))| and write
f (y(n)) = h0 · · · hl−1, f (y(n+ 1)) = hl · · · hl+s−1.
By (13), the first two terms in Ey(n+ i) are
(y(n+ i), y(n+ i+ 1)) = (hi, hi+1).
Consider now the third term, ϕ(n+ i+ 1), in Ey(n+ i). Put c = τ(hi+1) (= τ(y(n+ i+ 1))).
Case 1: there exists a k ∈ [i+ 2, l+ s)with τ(hk) 6= c . Thus, y(ϕ(n+ i+ 1)) = hk for the minimal such k.
Case 2: τ(hk) = c for all k ∈ [i + 1, l + s). Since i < l we have τ(hk) = c for all k ∈ [l, l + s). Hence, τ f (y(n + 1)) ∈ c∗.
Now, ψ(n + 1) is the minimal integer k ≥ n + 2 with τ(f (y(k))) /∈ c∗. Therefore, y(ϕ(n + i + 1)) is the first letter x in
f (y(ψ(n+ 1)))with τ(x) 6= c.
It remains to consider the value of y(ψ(n+ i+ 1)). This is given by the following three cases.
Case 1: #S(τ f (hi+1)) ≥ 2. Here ψ(n+ i+ 1) = 0 and y(ψ(n+ i+ 1)) = g .
Case 2: τ f (hi+1) ∈ c∗ for some c ∈ Z/bZ and there exists a k ∈ [i+ 2, l+ s)with τ f (hk) /∈ c∗. Thus, y(ψ(n+ i+ 1)) = hk
for the minimal such k.
Case 3: τ f (hk) ∈ c∗ for all k ∈ [i + 1, l + s). In particular, τ f (hk) ∈ c∗ for k ∈ [l, l + s). This yields τ f 2(y(n + 1)) ∈ c∗.
Thus, S(f 2(y(n + 1))) is a subset of τ−1(c) = {a ∈ Σ : τ(a) = c}. By (11), S(f (y(n + 1))) = S(f 2(y(n + 1))) so that
S(f (y(n + 1))) ⊆ τ−1(c). Hence, τ f (y(n + 1)) ∈ c∗. Now, ψ(n + 1) is the minimal integer k ≥ n + 2 with τ f (y(k)) /∈ c∗.
Note that by (11), τ f 2(y(j)) ∈ c∗ for j ∈ [n + 2, k) and τ f 2(y(k)) /∈ c∗. Thus, y(ψ(n + i + 1)) is the first letter x in
f (y(k)) = f (y(ψ(n+ 1))) such that τ f (x) /∈ c∗.
We showed that the word Ey[n, n+ 1) ∈ Γ ∗ is determined by Ey(n). Thus we obtain the Lemma. 
The following lemma is probably well known, but, for the sake of completeness, the proof is given below.
Lemma 19. Let q, b be integers. Then for every integer e ≥ 2,
(a)M(be) = M(b).
(b) L(q, be) = L(q, b).
Proof. (a) Takeα ∈ M(be). Then the sequence, xα,be = (xα,be(n))∞n=0, of digits in the base-be representation of bαc ismorphic.
Observe that xα,b is obtained from xα,be by replacing each digit xα,be(n) ∈ Z/beZ with the word, w = cl−1 . . . c0 ∈ (Z/bZ)l,
corresponding to the base-b representation of xα,be(n). By [8, Corollary 7.7.5], xα,b is morphic as well. Thus,M(be) ⊆ M(b).
Conversely, take α ∈ M(b). Then, xα,b = (xα,b(n))∞n=0 is morphic. By Theorem 7.6.4, the sequence of e-tuples,
(xα,b(n), xα,b(n+ 1), . . . , xα,b(n+ e− 1))∞n=0,
is morphic as well. Thus (by [8, Corollary 7.7.5]) so is the sequence y = (y(n))∞n=0 over Z/beZ given by
y(n) =
e−1∑
i=0
xα,b(n+ i)be−1−i, n ≥ 0.
Now, xα,be is the subsequence of y given by xα,be = (y(en))∞n=0. This implies (e.g., by [8, Theorem 7.9.1], when M is a
transducer with e states, q0, . . . , qe−1, whose transition graph is a cycle, (q0, . . . , qe−1), and whose output function is given
by λ(q0, a) = a, λ(qi, a) = ε, i ∈ [1, e− 1], a ∈ Z/beZ) that xα,be is morphic as well. Therefore,M(b) ⊆ M(be).
(b) The proof is the same as the proof of (a), using [8, Corollary 6.8.3, Theorem 6.8.1] instead of [8, Corollary 7.7.5,
Theorem 7.9.1], respectively and [8, Theorem 5.4.4, Corollary 6.8.5] instead of [8, Theorem 7.6.4]. 
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Corollary 20. M(b) is closed under multiplication by be − 1, e ≥ 1.
Proof. Take α ∈ M(b). By Lemma 19.a, M(be) = M(b). Thus, α ∈ M(be). Lemma 18 provides, (be − 1)α ∈ M(be). Hence,
(be − 1)α ∈ M(b). 
Lemma 21. Let α1, α2 be real numbers and b ≥ 2 be an integer. Then
Pxα1+α2,b(m) ≤ 2Pxα1,b(m) · Pxα2,b(m), m ≥ 0. (14)
Proof. Fixm ≥ 0 and consider the bijection τ : (Z/bZ)m → Z/bmZ given by
τ(w) =
m−1∑
i=0
aibm−1−i, w = a0 · · · am−1 ∈ (Z/bZ)m.
Observe that, for each n ≥ 0,
τ(xα1+α2,b[n, n+m)) = τ(xα1,b[n, n+m))+ τ(xα2,b[n, n+m))+ δ(n) ∈ Z/bmZ,
where
δ(n) = bbn+mα1 + bn+mα2c − bbn+mα1c − bbn+mα2c
is the number of carries in the (n + m + 1)-st digit after the point in the base-b addition of α1 and α2. Since δ(n) ∈ {0, 1},
we obtain (14). 
Proof of Theorem 6. (a) Follows by Example 5.
(b) Take α ∈ M(b), c ∈ Q. We prove that cα ∈ M(b). The claim is obvious for c = 0,−1. Thus we may assume that
α, c > 0. By [8, Theorems 7.6.1, 7.6.3], the set of morphic sequences over Z/bZ is closed under shifts. Thus M(b) is closed
under multiplication by be, e ∈ Z. Replacing α with αbe for some e ∈ N, we may assume that 0 < α < 1.
The proof for c = 1k , k ∈ N \ {0} is similar to the proof in [26,32]. Let xα,b = (xα,b(n))∞n=0 be the sequence of digits
in the base-b representation of α. Here every xcα,b(n), n ≥ 0, is obtained from xα,b(0), . . . , xα,b(n) by iterations of some
binary operation. More precisely, Lehr [32] provided an associative binary operation ∗ : Γ × Γ → Γ over an alphabet Γ
and functions f : Z/bZ→ Γ , g : Γ → Z/bZ so that
xcα,b(n) = g(f (xα,b(0)) ∗ · · · ∗ f (xα,b(n))), n ≥ 0.
This implies ([17, Theorem B]) that xcα is morphic. ThusM(b) is closed under multiplication by 1k , k ∈ N \ {0}.
We now show that M(b) is closed under multiplication by integer numbers c ≥ 2. This will prove (b). Fix such a c and
take k ∈ Nwith kc = be1(be2−1) for some e1, e2 ∈ N. (Cf. [36, Lemma 10.2] for the existence of such a k.) Using Corollary 20
we get that kcα ∈ M(b). Thus, by the first part of the proof, cα ∈ M(b).
(c) Take
α =
∞∑
n=0
b−2
n
, β =
∞∑
m=1,n=0
b−(2
m−1)2n .
Lehr et al. [33] introduced the numbers α, β as an example of (2, b)-automatic real numbers whose product is not such.
Moreover, they proved that αβ can be written as a sum
αβ = γ1 + γ2,
where γ1, γ2 ∈ R, Pxγ1,b(m) = bm and γ2 ∈ L(2, b). By Lemma 21,
Pxγ1+γ2,b(m) ≥
Pxγ1,b(m)
2Px−γ2 ,b(m)
, m ≥ 0.
Since Px−γ2,b(m) = O(m) as−γ2 ∈ L(2, b), we get Pxγ1+γ2,b(m) = Ω
(
bm
m
)
. In particular, αβ = γ1 + γ2 /∈ M(b). This proves
the first part of (c). (In fact, theΩ
(
bm
m
)
bound on Pxαβ,b(m) implies (cf. [31, Lemma 25]) that Pxαβ,b(m) = bm,m ≥ 0.)
We now prove thatM(b) is not closed under squares. Take κ = α+β where α and β are as before. Note that κ ∈ L(2, b)
as α, β ∈ L(2, b). Write
αβ = 1
2
κ2 − 1
2
α2 − 1
2
β2.
Since the complexity of αβ grows exponentially, at least one of 12κ
2, 12α
2, 12β
2 is not b-morphic. By (b), at least one of
κ2, α2, β2 is not b-morphic. Thus we obtain (c). 
Proposition 22. Let α1, α2 be as in Example 5. Then γ = c1α1 + c2α2 is not b-morphic for all distinct integers c1, c2 > 0 with
c1 + c2 < b.
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Proof. Let u1, u2, f1, f2 be as in Example 5 and put Eu = u1 × u2. Since each fi, i = 1, 2, is circular on ui, we get, by
[35, Lemma 3], that u1,u2 are non-repetitive. Thus, Eu is non-repetitive. By Theorem 2, PEu(m) = Θ(m2). Pansiot (see
Theorem 4.1.1 and its proof in [40]) proved that every pure morphic sequence v with Pv(m) = Θ(m2) is repetitive. This
implies the same for morphic sequences u with Pu(m) = Θ(m2). Thus, Eu is not morphic. Now xγ ,b is the image of Eu under
the function τ : {0, 1}2 → Z/bZ given by
(ξ1, ξ2) 7→ ξ1c1 + ξ2c2.
Since τ is injective, we conclude that xγ ,b is not morphic, so that γ /∈ M(b). 
Proof of Theorem 8. (a) Without loss of generality assume that Σ = [0, l) for some l ≥ 2. Thus the sequences u1 =
(u1(n))∞n=0, u2 = (u2(n))∞n=0 in Example 5 are in Σω . Put v = u1(0)u2(0)u1(1)u2(1) · · · and Eu = u1 × u2. In the proof of
Proposition 22 we obtained that PEu(m) = Θ(m2) and that Eu is non-repetitive. This implies the same for v. Therefore, v is
not morphic.
(b) Let u1, u2 be as in Example 5. Take x, y0, y1 ∈ Σ with x ∗ y0 6= x ∗ y1 and x0, x1, y ∈ Σ with x0 ∗ y 6= x1 ∗ y. Consider
the shuffle of xu1(0)xu1(1)xu1(2) · · · and the constant sequence xxx · · · , given by
v1 = xu1(0)xxu1(1)xxu1(2)x · · · ∈ Σω.
Similarly, let
v2 = yyu2(0)yyu2(1)yyu2(2) · · · ∈ Σω.
Since u1, u2 are morphic sequences we obtain, by [8, Corollary 7.7.5], that so are v1, v2. Let τ1, τ2 be the functions from {0, 1}
toΣ given by
τ1(0) = x0 ∗ y, τ1(1) = x1 ∗ y, τ2(0) = x ∗ y0, τ2(1) = x ∗ y1.
Then v1 ∗ v2 is a shuffle, as in (2), of τ1(u1) and τ2(u2). Since τ1, τ2 are injective, the arguments in (a) show that v1 ∗ v2 is
not morphic. 
3.3. Proof of Theorem 9
Let d ≥ 2 be an integer. For everyw = x0 · · · xl−1 ∈ (Z/dZ)∗ and a ∈ Z/dZwrite
w ⊕ a = (x0 + a) · · · (xl−1 + a) ∈ (Z/dZ)∗.
Define an equivalence relation ∼d on (Z/dZ)∗ where w1 ∼d w2 if w2 = w1 ⊕ a for some letter a in Z/dZ. (In particular,
words of distinct lengths are not∼d-equivalent.)
Lemma 23. Let u = (u(n))∞n=0 be a strongly q-additive sequence over Z/dZ and i,m, e ≥ 0 be integers with i+m ≤ qe. Then,
u[nqe + i, nqe + i+m) = u[i, i+m)⊕ u(n), n ≥ 0.
Proof. The claim is trivial for n = 0. Assume therefore that n ≥ 1. Take l ∈ [0,m). Since i + l < qe we have
(nqe + i+ l)q = (n)q0a(i+ l)q for some a ≥ 0. Thus, u(nqe + i+ l) = u(n)+ u(i+ l), l ∈ [0,m). 
Given a sequence u over an alphabetΣ , a wordw ∈ Σ∗ and a residue lmodulo an integer Q ≥ 2, put
Fw,u,l,Q (N) = #{n ∈ [0,N) : n ≡ l (mod Q ), u[n, n+ |w|) = w}, N ≥ 0.
For S ⊆ Z/QZ put,
Fw,u,S,Q (N) =
∑
l∈S
Fw,u,l,Q (N), N ≥ 0.
It will be convenient to write Fw,u(N) instead of Fw,u,S,Q (N)when S = Z/QZ. (Note that Fw,u,S,Q (N) does not depend on Q in
such a case.) Thus, the asymptotic frequency ofw in u is Dw,u = limN→∞ 1N Fw,u(N) (if the limit exists). Berend and Kolesnik
[12] proved the following.
Theorem A ([12]). Let Eu ∈ (∏ri=1 Z/diZ)ω be as in Theorem 9. Then for every letter Ea ∈ ∏ri=1 Z/diZ and residue l modulo an
integer Q ≥ 2,
lim
N→∞
1
N
FEa,Eu,l,Q (N) = 1Qd1 · · · dr . (15)
In fact, they also provided an upper bound on the error implied by (15), showing that 1N FEa,Eu,l,Q (N) − 1Qd1···dr = O(N−δ)
for some δ > 0.
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Proof of Theorem 9. (a) Let w1, . . . , wr be subwords of u1, . . . ,ur , respectively, with |wi| = m, i = 1, . . . , r and put
Ew = w1 × · · · × wr . Take an integer e ≥ 0. Assume that e is large enough so that qei > m, i = 1, . . . , r . Denote
Qe =
r∏
i=1
qei , Se = {j ∈ Z/QeZ : j mod qei ∈ [0, qei −m), i = 1, . . . , r}.
Since qe1, . . . , q
e
r are coprime we have
#Se =
r∏
i=1
(qei −m). (16)
In the first part of the proof, the value of e is fixed. Thus we write Q and S instead of Qe and Se, respectively. We begin by
providing asymptotic approximations to Fwi,ui,S,Q (N), i = 1, . . . , r , and F Ew,Eu,S,Q (N), showing in particular that
1
N
F Ew,Eu,S,Q (N) = Q
r−1
#Sr−1
r∏
i=1
1
N
Fwi,ui,S,Q (N)+ o(1). (17)
Put
Gi = {j ∈ [0, qei −m) : ui[j, j+m) ∼di wi} ⊆ Z/qeiZ, i = 1, . . . , r.
Assume that e is large enough so that each wordwi occurs in ui[0, qei ). Therefore, Gi 6= ∅, i = 1, . . . , r .
Denote by ai the first letter of wi, i = 1, . . . , r . Take l ∈ S. Assume first that l mod qei ∈ Gi. Then by Lemma 23,
ui[Qn+ l,Qn+ l+m) ∼di wi for all n ≥ 0. Thus, ui[Qn+ l,Qn+ l+m) = wi if and only if ui(Qn+ l) = ai. In particular,
Fwi,ui,l,Q (N) = Fai,ui,l,Q (N), N ≥ 0, l ∈ S, l mod qei ∈ Gi.
If l ∈ S but l mod qei /∈ Gi then ui[Qn+ l,Qn+ l+m) 6∼di wi, n ≥ 0, so that Fwi,ui,l,Q (N) = 0, N ≥ 0. Thus,
Fwi,ui,S,Q (N) =
∑
{l∈S: l mod qei ∈Gi}
Fai,ui,l,Q (N).
Using (16) we obtain
#{l ∈ S : l mod qei ∈ Gi} =
#Gi · #S
qei −m
.
Taking r = 1 in Theorem A, we get Fai,ui,l,Q (N) = NQdi + o(N), l ∈ Z/QZ. Therefore,
1
N
Fwi,ui,S,Q (N) =
1
N
#Gi · #S
qei −m
(
N
Qdi
+ o(N)
)
= #Gi · #S
(qei −m)Qdi
+ o(1). (18)
Consider now the occurrences of Ew in Eu. Take l ∈ S. Here we have Eu[Qn+ l,Qn+ l+m) = Ew if and only if l mod qei ∈ Gi
for all i = 1, . . . , r and Eu(Qn+ l) = Ea ≡ (a1, . . . , ar). Since qe1, . . . , qer are pairwise coprime,
#
{
l ∈ S : l mod qei ∈ Gi, i = 1, . . . , r
} = r∏
i=1
#Gi.
Theorem A yields, FEa,Eu,l,Q (N) = NQ ∏ri=1 di + o(N). Thus,
1
N
F Ew,Eu,S,Q (N) = 1N
(
r∏
i=1
#Gi
)
·
 N
Q
r∏
i=1
di
+ o(N)
 =
r∏
i=1
#Gi
Q
r∏
i=1
di
+ o(1). (19)
Using (18), (19) and (16) we obtain (17).
Put S (= Se) = Z/QZ \ S. Clearly, for every sequence u and wordw over an alphabetΣ ,
1
N
Fw,u,S,Q (N) ≤ #{n ∈ [0,N) : n mod Q ∈ S} =
#S
Q
+ o(1). (20)
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Using (17) and (20) we get
1
N
F Ew,Eu(N) = Fw,u,S,Q (N)+ Fw,u,S,Q (N)
≤ Q
r−1
#Sr−1
r∏
i=1
1
N
Fwi,ui,S,Q (N)+
#S
Q
+ o(1)
≤ Q
r−1
#Sr−1
r∏
i=1
1
N
Fwi,ui(N)+
#S
Q
+ o(1).
Similarly,
1
N
F Ew,Eu(N) ≥ 1N F Ew,Eu,S,Q (N)
= Q
r−1
#Sr−1
r∏
i=1
1
N
Fwi,ui,S,Q (N)+ o(1)
≥ Q
r−1
#Sr−1
r∏
i=1
(
1
N
Fwi,ui(N)−
#S
Q
)
+ o(1).
Since we assume (3), each ui, i = 1, . . . , r , is a primitive morphic sequence. This implies (cf. [41]) that Dwi,ui =
limN→∞ 1N Fwi,ui(N) exists. Thus,
lim
1
N
F Ew,Eu(N) ≤ Q
r−1
#Sr−1
r∏
i=1
Dwi,ui +
#S
Q
,
lim
1
N
F Ew,Eu(N) ≥ Q
r−1
#Sr−1
r∏
i=1
(
Dwi,ui −
#S
Q
)
.
Now e is arbitrary in this proof. Let us consider the last two inequalities when e → ∞. Note that F Ew,Eu(N) and Dwi,ui do
not depend on e and that by (16), Qe#Se−→e→∞1,
#Se
Qe
−→
e→∞0. Therefore
lim
e→∞
Q r−1e
#Sr−1e
r∏
i=1
Dwi,ui +
#Se
Qe
= lim
e→∞
Q r−1e
#Sr−1e
r∏
i=1
(
Dwi,ui −
#Se
Qe
)
=
r∏
i=1
Dwi,ui .
Thus, limN→∞ 1N F Ew,Eu(N) =
∏r
i=1 Dwi,ui .
(b) Take Ew = w1 × · · · × wr , where each wi is a subword of ui of length m. Since each ui, i = 1, . . . , r , is a primitive
morphic sequence we have Dwi,ui > 0, i = 1, . . . , r . By (a), D Ew,Eu > 0. In particular, each such Ew occurs in Eu. Therefore,
PEu(m) =∏ri=1 Pui(m),m ≥ 0. 
3.4. Proof of Theorem 12
For every rational number d > 0 and integers l, t with l ≥ 2 denote by X(d, l, t) the set of integers given by
X(d, l, t) = {bdlnc + t : n = 0, 1, . . .}.
Lemma 24. Let d1, d2 > 0 be rational numbers and l1, l2, t1, t2 be integers, l1, l2 ≥ 2. Assume that l1, l2 are multiplicatively
independent (i.e., that log l1log l2 /∈ Q). Then there exist constants C,N ≥ 1 with
|x1 − x2| > min
k=1,2
xk
logC xk
, x1 ∈ X(d1, l1, t1), x2 ∈ X(d2, l2, t2), x1, x2 ≥ N.
Proof. Write
xk(n) = bdklnkc + tk, k = 1, 2; n = 0, 1, . . . .
Take C ≥ 0 and integers n1, n2 ≥ 0. Assume that n1, n2 are large enough so that x1(n1), x2(n2) ≥ 2. If |x1(n1) − x2(n2)| ≤
mink=1,2 xk(nk)logC xk(nk) then,
max
(
x1(n1)
x2(n2)
,
x2(n2)
x1(n1)
)
≤ 2
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so that | log x1(n1) − log x2(n2)| ≤ log 2 and | log x1(n1)log x2(n2) − 1| ≤
log 2
log x2(n2)
. Observe that limn2→∞
log 2
log x2(n2)
= 0 and that
limn1,n2→∞
log x1(n1)/log x2(n2)
n1 log l1/n2 log l2
= 1. Thus, for every large enough n1, n2, with |x1(n1)− x2(n2)| ≤ mink=1,2 xk(nk)logC xk we get
1
2
· log l2
log l1
≤ n1
n2
≤ 2 · log l2
log l1
. (21)
(Of course, there is nothing special with the numbers 12 and 2 in (21) and we can take any c1, c2 > 0 with c1 < 1 < c2, but
this will be of no consequences.) Denote by U(N) the set of pairs (n1, n2) with n1, n2 ≥ N , that are satisfying (21). By the
arguments above we shall consider only numbers x1(n1), x2(n2)with (n1, n2) ∈ U(N) for some N .
A result of Feldman [22,23] on logarithmic forms (see also [10, Theorem 3.1]) provides
|n1 log l1 − n2 log l2 + log d1 − log d2| > 1max(n1, n2)C0 , n1, n2 ≥ N0
for some constants C0 = C0(d1, d2, l1, l2),N0 = N0(d1, d2, l1, l2). Thus,∣∣log(d1ln11 )− log(d2ln22 )∣∣ > 1max(n1, n2)C0 , n1, n2 ≥ N0.
By the mean value theorem, logα1−logα2
α1−α2 ≤ 1min(α1,α2) for every distinct positive numbers α1, α2 ∈ R. Hence,
|d1ln11 − d2ln22 | >
min(d1l
n1
1 , d2l
n2
2 )
max(n1, n2)C0
, n1, n2 ≥ N0.
If n1, n2 are satisfying (21) then the ratios
n1
n2
, n2n1 are bounded. Thus we can take a constant C1 with min(n1, n2)
C1 ≥
max(n1, n2)C0 for all (n1, n2) ∈ U(N0). This yields
|d1ln11 − d2ln22 | >
min(d1l
n1
1 , d2l
n2
2 )
min(n1, n2)C1
≥ min
k=1,2
dkl
nk
k
nC1k
, (n1, n2) ∈ U(N0).
Now,
|x1(n1)− x2(n2)| ≥ |d1ln11 − d2ln22 | − |t1| − |t2| − 2
> min
k=1,2
dkl
nk
k
nC1k
− |t1| − |t2| − 2
≥ min
k=1,2
xk(nk)
nC1k
− K
where K is a constant. Take any C > C1 and observe that
1
2
logC xk(nk) > n
C1
k
for every large enough nk. Thus,
|x1(n1)− x2(n2)| > min
k=1,2 2
xk(nk)
logC xk(nk)
− K
> min
k=1,2
xk(nk)
logC xk(nk)
for every large enough n1, n2 that are satisfying (21). This completes the proof. 
Given a sequence u = (u(n))∞n=0 ∈ Σω and an interval I = [i, j), denote by P Iu(m) the number of distinct subwords of
length m in u(i) · · · u(j − 1). Similarly, if I = [i,∞) is an infinite interval, then P Iu(m) is the number of subwords of length
m in u(i)u(i+ 1) · · · . (Thus, Pu(m) = P [0,∞)u (m).)
Proof of Theorem 12. Since every qk-automatic sequence, q, k ≥ 2, is q-automatic as well (see [8, Theorem 6.6.4]), we
may assume without loss of generality that none of q1, . . . , qr is a perfect power. If some of the numbers qi are equal, say
qi1 = · · · = qit = q for some T = {i1, . . . , it} ⊆ [1, r], then ui1 × · · · × uit is again q-automatic and constant in density.
Replacing, for each such T , the sequences ui1 , . . . ,uit with ui1 × · · · × uit wemay assume that q1, . . . , qr are distinct. (Note
that such a replacement does not alter the complexity of Eu.) Since none of q1, . . . , qr is a perfect power we get that qi, qj are
multiplicatively independent for i 6= j.
Take ei ∈ Σi, i = 1, . . . , r , with #{n ∈ [0,N) : ui(n) 6= ei} = O(logN). Put
Si = {n ∈ N : ui(n) 6= ei}, Li = {(n)qi : n ∈ Si}, i = 1, . . . , r.
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EachLi ⊆ (Z/qiZ)∗ is a regular language as ui is qi-automatic (see Remark 13). Since #(Si ∩ [0,N)) = O(logN)we get
#{w ∈ Li : |w| ≤ N} = #(S ∩ [0, qN+1)) = O(N), i = 1, . . . , r.
Using the characterization of ‘‘sparse" regular languages in [45] we get that eachLi is of the form
Li = L′i ∪
Ki⋃
j=1
{vi,jwni,jzi,j : n ≥ 0}, (22)
where L′i ⊆ (Z/qiZ)∗ is a finite set, Ki ≥ 0 is an integer and vi,j, wi,j, zi,j are words over Z/qiZ, each vi,j begins with a
non-zero letter and each wi,j is non-empty. Replacing in ui a finite number of letters different from ei to ei we may assume
without loss of generality thatL′i = ∅, i = 1, . . . , r .
For each i, j in (22) let di,j be the rational number given by
(q
−|zi,j|
i di,j)q = vi,j.wi,jω ≡ vi,j.wi,jwi,j · · · .
Then
{vi,jwni,jzi,j : n ≥ 0} = {(bdi,jlni,jc + ti,j)qi : n ≥ 0},
where li,j = q|wi,j|i and ti,j is the integer given by
(bdi,jc + ti,j)qi = vi,jzi,j ∈ (Z/qiZ)∗.
Thus we get
Si =
⋃
j≤Ki
X(di,j, li,j, ti,j), i = 1, . . . , r.
For simplicity of notation, let us write Xi,j instead of X(di,j, li,j, ti,j), i ≤ r , j ≤ Ki. Lemma 24 provides
|x1 − x2| > min
k=1,2
xk
logC xk
, x1 ∈ Xi1,j1 , x2 ∈ Xi2,j2 , x1, x2 ≥ N
for every i1, i2 ≤ r , i1 6= i2 and j1 ≤ Ki1 , j2 ≤ Ki2 . where C = C(i1, j1, i2, j2), N = N(i1, j1, i2, j2) are constants. (Note that
li1,j1 ,li2,j2 are multiplicatively independent when i1 6= i2, by our assumptions on q1, . . . , qr .) Taking
C0 = max
i1 6=i2,j1≤Ki1 ,j2≤Ki2
C(i1, j1, i2, j2), N0 = max
i1 6=i2,j1≤Ki1 ,j2≤Ki2
N(i1, j1, i2, j2)
we obtain
|s1 − s2| > min
k=1,2
sk
logC0 sk
, s1 ∈ Si1 , s2 ∈ Si2 , i1 6= i2, s1, s2 ≥ N0. (23)
Now fix C1 > C0. Takem ≥ 0 and s1, s2 > m logC1 m, s1 ∈ Si1 , s2 ∈ Si2 , i1 6= i2. Assuming thatm is large enough we get
|s1 − s2| > min
k=1,2
sk
logC0 sk
>
m logC1 m
logC0(m logC1 m)
> m. (24)
(For the second inequality, observe that f (x) = x
logC0 x
is monotonously increasing and for the last inequality, that
logC0(m logC1 m) ≈ logC0 m < logC1 m when m is large.) Recall that Si = {n ∈ N : ui(n) 6= ei}. Thus, by (24) we get
that for every j > m logC1 m there exists at most one i ∈ [1, r]with ui[j, j+m) 6= emi ∈ Σ∗i . This shows that,
P [m log
C1 m,∞)
Eu (m) ≤
r∑
i=1
P [m log
C1 m,∞)
ui (m). (25)
In particular,
P [m log
C1 m,∞)
Eu (m) ≤
r∑
i=1
Pui(m) = O(m).
In order to estimate P [0,m log
C1 m)
Eu (m), observe that for all d ∈ Q×, l, t ∈ Z, l > 2,
#{n ≥ 0 : bdlnc + t ∈ [m,m logC1 m)} ≈ loglm logC1 m− loglm
= O(log logm).
Since Si =⋃Kij=1 Xi,j, we obtain
#{n ∈ [m,m logC1 m) : Eu(n) 6= (e1, . . . , er)} = O(log logm).
Thus,
P [m,m log
C1 m)
Eu (m) = O(m log logm). (26)
Combining (25) and (26), we get
PEu(m) ≤ P [m,m logC1 m)Eu (m)+ P [m log
C1 m,∞)
Eu (m)+ 2m = O(m log logm). 
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4. Concluding remarks
In this paper we studied the joint complexity of qi-automatic sequences ui. One such example with 2-dimensional
sequences was given by Allouche and Berthé [4]. Recall that the complexity of a double sequenceU = U(n1, n2)∞n1,n2=0 is the
function PU : N×N→ N, where PU(m1,m2) is the number of distinctm1×m2-rectangular blocks (U(n1, n2))k1+m1−1,k2+m2−1n1=k1,n2=k2
in U. Allouche and Berthé studied the complexity of Pascal’s triangle modulo d. More precisely, they considered the
sequences
Ud = (Ud(n1, n2))∞n1,n2=0 =
((
n1 + n2
n1
)
mod d
)∞
n1,n2=0
, d ≥ 2.
In order to clarify the connection with the joint complexity, let d = pe11 · · · perr be the prime factorization of d. Put di = peii ,
i = 1, . . . , r and let
EU = Ud1 × · · · × Udr ≡ (Ud1(n1, n2), . . . ,Udr (n1, n2))∞n1,n2=0.
Each Udi is a pi-automatic double sequence as di, i = 1, . . . , r , are prime powers (see for example [5]). Observing that EU is
the image of Ud under the natural isomorphism τ from Z/dZ to
∏r
i=1 Z/p
ei
i Z, we obtain
PUd(m1,m2) = PEU(m1,m2), m1,m2 ≥ 0.
Thus the main component in the proofs in [4] (see [4, Lemma 5.5]) can be written as
PEU(m1,m2) =
r∏
i=1
PUdi (m1,m2), m1,m2 ≥ 0. (27)
Using (27), they proved that
PUd(m1,m2) = Θ(m1 +m2)2ω(d), d ≥ 2,
where ω(d) is the number of distinct prime divisors of an integer d ≥ 2.
Unfortunately, it seems that the arguments in [4] are difficult to apply for 1-dimensional analogous sequences. Consider
for example the sequence of middle binomial coefficients modulo d,
bd =
((
2n
n
)
mod d
)∞
n=0
.
Here again, Pbd(m) = PEb(m),m ≥ 0 where Eb = bd1 × · · · × bdr and d1, . . . , dr are as above. If d = pe is a prime power, then
bd is p-automatic (cf. [8, Theorem 14.2.6]).
Open Question 25. How does the asymptotic growth of Pbd(m) depend on the prime factorization of d when ω(d) > 1?
We note that the precise complexity of
((2n
n
)
mod p
)∞
n=0
when p is a prime was calculated by Allouche and Berend [3].
(See [25] for a related result.) We refer the reader to [11,21,29,34,36,37] for various results on the distribution of elements
in
((2n
n
)
mod d
)∞
n=0
and in
((Cn
Dn
)
mod d
)∞
n=0
.
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