Abstract
Introduction
Social network analysis (SNA) is an established field in sociology recently becoming popular for computer scientists, which is motivated in part by the increasing amount of personal and social information available online. Community discovery is a classical problem in social network analysis, where the goal is to discover related groups of social actors such that they are intra-group close and inter-group loose. Well known graph-theoretic methods include spectral graph partitioning [2] , and clusteringbased on random walks [5] . Spectral graph partitioning is a classical spectral method based on the Laplacian of the graph adjacency matrix [2] , with a characteristic focus on the design of cost functions for partitioning graphs. Random walk-based clustering described in [5] applies random walks to the graphs iteratively such that the edge weight between two vertices is modified based on the probabilities that the random walk revisits one of the vertices through the other.
Despite the wide range of choices for partitioning homogeneous networks, research on discovering communities from heterogeneous social networks is rather limited Treating heterogeneous graphs the same as homogeneous ones leads to difficulty in normalization since different edge types may be incomparable [3] . However, observations of realworld networks often indicate diverse network structures, many of which can be modeled as heterogeneous networks of social actors and the other node types such as documents (e.g. emails, blogs, collaborative publications) or social events. In this paper, we are particularly interested in communication documents as these data sources represent the most widely available sources of information regarding social networks.
Discovering communities from documents is a recent trend. Popular approaches are either content-based or graphtheoretic. One popular content-based approach is to mine information via probabilistic generative modeling, where the social actors or communities are considered as variables in the generation of document content [6, 8] . Alternatively, a graph-theoretic approach can consider the documents as an additional set of vertices connected to authors in a bipartite [7] or tripartite [3] graph structure. These methods, however, work with only a static snapshot of network data. The issues of document time and the temporal community development are generally overlooked. This paper addresses the community discovery problem in a temporal heterogeneous social network consisting of authors, document content, and the venues in which the documents are published, all observed over time. We propose a new framework that addresses the two main challenges in this new problem: (a) handling of the heterogenous network and (b) incorporation of the temporal aspect of the data. For (a), we formulate community discovery in a heterogeneous social network (the social network is a network of authors, words, and publication venues) as a tripartite graph partitioning problem. A normalized cut (NCut) cost function is defined over the partitions. We show that partitioning a tripartite graph is a quadratically constrained quadratic programming (QCQP) problem. For (b), we introduce a new method for incorporating prior knowledge, such as prior community membership, into the current discovery process. The discovery of temporal communities is then performed by threading communities discovered at consecutive time periods using the output from the previous period as prior knowledge. At each time period, the constrained graph partitioning method is able to capture both the current graph topology and historical information regarding the vertex membership. This problem is efficiently solved using a proposed fractional orthogonal iteration algorithm (instead of pursuing the semidefinite program (SDP) as in [3] , which is computationally intractable). We evaluate the proposed approach on synthetic datasets with various settings in order to explore the properties of the new algorithm. A great improvement in clustering precision is observed. In addition, we show the results of applying this method to a sample dataset obtained from CiteSeer (http://citeseer.ist.psu.edu).
Problem Statement
This paper considers social networks of researchers in the context of their collaborations on published work. The data in focus includes the co-occurrences of authors with documents, documents with words, and documents with venues. All data are associated with time stamps, which are the years of publication. The data is collapsed on documents yielding the (1) author-word co-occurrences and (2) word-venue co-occurrences, over a certain amount of time. Thus, within each time period there are two correlated bipartite graphs, one associating the authors with the words, and the other associating the words with the venues, which share the same set of vertices of words. We refer to them as a bipartite graph couple, which can be seen as a generalized social network of authors, words, and documents. Fig. 2 illustrates two communities in such a social network. Over the entire time period, the underlying social network structure is dynamic. Accordingly, instead of observing a single static social network over the entire data set, a sequence of static social networks of various structures is gen- 
Community Partitioning
We start from the discovery of static communities from a static social network. Suppose there are two bipartite graphs, 
Given k as the desired number of communities, the cost function of Normalized Cut (NC) on a single bipartite graph is defined as [7] :
( 1) where D XY and D Y Z are diagonal matrices where the elements are the sums of rows in W XY and W Y Z . Meanwhile, in order to obtain a solution efficiently, prior work [7] made two more assumptions on the minimizers: (1)X,Ŷ take real values instead of the discrete set {0, 1}; (2)X,Ŷ are orthonormal, i.e.X TX = I,Ŷ TŶ = I, I is an identity matrix. Now we generalize the cost function for a bipartite graph couple, where we have an additional set of vertices V Z and the edge weights with V Y in W Y Z .Let J XY be the cost function for G XY and J Y Z for G Y Z . We introduce a parameter λ to balance the costs on both graphs. Based on Eq. 1, we arrive at a new maximization problem using the new cost function
where we again assume thatX,Ŷ ,Ẑ are orthonormal, i.e. X TX = I,Ŷ TŶ = I,Ẑ TẐ = I. Now let us rewrite the problem in matrix form. Define
T ; Let there be a matrix M such that:
Thus, we minimize the matrix trace:
Note there are orthonormal constraints on the segments of U (i.e.X,Ŷ ,Ẑ).
Partitioning Temporal Graphs
Next, we present a constrained graph partitioning method that threads community discovery across consecutive time periods, based on the graph partitioning formulated above.
Graphs with consistent vertices: We first focus on the case where graphs have consistent vertices. For each time period, we have M t and U t , where t = 1, ..., T are the time stamps and U t contains the community membership of authors, words, and venues. Assume that the graphs have consistent vertices; thus, all U t have the same dimensions. We define a cost function on the difference between two consecutive U 's and seek to minimize such difference to achieve "smoothness" in discovery. In particular, we want to min U t c(U t−1 , U t ) (We refer to U t−1 as the reference subspace). In this paper, equivalently, we maximize the square of cosine distances between the U t and U t−1 . SupposeẊ, Y , andŻ are the reference subspaces for X, Y , Z. We seek to maximize the following:
T , α, β and γ are the weight parameters of the membership differences in authors, words, and venues. Notice thatUU T is essentially the covariance matrix between the vertices in the reference. Since we have assumed consistent vertices in the graphs across different time periods, we essentially minimize the conflicts between the discovered U and the referenced covariance.
Graphs with evolving vertices: Now we generalize the previous section to graphs with evolving vertices. In practice, some vertices may disappear and other new ones may show up, thus theU obtained from previous period can disagree with the dimensionality of the U in the current time period. We introduce an additional step to adaptU to address this issue.
First, for vertices disappearing from previous time period, since each vertex corresponds to a row inU , we delete these rows fromU , forming a matrix with the same number of columns but a smaller number of rows,U , namely, in the first step shrink():
Second, for those new vertices, with no prior knowledge regarding their membership, we require zero co-variances between them and others, resulting in zeros in the corresponding rows. Name this second step expand():
where
T respectively correspond to the newly observed X t , Y t , and Y t ; all 0 s has the appropriate number of rows and k columns.
The two additional steps give raise to the new reference covariance matrix, sayĊ =U U T . IncorporateĊ into the original optimization. We arrive at the final formulation of the community discovery problem at each time period:
subject to
where M,Ċ are dependent on the parameters λ, α, β, γ, as given in the above.
Efficient approximate solutions
This section gives an efficient algorithm to solve Eq. 9. It can be seen that Eq. 9-Eq. 10 is quadratically constrained quadratic programming (QCQP) problem, which could have a standard solution by semidefinite programming (SDP) [1] . For example, a related work [3] studied the binary clustering case and proposed an approximate solution using an interior-point method. However, we note that our optimizer here is a matrix
. One might construct a very high-dimensional vector by columns of U and translate the problem into SDP, but difficulty arises from the exploding dimensionality of the problem. Recall that U ∈ R (nX +nY +nZ )×k , where n X , n Y , and n Z are the numbers of authors, words, and venues. The translated SDP problem will have a k(n X + n Y + n Z )-dimensional vector as the minimizer (with a k(n X + n Y + n Z ) × k(n X + n Y + n Z ) semidefinite matrix of constraints), which can easily surpass the capacity of most SDP solvers.
Instead, we propose an efficient algorithm that searches for approximate solutions, based on algorithms for eigenvectors. First we are aware that the Eq. 9, with orthonormal constraint on U , reaches the maximum when U contains the first k eigenvectors of the symmetric matrix A = M +UU T . This is a standard result from matrix theory [4] . Second, we seek to preserve the constraints as much as possible while performing the optimization. We modify the orthogonal iteration method which is used to calculate the eigenvector space without constraints, arriving at a new method fractional orthogonal iteration, presented in Algo. 1.
Here eig(A, k) calculates the k-dimensional eigenvector space of A without constraints. This is the initial value for the subsequent orthogonal iteration. In the algorithm, step 9 -step 11 produce the normalizedX,Ŷ andẐ as specified in the constraints.
Step 8 performs the power iteration as in the original orthogonal iteration method for calculating eigenvectors. Up to step 15, the algorithm has projected the original bipartite graph couple into an approximate k-dimensional eigenspace. Then we run k-means to cluster the heterogeneous objects as current communities. 
Algorithm 1 fractional orthogonal iteration
1:U = [ √ αẊ T , √ βẎ T , √ γŻ T ] T ; 2:U ← shrink(U)
Experiments
A synthetic data generator was created to test the proposed method in various conditions, including different edge density-to-noise ratio, various proportions of X/Y /Z, different settings of λ, and different numbers of clusters (k). Two connected graphs G XY and G Y Z are generated for the prescribed K and sizes of X, Y , and Z. All clusters contain the same number of entities with specified proportions of X, Y, andZ. The densities of all the clusters are the same, but the edge weights vary randomly. Random noise is added to the graph and density is determined by the given noise-signal ratio parameter (nsr). Setting nsr = 1 yields a random graph without cluster structures. Presumably, the community structures in the graph XY diminish as the noise-signal ratio (nsr) grows. Low nsr indicates that graph partitioning will be easier. The table below includes a complete list of parameters and their meanings.
abbr. usages fsi fractional subspace iteration par partitioning static graphs using fsi t-par partitioning temporal graphs using fsi k number of clusters density the edge density of the graph clusters nsr noise-signal ratio, noise density / cluster density x/z the size of X / the size of Z λ the weight parameter in Eq. 3
Precision w.r.t. graph conditions
We perform f si on different settings of x/z ratios for a fixed setting of λ. In real world datasets, the sizes X and Z are usually not balanced. We compare f si with subspace iteration for imbalanced data against f si by varying the x/z ratio. Fig. 3 shows different settings of x/z for different densities. Recall that a large x/z indicates that the size of X is much greater than that of Z. Without loss of generality, we assume x/z ≥ 1. We can see that for sparse graphs (small density) the f si outperforms subspace iteration greatly (illustrated in the subfigure on the bottom). In simple cases (large density), the f si generally outperforms subspace iteration for small x/z; however, f si under-performs subspace iteration slightly for small x/z on dense graphs. Note that real-world graphs are usually very sparse; thus, f si could be favored on many real-world datasets.
Precision w.r.t. parameter settings
Here we test different settings of parameters and their impact on community discovery precision. A set of experiments were run with different settings of λ in different x/z ratios. The results illustrated in Fig. 4 show that the favorable λ are different when x/z varies. When the X outnumbers Z by a large margin, a greater value in λ is favored; similarly, small λ performs better when there are few X entities compared with Z. This suggests that graphs with more edges deserve a larger weight in the cost evaluation.
Finally, we compare f si with subspace iteration on different numbers of clusters, at different subspace iteration. We can see that, for large density, f si still outperforms subspace iteration for large numbers of clusters. However, the subspace iteration seems to work better than f si for the case of many clusters on sparse graphs. In practice, we can substitute f si by recursively performing k-means using k = 2 for bi-partitioning the graph, similar to [7] . 
Higher precision by prior knowledge
The f si algorithm uses the discovery results from the previous time period as prior knowledge for analyzing temporal graphs. This knowledge is then used as an additional constraint while discovering communities in the current time period. We simulate a 2-period temporal graph where communities in the first time period are clearly defined and then the community structure becomes vague in the second time period. The community membership from the first time period is used as the prior knowledge in the second time period. (In practice, we can also allow manual manipulation of entity membership for the first time period, in order to increase the validity of this assumption.) methods precisions methods precisions par on g1 0.9193 par on g12 0.8212 par on g2 0.2123 t-par on g12 0.9169 average of the above 0.5658 Table 2 . Different methods on temporal graphs.
In Table 2 , we illustrate the precisions of clustering on the snapshots from each time period and the average precision. It can be seen that the static partitioning precision is very high on g 1 (0.9193) and very low on g 2 (0.2123): the average of the two is about 0.5658. In addition, we perform clustering on the graph over the complete time periods, obtaining a precision of 0.8212. Then we perform the constrained partitioning t-par on the temporal graph, yielding the precision 0.9169. The precision is much higher than performing clustering periodically or on the complete graph.
Real-world dataset and experiments
A real-world data set for further experimentation was generated by sampling documents from CiteSeer using combined document metadata from CiteSeer, the ACM Guide (http://portal.acm.org/guide.cfm), and the DBLP (http://www.informatik.uni-trier.de/ ley/db) for enhanced data accuracy and coverage. A set of venues was chosen from five fields in computer science (software engineering, data mining, artificial intelligence, databases, and distributed computing), such that data from each field included at least 2000 distinct author names and at least ten years of significant coverage. All documents contained in CiteSeer from each venue were obtained and the top 100 keyphrases were extracted from each document using the KEA keyphrase extraction algorithm (http://www.nzdl.org/Kea/). The final dataset contained 12,677 authors and 45,295 keyphrases from 30 distinct venues ranging over the years 1969 to 2004. The total number of documents used was 13,310.
Experiments on this data set began by empirically determining the appropriate number of clusters. While it is an open problem to determine the dimension of a subspace for embedding a graph, we used simple heuristics. We ran the proposed community discovery algorithm (f si) with different k and chose the k corresponding to the smallest J (or the greatest γ = tr(U T (M +Ċ)U )) as in Eq. 9. We observed that the γ initially grows dramatically as k increases, but grows at a much lower rate as k becomes large. Thus we chose the smallest k that gave the near maximum γ. This gave us k = 4. Then we ran the temporal community discovery (t-par) algorithm with k = 4 with various settings of λ. For screening the results, we judge the quality of discovery by examining the grouping of venues since their number is small. We observed that the quality is better for greater λ, supporting the results from synthetic datasets that suggest λ should be set proportionally to |X|/|Z|. Here we set λ = 0.6.
We observe that the resulting communities of authors, venues, and words are well grouped. Four communities are discovered for artificial intelligence and machine learning, database and data mining, parallel and distributed computing, and software engineering. We present two discovered communities and their authors in Table 1 and Table 3 . In our experiments, we used the discovered venue set to manually produce community labels. The keyphrases (ranked by frequency) were considered as the summarization of a community. Table 1 includes a subset of authors discovered in the artificial intelligence and machine learning community over six time periods. For presentation, we rank the authors by their number of papers within the corresponding periods. We can observe that the community memberships of authors are relatively stable but change over time. In the experiments, we observed that the top authors remained as the "core" members of the corresponding community and there were many more authors who had joined and left from the communities during these six time periods. The leftmost column shows the top venues. Similarly, authors from the database and data mining community are presented in Table 3 .
Conclusion
This paper addresses an emerging problem of temporal community discovery from communication documents, by which one can observe the temporal trends in community membership over time. The problem is formulated as a tripartite graph partitioning problem with prior knowledge available of entity covariances. Temporal communities are discovered by threading the partitioning of graphs in different time periods, using a new constrained partitioning algorithm. Evaluation of the new algorithm is carried out on several synthetic datasets and a real-world dataset prepared from CiteSeer. Experiments on synthetic data reveal the properties of the new algorithm in various graph conditions. Experiments on CiteSeer data show the effectiveness of the proposed approach in author community discovery. Future work will seek to track the community membership of individuals over time and investigate the applicability of the proposed methods to different domains such as viral marketing or recommendation services. Additionally, temporal topical trends will be further investigated.
