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This is the first part of a two-part paper. Part I describes the basis for decision making in research. The basic 
statistical procedures that provide the foundations for more advanced statistical 
techniques, the rationale underlying hypothesis testing, the nature of probability and its relevance to the 
normal curve, and the meaning of tests of significance and level of significance are discussed. These concepts 
provide the foundation for an understanding of the interpretation of decision rules and tests of significance, 
topics that will be discussed in Part II of the paper, to be published in a subsequent issue of this journal. All 
concepts and procedures are discussed in terms of their clinical relevance to the practising physical therapist. 
Journals in the allied health professions are placing 
increasing emphasis on research articles that utilize 
statistical decision-making procedures. The shift in 
emphasis from descriptive research and clinical 
case studies to experimental research is reflected in 
a recent editorial that appeared in Physiotherapy 
Canada: 'Although current physiotherapy 
techniques have their roots in practices developed 
during years of experience, today's physiotherapists 
realize the importance of verifying, through 
controlled studies, the validity of these treatments 
(Cleather 1980). Statistical procedures play an 
important part in helping to evaluate the effectiveness 
of treatment procedures. Unfortunately, researchers 
and practitioners often rely on and/ or accept 
statistical procedures without understanding their 
meaning. That this is especially true with respect to 
the concept of Statistical significance'' is demonstrated 
by the fact that research articles often emphasize 
statistical significance, but devote minimal attention 
to the more relevant aspect of practical significance, 
It is not essential for ail clinicians to be expert in 
the mechanics of statistical techniques; however, 
they should have a general understanding of the 
rationale upon which statistical decision making is 
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based. The present paper discusses the decision-
making process and clarifies the difference between 
statistical significance and practical significance. 
The paper is presented in two parts. Part 1 
examines the basis for statistical decision making 
and Part II examines statistical decision making 
and its interpretation. While the present paper is 
not intended to be an exhaustive treatment of 
statistical procedures, it should enable practitioners 
to better understand the decision-making process 
as it is customarily used in experimental research, 
and to more effectively appraise and interpret the 
available literature in terms of its validity and 
applicability. 
Statistical techniques 
Basic to the discussion of statistical techniques is 
the distinction between descriptive and inferential 
statistics. Descriptive statistics concerns the 
organization, summarization and description of 
the characteristics of a mass of information, for 
example mean, standard deviation and range 
(Colton 1974, Ferguson 1971, Hinkle et al 1979, 
Huntsberger and Leaverton 1970). In contrast, 
statistical inference concerns the drawing of 
conclusions about a large number of events, on the 
basis of observations made on only a portion of 
these (Siegel 1956). 
Of primary importance is the area of inferential 
statistics. For practical reasons, such as time and 
resources, not all the members of the larger group 
(population) can be examined. Therefore, the 
researcher frequently examines only a small portion 
or subset of the population of interest (sample). 
For example, a physical therapist may be interested 
in knowing the average time between surgery and 
the attainment of normal levels of quadricep 
strength for patients having undergone medial 
menisectomy. One way to derive this figure would 
be to determine the average recovery time of 100 
randomly selected medial menisectomy patients. 
In this case, the term sample refers to the 100 
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randomly selected patients, while the term 
population refers to all medial menisectomy patients. 
The average recovery time, calculated on the basis 
of the sample, is a descriptive statistic that is used 
to estimate the average recovery time of the 
population of medial menisectomy patients. To the 
extent that the sample is representative of the 
population, the researcher is justified in using 
observations based on the smaller group to make 
inferences or generalizations about the same 
characteristic in the larger group. 
Aside from estimating a population value on the 
basis of a sample value, the researcher often wishes 
to determine the likelihood of occurrence of a 
particular observation, or score (Colton 1974, 
Keppel 1973). This category of inferential statistical 
procedures is referred to as significance testing. 
For example, what is the likelihood of finding a 
sample value of the magnitude observed, such as 
the observed average recovery time following 
medial menisectomy? More often, the researcher 
wishes to know if one particular treatment is more 
effective than another, for example in reducing the 
recovery time following medial menisectomy. In 
such a case the observed difference between the 
two treatments, in terms of recovery time, is 
considered to be a sample value. The comparision 
of treatment effects is simply a special case of 
determining the likelihood of occurrence of a 
particular observation — the difference between 
the treatments. 
In both examples of significance testing the 
researcher would like to compare the observed 
value for the characteristic of interest (from the 
sample) with the population value, and arrive at an 
idea of how likely an occurrence the observed value 
represents. Limited time and resources usually 
preclude examining all the members of the 
population in order to obtain the population value 
for the characteristic of interest. Similarly, the 
study cannot be repeated many times in order to 
examine the consistency of the observed sample 
value. Given these constraints, inferential statistical 
procedures may be employed to determine the 
extent to which the sample value deviates from the 
corresponding population value. 
Hypothesis testing 
The basis of significance testing is the test of 
hypothesis. A hypothesis is a statement devised by 
the researcher. It is the researcher's best guess, or 
conjecture, based on known information, as to the 
outcome of the study. Research studies include two 
types of hypotheses—null and alternative 
hypotheses (Hinkle et al 1979). The null hypothesis 
serves to provide a starting point by stating that 
there is no difference between treatments or groups, 
or between the observed value (based on a sample) 
and the population value (based on the population 
from which that sample was drawn). All statistical 
tests of significance are made with respect to the 
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null hypothesis (Colton 1974, Hinkle et al 1979). 
The alternative hypothesis states that there is a 
difference between treatments or between the 
sample value and the population value. The 
alternative hypothesis is generally the hypothesis 
that the researcher hopes to support through 
investigations. 
Both the null and alternative hypotheses may be 
stated scientifically (verbally) or mathematically 
(statistically) (Helmstadter 1970 Neale and Liebert 
1973). The researcher generally states only the 
alternative hypothesis, assuming that the null and 
the statistical forms of both hypotheses will be 
deduced by the reader. A key feature in the 
statement of the alternative hypothesis is the 
projected direction of the difference between the 
treatments. A non-directional hypothesis simply 
states that there is a difference between treatments, 
while a directional hypothesis specifies the direction 
of the difference, for example which treatment 
value is expected to be greater (Colton 1974, 
Hinkle et al 1979, Siegel 1956). For example, in 
testing a new muscle relaxant a directional 
alternative hypothesis might state that the group 
receiving the drug (experimental group) will 
experience less muscle spasm than an equivalent 
group (control group) that did not receive the drug. 
A non-directional alternative hypothesis would 
predict a difference between the two treatments 
(that is, the degree of muscle spasm will not be 
similar), but not which treatment group would 
experience less muscle spasm. 
Hypotheses are based on previous research and 
clinical experience, and are formulated prior to 
collecting the data (Siegel 1956, Treece and Treece 
1977). It is the likelihood of the null hypothesis 
being true that the techniques of statistical inference 
examine. 
Probability and the normal curve 
Underlying statistical inference is the mathematical 
theory of probability (Colton 1974, Huntsberger 
and Leaverton 1970). Essentially, the researcher 
wishes to quantify the likelihood, or probability, of 
occurrence of an observed event, assuming that the 
likelihood of occurrence of specific scores is 
governed by chance (null hypothesis). On the basis 
of the expected frequency of occurrence of the 
observed event, a probability and decision is 
reached as to the likelihood that the null hypothesis 
represents the true situation. 
Fundamental to the understanding of hypothesis 
testing is the central limit theorem. If all possible 
random samples, all of sufficiently large size and 
all of the same relative size, are drawn from an 
indefinitely large population, the distribution of 
the statistic of interest (for example mean) of these 
samples will show a normal-shaped curve (Ferguson 
1971, Hinkle et al 1979 Siegel 1956, Snodgrass 
1977). A normal distribution curve is characterized 
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by a symmetrical shape and a clustering of scores 
about the middle. The further that a particular 
score lies from the midpoint of the curve (mean) 
the less the likelihood of occurrence of that 
Statistical tests of significance employ this concept 
of all distribution of all possible values for that 
sample statistic. The sampling distribution 
illustrates the frequency of occurrence of specific 
values of the statistic of interest, if the null 
hypothesis is correct andthe frequency of 
occurrence of specific values of the sample statistic 
is governed by chance (McCall 1975, Siegel 1956, 
Snodgrass 1977). The data from a single experiment 
comprise a sample among many possible samples, 
from the population of interest (Huntsberger and 
Leaverton 1970). 
As mentioned, the sampling distribution of the 
statistic is based on many samples of the same size. 
Furthermore, there tends to be a specific frequency 
distribution for each sample size, with the general 
shape of the distribution curve approaching the 
normal curve as sample size increases (Ferguson 
1971, Hinkle et al 1979). Mathematical techniques 
convert the sample statistic to a test statistic, which 
is then compared with the frequency distribution 
for the test statistic that exists for that particular 
sample size and statistical test (Hinkle et al 1979, 
Snodgrass 1977). These mathematical techniques 
are called tests of significance. By knowing the 
sampling distribution of the test statistic it is 
possible to make probability statements about the 
occurrence of certain numerical values of the test 
statistic (Siegel 1956). 
What is a test of significance 
A test of significance is a means of evaluating the 
probability of the correctness of the null hypothesis, 
according to standardized rules. Although tests of 
significance are appropriate only when the sample 
consists of randomly selected observations from a 
well-defined population, random sampling in 
medical studies is rare (Colton 1974). A test 
statistic is calculated from the observed data and is 
then compared with the theoretical distribution of 
the test statistic. The theoretical distribution of the 
test statistic forms a frequency distribution that 
illustrates the probability of occurrence associated 
with different values of the test statistic, assuming 
the null hypothesis to be true. The probability of 
obtaining the calculated test statistic can be derived 
by comparing it with the theoretical distribution 
(Hinkle et al 1979, Huntsberger and Leaverton 
1970, McCall 1975). Statistics textbooks include 
tables reporting the values for the most commonly 
used frequency distributions for test statistics, 
corresponding to specific sample sizes. 
Tests of statistical significance quantify the question 
of how likely it would be to obtain a calculated 
value of a test statistic by chance alone. If that 
probability is sufficiently low, the null hypothesis 
is rejected and the test of significance is termed to 
be statistically significant. Conversely, if the 
probability is not sufficiently low, the null 
hypothesis is not rejected and the test of significance 
is said to be not statistically significant. 
Rejection of the null hypothesis as unlikely leads to 
the adoption of the alternative hypothesis as being 
more likely true. Neither the null nor the alternative 
hypotheses are ever accepted or rejected as absolute. 
There always exists the possibility of having made 
the wrong decision. 
What is a level of significance 
Rather than specifying the exact probability of 
occurrence of the calculated test statistic, it is more 
Specific value of the test statistic 
Figure 1: The regions of rejection in a non-directional test of significance at the 0.05 level of 
significance. The area within each region of rejection accounts for 0.025 (2.5%) of the total 
area under the curve, and represents the probability that the calculated test statistic will fall 
in that region by chance alone (Hinkle et al 1979). 
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customary to select extreme probabilities (for 
example 5 chances in 100) of observing the 
calculated test statistic, if the null hypothesis is 
true, and to use this probability value as the 
criterion for rejecting the null hypothesis. This 
probability value is termed the level of significance 
and is designated by the Greek symbol alpha 
( <»< ). The level of significance, also termed the 
critical level of the test statistic, is the probability 
value that forms the boundary between a decision 
to reject and a decision not to reject the null 
hypothesis (Ferguson 1971, Hinkle et al 1979). All 
absolute values of a test statistic that exceed the 
critical value of the test statistic are said to fall in 
the region of rejection (see Figure I). 
The probability that a calculated test statistic will fall 
in a critical region, if the null hypothesis is true, is less 
than or equal to alpha. In other words, for «*C = 
0.054 if the null hypothesis were true, and if it were 
possible to repeat the study many times, in about 
0.05 (5 per cent) of these cases the calculated test 
statistic would fall into this region. Therefore, the 
value chosen for alpha provides an objective means 
of making a decision as to whether or not an 
observed outcome is rare, assuming the null 
hypothesis to be true. The region of rejection 
consists of a set of test statistic values that are so 
extreme that when the null hypothesis is true the 
probability is very small that the calculated test 
statistic is among them (Siegel 1956). 
The customarily seleeteq alpha levels of 0.05 and 
0.01 are not absolute standards, and statistical 
tables often provide critical values of the test 
statistic corresponding to other levels of alpha. 
Although it might be useful to have the test statistic 
corresponding to all possible levels of significance 
available, the space required would be prohibitive. 
Tables usually list the critical values corresponding 
to only a few selected levels of alpha (such as 0.10, 
0.05, 0.01, 0.001). After choosing alpha, the test 
statistic is calculated and is then compared with the 
c r i t i c a l va lue for the tes t s t a t i s t i c at the 
corresponding level of alpha, as specified in the 
statistical table prepared for that specific test of 
significance and the specific sample size. 
Normally, the alpha level is selected prior to any 
calculations and is not changed (Ferguson 1971, 
Hinkle et al 1979). However, if the calculated test 
statistic greatly exceeds the critical value for the 
test statistic, then the alpha level reported is the 
alpha level corresponding to the value of the 
calculated test statistic. For example, if the 0.05 
level of significance was adopted, but the level 
achieved was 0.01, then it is the 0.01 level that is 
reported. In doing so, the actual probability of 
obtaining a calculated test statistic of the magnitude 
observed is specified. It is also possible to state the 
probability level achieved in each test of significance. 
In this way readers can decide for themselves if this 
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level is statistically significant according to their 
own preferred level of significance (Siegel 1956). 
Conclusion 
To ensure consistent high-quality patient care, it is 
the responsibility of all practising therapists to 
continually evaluate the effectiveness of their 
clinical procedures. This can be done in two ways: 
1: by critically evaluating the research literature in 
physical therapy, and 2: by conducting research 
studies using their own patients as subjects. To 
under take either of these activities requires 
knowledge of the statistical concepts and pro-
cedures discussed in this paper as well as an 
understanding of how to interpret both research 
decisions and tests of significance. The inter-
pretation of decisions and significance testing form 
the basis of Part II of this paper. 
References 
Cleather J (1980), 'Research: Key for the 1980s', 
Physiotherapy Canada, 32, 133 (editorial). 
Colton T (1974), Statistics in Medicine, Little, 
Brown and Company, Boston. 
Ferguson G A (1971), Statistical Analysis in 
Psychology and Education, McGraw-Hill Book 
Company, New York 
Helmstadter G C (1970), Research Concepts in 
Human Behavior, Meredeth Corporation, New 
York 
Hinkle D E, Wiersma W and Jurs S G (1979), 
Applied Statistics for the Behavioral Sciences, 
Rand McNally, Chicago. 
Huntsberger D V and Leaverton P E (1970), 
Statistical Inference in the Biomedical Sciences, 
Allyn and Bacon, Boston. 
Keppel G (1973), Design and Analysis: A Re-
searcher's Handbook, Prentice-Hall. Englewood 
Cliffs, New Jersey. 
McCali R B (1975), Fundamental Statistics for 
Psychology (2nd edn), Harcourt, Brace, Jovano-
vich, New York. 
Neale J M and Liebert R M (1973), Science and 
Behavior: An Introduction to Methods of Research. 
Prentice-Hall, Englewood Cliffs, New Jersey. 
Siegel S (1956), Non-parametric Statistics for the 
Behavioral Sciences, McGraw-Hil l , To ron to . 
Snodgrass J G 91977), The Numbers Game: 
Statistics for psychology, Williams & Wilkins, 
Baltimore. 
Treece E W and Treece J W (1977), Elements of 
Research in Nursing (2nd edn ), C V Mosby, St 
Louis, 
Aust. J. Physio then 27.3, June, 1981 
