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Abstract
Let A = (an,k)n,k0 be a non-negative matrix. Denote by Lp,q(A) the supremum of those L satisfying
‖AX‖q  L‖X‖p (X ∈ p,X  0), and defineL(p),q (A) = Lp,q(A) (p > 0). We derive a range for the
value of Lp,q(ANMW ), where 0 < q  p < 1 and A
NM
W
denotes the Nörlund matrix associated with the
weight function W. By the continuity ofL(·),q (ANMW ), we show that this range is best possible. It is also
proved that there exists a unique ξ ∈ (q, 1] such thatL(·),q (ANMW ) maps [q, ξ ] onto [1, ‖W‖q/‖W‖1] and
this mapping is continuous and strictly increasing. The case Lp,q((ANMW )
t ) with −∞ < p, q < 0 is also
investigated.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The Nörlund matrix ANMW = (an,k)n,k0 associated with the weight sequence W = {ωn}∞n=0,
(ωn  0, ω0 > 0), is defined by
an,k =
{
ωn−k/Wn if 0  k  n,
0 otherwise,
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where Wn =∑nk=0 ωk . In this paper, we focus on the investigation of the number Lp,q(ANMW ),
where 0 < p, q ∞ and Lp,q(A) is defined as the supremum of those L satisfying ‖AX‖q 
L‖X‖p (X ∈ p,X  0). Here p denotes the space of all complex sequences X = {xk}∞k=0 such
that
‖X‖p :=
( ∞∑
k=0
|xk|p
)1/p
< ∞.
We write X  0 if xk  0 for all k. The symbol A  0 will be defined in a similar way.
The study of Lp,q(A) goes back to the work of Copson. In [10] (see also [12, Theorem 344]),
he established the following so-called Copson’s inequality:
∞∑
n=0
( ∞∑
k=n
xk
k + 1
)p
 pp
∞∑
k=0
x
p
k (X ∈ p,X  0), (1.1)
where 0 < p  1. Inequality (1.1) is the natural analogue of Hardy’s inequality. It can be rewritten
as Lp,p((C(1)t ) = p, where (·)t denotes the transpose of (·) and C(1) = (an,k)n,k0 is the Cesàro
matrix defined by
an,k =
{
1/(n + 1) if 0  k  n,
0 otherwise.
Copson’s result was extended in many directions (see, e.g., [1,2,3,4,5,7,8,9,11]). In particular,
in [9], it was proved that for p  1 and 0 < q  p ∞, Lp,q(ANMW ) = 0 or ∞ for W /∈ 1,
Lp,q(A
NM
W ) = ∞ for W ∈ 1 \ q , and
Lp,q(A
NM
W ) =
‖W‖q
‖W‖1 (W ∈ 1 ∩ q). (1.2)
The corresponding result to this is still unknown for the case p < 1. The purpose of this paper
is to solve this problem.
The organization of this paper is given as follows. In Section 2 (see Theorem 2.2), we claim that
the number ‖W‖q/‖W‖1 in (1.2) is only an upper bound for Lp,q(ANMW ) with 0 < q  p < 1.
More precisely, we shall establish the following inequality for W ∈ q :(‖W‖q/p
‖W‖1
)1/p
 Lp,q(ANMW ) 
‖W‖q
‖W‖1 (0 < q  p < 1). (1.3)
We also prove that the left side of (1.3) is an equality for the casep = q, that is,Lp,p(ANMW ) = 1
for W ∈ p and for 0 < p < 1. In the same theorem, we also give a second estimate for the lower
bound. Next, in Section 3, we introduce the functionL(·),q(A), defined byL(p),q(A) = Lp,q(A),
and then use the continuity ofL(·),q(ANMW ) to conclude that the upper and lower bounds in (1.3)
are best possible. Indeed, it is proved in Corollary 3.3 that there exists a unique ξ ∈ (q, 1] such
thatL(·),q(ANMW ) maps [q, ξ ] onto [1, ‖W‖q/‖W‖1] and this mapping is continuous and strictly
increasing.
With the help of [3, Proposition 7.9], we derive the corresponding results for Lp,q((ANMW )t ),
where −∞ < p, q < 0. The details are given in Sections 2 and 3.
2. Evaluation of Lp,q(ANMW )
To establish Theorem 2.2, we need the following lemma. This lemma generalizes the result of
Bennett [3, Proposition 7.4].
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Lemma 2.1. Let 0 < q  p < 1, 1/p + 1/p∗ = 1,andA = (an,k)n,k0  0. IfA /= 0 andbn,k >
0 for all n, k  0, then Lp,q(A)  M1/p∗m1/q, where
M := sup
n0
∞∑
k=0
an,kb
1/q
n,k and m := inf
k0
∞∑
n=0
a
q/p
n,k b
−1/p∗
n,k .
In particular, for bn,k = 1(n, k  0), we have
Lp,q(A) 
(
sup
n0
∞∑
k=0
an,k
)1/p∗ (
inf
k0
∞∑
n=0
a
q/p
n,k
)1/q
. (2.1)
Proof. Without loss of generality, we assume that M < ∞ and m > 0. Let X  0 with ‖X‖p =
1. Write aq/pn,k b
−1/p∗
n,k x
p
k = aq(1/p−1)n,k b−1/p
∗
n,k x
p−q
k (an,kxk)
q
. We have q(1/p − 1) + (p − q)/p +
q = 1. By Hölder’s inequality, we get
∞∑
k=0
a
q/p
n,k b
−1/p∗
n,k x
p
k 
( ∞∑
k=0
an,kb
1/q
n,k
)q(1/p−1) ( ∞∑
k=0
x
p
k
)(p−q)/p ( ∞∑
k=0
an,kxk
)q
=
( ∞∑
k=0
an,kb
1/q
n,k
)q(1/p−1) ( ∞∑
k=0
an,kxk
)q
,
which implies( ∞∑
k=0
x
p
k
∞∑
n=0
a
q/p
n,k b
−1/p∗
n,k
)1/q
=
( ∞∑
n=0
∞∑
k=0
a
q/p
n,k b
−1/p∗
n,k x
p
k
)1/q

(
sup
n0
∞∑
k=0
an,kb
1/q
n,k
)1/p−1 ( ∞∑
n=0
( ∞∑
k=0
an,kxk
)q)1/q
.
This leads us to Lp,q(A)  M1/p
∗
m1/q , and we finish the proof. 
The main result reads as follows. For the case that 1  p ∞ and 0 < q  p, it has been
established in [9].
Theorem 2.2. Let 0 < p, q ∞. The following three assertions hold:
(a) Lp,q(A
NM
W ) = 0 or ∞ for W /∈ 1 and Lp,q(ANMW ) = ∞ for W ∈ 1 \ q.
(b) If W ∈ 1 ∩ q, then Lp,q(ANMW ) = 0 for p < q and(‖W‖q/p
‖W‖1
)1/p
 Lp,q(ANMW ) 
‖W‖q
‖W‖1 (0 < q  p < 1). (2.2)
Moreover, the left side of (2.2) is an equality for the case p = q, in other words,
Lp,p(A
NM
W ) = 1 for W ∈ p and for 0 < p < 1.
(c) For W ∈ q and 0 < q  p < 1, we also have
Lp,q(A
NM
W ) 
(
ω
‖W‖1
)( ∞∑
k=
ω
q/p
k
)1/q/( ∞∑
k=
ωk
)1/p
(  0). (2.3)
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Proof. Consider (a). For X = (. . . , xk0 , . . .)  0, we have
‖ANMW X‖q 
⎧⎨⎩
∞∑
n=k0
(
ωn−k0
Wn
)q⎫⎬⎭
1/q
xk0 =
{ ∞∑
n=0
(
ωn
Wn+k0
)q}1/q
xk0 .
This enables us to derive Lp,q(ANMW ) = ∞ for the case of (2.4), where
∞∑
n=0
(
ωn
Wn+k
)q
= ∞ for all k. (2.4)
In particular,Lp,q(ANMW ) = ∞ forW ∈ 1\q . Next, consider the case that
∑∞
n=0
(
ωn
Wn+k0
)q
<
∞ for some k0. We have Lp,q(ANMW )  infk0 ‖ANMW ek‖q and ‖ANMW ek‖qq =
∑∞
n=0(ωn/Wn+k)q
is non-increasing in k, where ek = (. . . , 1, . . .) is the sequence with 1 at the kth place and 0
otherwise. By the Lebesgue dominated convergence theorem, we get
Lp,q(A
NM
W )  lim
k→∞ ‖A
NM
W ek‖q =
( ∞∑
n=0
lim
k→∞
(
ωn
Wn+k
)q)1/q
= ‖W‖q‖W‖1 . (2.5)
We know that limk→∞ ωnWn+k = 0 for W /∈ 1. Hence, from (2.5), we see that Lp,q(ANMW ) = 0
or ∞ for W /∈ 1. This finishes the proof of (a). Consider (b). Let W ∈ 1 ∩ q . We have∑∞
n=0
(
ωn
Wn
)q
 (‖W‖q/ω0)q < ∞, so (2.5) is true, that is, the right side of (2.2) holds. On the
other hand, (ωn/Wn+k)q/p  (ωn/ω0)q/p and
∑∞
n=0
(
ωn
ω0
)q/p = (‖W‖q/p/ω0)q/p 
(‖W‖q/ω0)q/p < ∞ for p < 1. By the monotonicity of∑∞n=0 ( ωnWn+k )q/p in k and the Lebesgue
dominated convergence theorem, we get
inf
k0
∞∑
n=k
(
ωn−k
Wn
)q/p
= lim
k→∞
∞∑
n=0
(
ωn
Wn+k
)q/p
=
∞∑
n=0
(
lim
k→∞
ωn
Wn+k
)q/p
=
(‖W‖q/p
‖W‖1
)q/p
.
Applying (2.1) to the matrix ANMW , we obtain the left side of (2.2). In particular, we have
Lp,p(A
NM
W )  1 for 0 < p < 1. We shall prove below that Lp,p(ANMW )  1 for 0 < p < 1. If
so, the left side of (2.2) is an equality. Let 0 < q  1. Define XN = {xk}∞k=0 by
xk =
{(
1
N+1
)1/p
if 0  k  N,
0 otherwise.
(2.6)
Then ‖XN‖p = 1 for all N . Moreover, for p  q,
‖ANMW XN‖qq =
N∑
n=0
(
1
N + 1
)q/p
+
∞∑
n=N+1
(
1
N + 1
)q/p (
ωn + · · · + ωn−N
ω0 + · · · + ωn
)q
 (N + 1)1−q/p + ω−q0
∞∑
n=N+1
ω
q
n + · · · + ωqn−N
(N + 1)q/p
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 (N + 1)1−q/p + ω
−q
0
(N + 1)
N+1∑
n=1
‖{ωk}∞k=n‖qq . (2.7)
Since ‖{ωk}∞k=n‖qq → 0 as n → ∞, 1(N+1)
∑N+1
n=1 ‖{ωk}∞k=n‖qq → 0 as N → ∞. Taking limits
for both sides of (2.7) with N → ∞, it follows that Lp,p(ANMW )  1. This gives the equality of
the left side of (2.2) for the case p = q. It remains to prove Lp,q(ANMW ) = 0 for p < q. It is clear
that the case q  1 follows from (2.7). Next, we consider the case 1 < q ∞. By [6, Theorem
1],
Lp,q(A
NM
W ) lim sup
N→∞
‖ANMW XN‖q  ‖ANMW ‖q,q
(
lim sup
N→∞
‖XN‖q
)
 (‖W‖1/ω0)
(
lim sup
N→∞
‖XN‖q
)
= 0,
where XN is defined by (2.6). This finishes the proof of (b). Finally, we prove (c). For X  0 with
‖X‖p = 1, we have
‖ANMW X‖qq
(
ω
‖W‖1
)q ∞∑
n=0
(
n∑
k=0
ωn+−k
ω + · · · + ωn+ xk
)q
=
(
ω
‖W‖1
)q
‖ANM
W˜
X‖qq,
where W˜ = {ω˜k}∞k=0 is defined by ω˜k = ωk+ for all k. This implies Lp,q(ANMW ) 
(ω/‖W‖1)Lp,q(ANM
W˜
). By (2.2), we get (2.3). The proof is complete. 
The choiceXN given by (2.6) also ensures thatL↓p,p(ANMW ) = 1 forW ∈ p and for 0 < p < 1,
where
L↓p,q(A) := inf‖X‖p=1,X0,X↓ ‖AX‖q  Lp,q(A).
From the above proof, we see that forW /∈ 1,Lp,q(ANMW ) = ∞ if (2.4) is true, and 0 otherwise.
In particular, by [13, Vol. I, p. 77, Eq. (1.15)], Lp,q(C(α)) = ∞ for 0 < q  1 and 0 for q > 1,
where α > 0 and C(α) is the Cesàro matrix of order α (see [4, p. 410] for definition). In general,
the left side of (2.2) may not be an equality for the case 0 < q < p < 1. This is illustrated by the
sequence Wα = {ωk}∞k=0, defined by the rules:
Wα  0, ω1 = α,
∞∑
k=1
ωk < 2α,
∞∑
k=1
ω
q
k < ∞,
∞∑
k=1
ω
q/p
k = 1, and
∞∑
k=0
ωk = 1,
where 0 < α < 1/2. Since 0 < q < q/p < 1, Wα exists. For such a W , we have W ∈ q . More-
over, from (2.3), we know that
Lp,q(A
NM
Wα
)  α/(2α)1/p > 21/q 
(‖Wα‖q/p
‖W‖1
)1/p
, if α1−1/p > 21/p+1/q .
Hence, the left side of (2.2) is indeed an inequality for the case p /= q, in general. The above
example also shows that the estimate given in (2.3) is better than the lower estimate appeared in
(2.2) for some cases. We shall give a further discussion about (2.2) in the next section.
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Let (·)∗ denote the conjugate exponent of (·). We know that p∗ ⊂ 1 for p < 0 and
Lp,q((A
NM
W )
t ) = Lq∗,p∗(ANMW ) (see [3, Proposition 7.9]). Thus, Theorem 2.2 can be restated
in the following way.
Theorem 2.3. Let −∞ < p, q < 0, 1/p + 1/p∗ = 1, and 1/q + 1/q∗ = 1. The following as-
sertions are true:
(a∗) Lp,q((ANMW )t ) = 0 or ∞ for W /∈ 1 and Lp,q((ANMW )t ) = ∞ for W ∈ 1 \ p∗ .
(b∗) If W ∈ p∗ , then Lp,q((ANMW )t ) = 0 for p < q and(‖W‖p∗/q∗
‖W‖1
)1/q∗
 Lp,q((ANMW )t ) 
‖W‖p∗
‖W‖1 (−∞ < q  p < 0). (2.8)
Moreover, the left side of (2.8) is an equality for the case p = q, in other words,
Lp,p((A
NM
W )
t ) = 1 for W ∈ p∗ and for −∞ < p < 0.
(c∗) For W ∈ p∗ and −∞ < q  p < 0, we also have
Lp,q((A
NM
W )
t ) 
(
ω
‖W‖1
)( ∞∑
k=
ω
p∗/q∗
k
)1/p∗ /( ∞∑
k=
ωk
)1/q∗
(  0). (2.9)
3. The functionL(·),q(A)
In (2.2), we provide a range for the value of Lp,q(ANMW ). The purpose of this section is
to give a further discussion on this range. For 0 < q < ∞ and A  0, define the function
L(·),q(A) : (0,∞) 
→ [0,∞] byL(p),q(A) = Lp,q(A). We have 0 L(p),q(A)  ‖A‖c,q for
all p ∈ (0,∞), where
‖A‖c,q := inf
k0
( ∞∑
n=0
a
q
n,k
)1/q
. (3.1)
Moreover,L(p),q(A) = ∞ if and only if ‖A‖c,q = ∞ (cf. the proof of Theorem 2.2(a)). We
also have the following result.
Theorem 3.1. Let 0 < q < ∞ and A = (an,k)n,k0  0. Then the following two assertions hold:
(i) L(·),q(A) is increasing and right continuous on (0,∞).
(ii) For p ∈ (0,∞) with 0 <L(p),q(A) < ‖A‖c,q ,L(·),q(A) is continuous on [p,∞).
Moreover, there exists a unique ξ ∈ (p,∞) such that L(·),q(A) is strictly increasing on
[p, ξ ] andL(r),q(A) = ‖A‖c,q for r  ξ.
Here the terminology “increasing” has the same meaning as “non-decreasing”. Before proving
Theorem 3.1, we first establish the following lemma.
Lemma 3.2. Let 0 < p, q < ∞, A  0, and XN  0 for N = 0, 1, . . . . Suppose that
L(p),q(A) < ‖A‖c,q , ‖XN‖∞ < 1 for each N, ‖XN‖p = 1 for all N, and limN→∞ ‖AXN‖q =
L(p),q(A). Then supN ‖XN‖∞ < 1.
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Proof. We have supN ‖XN‖∞  1. If this inequality is an equality, we can find a subsequence,
say {X′N }∞N=0, of {XN }∞N=0 and a sequence {x′jN }∞N=0 so that x′jN is the jN th component of X′N
and lim supN→∞ x′jN = 1. And then,
‖AX′N‖qq 
∞∑
n=0
(an,jN x
′
jN
)q  (x′jN )
q‖A‖qc,q .
Letting N → ∞, we getL(p),q(A)  ‖A‖c,q , which contradicts with the hypothesis. Hence,
supN ‖XN‖∞ < 1. 
Proof of Theorem 3.1. Consider (i). Obviously, if 0 < p1  p2 < ∞, thenLp1,q(A)  Lp2,q(A),
and soL(·),q(A) is increasing. By definition, there exists XN  0 such that ‖XN‖p = 1 for all N
and ‖AXN‖q →L(p),q(A) as N → ∞. Since ‖AXN‖q L(r),q(A)‖XN‖r and
limr→p+ ‖XN‖r = ‖XN‖p = 1, L(p),q(A)  limr→p+L(r),q(A). On the other hand,
L(p),q(A)  limr→p+L(r),q(A). Hence, limr→p+L(r),q(A) =L(p),q(A). Next, consider (ii).
First, we claim thatL(·),q(A) is continuous on [p,∞). Under the hypothesis, we have ‖A‖c,q <
∞, and soL(r),q(A) < ∞ for all r  p. By (i), it suffices to show that limr→ζ−L(r),q(A) =
L(ζ ),q(A) for ζ ∈ (p,∞). Set α :=‖A‖c,q/L(p),q(A) and let
p(r) :={X  0 : ‖X‖r = 1 and ‖X‖p  2α}.
For‖X‖p > 2α andp < r < ζ , we have‖AX‖q ≥L(p),q(A)‖X‖p > 2‖A‖c,q >L(r),q(A).
Hence,
L(r),q(A) = inf
X0,‖X‖r=1
‖AX‖q = inf
X∈p(r)
‖AX‖q . (3.2)
Consider those r with β  r < ζ , where β = (p + ζ )/2. Let 0 < 	 < 1. For X ∈ p(r), we
have
∞∑
k=0
x
ζ
k 
∑
k∈(	)
xrk +
∑
k∈(	)
xrk (x
ζ−r
k − 1)  1 −
∑
k /∈(	)
xrk + (γ ζ−r − 1), (3.3)
where (	) is the set consisting of all non-negative integers k with xk  γ and
γ := (	) 1β−p min
{
(2α)
−p
β−p , (2α)
−p
ζ−p
}
.
The appearance of the last term in (3.3) is based on the fact that γ ζ−r − 1 < 0 and ‖X‖r = 1.
We claim that
∑
k /∈(	) xrk  	. If not, that is,
∑
k /∈(	) xrk > 	, then by the Hölder inequality, we
get
	 <
∑
k /∈(	)
xrk 
( ∞∑
k=0
x
p
k
)(
sup
k /∈(	)
xk
)r−p
 (2α)p
(
sup
k /∈(	)
xk
)r−p
,
which implies supk /∈(	) xk > (	)
1
r−p (2α)
−p
r−p  γ. This contradicts with the definition of (	).
Thus,
∑
k /∈(	) xrk  	, and so by (3.3), we conclude that ‖X‖ζ  (γ ζ−r − 	)1/ζ for X ∈ p(r).
Putting this with (3.2) together yields
L(r),q(A) = inf
X∈p(r)
‖AX‖q 
(
inf
X∈p(r)
‖AX‖q
‖X‖ζ
)
(γ ζ−r − 	)1/ζ
L(ζ ),q(A)(γ ζ−r − 	)1/ζ .
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Making r → ζ−, we get limr→ζ−L(r),q(A) L(ζ ),q(A)(1 − 	)1/ζ . Since 	 is arbitrary
and L(r),q(A) L(ζ ),q(A) for r ∈ [β, ζ ), limr→ζ−L(r),q(A) =L(ζ ),q(A). This shows that
L(·),q(A) is continuous on [p,∞). Obviously, the uniqueness of ξ follows from its defini-
tion. We prove the existence of ξ . By [1, Theorem 3], L(r),q(A) = ‖A‖c,q for r  max{q, 1}.
Let ξ = inf{r > 0 :L(r),q(A) = ‖A‖c,q}. Then ξ  max{q, 1} < ∞. We have assumed that
L(p),q(A) < ‖A‖c,q , so by (i), p  ξ . From (i) and the continuity of L(·),q(A), we infer that
L(r),q(A) = ‖A‖c,q for all r  ξ . Moreover, p < ξ . It remains to prove thatL(·),q(A) is strictly
increasing on [p, ξ ]. Fix p1 and p2 with p < p1 < p2 < ξ . Set
p1,p2 = {X  0 : ‖X‖p1 = ‖X‖p2 = 1}
andpj = {X  0 : ‖X‖pj = 1 and X /∈ p1,p2}, where j = 1, 2. It is easy to see thatp1,p2 ={e0, e1, e2, . . .}, where ek = (. . . , 1, . . .) is the sequence with 1 at the kth place and 0 otherwise. We
have L(pj ),q(A) <L(ξ),q(A) = ‖A‖c,q = infk0 ‖Aek‖q, so L(pj ),q(A) = infX∈pj ‖AX‖q
for j = 1, 2. ChooseXN ∈ p2 so that limN→∞ ‖AXN‖q =L(p2),q(A). It is clear that‖XN‖∞ <
1 for each N and ‖XN‖p2 = 1 for all N . By Lemma 3.2, τ := supN ‖XN‖∞ < 1. On the other
hand,
‖AXN‖qq  τ
(
1− p2
p1
)
q
∞∑
n=0
( ∞∑
k=0
an,k(x
N
k )
p2
p1
)q
 τ
(
1− p2
p1
)
q
(
inf
X∈p1
‖AX‖q
)q
,
whereXN = (xN0 , xN1 , . . .). This implies thatL(p2),q(A)τ 1−
p2
p1L(p1),q(A). Since τ 1−(p2/p1) >
1,L(p2),q(A) >L(p1),q(A). This completes the proof. 
Consider the case A = ANMW of Theorem 3.1(ii), where W ∈ 1 ∩ q . For 0 < q < 1, 1 ∩
q = q . We have the following corollary, which shows that L(·),q(ANMW ) maps [q, 1] onto
[1, ‖W‖q/‖W‖1]. Hence, every α with 1  α  ‖W‖q/‖W‖1 is the value ofL(p),q(ANMW ) for
some p ∈ [q, 1]. This indicates that the upper and lower bounds in (2.2) are best possible.
Corollary 3.3. Let 0 < q < 1 and let ξ be defined as in Theorem 3.1(ii) for p = q and for the
matrix A = ANMW , where ω0 > 0, W  0, ωk /= 0 for at least two k, and W ∈ q . Then thefollowing assertions holds:
(i) q < ξ1 andL(·),q(ANMW ) is continuous and strictly increasing on [q, ξ ],L(q),q(ANMW ) =
1, andL(·),q(ANMW ) = ‖W‖q/‖W‖1 on [ξ,∞).
(ii) If in addition,∑∞k=0 ωq−1k+n0ωk < ∞ for some n0  1, then ξ = 1.
Proof. By Theorem 2.2(b) and the Lebesgue dominated convergence theorem, we know that
‖ANMW ‖c,q = inf
k0
{ ∞∑
n=0
(
ωn
Wn+k
)q}1/q
= ‖W‖q‖W‖1 > 1 =L(q),q(A
NM
W ).
Thus, (i) follows from Theorem 3.1(ii) and [1, Theorem 3]. Next, we prove (ii). Let Sr :
p 
→ p be the right shift operator defined by Sr(x0, x1, . . .) = (0, x0, x1, . . .) and let S0r = I ,
Smr = Sr ◦ Sm−1r for m  1, where 0 < p < ∞ and I denotes the identity mapping. Consider the
following matrix:
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BW =
⎛⎜⎜⎜⎝
ω0 0 0 · · ·
ω1 ω0 0 · · ·
ω2 ω1 ω0 · · ·
...
...
...
.
.
.
⎞⎟⎟⎟⎠ .
By definition, we can easily prove thatL(p),q(ANMW )  1‖W‖1L(p),q(BW ). On the other hand,
for X  0 with ‖X‖p = 1 and for all m  0,
L(p),q(A
NM
W )  ‖ANMW Smr X‖q =
( ∞∑
n=0
(
n∑
k=0
wn−k
Wn+m
xk
)q)1/q
 1
Wm
( ∞∑
n=0
(
n∑
k=0
wn−kxk
)q)1/q
= 1
Wm
‖BWX‖q .
This implies that L(p),q(ANMW )  1‖W‖1L(p),q(BW ). Hence, L(p),q(A
NM
W ) =
1
‖W‖1L(p),q(BW ). Restrict p to the range q < p < 1. We have
‖BtWX‖p∗ 
⎛⎝‖W‖p∗q +
{ ∞∑
k=0
ω
q−1
k+n0ωk
‖W‖q−1q
}p∗⎞⎠1/p
∗
< ‖W‖q,
where X = {(ωk/‖W‖q)q−1}∞k=0. On the other hand, by definition, ‖X‖q∗ = 1. Hence,
Lq∗,p∗(BtW )  ‖BtWX‖p∗ < ‖W‖q . By [3, Proposition 7.9], we obtain L(p),q(BW ) =
Lq∗,p∗(BtW ) < ‖W‖q , which leads us to L(p),q(ANMW ) < ‖W‖q‖W‖1 . By (i), we get ξ = 1. This
completes the proof. 
By the comparison test for series, we know that the condition required in Corollary 3.3(ii)
holds, whenever W ∈ q and lim infk→∞ ωk+n0ωk > 0. Here q < 1. For ωk = 1/(k + 1)α and
α > 1/q, we have W ∈ q and lim infk→∞ ωk+1/ωk = 1 > 0. By Corollary 3.3, ξ = 1 and
moreover, L(·),q(ANMW ) is continuous and strictly increasing on [q, 1], L(q),q(ANMW ) = 1,
and L(·),q(ANMW ) = (ζ(αq))1/q/ζ(α) on [1,∞). Consider another example. Let ωk = αk
(k = 0, 1, . . .), where 0 < α < 1. Then W ∈ q for 0 < q < 1 and lim infk→∞ ωk+1/ωk = α >
0. By Corollary 3.3, we infer that ξ = 1 andL(·),q(ANMW ) is continuous and strictly increasing
on [q, 1]. Moreover,L(q),q(ANMW ) = 1 andL(·),q(ANMW ) = 1−α(1−αq)1/q on [1,∞).
We make a remark here. By [3, Proposition 7.9], that is, Lp,q(A) = Lq∗,p∗(At ), we can
restate Theorem 3.1 and Corollary 3.3 in the forms of L˜q∗,(·)∗(At ) under the correspondence
L˜q∗,(·)∗(At ) ←→L(·),q(A),whereL˜q∗,(p)∗(At ) = Lp,q(A). For 0 < p, q < 1, we have−∞ <
p∗, q∗ < 0. Hence, the mapping L˜q∗,(·)∗(At ) deals with the case of negative indices. We leave
the details to the readers.
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