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Mixture of Experts による気温の予測 
 
TEMPERATURE PREDICTING BY MIXTURE OF EXPERTS 
 
梶雄大 





Research has been conducted to predict temperature in Neural Network (NN).It has devised the use of 
vegetation index and distance from the coast for input. In this study, I focused on the division of learning 
data to consider the difference in the difference in temperature height and low depending on the season. 
If I split the learning data manually, the division will include the intention of the creator of the network .So 
I use Mixture of Experts (ME) to predict temperature and automatically divide the learning data. 

















ある．本稿では Mixture of Experts(ME)を用いて気温を予
測し，学習データの自動分割の効果を検討する． 
 
２. NN による気温の予測と生じた問題 
ME で気温を予測する前に通常の 3 層 NN で気温を予
測した．NN は１時間毎の気温，気圧，湿度，風向，風量
の 12 時間分の入力から，1 時間先の気温を出力する．風
向は東西南北の 4 入力として扱った．入力層のユニット





手動分割したデータで学習した 4 個の NN(季節 NN)を用
意した． 
季節 NN と通年 NN のテストデータに対する季節ごと




いう季節外れの気温が数日続く箇所(図 2)では，秋 NN の
誤差は大きいことが分かった．そのため季節 NN は季節
外れの気温の予測は難しいと考えられる． 
次に 4 個の季節 NN の出力の中から最も誤差が小さく
なる季節 NN の出力を手動で選び，理想の誤差を計算し







図１ 季節 NN と通年 NN と理想の誤差 
 
図２ 秋 NN の拡大図 
 
 
図３ 気温予測の ME の構造 
 
 
図４ 季節 ME の予測値と実測値と誤差 
 
 
図５ 季節 ME の GN の出力結果 
 
 
図６ 季節 NN の季節ごとの誤差 
 
３. Mixture of Experts(ME)の利用 
３.１. ME の利用 
ME は，図 3 に示す構造をしており，複数個のエキスパ
ートネットワーク(EN)と 1 個のゲーティングネットワー
ク(GN)で構成されている．EN は予測を出力するネットワ






学習により何かに特化した EN の中から最適な EN を
GN によって自動選択するため，本稿では ME を利用する
ことにした． 
３.２. GN の効果の確認 
３.２.１. 季節 ME 
ME を気温の予測に利用できるか確かめる．GN の効果
を確かめるため，EN に学習済みの季節 NN(春,夏,秋,冬)を
設定し，GN の重みのみ更新するように ME を学習させ
た．この ME を季節 ME と呼ぶことにする．GN は 3 層構
造で，入力層のユニット数は 96 個，中間層のユニット数
は 20 個，出力層のユニット数は 4 個(EN の数)である． 
EN を季節 NN に設定することで，GN が春なら春 NN
を 10 割，夏なら夏 NN を 10 割で予測するようになるこ
とを期待した． 
季節 ME の予測結果(図 4)より，気温の予測ができてい
ることが分かる．学習後の GN の出力結果(図 5)より，通
年で春 NN の出力を 2 割，秋 NN の出力を 8 割使うこと
で予測していることが分かる．夏 NN と冬 NN は全く使
われていないことも分かる． 
GN の結果(図 5)から，学習データを分割する効果は見
られなかった．これは春 NN と秋 NN の季節ごとの誤差
の変動(図 6)が小さいために通年で春 NN と秋 NN のみで
予測することが良いと GNが学習したためと考えられる．
また，春 NN と秋 NN は通年 NN と出力が似ている．春
NN と秋 NN は季節に特化していない NN であったため，
学習データの分割が出来なかったのだろう． 
３.２.２. 夏冬 ME 
3.2.1.より，通年で誤差の変動が小さい春 NN と秋 NN
は特化していない NN であるため，GN の学習データの分
割が出来ないと考えられた．このことを確認するため，夏
NN と冬 NN を EN に設定した ME で学習させた．この
ME を夏冬 ME と呼ぶことにする． 
EN の重みを学習済みの夏 NN と冬 NN の重みに固定
し，GN の重みのみ更新するように学習させた．GN の中
間層のユニット数は 20 個である． 
学習後の GN の出力結果(図 7)より，気温が高い 7 月か
ら 9 月は夏 NN がほぼ 10 割で予測し，気温が低い 12 月
から 2 月は冬 NN がほぼ 10 割で予測していることが分か
る．その他の期間は夏 NN と冬 NN を混合して予測して
いることが分かる． 
GN は，高気温に特化した夏 NN と低気温に特化した冬
NN を気温の高低によって選択していると考えられる．こ
のため EN が何かに特化すれば，GN で最適な EN を選択
することができることが分かる． 
 
４. ME の学習 
４.１. ME 
3.2.2 より，EN を学習済み NN にすることで，GN によ
る分割効果を確認できた．ここでは EN と GN の重みを乱
数で設定し，EN と GN の重みの両方を更新するように
ME を学習させた．EN 数は 12 個，EN の中間層のユニッ
ト数は 1 個，GN の中間層のユニット数は 20 個である． 
学習後の GN の出力結果(図 8)より，学習データが分割
されずに 1 個の EN のみで予測していることが分かる．
これは初回の重み更新の際，誤差が小さい EN が選択さ
れるように重みが更新されたことで，次回の重み更新で
もその EN が選択され続け，他の EN の重みが更新されな
いためであると考えられる． 
４.２. 通年 ME 
4.1.より EN と GN の重みを乱数で設定した場合，初回
の重み更新から特定の EN が選択され続け，1 個の EN の
みで予測してしまうことが分かった．1 個の EN で予測す
ることは 1 個の NN で予測することと同じである． 
このことを避けるために，EN の数だけ学習済みの通年
NN を用意して EN の重みに設定した．そのため学習前の
EN の出力は気温に近い値になる．通年 NN は分割してい
ないデータで学習しているため，季節 NN のように特化
した NN ではない．この ME を通年 ME と呼ぶことにす
る． 




の EN を選択するようになり，学習が進むにつれて GN が
学習データを分割し，EN が特化していくことが期待でき
る． 
EN は学習済みの通年 NN を設定し，GN は乱数で設定
した．EN と GN の重みの両方を更新するように通年 ME
を学習させた．EN 数は 4 個，EN の中間層のユニット数
は 15 個，GN の中間層のユニット数は 20 個である． 
学習後の GN の出力結果(図 9)より，EN1 は 6 月から 10
月に影響が大きくなっている．EN2 と EN4 は 12 月から 3
月に影響が大きくなっている．そのため EN1 は高気温に
強い EN に，EN2 と EN4 は低気温に強い EN になったと
考えられる．また，特化していない通年 NN から学習して
も EN が特化していくことが分かった． 
次に通年 ME の性能を確認する．通年 NN と通年 ME
の誤差を比較した結果(図 10)より，通年 ME は通年 NN よ
り精度が向上していることが分かる． 
以上の結果より，EN の重みを通年 NN に変更すること
で，1 個の EN のみで予測することを避けることができ，
通年 NN より精度が向上することを確認できた． 
 
 
図７ 夏冬 ME の GN の出力結果 
 
 
図８ ME の GN の出力結果 
 
 
図９ 通年 ME の GN の出力結果 
 
 
図１０ 通年 NN と通年 MEの誤差の比較 
 
４.３. EN の中間層のユニット数を減らす 
 4.2.で EN に設定した通年 NN はあらかじめ中間層のユ
ニット数を調整していた．1 個の通年 NN で気温を予測で
きるため，GN によって明確な分割がされにくいと考えら





EN の重みは中間ユニット数を 1 個の学習済みの通年
NN の重みを設定し，GN の重みは乱数で設定した．EN と
GN の重みの両方を更新するように ME を学習させた．
EN数は 4個， GNの中間層のユニット数は 20個である． 
中間ユニット数が 1 個の通年 NN(1)と通年 ME(1)の誤
差を比較した結果(図 11)より，通年 ME(1)は通年 NN(1)よ
り精度が向上していることが分かる． 
EN の中間層のユニット数が 1 個の通年 ME(1)と EN の
中間層のユニット数が 15 個の通年 ME(15)の性能を比較
した結果(図 12)より，中間層のユニット数を減らしても
予測精度を保つことができたことが分かる． 
通年 ME(1)の GN の出力結果(図 13)より，EN1 と EN3






図１１ 通年 NN(1)と通年 ME(1)の誤差 
 
 
図１２ 通年 ME(1)と通年 ME(15)の誤差 
 
図１３ 通年 ME(1)の GN の出力 
 
５. 結論 
4.1.と 4.2.より，ME で気温を予測する際は EN の重み
は乱数で設定すると 1 個の EN で学習してしまうため，
あらかじめ学習した NN を設定する方が良いことが分か










EN に学習済みの NN を設定するとき，学習済みの NN
は設定する EN の数だけ必要である．多くの学習済みの
NN の用意は手間がかかる．そのため，1 個の NN の重み
の一部を乱数に変えて複数の EN に設置するなどするこ
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