Abstract. In this paper we study the pullback of a Siegel Eisenstein series on Sp 2m+2n to Sp 2m × Sp 2n . There is a well-established literature on such pullbacks. In the case that m = n Garrett showed that the pullback is actually a cusp form in each variable separately. Here we generalize this result showing the pullback is cuspidal in the smaller variable in the case m = n. Such results have applications to producing congruences between Siegel modular forms.
Introduction
It is well known to anyone familiar with classical modular forms that Eisenstein series play a crucial role in the development of the theory. They provide us with modular forms we can get our hands on and understand. As such, it is not surprising that they occupy a similar place when developing the theory of automorphic forms on groups other than GL (2) . In this paper we focus on a particular construction using Eisenstein series on symplectic groups that does not arise when considering Eisenstein series on GL (2) . In particular, one can consider the pullback of an Eisenstein series to smaller symplectic spaces embedded into the original symplectic space the Eisenstein series is originally defined on.
Let L be a totally real number field and let E f (g, s) be a Siegel Eisenstein series on Sp 2N (A L ) attached to a section f. Let m and n be positive integers so that N = m + n. One can consider the pullback of E f to Sp 2m × Sp 2n via the embedding Sp 2m × Sp 2n → Sp 2N given by
There is a well-established theory of pullbacks of Eisenstein series. For example, one can see this in [1] , [5] , [6] , and [9] . It has been very fruitful to study pullbacks of Eisenstein series in arithmetic applications. In particular, they have been useful in constructing congruences between modular forms. One can see [2] , [4] , or [8] for some examples of this. Let n be a proper nontrivial ideal of L. In [6] , it is shown that for a particular choice of section if m = n then one has that the pullback of the Siegel Eisenstein series is actually a cusp form in each variable g and h separately. This fact was used in [3] to produce evidence for the Bloch-Kato conjecture on modular two dimensional Galois representations. In this paper we consider the case that m = n and more general sections defining our Eisenstein series, placing restrictions only at the infinite place and restricting the section for places υ|n so that it is only supported on P (L υ )K υ (n) for P the Siegel parabolic and K υ (n) a compact subgroup defined in § 2. In particular, we show that the pullback of the Eisenstein series is cuspidal in the smaller variable.
The proof presented here follows the outline of the proof given in [6] in the case m = n. We show that the pullback of the Eisenstein series is supported only on the "big cell" by using the restriction on the sections f υ for υ|n. Once this has been shown, we use the restriction on the sections at the infinite places to prove the pullback is cuspidal in the small variable.
The author would like to especially thank Paul Garrett for helpful conversations as well as providing the proof of Proposition 4.1 that appears in this paper.
Notation and set-up
In this section we give the notation and basic set-up for the rest of the paper.
Let R be a commutative ring with identity. Denote the set of m by n matrices with entries in R by M m,n (R). If g ∈ M m,n (R) and we need to keep track of the dimensions of g, we write g m,n . If m = n we simply write M m (R) and g m for g m,m . We write 1 n for the n by n identity matrix. Given x ∈ M n (R), we write t x for the transpose of x. Let L be a totally real number field of degree d and ring of integers O. We fix an ordering of the embeddings of L into R which gives an identification
We denote the adeles of L by A L and the finite adeles by A L,f . For each 0 ≤ r ≤ n we write an element g ∈ M n (A L ) by
where a Let n ≥ 1 be an integer and define J n = 0 n −1 n 1 n 0 n . Let
We refer to the homomorphism µ n : GSp 2n → GL 1 as the similitude factor. The kernel of µ n is Sp 2n . To ease the notation we denote Sp 2n as G n throughout the paper. Siegel upper half-space is defined by
The group G n (R) acts on h n via linear fractional transformations, i.e.,
We set j(g, Z) = det(CZ + D)
For each 0 < r < n we have parabolic subgroups of G n given by
The case of r = 0 gives the Siegel parabolic subgroup
and for r = n we have P n,n = G n . Recall the standard decomposition of P n into a unipotent radical and Levi subgroup given by P n = U Pn M Pn where
: A ∈ GL n where S n = {x ∈ M n : t x = x}. The modulus character of the Siegel parabolic is given by
Let n be a nonzero ideal of O. For a prime υ | n define
and for a finite prime υ n set
Furthermore, define
where we denote i1 n by i n . Set
We now define the Siegel Eisenstein series. Let χ = ⊗ υ χ υ be an idele class character. For s ∈ C, consider the induced representation
Given such a section, we define the associated Eisenstein series by
f(γg, s).
We put some minor restrictions on the Eisenstein series with which we will work. Let n be a proper non-zero ideal of O and κ > 2n + 1 an integer. We specify that at the infinite places we choose f ∞ to be the unique vector in I ∞ (χ ∞ , s) so that
for all k ∞ ∈ K ∞ where we use the multi-index convention that
One should note here that the Eisenstein series considered in [2] , [6] , and [9] all satisfy this property. While the Siegel Eisenstein series used in [4] does not satisfy that for υ|n one has that f υ vanishes off of
for a particular fixed element Q υ . One can easily adapt the arguments given here to cover that case as well.
Pullbacks and Restriction to the Big Cell
The focus of this paper is on pullbacks of Siegel Eisenstein series. One can embed G m × G n into G m+n via the map ι defined by
Given the Siegel Eisenstein series defined in
It is known that the pullback of E is an automorphic form in each variable separately.
Let κ > 2m + 2n + 1 be an integer and n a non-zero proper ideal of O. Let χ = ⊗ υ χ υ be an idele class character of the same parity as κ at the infinite places. Let f ∈ I(χ, s) be as in § 2.
Let N be a positive integer (we will later take it to be m+n.) Let υ be a prime dividing n and let GL N (L υ ) have the Haar measure normalized so that GL N (O υ ) has measure 1. Let ϕ υ be the characteristic function of
As in [6] , we define
By assumption we have that f υ vanishes off of P (L υ )K υ (n) and is K υ (n)-fixed. Thus for υ|n and g = pk ∈ P (L υ )K υ (n) we have that
We now reduce to the case that N = m + n. We assume that n ≤ m from now on. We have the following result that follows immediately from the work of Garrett in [6] and Lemma 4.2 of [9] .
Then the τ r form a complete set of representatives of
We will work with a translate of the Eisenstein series defined in § 2.
Write I i for I τ i to ease notation. Set
Then we have
Our goal is to show that E i (g, h) = 0 unless i = n. This will show our Eisenstein series vanishes off of the big cell. In order to show this, we will prove that f υ,k/2 (τ i ι(γ)ι(g, h)) = 0 unless i = n. Our work above shows that it is enough to show that I υ (τ i ι(g, h)σ
and all 0 ≤ i < n for υ|n. In turn, the definition of I υ shows it is enough to show that
we see that Ψ((0 N 1 N )σ υ ) has rank m + n. We now calculate Ψ(t(0 N 1 N )τ i ι(g, h)). We have
, and h = u n v n s n t n . Then we have
From this a straight-forward calculation gives that
Thus, we see that Ψ(t(0 N 1 N )τ i ι(g, h)) has rank m + i. However, we now use the fact that ϕ υ (t(0 N 1 N )τ i ι(g, h)σ
This would give a matrix of rank m + i congruent to a matrix of rank m + n modulo a proper ideal. This is a contradiction unless i = n.
Thus, we have shown that E i (g, h) = 0 unless i = n as desired. In particular, we have the following result. Lemma 3.2. Let κ > 2m+2n+1 be an integer and n a non-zero proper ideal in O. Let χ be an idele class character of conductor so that χ has the same parity as κ at the infinite places. Let f ∈ I(χ, s) be a section with the restriction that for υ|n, f υ vanishes off of P υ (L υ )K υ (n) and is K υ (n)-fixed. Then we have
Cuspidal in the Small Variable
In this section we use the results of § 3 to show that the pullback of the Eisenstein series considered there is cuspidal in the small variable. We again assume that m ≥ n in this section and set N = m + n.
The next step in simplifying the Eisenstein series is to study
In the case that m = n, it is shown in [6] that I n ∼ = G n (L) and so one has in that case that
It is easy to recover this result from the following more general computation.
Observe that we have
We have that (g, h) ∈ I n if and only if τ n ι(g, h)τ
. In other words, we have (g, h) ∈ I n if and only if for h ∈ G n (L) we have
Set P m,n to be the subset of G N given by matrices of the form Note that one can easily check that for g ∈ P m,n (L) one has Φ(g) ∈ G n (L) and so the map is well-defined. Thus, we see that I n (g, h) = I n (g , h ) if and only if there exists
Thus, we have
Let {g i } i∈I be a set of coset representatives for P m,n (L)\G m (L). We claim that {(g i , h) : i ∈ I, h ∈ G n (L)} is a set of coset representatives for
Thus, we have that {(g
. This is close, but not exactly what we need. However, using this set of representatives one sees that the set
} also gives a set of coset representatives. This is the desired set of representatives.
We can now proceed with the same argument as given in [3] and [6] .
Then we can write our Eisenstein series as
We expand the sum
in its Fourier expansion in h along the unipotent radical. Recalling that our goal is to show that the Eisenstein series is cuspidal in the
Let ψ be the standard additive character on A L /L given by x → e 2πix on R and is trivial on L υ for υ ∞. The Fourier coefficient is given by
Folding this integral we obtain
We now restrict to considering an infinite place υ. In particular, we show that the integral
is zero unless T is totally positive definite. Note that σ υ = 1 for all υ|∞ so it drops out of the calculation. Observe that the above integral can be written as
We reduce to considering g and h of the form g = u(y)Q(A 1 ) and h = Q(A 2 ) by using the Iwasawa decomposition and the right (K(n), j −κ )-equivariance of f υ .
We calculate
This follows immediately from the definition of f υ for υ|∞ and the fact that j(g, i)
Thus, in our situation we have
where we write A = A τnι(g,u(x)h) to ease notation. Write
We can decompose this matrix as
From this we see it is enough to show that
unless T is totally positive definite.
Observe that given a block matrix
In our case we obtain
Thus,
Observe that we can write
Then we have 1 0
Using this, we have reduced the problem to showing the following integral vanishes unless T is totally positive definite
However, it is a classical result due to Siegel that the integral
vanishes unless T is totally positive definite. As this seems to be a difficult result to find in the literature, we include a proof here graciously provided to the author by Paul Garrett.
Proposition 4.1. ( [7] ) Let C n (R) be the cone of positive definite symmetric real n by n matrices. For y ∈ C n (R) we have
where dx is the product of usual Lebesgue measures on the coordinates x ij with i ≥ j and
Proof. Recall that the gamma function attached to C n (R) is given by
with dξ the product of the usual Lebesgue measures on the coordinates ξ ij with i ≤ j. Observe that the measure dξ/(det ξ)
is invariant under the action of GL n (R) on C n given by A · ξ = Aξ t A.
Let y ∈ C n (R). Then y has a unique square root in C n (R), which we denote √ y. We have
We can use the invariance of the measure under the action as mentioned above to replace ξ by √ yξ √ y in the integral defining Γ n (s) to obtain
Using the analytic continuation of Γ n (s), we have for x ∈ S n (R) Γ n (s) = (det(y − ix)) (for ξ ∈ C n (R)) 0 (for ξ / ∈ C n (R)).
where the Fourier transform on S n (R) is normalized to f (ξ) = To finish the proof we need to relate Γ n (s) to the classical gamma function given by Γ(s) = We now apply induction to obtain Γ n (s) = π n(n−1)/2 Γ(s)Γ(s−1/2)Γ(s−3/2) · · · Γ(s−(n−2)/2)Γ(s−(n−1)/2), which gives the result.
