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”Obstajata samo dva načina kako živeti
svoje življenje: prvi pravi, da nič ni čudež;
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Povzetek
Naslov: Vizualizacija in segmentacija volumetričnih podatkov v ogrodju
RenderCore
Področje analize medicinskih slik in vizualizacije ter segmentacije me-
dicinskih podatkov je zelo aktualno. V ta namen obstaja veliko orodji, ki
uporabnikom pomagajo pri različnih nalogah. Cena, platformna odvisnost
in nezmožnost deljenja ter shranjevanja podatkov so le nekateri izmed pro-
blemov obstoječih rešitev. V magistrskem delu se zato osredotočimo na ra-
zvoj novega orodja, ki poskuša rešiti te probleme. Najprej razširimo ogrodje
RenderCore, ki omogoča lažji in hitreǰsi razvoj aplikacij za upodabljanje 3D
računalnǐske grafike v spletnem brskalniku. Dodamo mu funkcionalnosti za
delo z volumetričnimi podatki v obliki 3D tekstur. Na podlagi razširitve
nato izdelamo spletno aplikacijo Volume Viewer, ki uporabnikom omogoča
vizualizacijo in ročno segmentacijo volumetričnih podatkov. V magistrskem
delu opǐsemo implementacijo razširitve, kot tudi dele in funkcionalnosti raz-
vite aplikacije. Delovanje naše aplikacije analiziramo v kontroliranem okolju
z umetno generiranimi podatki, prav tako pa tudi na realnih primerih iz
prakse. Na koncu podamo možnosti nadgradnje naše aplikacije ter možnosti
uporabe aplikacije pri različnih projektih v prihodnosti.
Ključne besede
volumetrični podatki, medicinske slike, upodabljanje volumetričnih podatkov,
segmentacija, orodja za vizualizacijo, spletne aplikacije

Abstract
Title: Visualisation and segmentation of volumetric data in the RenderCore
framework
Medical image analysis with visualization and segmentation of medical
data is a very active field. Because of this, many tools for helping users
with various tasks have already been developed. Price, platform dependency
and inability to share and store data are just some of the problems that
current solutions have. Therefore, in the master’s thesis, we focus on the
development of a new tool that tries to solve these problems. We first extend
the RenderCore framework, which allows easier and faster development of
applications for rendering 3D computer graphics within web browser. We add
functionalities for working with volumetric data in the form of 3D textures.
Based on the extension, we then develop web application Volume Viewer,
which allows users to visualize and manually segment volumetric data. In the
master’s thesis, we describe the implementation of extension as well as parts
and functionalities of developed application. We analyze the functionality of
our application in a controlled environment with artificially generated data,
as well as with real cases from practice. In the end, we present the possibilities
for upgrading our application and the possibilities of using our application
in various future projects.
Keywords
volumetric data, medical images, volume rendering, segmentation, visualisa-




Danes, v 21. stoletju, živimo v času podatkov. Pridobivamo jih lahko vse
hitreje in v vse večjih količinah. Poleg pridobivanja pa je potrebno podatke
tudi iskati, shranjevati, analizirati, vizualizirati in deliti z drugimi. Želimo jih
prikazati na preprost in pregleden način, saj s tem pospešimo proces analize
in pridobivanja informacij iz njih. Najhitreǰsi način, da to naredimo je, da jih
predstavimo na vizualen način, čemur rečemo vizualizacija podatkov. S tem
dosežemo, da naši možgani lažje in hitreje prepoznajo pomembne značilnosti
v podatkih.
Vizualizacijo podatkov lahko delimo na informacijsko in znanstveno. Sle-
dnjo najdemo predvsem v znanstvenih in inženirskih disciplinah, med ka-
tere spada tudi medicina. Najpogosteǰsa oblika podatkov, ki jo najdemo v
medicini, so volumetrični podatki, ki so predstavljeni v tri-dimenzionalni
obliki (angl. three-dimensional, 3D). V medicini takšne podatke pridobi-
vamo s pomočjo različnih tehnik oz. naprav za slikanje, kot sta na primer
računalnǐska tomografija in magnetna resonanca. Poleg denarnih stroškov [1],
ki jih prinese vsako takšno slikanje, pa so posledice vsakega ionizirajočega
sevanja na naše telo [2], še dodaten razlog zato, da iz teh podatkov pridobimo
čim več informacij in jih maksimalno izkoristimo, kar nam olaǰsa vizualizacija
podatkov. Pomembno je, da pridobljene podatke čim hitreje upodobimo, kar
nam omogočajo grafične procesne enote, do katerih lahko v današnjem času
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dostopamo preko različnih programskih vmesnikov. Takšne grafične proce-
sne enote so v današnjem času tudi cenovno dostopneǰse in s tem dostopneǰse
za nakup širši populaciji. Le-te imajo veliko računsko moč, s katero lahko
neposredno in v realnem času upodabljamo volumetrične podatke.
Poleg upodabljanja je potrebno pridobljene podatke tudi segmentirati,
saj ni nujno, da je celotna slika v našem območju interesa. Na medicinskem
področju je segmentacija podatkov še posebej učinkovita pri označevanju na-
predujočih bolezenskih stanj, kot so na primer tumorji [3]. S tem zdravniku
pomaga pri odločanju o nadaljnjih postopkih zdravljenja, ki so lahko v ne-
katerih primerih zelo invazivni za človeško telo. Zaradi naštetih prednosti
ima segmentacija podatkov pomembno vlogo v digitalnih tehnologijah [4],
ki lahko prevzamejo del zdravnikovega dela in razmǐsljanja. To so sistemi z
računalnǐsko podprtim diagnosticiranjem (computer-aided diagnosis, CAD)
in ostale zdravstvene aplikacije, ki uporabljajo medicinske slike. Želja po
hitrih, natančnih in avtomatskih segmentacijskih metodah je vse večja, saj
v nekaterih primerih odločitve v medicini odločajo med življenjem in smrtjo
pacientov. Največji problem predstavlja natančnost teh metod, zato jih je
veliko še v fazi razvoja in se jih še ne uporablja v medicini. Razlog za to
je pomanjkanje kakovostnih učnih in testnih podatkov [5], ki bi zagotavljali
zanesljivost metode. Podatki, katere smatramo za zanesljive, morajo biti
ročno pregledani in segmentirani s strani strokovnjakov, kar pa zahteva ve-
liko časa. Iste podatke mora pregledati in segmentirati več strokovnjakov,
saj segmentacija vsebuje elemente subjektivnosti. Razvoj avtomatskih me-
tod na podlagi subjektivnih podatkov bi bil enako neučinkovit in pristranski
kot če ne bi uporabili zadostne količine učnih podatkov. Še ena izmed po-
manjkljivosti je pomanjkanje javnih baz segmentiranih podatkov do katerih
imajo trenutno dostop samo raziskovalni laboratoriji in podjetja, ki sodelu-
jejo s strokovnjaki na področju radiologije [5]. V primeru, da bi bile takšne
baze javno dostopne, bi lahko na njih razvijali algoritme tudi strokovnjaki
na področju strojnega učenja z interesom na medicinskem področju, kar bi
dodatno pospešilo razvoj takšnih metod.
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Poleg razvoja avtomatskih metod pa ima segmentacija podatkov tudi
pomembno vlogo pri kompresiji in zaščiti medicinskih podatkov [6]. Z razvo-
jem se je izbolǰsala zmogljivost medicinskih naprav za slikanje, posledično
pa se je izbolǰsala kvaliteta slik, ki jih proizvedejo. Kvalitetneǰse slike imajo
bolǰso ločljivost, v katerih se skrivajo natančneǰse informacije, posledično pa
zasedejo več prostora pri shranjevanju in jih je težje deliti z drugimi. Po-
manjkanje prostora privede do potrebe po kompresiranju slik. Pri tem ne
želimo uničiti kvalitete zajetih podatkov, še posebej ne v območju interesa
oz. v segmentiranem območju. To območje lahko služi kot indikator pri kom-
presiji na način, da se predeli z označbami kompresirajo na bolj varen način
z manǰso možnostjo izgube kvalitete. Nesegmentirana področja pa se lahko
kompresirajo s tehnikami, pri katerih kvaliteto slike zamenjamo za manǰsi
prostor pri shranjevanju.
1.1 Cilji
Področje analize medicinskih slik in vizualizacije ter segmentacije medicin-
skih podatkov je zelo aktualno. V ta namen obstaja že veliko orodji, ki
uporabnikom pomagajo pri različnih nalogah. Cena, platformna odvisnost
in nezmožnost deljenja ter shranjevanja podatkov so le nekateri izmed pro-
blemov obstoječih rešitev. V magistrskem delu se bomo zato osredotočili na
razvoj novega orodja, ki poskuša rešiti te probleme. Zastavili smo si dva
glavna cilja:
• Razširiti ogrodje RenderCore, ki omogoča lažji in hitreǰsi razvoj apli-
kacij za upodabljanje 3D računalnǐske grafike v spletnem brskalniku.
Ogrodju bomo dodali funkcionalnosti za delo z volumetričnimi podatki
v obliki 3D tekstur.
• Izdelava spletnega orodja na podlagi razširjenega ogrodja RenderCore,
ki bo omogočalo vizualizacijo in ročno segmentacijo volumetričnih po-
datkov. Orodje bo prav tako omogočalo deljenje in shranjevanje podat-
kov preko spleta. Z implementacijo najbolj uporabnih funkcionalnosti
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že obstoječih orodij ter jasnim in intuitivnim grafičnim vmesnikom pa
bomo uporabnikom ponudili tudi dobro uporabnǐsko izkušnjo.
1.2 Struktura dela
V poglavju 2 naredimo pregled področja. Predstavimo področje vizualizacije
podatkov, pri čemer se omejimo na podatke v obliki volumna. Predstavimo
načine upodabljanja in segmentiranja volumetričnih podatkov ter opǐsemo
nekatere že obstoječe rešitve na tem področju. Sledi poglavje 3, kjer pred-
stavimo kako smo implementirali našo rešitev. Poglavje je razdeljeno na opis
implementacije osprednjega in ozadnjega dela aplikacije. Nato v poglavju 4
predstavimo kako smo analizirali aplikacijo in kakšne rezultate smo dobili. V
zadnjem poglavju 5 povzamemo kaj smo dosegli v delu, predstavimo kako bi
se lahko naša aplikacija vključevala v realnem svetu in kakšne so možnosti
za nadaljnje delo ter razširitve.
Poglavje 2
Pregled področja
V poglavju 2 naredimo splošen pregled področja. V podpoglavju 2.1 nare-
dimo uvod v vizualizacijo podatkov, za tem pa se v podpoglavju 2.2 omejimo
na predstavitev volumetričnih podatkov. Nato sledita podpoglavji 2.3 in 2.4,
kjer predstavimo metode za upodabljanje in segmentiranje tega tipa podat-
kov. Za konec pa še v podpoglavju 2.5 naredimo pregled nekaj že obstoječih
rešitev v domeni problema, ki ga želimo rešiti v okviru magistrskega dela.
2.1 Vizualizacija podatkov
Ko kdo sprva slǐsi pojem vizualizacija podatkov, takoj pomisli, da je to so-
dobna inovacija, v resnici pa se izkaže, da ima za seboj že dolgo zgodovino.
Zgodnji začetki vizualizacije podatkov segajo v čase starih Egipčanov, kjer
so podatke vizualizirali v obliki geometričnih diagramov, tabel s pozicijami
zvezd in zemljevidov. Slednje oblike vizualizacij so v tistem času pomagale
ljudem pri navigaciji po svetu, odkrivanju novih območij ter postavitvi in gra-
dnji mest [7]. Tako kot se je izkazalo že takrat, ima tudi danes vizualizacija
podatkov pomembno vlogo pri razvoju človeštva.
Z vidom zaznamo več informacij kot z vsemi drugimi čutili skupaj. V
možganih imamo namreč približno 20 milijard nevronov, katerih naloga je
analiziranje vizualnih informacij [8]. Zato je zelo pomembno, da pri vizu-
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alizaciji podatkov izkoristimo prednosti vidnega zaznavanja za krepitev ko-
gnicije. Glavni cilj vizualizacije podatkov je, da kompleksno surovo obliko
podatkov prikažejo na preprost in pregleden način, s čimer pospešimo proces
analize in pridobivanja informacij iz njih. Vizualizacija podatkov ponuja tudi
še nekatere druge prednosti [8]:
• omogoča razumevanje velike količine podatkov.
• omogoča zaznavanje nepredvidenih lastnosti in vzorcev, ki so pogosto
lahko osnova za nov vpogled.
• neposredno izpostavi napake v podatkih. V kolikor so to napake, ki
so nastale pri zajemanju podatkov lahko vizualizacija služi tudi kot
orodje za nadzorovanje kakovosti podatkov. Slika 2.1 prikazuje napake
podatkov zajetih z elektronskim mikroskopom.
• olaǰsa razumevanje značilnosti podatkov v majhnem in velikem merilu.
Koristi lahko tudi pri dojemanju povezav lokalnih značilnosti.
• olaǰsa zastavljanje hipotez.
Slika 2.1: Slika prikazuje napake (levi del zgoraj in desni del na sredini)
podatkov zajetih z elektronskim mikroskopom.
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Vizualizacijo podatkov lahko v grobem delimo v dve skupini vizualiza-
cij: informacijske vizualizacije in znanstvene vizualizacije [9]. Informacij-
ska vizualizacija se uporablja za vizualizacijo abstraktnih podatkov kot so
na primer bibliografske informacije [10], relacijske podatkovne baze [11] in
socialna omrežja [12]. Znanstvena vizualizacija pa se nanaša na vizualiza-
cijo podatkov v prostorski domeni, kjer imajo naravni geometrijski kontekst.
Takšni podatki se pogosto pojavljajo znotraj znanstvenih in inženirskih di-
sciplin [13]. Najdemo jih na področjih kot so astronomija [14], biologija [15]
in medicina [16]. Tako v biologiji kot tudi v medicini pridobivamo podatke s
pomočjo različnih tehnik slikanja: računalnǐska tomografija (angl. computed
tomography, CT), magnetna resonanca (angl. magnetic resonance, MR), po-
zitronska emisijska tomografija (angl. positron emission tomography, PET)
in enofotonska emisijska računska tomografija (angl. single-photon emission
computed tomography, SPECT) [17, 18]. Te podatke si lahko predstavljamo
kot množico 2D slik zloženih skupaj, da tvorijo volumen. Zato tem podatkom
pravimo tudi volumetrični podatki.
2.2 Volumetrični podatki
Sliko sestavljajo elementi imenovani piksli (angl. pixel), ki so na 2D mreži
enakomerno razporejeni med seboj vzdolž x in y osi. Pozicija vsakega pi-
ksla je definirana z dvema vrednostima, ki povesta, kje na posamezni osi se
nahaja element. Razdalja med piksli je običajno enako dolga v smeri obeh
osi. Štirje sosednji piksli, ki skupaj tvorijo kvadrat, imenujemo celica pi-
ksla [19]. V primeru, da gre za črno belo sliko, piksel vsebuje 1 vrednost v
rangu od 0 do 255, ki opisuje kako svetel je element. Vrednost 0 predstavlja
črno barvo, 255 pa belo. V primeru, da gre za barvno sliko, piksel vsebuje
3 takšne vrednosti, pri čemer vsaka vrednost pripada enemu izmed barvnih
kanalov (rdeča, zelena, modra). Več enako velikih slik zloženih skupaj tvori
3D mrežo ali volumen. Volumen se od slike razlikuje predvsem v tem, da ima
še globino oziroma os z. Elementi volumna se imenujejo voksli (angl. voxel).
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Pozicija vsakega takega elementa se opǐse s tremi vrednostmi, za vsako os
ena. Običajno imajo elementi volumna samo eno vrednost oziroma so sesta-
vljeni iz črno belih slik. Slike, ki sestavljajo volumen imenujemo tudi rezine.
V primeru, da je razdalja med rezinami enako dolga kot med piksli, imamo
izotropično mrežo podatkov v nasprotnem primeru pa anizotropično [20]. V
veliko primerih so podatki v medicini v anizotropični obliki, saj je razdalja
med rezinami nekajkrat dalǰsa kot razdalja med piksli [20]. Osem sosednjih
vokslov, ki skupaj tvori kvader, imenujemo celica voksla [19] ali celica volu-
mna [20].
2.3 Upodabljanje volumetričnih podatkov
Upodabljanje volumna ali volumetrično upodabljanje je množica tehnik, ki
jih uporabljamo za prikaz dvodimenzionalne (angl. two-dimensional, 2D)
projekcije diskretno vzorčenega nabora podatkov v tridimenzionalnem pro-
storu [21]. Tehnike upodabljanja omogočajo pregled volumna, kar je zelo
uporabno, ko želimo analizirati področja, ki so prostorsko povezana z osta-
limi predeli. Poznamo dva tipa različnih tehnik volumetričnega upodabljanja:
posredno upodabljanje in neposredno upodabljanje [22].
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2.3.1 Posredno upodabljanje
Posredno upodabljanje volumna (angl. indirect volume rendering, IVR) je
tip tehnik pri katerih pride do vmesne transformacije volumna, ki je nato
naknadno upodobljen na zaslonu. Tak tip tehnik najdemo tudi pod ime-
noma površinsko upodabljanje (angl. surface rendering, SR) ali posredno
površinsko upodabljanje (angl. indirect surface rendering, ISR), saj vmesna
transformacija volumna predstavlja površino sestavljeno iz več poligonov. Za
vhodni podatek vzamejo vrednost praga, ki jo določi uporabnik in se na pod-
lagi te vrednosti odločijo ali bodo posamezen voksel upodobile v končni sliki
ali ne. Te tehnike so primerne tudi za upodabljanje segmentiranih volumnov,
pri čemer so vrednosti zapisane v obliki binarne maske. Voksli z vrednostjo
1 predstavljajo del volumna, ki ga želimo upodobiti, tiste z vrednostjo 0 pa
zanemarimo. Kompleksnost teh tehnik je odvisna od števila poligonov, ki
sestavljajo površino.
Marching cubes
Marching cubes [23] algoritem sta leta 1987 izumila William E. Lorensen in
Harvey E. Cline. Algoritem velja za enega izmed najbolj pogosto uporablje-
nih za ekstrakcijo površine željenega območja v znanstveni vizualizaciji [24].
V splošnem gre za pomikanje kocke znotraj volumna, pri čemer se opazujejo
vrednosti vokslov, ki ležijo na mestih oglǐsč kocke. V kolikor je vrednost v
vokslu večja od vrednosti praga, označimo to oglǐsče kot aktivno, v naspro-
tnem primeru pa kot neaktivno. Kocka ima 8 oglǐsč zato obstaja 28 različnih
kombinacij aktivnosti oglǐsč. Ker je kocka simetrično telo, je v resnici le 16
unikatnih kombinacij oziroma kar 15. Cilj algoritma je pridobiti površino
aktivnega območja, zato primer z vsemi aktivnimi oglǐsči in primer brez ak-
tivnih oglǐsč predstavljata isto stanje. Za vsako izmed kombinacij je določena
postavitev določnega števila trikotnikov znotraj kocke, ki jo je možno videti
na sliki 2.2. Vsi trikotniki skupaj na koncu tvorijo poligonsko mrežo, ki pred-
stavlja želeno površino. Prednost tega algoritma je, da tekom obhoda skozi
volumen ne izvaja kompleksnih računskih operacij zato je zelo hiter. Ven-
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dar pa so lahko zaradi majhnega števila izračunanih oglǐsč v končnih mrežah
vidne stopničaste in nazobčane površine.





Marching tetrahedra [25] deluje na osnovi algoritma Marching cubes. Od
njega se v glavnem razlikuje po tem, da se skozi volumen pomikajo tetraedri.
Slednje dobimo tako, da kocko prerežemo vzdolž ene izmed telesnih diagonal
in vzdolž ene izmed ploskovnih za vsako ploskev. S takim prerezom dobimo
6 tetraedrov in ker ima vsak 4 oglǐsča to pomeni 24 možnih kombinacij ak-
tivnosti oglǐsč za vsak tetraeder. Slabost tega algoritma je, da ima zaradi
večjega skupnega števila kombinacij tudi večjo časovno zahtevnost. Vendar
pa istočasno večja delitev prostora pomeni več oglǐsč, kar posledično pomeni
tudi bolj natančne poligonske mreže.
MPUI
Algoritem implicitnih funkcij z več nivojsko particijo enote (angl. multi-level
partition of unity implicits, MPUI) [26] omogoča pridobivanje površin iz ve-
like množice podatkov. Algoritem slednjo množico ovije s kvadrom, ki se
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nato rekurzivno deli na celice z osmǐskimi drevesi. V vsaki celici je nato
ustvarjena lokalna funkcija oblike, ki se prilega točkam znotraj celice. V ko-
likor se funkcija točkam ne prilega dovolj dobro, se celica razdeli in postopek
se ponovi. Na mestih blizu skupne meje dveh ali več celic se funkcije združijo
skupaj glede na uteži v funkciji z več nivojsko particijo enote. Globalna im-
plicitna funkcija površine je na koncu skupek teh združitev v listih osmǐskih
dreves. Površine pridobljene s tem algoritmom so zelo natančne, vendar je v
primeru velike množice podatkov, obdelava le-teh lahko časovno zamudna.
Kaskadna regresija
Kaskadna regresija je regresijska shema za določanje približka nelinearnih
funkcij ali optimizacijo procesov. V računalnǐski grafiki se uporablja pri
reševanju različnih nalog, med drugim tudi pri odstranjevanju šuma mrež, s
čimer dobimo bolj kvalitetne površine objektov. Pristopov za učenje neline-
arnih funkcij je veliko. Eden izmed pristopov modeliranja je z nevronskimi
mrežami, katere preslikajo filtrirane faset deskriptorje normal (angl. filtered
facet normal descriptor, FDN) območji šuma v faset normale območji brez
šuma [27]. Da naredimo deskriptorje bolj robustne in odporne na stopničaste
artefakte, jih lahko pred filtriranjem za normale, filtriramo še z Laplaceovim
filtrom za občutljivost stopnic [28]. S tem pristopom lahko odstranimo šume,
ki nastanejo pri zajemanju podatkov ali pri procesu rekonstrukcije, vendar
za učenje nelinearnih funkcij potrebujemo veliko časa.
2.3.2 Neposredno upodabljanje
Neposredno upodabljanje volumna (angl. direct volume rendering, DVR) je
tip tehnik, ki upodabljajo celotni volumen. V primerjavi s tehnikami posre-
dnega upodabljanja, pri teh ne pride do vmesnih transformacij volumna, pri
katerih se lahko izgubijo kakšne informacije. V splošnem gre pri teh tehnikah
za projekcijo vseh informacij volumna na zaslon. Kompleksnost teh tehnik
je odvisna od števila podatkov v volumnu in števila pikslov na zaslonu.
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Splatting
Splatting je algoritem, ki ga je leta 1989 predstavil Lee A. Westover [29].
Ta algoritem interpretira volumetrične podatke kot množico delcev, ki vase
sprejemajo in oddajajo svetlobo. Za vsak delec posebej se izračunajo linijski
integrali, katerih rezultat so funkcije odtisa. Vsak odtis na platnu pusti svoj
prispevek, kateri so na koncu od zadaj naprej sestavljeni v končno sliko [30].
Ker se v tej tehniki voksli volumna projicirajo na platno, spada tehnika
med pristope objektnega reda. Prednost tega algoritma je, da je potrebno
preslikati in rasterizirati samo voksle, ki so del končne slike. Zaradi tega je
potrebno obdelati bistveno manǰsi del volumetričnih podatkov. Vendar pa
ima algoritem tudi slabosti. Ena izmed njih je, da lahko zaradi delovanja
algoritma v končni sliki vidimo tudi sledi barve skritih predmetov v ozadju.
Metanje žarkov
Metanje žarkov (angl. ray casting) [31] velja za najbolǰso izmed tehnik ne-
posrednega upodabljanja. Njena največja prednost je, da ponuja najbolǰso
kakovost upodabljanja. Tako kot pove že njeno ime, deluje po principu me-
tanja žarkov skozi vsak piksel zaslona v volumen. Če žarek na poti zadane
kakšno strukturo, se na podlagi barve, prosojnosti in svetlobe teh objektov
preračuna vrednost, ki jo bo imel piksel v končni sliki. Ker je metanje žarkov
in preračunavanje vrednosti časovno zahteven proces, so se že razvile tehnike
za pospeševanje procesa s kraǰsanjem poti žarkov [32, 33]. Tehnika zaradi
pomikanja skozi volumen in procesiranje obiskanih vokslov spada v pristope
slikovnega reda.
Shear-warp
Shear-wrap [34] je ena izmed najhitreǰsih tehnik neposrednega upodabljanja,
vendar vrača slike v slabši kvaliteti kot splatting in metanje žarkov. Tehnika
vsebuje lastnosti pristopov objektnega in slikovnega reda. Glavna lastnost
te tehnike je, da simulira rotiranje volumna s striženjem njegove vsebine.
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Transformiran volumen je nato upodobljen na vmesni sliki, ki je vzporedna
s sprednjo ploskvijo volumna. Za konec pa je ta vmesna slika preko zvijanja
realizirana v končno sliko. Slabost tehnike je, da je izbor filtra za ponovno
vzorčenje omejen na 2D, zaradi česar lahko v končnih slikah zlahka vidimo
artefakte.
Upodabljanje na osnovi tekstur
Upodabljanje volumna na osnovi tekstur [35] je za razliko od ostalih teh-
nik odvisno od funkcionalnosti strojne opreme. Za to tehniko je primarno
potrebno imeti grafično kartico, ki podpira preslikavo 3D tekstur, v naspro-
tnem primeru pa je potrebno preslikati več zaporednih 2D tekstur. Teksture
se lahko preslikajo na površino, ki je poravnana s podatki, poravnana pravo-
kotno na smer pogleda ali pa je poravnana na druge načine.
Projekcija največje intenzitete
Projekcija največje intenzitete (angl. maximum intensity projection, MIP) [36]
je tehnika s katero lahko iz volumetričnih podatkov upodobimo strukture
z visoko intenziteto. Na podlagi največje intenzitete je za vsak piksel na
končni sliki projekcije določena neka barva. Najbolj preprosta metoda za
računanje največje intenzitete je metanje žarkov, pri čemer vzdolž vsakega
žarka ǐsčemo največjo vrednost. Za namene iskanja obstaja več različnih
tehnik kot so analitika, vzorčenje ter interpolacija najbližjega soseda [37]. V
primerjavi z ostalimi metodami neposrednega upodabljanja se pri tej tehniki
predčasno ne prekinja potovanja žarkov. Slabost te tehnike je torej v tem, da
je potrebno obdelati celotni volumen. Zaradi velike količine preračunavanja
se je s časoma razvila tudi pospešena tehnika imenovana progresivna pro-
jekcija največje intenzitete (angl. progressive maximum intensity projection,
PMIP) [38]. Tehnika nam omogoča zelo dobre upodobitve, kadar imajo pre-
deli interesa visoke intenzitete. V praksi se zato ta tehnika najpogosteje upo-
rablja za upodabljanje struktur žil, ker so njihove vrednosti bistveno večje
kot vrednosti ostalih tkiv okoli njih.
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2.4 Segmentacija volumetričnih podatkov
Medicinski podatki so kompleksne strukture, ki vsebujejo veliko informacij.
Običajno iz njih ne želimo pridobiti čisto vseh informacij, ampak samo tiste
znotraj določenega predela. Ta predel imenujemo območje interesa (angl.
region of interest, ROI) oziroma v primeru volumetričnih podatkov, volumen
interesa (angl. volume of intrest, VOI) [39]. Segmentacija ali označevanje je
proces pri katerem se posamezne elemente slike ali volumna razdeli v množico
več različnih skupin, pri čemer imajo elementi v vsaki posamezni skupini neke
skupne lastnosti [40]. Te skupine imenujemo segmenti. S tako razdelitvijo
postanejo podatki bolj smiselni in jih je lažje analizirati. V procesu se vsa-
kemu pikslu oziroma vokslu dodeli vrednost, s pomočjo katere lahko ločimo
različna območja znotraj podatkov. Skozi leta se je razvilo mnogo različnih
metod za segmentacijo podatkov, pri čemer ima vsaka svoje prednosti in
slabosti. Razdelimo jih lahko v tri kategorije: ročne, polavtomatske in avto-
matske [41].
2.4.1 Ročne metode
Ročna segmentacija je tehnika pri kateri oseba na sliki ročno označuje območje
interesa. Pri volumetričnih podatkih se ta proces izvede na vsaki rezini po-
datkov posebej. Običajno ta način segmentacije opravi strokovnjak na po-
dročju s katerega so zajeti podatki. Kljub temu, da je prednost te metode,
da lahko preko nje izkoristimo znanje strokovnjakov pa ima tudi dve slabo-
sti - zamudnost in variabilnost v rezultatih [42]. Ročna segmentacija je zelo
dolgotrajen proces, saj segmentiranje posamezne rezine zahteva veliko časa.
Poleg tega pa se lahko dobljeni rezultati na istih vhodnih podatkih pri se-
gmentaciji različnih strokovnjakov razlikujejo. Ne glede na to, segmentacije
pridobljene s to metodo še danes veljajo za zlati standard in se jih uporablja
za primerjavo ter evalvacijo ostalih metod [43].
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2.4.2 Polavtomatske metode
Polavtomatske metode poskušajo s pomočjo različnih algoritmov rešiti pro-
blem zamudnosti ročne segmentacije. Segmentirano območje poskušajo razširiti
v preostale rezine, s čimer se izniči potreba po segmentaciji vsake rezine po-
sebej, kar bistveno skraǰsa čas procesa. Poznamo več različnih tipov polavto-
matskih metod kot so širjenje območja semena (angl. seeded region growing,
SRG), aktivni način konture (na osnovi nastavljenega nivoja ali lokalnega
območja), segmentacija na osnovi gručenja (K-means in C-means) [44] ter
mnogo drugih. Vendar pa tako kot ročna segmentacija tudi polavtomatske
metode vračajo različne rezultate. Vzroki variabilnosti so predvsem razno-
likost algoritmov ter prametrov, s katerimi jih uporabnik nastavi ter upo-
rabnikova interakcija pred, tekom ali po izvedbi algoritma, s katero popravi
morebitne nepravilnosti.
2.4.3 Avtomatske metode
Avtomatske metode, za razliko od preǰsnjih dveh kategorij, ne potrebujejo
uporabnikove interakcije. Največja prednost teh metod je, da pri vnosu istih
podatkov vračajo iste rezultate. V večini te metode temeljijo na učenju glo-
bokih nevronskih mrež [45]. Tako kot vse metode pa imajo tudi te svoje sla-
bosti. Globoko učenje potrebuje za generiranje modela veliko količino učnih
podatkov. V kolikor se odločimo, da bomo za učenje uporabili segmentirane
podatke pridobljene z ročno segmentacijo, bo že zbiranje le-teh zahtevalo ve-
liko časa. Poleg tega pa tudi samo učenje nevronske mreže ni kratkotrajen
proces. Velja tudi omeniti, da bo natančnost dobljenega modela odvisna od
kakovosti učnih podatkov. Običajno so te metode naučene na segmentacijah,
ki jih je opravila ena oseba, zato lahko v končnem modelu pričakujemo isto
pristranskost, kot jo imajo učni podatki.
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2.5 Obstoječe rešitve
Temeljna računalnǐska motorja sta centralna procesna enota (angl. central
processor unit, CPU) ali procesor in grafična procesna enota (angl. graphics
processing unit, GPU) ali grafična kartica. Centralna procesna enota je bila
zasnovana za izvajanje širokega nabora nalog, medtem ko je bil glavni namen
grafične procesne enote upodabljati visoko resolucijskih slik, videov in ani-
macij. Ker je grafična procesna enota sposobna opravljati paralelne operacije
na več množicah podatkov, ima bistveno večjo računsko moč kot centralna
procesna enota.
Zaradi tega so razvijalci začeli uporabljati grafične kartice tudi v druge
namene, ne samo za upodabljanje grafik. S tem se je začel trend imenovan
splošno namensko računanje na grafičnem procesorju (angl. general-purpose
computing on graphics processing units, GPGPU) [46]. To je spodbudilo
razvoj različnih programskih vmesnikov (angl. application programming in-
terface, API) preko katerih lahko dostopamo do mnogih stvari v grafičnem
cevovodu. Grafične procesne enote se med drugim danes uporabljajo za ru-
darjenje kriptovalut [47], strojno učenje [48], simuliranje realističnih mode-
lov [49] in upodabljanje volumetričnih podatkov [50].
Z razvojem pa je močna grafična strojna oprema postala tudi cenovno vse
bolj dostopna [51]. Grafične kartice za katere je bilo potrebno še ne dolgo
časa nazaj odšteti velike vsote denarja, lahko danes najdemo že v prenosnih
računalnikih po dostopni ceni. Te naprave so v večini zmožne opravljati
potrebne naloge za upodabljanje v realnem času.
Vse te novosti in dostopnosti so spodbudile tudi razvoj različnih rešitev.
Tako lahko danes na trgu najdemo številne aplikacije, orodja, ogrodja in
knjižnice za vizualizacijo volumetričnih medicinskih podatkov. Ker se je
v vmesnem času razvil tudi spletni programski vmesnik WebGL, ki tako
kot ostali vmesniki, razvijalcem omogoča dostop do funkcionalnosti grafičnih
kartic, je možno najti tako platformne kot tudi spletne rešitve.
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2.5.1 3D Slicer
3D Slicer1 je brezplačna odprtokodna programska platforma za analiziranje in
vizualiziranje medicinskih slik za namene raziskovanja in terapije. Platformo
je možno uporabljati na operacijskih sistemih Linux, MacOSX in Windows.
Omogoča prikaz slik v obliki po oseh usmerjenih rezinah, grajenje mrežnih
modelov iz označenih slik in visokozmogljiva upodabljanja volumnov. Zgra-
jena je na podlagi številnih odprtokodnih knjižnic (VTK2, ITK3, CTK4) in
dveh programskih jezikov C++ ter Python. Platforma omogoča tudi možnost
razširitve v obliki vtičnikov. Velja za eno izmed najbolj vsestranskih orodij v
domeni in ima veliko ter aktivno skupnost razvijalcev. Na žalost pa platforma
temelji na zastareli verziji OpenGL-a, zaradi česar nekaterih funkcionalnosti
ni možno optimizirati, kar posledično vpliva tudi na hitrost izvajanja.
2.5.2 VTK
VTK [19] je odprtokodna programska oprema za upravljanje in vizualiziranje
znanstvenih podatkov. Podpira različne algoritme za vizualizacijo prav tako
pa tudi napredne tehnike modeliranja. Oprema deluje na vseh najbolj znanih
platformah Linux, Windows, Mac in Unix. Njegova osnova je bila izdelana
s programskim jezikom C++ in omogoča dostop do funkcionalnosti preko
jezikov kot sta Python in Java. Oprema je bila narejena in je podprta s strani
ekipe Kitware. Poleg tega da opremo uporablja veliko namiznih aplikacij, pa
obstaja tudi odprtokodna knjižnica VTK.js, ki je bila razvita s programskim
jezikom JavaScript in jo je možno uporabljati za razvoj spletnih aplikacij. Žal
pa sta obe rešitvi zasnovani z zastarelo verzijo OpenGL-a, zato ne podpirata
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2.5.3 MeVisLab
MeVisLab5 je modularno ogrodje za procesiranje in vizualiziranje medicin-
skih slik. S pomočjo orodja je možno izvajati napredne algoritme za slikovno
registracijo in segmentacijo ter kvantitativne morfološke in funkcionalne ana-
lize. Podpira delovanje na operacijskih sistemih Linux, MacOSX in Windows.
Zasnovano je s programskim jezikom C++ in se od ostalih rešitev razlikuje
predvsem po tem, da uporabnikom ponuja veliko modulov, ki že vsebujejo
številne funkcije za vizualizacijo. Poleg tega pa razvijalcem omogoča tudi
razvoj dodatnih modulov v jezikih C++ in Python.
2.5.4 Med 3D
Med 3D [52] je platformno neodvisno spletno vizualizacijsko ogrodje, ki je
primarno narejeno za vizualizacijo medicinskih podatkov v mrežni in volu-
metrični obliki. Velika prednost orodja je, da deluje na podlagi odloženega
upodabljajočega cevovoda, ki omogoča več-prepustno upodabljanje slik v eno
končno sliko. V ogrodju je možno označevati izbrana območja geometrije v
3D prostoru in dodajati ročne označbe, ki so poravnane s pogledom kamere.
Uporabniki lahko preko ogrodja med seboj tudi oddaljeno sodelujejo z de-
ljenjem pogleda in označb ter interaktivnim pogovornim oknom. Ogrodje je
narejeno v programskem jeziku JavaScript s programskim vmesnikom WebGl




Pri pregledu rešitev za vizualizacijo volumetričnih medicinskih podatkov smo
ugotovili, da nekatere temeljijo na zastarelih različicah programskih vmesni-
kov, kar jim onemogoča optimizacijo implementiranih funkcij in s tem tudi
samo delovanje. Pri nekaterih smo opazili, da ne ponujajo shranjevanja po-
datkov na strežnik in posledično ne omogočajo deljenja podatkov ostalim
uporabnikom. Problem predstavlja tudi platformna odvisnost že obstoječih
rešitev, saj onemogočajo uporabo na širšem naboru naprav. Pomanjkljivost
aplikacij pa je predstavljala tudi odsotnost možnosti ročne segmentacije po-
datkov.
Na podlagi pomanjkljivosti, ki smo jih našli pri pregledu obstoječih rešitev,
smo si za svojo aplikacijo zadali nekatere izbolǰsave. Naš cilj je bil izdelati
aplikacijo, ki bo poleg vizualizacije ponujala tudi segmentacijo volumetričnih
medicinskih podatkov. V tem primeru smo se odločili za ročno segmentacijo,
saj je najbolj natančna, prav tako pa predstavlja temelj za nadaljnji razvoj
avtomatske segmentacije, ko je zbranih dovolj ustreznih podatkov. Naš na-
slednji cilj se je navezoval na dostopnost aplikacije. Naša želja je bila, da je
aplikacija dostopna iz katerekoli naprave in operacijskega sistema, zato smo
se odločili, da bomo izdelali spletno aplikacijo. Poleg dostopnosti, je prednost
takšne aplikacije, da je ni potrebno nalagati na napravo in s tem zgubljati
dodaten čas. Pri izdelavi smo se osredotočili na uporabo najnoveǰsih različic
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programskih vmesnikov, saj le-te podpirajo največ funkcionalnosti.
Izdelava kakršnekoli aplikacije je kljub dobro zasnovanim ciljem projekt,
ki mu je potrebno posvetiti veliko časa. Z željo, da bi naša aplikacija izstopala
med že izdelanimi aplikacijami smo iskali možnosti, kako ponuditi nekaj no-
vega ali izbolǰsati kakšno funkcionalnost v aplikacijah, ki že obstajajo. Naša
implementacija aplikacije je temeljila na strukturiranem delu – od pregleda
obstoječih rešitev do izdelave same aplikacije.
V poglavju 3 sistematično predstavimo implementacijo naše aplikacije
Volume Viewer. V podpoglavju 3.1 predstavimo tehnologije, ki smo jih upo-
rabili. V podpoglavju 3.2 predstavimo posvet o uporabnǐskih zahtevah z
zaposlenimi v Laboratoriju za računalnǐsko grafiko in multimedije glede upo-
rabnih funkcionalnosti že obstoječih orodij za ročno segmentacijo. V podpo-
glavju 3.3 predstavimo implementacijo osprednjega dela aplikacije. Slednje
podpoglavje je razdeljeno na opis uporabe 3D tekstur v programskem vme-
sniku WebGL, opis razširitve ogrodja RenderCore na podlagi pridobljenih
znanj iz WebGL-a ter opis implementacije z uporabo ogrodja RenderCore.
V zadnjem podpoglavju 3.4 predstavimo implementacijo ozadnjega dela apli-
kacije. To podpoglavje je razdeljeno na opis implementacije baze in strežnika.
3.1 Uporabljene tehnologije
Ker je bil eden izmed ciljev magistrskega dela, da naredimo aplikacijo za
splet, smo za razvoj le-te uporabili sodobne spletne tehnologije. Poleg najbolj
pogostih tehnologij za izdelavo spletnih strani kot sta HTML5 in CSS, smo za
implementacijo osprednjega in ozadnjega dela uporabili knjižnice, ki temeljijo
na programskem jeziku JavaScript.
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3.1.1 WebGL
WegbGL je programski vmesnik za izris 2D in 3D grafike na spletu. Pod-
prt je v večini spletnih brskalnikov za računalnike kot tudi mobilne naprave.
Omogoča neposreden dostop do grafične procesne enote in cevovoda upo-
dabljanja. Trenutno je najnoveǰsa različica 2.0, ki temelji na programskem
vmesniku OpenGL ES 3.0. Za delo z vmesnikom je potrebno v dokument
strani dodati HTML element canvas, preko katerega je možno pridobiti kon-
tekst, s katerim dostopamo do vseh funkcionalnosti, ki jih ponuja. Vmesnik
ima tudi močno skupnost razvijalcev kot tudi dolgo in podrobno dokumen-
tacijo.
3.1.2 RenderCore
RenderCore je spletno ogrodje, ki temelji na funkcionalnostih programskega
vmesnika WebGL 2.0. Ogrodje ponuja razvijalcem preprosteǰsi in hitreǰsi
način razvijanja aplikacij za upodabljanje grafik na spletu. Od ostalih knjižnic,
ki so narejene z istim namenom in prav tako temeljijo na funkcionalno-
stih vmesnika WebGL, se RenderCore razlikuje predvsem po tem, da po-
nuja še pristop imenovan odloženo upodabljanje, preko katerega je možno
izvesti več obhodov cevovoda upodabljanja s posredovanjem vrednosti med
obhodi. Ogrodje v času pisanja tega dela še razvijajo zaposleni v Laborato-
riju za računalnǐsko grafiko in multimedijo, ki deluje v sklopu Fakultete za
računalnǐstvo in informatiko. Ker ogrodje še ni dokončano je možno, da lahko
v prihodnosti pričakujemo še mnoge nadgradnje, ki bodo dodatno obogatile
nabor funkcionalnosti, ki jih bo ogrodje ponujalo.
3.1.3 Node.js
Node.js je odprtokodna asinhrona tehnologija za razvijanje učinkovitih sple-
tnih strežnikov. Temelji na Googlovem JavaScript motorju V8 ter nekaterih
C++ modulih. Tehnologijo je možno razširiti s številnimi moduli, ki podpi-
rajo osnovne funkcionalnosti kot so upravljanje z datotekami, branje binarnih
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podatkov, kreiranje podatkovnih tokov in še mnogo drugih. Zelo pogosto se
Node.js uporablja v kombinaciji z ogrodjem Express.js, ki razvijalcem olaǰsa
delo pri organizaciji arhitekture na strežnǐski strani.
3.1.4 MongoDB
MongoDB je odprtokoden NoSQL program za upravljanje podatkovne baze.
Predstavlja dobro alternativno tradicionalnim relacijskim bazam. Podatke
shranjuje v dokumentno orientiranem načinu, pri čemer so dokumenti se-
stavljeni iz parov polj in vrednosti. Množica dokumentov je shranjena v
kolekcijo, ki lahko vsebuje katerekoli tipe podatkov. Podatki so shranjeni v
binarni reprezentaciji formata JSON imenovani BSON, ki je optimizirana za
hitrost, prostor in prilagodljivost.
3.2 Uporabnǐske zahteve
Naloga vsakega razvijalca aplikacije je, da razume zahteve svojih uporabni-
kov. Zaradi pomanjkanja izkušenj na področju ročne segmentacije smo se po
pregledu obstoječih rešitev našega problema, obrnili na pomoč zaposlenih v
Laboratoriju za računalnǐsko grafiko in multimedijo, ki deluje v sklopu Fakul-
tete za računalnǐstvo in informatiko. Tamkaǰsnji zaposleni so nam pomagali,
saj imajo veliko izkušenj na področju ročne segmentacije volumetričnih po-
datkov z orodjem 3D Slicer. Predstavili so nam postopek ročnega segmenti-
ranja, pri čemer so izpostavili in pokazali katere funkcionalnosti najpogosteje
uporabljajo in se jim zdijo ključne za njihovo delo. Funkcionalnosti, ki so jih
izpostavili so bile naslednje:
• trije 2D pogledi, pri čemer je vsak izmed pogledov namenjen prikazu
trenutno izbrane rezine volumna vzdolž vsake izmed osi (X, Y in Z) 3D
prostora.
• možnost prilagoditve posameznega 2D pogleda s pomočjo povečave in
transliranja.
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• možnost pomikanja po rezinah vzdolž posamezne osi.
• možnost barvanja (segmentiranja) posamezne rezine.
• možnost dodajanja in odstranjevanja več segmentov.
• 3D pogled, ki vsebuje prikaz vseh treh rezin in segmentiranih podatkov
v 3D prostoru.
• možnost prilagoditve 3D pogleda s pomočjo povečave, transliranja in
rotacije.
• možnost prilagajanja kontrasta, intenzitete in prosojnosti volumetričnih
podatkov.
• možnost prikaza volumetričnih podatkov v obliki binarnih vrednosti
glede na določitev minimalne in maksimalne pragovne vrednosti.
• možnost avtomatske segmentacije med dvema rezinama vzdolž posa-
mezne osi, ki že vsebujeta označbe.
• možnost izvoza in uvoza volumetričnih podatkov (skeniranih in segmen-
tiranih) preko datotek.
• možnost shranjevanja in uvoza volumetričnih podatkov (skeniranih in
segmentiranih) preko strežnika.
• možnost odstranjevanja volumetričnih podatkov (skeniranih in segmen-
tiranih), ki so shranjeni na strežniku.
Poleg najbolj uporabnih funkcionalnosti pa so izpostavili tudi problem,
ki se pojavi pri veliki količini segmentiranih podatkov. Orodje 3D Slicer
začne pri več kot 250 segmentih delovati počasneje, v nekaterih primerih pa
tudi popolnoma preneha delovati. To prisili uporabnika, da mora ugasniti in
ponovno zagnati program, pri čemer se lahko izgubi vso delo, ki ga je opravil
v preǰsnji seji.
24 POGLAVJE 3. IMPLEMENTACIJA
3.3 Osprednji del
Na podlagi odločitve, da bomo izdelali spletno aplikacijo z najsodobneǰsimi
tehnologijami, smo za implementacijo naše rešitve uporabili vmesnik WebGL
različice 2.0, saj omogoča upodabljanje 3D grafik na spletu, prav tako pa tudi
ponuja dostop do najnoveǰsih funkcionalnosti grafičnih procesnih enot. Ena
izmed teh funkcionalnosti je delo s 3D teksturami, ki predstavljajo dober in
učinkovit način shranjevanja in uporabljanja volumetričnih podatkov. Pisa-
nje kode v WebGL-u je kompleksno, zato smo za implementacijo aplikacije
želeli uporabiti ogrodje, ki temelji na najnoveǰsi različici WebGL-a in nam
sproti olaǰsuje razvoj. Odločilo smo se, da uporabimo RenderCore, ki nam
omogoča tudi napredne funkcionalnosti za lažje upodabljanje scen na podlagi
odloženega upodabljanja. To ogrodje žal še ni vsebovalo funkcionalnosti za
delo s 3D teksturami, zato smo se morali najprej poglobiti v delovanje te funk-
cionalnosti na strani WebGL-a in s pridobljenim znanjem razširit ogrodje.
3.3.1 Uporaba 3D tekstur v programskem vmesniku
WebGL
Programski vmesnik WebGL je bil zasnovan z namenom za direktno delo z
grafično strojno opremo. Uporaba tega vmesnika zato zahteva pisanje kode
na nizkem nivoju, česar posledica je mnogo vrstic dolge in kompleksne kode.
V splošnem koda, ki jo napǐsemo izvede več zaporednih klicev metode za izris
z različnimi atributi, ki vsebujejo informacije o postavitvi in izgledu primiti-
vov. Primitive imenujemo točke, črte in trikotnike, ki v računalnǐski grafiki
veljajo za osnovne elemente s pomočjo katerih narǐsemo različne modele. Vse
te te informacije se nato prenesejo do grafične procesne enote, ki jih obdela
in izrǐse na zaslonu. Ta proces imenujemo cevovod upodabljanja.
Cevovod upodabljanja
V prvem koraku je potrebno definirati atribute v obliki tabel. Atributi lahko
predstavljajo več različnih informacij kot so koordinate oglǐsč, barve oglǐsč,
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koordinate teksture itd. Nato je definiran objekt tabel oglǐsč (angl. vertex
array object, VAO), ki vsebuje naslove do objektov pomnilnikov oglǐsč (angl.
vertex buffer object, VBO), v katere se naložijo vrednosti tabel atributov.
Poleg tega je dobra praksa, da se definira tudi tabela indeksov oglǐsč z objek-
tom pomnilnika indeksov (angl. index buffer object, IBO), pri čemer indeksi
kažejo na elemente znotraj tabele koordinat oglǐsč. S pomočjo tabele inde-
ksov oglǐsč grafična procesna enota ve kako mora povezati oglǐsča v trikotnike
in porabi manj prostora kot samo z uporabo tabele koordinat oglǐsč. Grafična
procesna enota začne svoje delo z branjem informacij za vsako oglǐsče pose-
bej. Te informacije se nato uporabijo v programu imenovanem senčilnik oglǐsč
(angl. vertex shader), kjer se med drugim izračunajo tudi pozicije oglǐsč na
zaslonu. V senčilnik oglǐsč in senčilnik fragmentov (angl. fragment shader) je
za preračunavanje možno vnesti tudi vrednosti, ki niso bile na začetku shra-
njene pod atributi. Te vrednosti imenujemo uniforme. Primer slednjega bi
bil vzorčevalnik (angl. sampler) za teksture preko katerega lahko dostopamo
do vrednosti shranjenih v teksturi. Poleg tega pa je v senčilniku oglǐsč možno
določiti tudi katere vrednosti želimo, da se pošljejo dalje v senčilnik fragmen-
tov. Te vrednosti imenujemo prehodne spremenljivke (angl. varyings). Pred
zagonom programa senčilnik fragmentov, grafična procesna enota poveže pro-
jicirana oglǐsča na zaslonu v trikotnike, ki so nato v procesu imenovanem
rasterizacija, upodobljeni v obliki fragmentov v velikosti pikslov. Generi-
rani fragmenti skupaj s prehodnimi spremenljivkami predstavljajo vhodne
podatke programa senčilnik fragmentov. V slednjem programu se izvedejo
operacije, ki vplivajo na barvo pikslov, kot je na primer mapiranje tekstur.
V zadnjem koraku programa se določita barva in globina za vsak piksel, ki
sta nato shranjeni v pomnilnik okvirja (angl. frame buffer). Na sliki 3.1 je
možno videti celoten cevovod upodabljanja.
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Slika 3.1: Slika prikazuje cevovod upodabljanja v WebGL-u.
3D teksture
Podpora za delo s 3D teksturami je funkcionalnost, ki je postala dostopna z
WebGL različico 2.0. Podobno kot pri 2D teksturah tudi tukaj podatke (volu-
men) predstavimo v obliki dolge tabele, ki jo naložimo v pomnilnik, pri čemer
pozicija in vrednost vsakega elementa v tabeli predstavljata določeno pozi-
cijo in vrednost v volumnu. Podpora za delo s 3D teksturami nam omogoča,
da lahko volumetrične podatke direktno naložimo na grafično procesno enoto
in nato z njimi upravljamo tekom izvajanja programa. Za delo s 3D tekstu-
rami smo si pogledali predvsem metode za inicializacijo teksture ter metodo
za manipulacijo z njeno vsebino. V primerjavi z 2D teksturami je pri kli-
cih metod s katerimi definiramo teksturne parametre, potrebno z metodo
texParameteri() definirati še parameter za funkcijo ovijanja (angl. wra-
pping) teksturnih koordinat vzdolž osi z TEXTURE WRAP R. Poleg tega je ob
klicu metode texImage3D(), ki definira 3D teksturo, potrebno podati tudi
vrednost za parameter, ki definira globino (angl. depth) teksture. Za poso-
dabljanje celotnega ali delnega volumna 3D teksture, ki je že naložena na
grafični procesni enoti, je to možno storiti preko metode texSubImage3D().
Slednji metodi je potrebno podati vrednosti, ki določajo pozicijo znotraj
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volumna, dimenzije volumna, ki ga želimo posodobiti in seveda tudi nove
vrednosti, s katerimi bomo nadomestili posodobljeni del volumna.
3.3.2 Razširitev ogrodja RenderCore za delo s 3D te-
ksturami
Iz opisa v preǰsnem podpoglavju je razvidno, da implementacija aplikacije
samo z uporabo WebGL-a zahteva veliko dela. Razlog, da je implementacija
na tak način tako kompleksna, je v tem, da so razvijalci želeli programski
vmesnik WebGL narediti čim bolj fleksibilen, da bi lahko nato ostali razvijalci
z uporabo le-tega razvijali aplikacije, ki lahko izkorǐsčajo vse možnosti, ki jih
ponujata grafična procesna enota in upodobljevalni cevovod. Ker sta dolga
dokumentacija in pisanje velikega števila vrstic kode lahko razloga zaradi
katerih razvijalec niti ne poskusi uporabiti WebGL, so se razvile številne
knjižnice, ki poenostavijo in pospešijo delo z vmesnikom. V splošnem te
knjižnice predstavljajo sloj metod nad programskim vmesnikom WebGL, ki
ob klicu izvedejo zaporedje generičnih ukazov za delo z grafično procesno
enoto. Ena izmed teh knjižnic je tudi RenderCore.
Glede na pridobljena znanja iz implementacije z uporabo programskega
vmesnik WebGL, smo knjižnico RenderCore razširili s funkcionalnostmi za
delo s 3D teksturami. Razširitev smo začeli z implementacijo razredov Texture3D
in TextureSubImage3D s pomočjo katerih bo lahko razvijalec definiral volu-
metrične podatke v obliki 3D teksture in podatke s katerimi bo želel posodo-
biti to teksturo. Sledila je posodobitev že obstoječih razredov v ogrodju za
delo s 3D teksturami. Razredu Geometry, ki hrani vrednosti, ki v cevovod
upodabljanja pridejo kot atributi, smo dodali atribut, v katerega se hranijo
3D teksturne koordinate. Za nastavitev slednjih v pomnilnik smo dodali po-
goj za novo dodani atribut znotraj metode, ki nastavlja atribute v razredu
MeshRenderer. Na podoben način smo nato še nadgradili razred Material,
ki hrani vrednosti, ki v cevovod upodabljanja pridejo kot uniforme in razred
GLProgramManager, ki jih nastavlja. Razredu GLTextureManager smo dodali
metodi za inicializacijo 3D teksture in posodabljanje dela 3D teksture. Za
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konec pa smo ogrodju še dodali dve skripti, ki definirata senčilnik oglǐsč in
senčilnik fragmentov. Shema na sliki 3.2 prikazuje razširitve ogrodja znotraj
razredov.
Slika 3.2: Slika prikazuje razširitev ogrodja RenderCore v povezavi s cevo-
vodom upodabljanja v WebGL-u.
3.3.3 Implementacija z uporabo ogrodja RenderCore
Po izboru spletnih tehnologij za implementacijo naše aplikacije in razširitvi
ogrodja RenderCore za delo s 3D teksturami, smo imeli pripravljen temelj za
pričetek dela. Implementacijo smo začeli z osprednjim delom, ki predstavlja
del, ki ga uporabnik vidi. Pri tem delu smo si zadali tri cilje. Prvi cilj
je bil pretvoriti volumetrične podatke v takšno obliko, da jih bomo lahko
uporabljali v aplikaciji. Drugi cilj je bil prikazati podatke na zaslonu na
pregleden način, tako da bo lahko uporabnik dobil vpogled v informacije, ki
se skrivajo v volumnu. Tretji cilj pa je bil implementirati funkcionalnosti, ki
uporabniku omogočajo interakcijo s podatki.
Pri implementaciji smo uporabili razširitve, ki smo jih opisali v podpo-
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glavju 3.3.2 kot tudi že obstoječe funkcionalnosti, ki jih ponuja ogrodje. Ker
je bila implementacija obsežna se pri predstaviti omejimo le na ključne dele,
v katere je bilo vloženo največ dela. Pri njih opǐsemo zakaj smo se odločili
za določen pristop in kaj so prednosti le tega.
Volumetrični podatki
Implementacijo smo začeli s pretvorbo volumetričnih podatkov iz tabelarične
oblike v 3D teksturo. Pri tem smo uporabili razširitve, ki smo jih v ogrodje
RenderCore implementirali v preǰsnjem podpoglavju. Definirali smo dve 3D
teksturi. Prva tekstura predstavlja volumetrične podatke zajete s tehnikami
medicinskega slikanja in za vsak voksel vsebuje eno vrednost, ki predstavlja
njegovo intenziteto. Druga tekstura pa predstavlja volumetrične podatke
segmentiranja in za vsak voksel vsebuje tri vrednosti, ki predstavljajo vre-
dnosti RGB kanalov barve, ki jo je uporabnik izbral za označbo tega vo-
ksla. Ker lahko vsak voksel v volumnu pripada le enemu segmentu nam to
omogoča, da so lahko podatki vseh segmentov zajeti znotraj ene teksture.
S tem zmanǰsamo potrebo po pomnilnǐskem prostoru, prav tako pa tudi bi-
stveno zmanǰsamo zahtevnost preračunavanja, ki se izvede v senčilniku fra-
gmentov. Primer tega je združevanje vrednosti po kanalu alfa (angl. alpha
blending), kjer na podlagi vrednosti uniforme opacity preračunamo barvo
posameznega fragmenta kot utežno vsoto vrednosti segmentiranih podatkov
in vrednosti podatkov slikanja.
Pogledi
Po pretvorbi volumetričnih podatkov v 3D teskture je sledilo načrtovanje
rešitve kako bomo pretvorjene podatke uprizorili na zaslonu. Glede na in-
formacije, ki smo jih pridobili na posvetu o uporabnǐskih zahtevah, je bil
naš naslednji cilj upodobiti podatke v obliki 2D pogledov vzdolž vseh treh
prostorskih osi kot tudi 3D pogled prostora.
Da smo lahko dostopali do funkcionalnosti WebGL-a oziroma RenderCore-
a smo mogli najprej v dokumentno strukturo dodati element platno (angl.
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canvas) preko katerega s klicem metode getContext() dostopamo do WebGL
konteksta za grafično upodabljanje. Pridobljeni kontekst se nato uporablja
za nastavljanje vrednosti v pomnilnike kot tudi za preklapljanja njihovih
naslovov pri upodabljanju. Kontekst pa ima na žalost tudi svoje omejitve.
Informacije znotraj posameznega konteksta ni možno deliti z drugimi konte-
ksti. Drugače povedano podatke, ki jih smo jih nastavili na polnilnik preko
konteksta je možno upodabljati samo na platnu kateremu kontekst pripada.
V kolikor bi želeli upodobiti iste podatke na več različnih platnih, bi bilo
potrebno za vsakega pridobiti svoj kontekst in preko njega na ločene dele
pomnilnika ponovno naložiti vse volumetrične podatke. S tem bi na grafično
procesno enoto namestili duplikate podatkov, kar je zelo potratno. Zaradi
omenjene omejitve smo bili za upodabljanje vseh pogledov prisiljeni upora-
biti le eno platno. Slednjega smo razdelili na 4 enako velike dele, saj smo
želeli vsakemu pogledu namenit enako velik del površine platna. Levi zgornji
del smo namenili upodobitvi 2D pogleda rezine volumna po osi x, desni zgor-
nji del po osi z, levi spodnji del po osi y, desni spodnji del pa smo namenili
upodobitvi 3D pogleda.
Po razdelitvi površine platna je bilo potrebno definirati scene in objekte,
ki bodo prestavljali vsebino pogledov. Odločili smo se, da bomo vsebino
razdelili v dve sceni. Prva scena predstavlja prostor v katerem imamo na
začetku 4 objekte. Trije objekti so v obliki kvadratnih ploskev in predsta-
vljajo posamezne rezine volumna po vsaki osi, četrti objekt pa predstavlja
vir svetlobe. Kasneje se v to sceno dinamično dodajajo tudi objekti v obliki
mrežnih površin, ki predstavljajo segmente. Ta scena se uporabi za upo-
dobitev 3D pogleda. Druga scena predstavlja prostor v katerem imamo 4
objekte v obliki kvadratnih ploskev zloženih skupaj, ki tvorijo eno veliko
kvadratno ploskev. Na tri izmed teh ploskev preslikamo rezine volumna (3D
teskture) po posamezni osi, kar simulira tri 2D poglede. Na četrto ploskev
pa preslikamo upodobitev 3D pogleda.
Za upodabljanje smo uporabili pristop imenovan odloženo upodabljanje
(angl. deferred rendering), katerega podpira ogrodje RenderCore. Pristop te-
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melji na vrsti upodabljanja (angl. render queue) v katero nastavimo obhode
upodabljanja (angl. render passes). Posamezen obhod upodabljanja predsta-
vlja en obhod cevovoda upodabljanja, pri čemer je možno končne vrednosti
fragmentov posredovati v obliki teksture kot vhodni podatek naslednjemu
obhodu v vrsti ali pa jih shraniti v globalne vrednosti vrste. Zadnji obhod v
vrsti kočne vrednosti fragmentov upodobi na zaslonu ali pa jih vrne v obliki
nove teksture. Za upodabljanje vsake izmed scen je potrebno definirati tudi
ustrezen tip kamere. V splošnem kamera predstavlja objekt, ki vsebuje ma-
trike na podlagi katerih se koordinate oglǐsč iz 3D prostora preračunajo v
koordinate na zaslonu. V prvi obhod upodabljanja smo tako nastavili sceno
prostora, ki predstavlja 3D pogled in za upodobitev uporabili perspektivno
kamero. Upodobitev iz prvega obhoda smo nato uporabili v drugem obhodu
kot teksturo, ki se je uporabila na kvadratni ploskvi namenjeni prikazu 3D
pogleda. V drugi obhod smo nastavili sceno prostora, ki predstavlja 2D po-
glede in za upodabljanje uporabili ortografsko kamero. Končno upodobitev
vrste se je izrisala na zaslonu oziroma platnu. Shema na sliki 3.3 prikazuje
vrsto upodabljanja in njene obhode v naši aplikaciji.
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Slika 3.3: Slika prikazuje odloženo upodabljanje scen.
Uporabnǐski vmesnik in podprte funkcionalnosti
Preprost in intuitiven uporabnǐski vmesnik je ključnega pomena za dobro
uporabnǐsko izkušnjo. Zato je bil naš naslednji cilj implementacija upo-
rabnǐskega vmesnika, preko katerega bo lahko uporabnik dostopal do funkci-
onalnosti za interakcijo z volumetrični podatki. Te funkcionalnosti zajemajo
uvoz in izvoz podatkov iz aplikacije ter manipulacijo s podatki.
Na vhodno stran aplikacije smo implementirali okno prikazano na sliki 3.4,
v katerem uporabnik izbere ali vnese volumetrične podatke zajete s slikanjem
in če želi tudi podatke segmentacije, s katerimi bo ustvaril nov projekt. Pri
izbiri ponujamo podatke, ki so trenutno naloženi na strežniku, pri vnosu pa
je potrebno podatke vnesti preko lokalno shranjenih datotek. Prva datoteka
mora biti tipa JSON in mora zajemati informacije o volumnu, druga dato-
teka pa je lahko formata NRRD, RAW ali TEXT in mora vsebovati vrednosti
volumna v binarni obliki. V kolikor uporabnik izbere ali vnese tudi segmen-
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tirane podatke, morajo biti slednji enakih dimenzij kot so podatki slikanja.
Poleg tega lahko na dnu okna vidimo tudi možnosti za brisanje podatkov iz
strežnika.
Slika 3.4: Slika prikazuje okno na vhodni strani aplikacije.
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Ob ustreznem vnosu ali izbiri podatkov se uporabniku nato odpre iz-
ris vseh pogledov volumna in novo uporabnǐsko okno, ki vsebuje elemente
s pomočjo katerih je možno uporabljati podprte funkcionalnosti aplikacije.
Osnovni pogled ob začetku novega projekta je možno videti na sliki 3.5.
Funkcionalnosti so razdeljene v 6 sklopov.
Slika 3.5: Slika prikazuje osnovni pogled ob začetku novega projekta.
Prvi sklop rezine (angl. slices) ponuja uporabniku 3 drsnike s pomočjo ka-
terih lahko uporabnik premika posamezno rezino volumna vzdolž prostorskih
osi in sproti glede na vrednost indeksa vidi na kateri rezini se trenutno nahaja.
S premikanjem drsnikov se premikajo tako rezine v 2D pogledih kot tudi v 3D
pogledu. Premik rezine vzdolž osi z je možno videti na sliki 3.6. Isto funkcio-
nalnost je možno uporabiti tudi s pomočjo koleščka na računalnǐski mǐski, pri
čemer se mora uporabnik naprej pomakniti s kazalcem na 2D pogled rezine,
ki jo želi premakniti.
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Slika 3.6: Slika prikazuje uporabo drsnikov za premik rezin.
Drugi sklop prilagoditve (angl. adjustments) je nadaljnje razdeljen v pri-
lagoditve, ki jih ponujamo zajetim podatkom in podatkom segmentiranja.
Ročna segmentacija je proces, ki zahteva visoko stopnjo natančnosti. Tekom
procesa mnogokrat naletimo na področja volumna, kjer samo iz intenzitete
vokslov težko razberemo kje se določena struktura začne in konča. V takšnih
primerih je potrebno podatke še dodatno obdelati, s čimer pridejo robovi
struktur bolj do izraza in jih je lažje označiti. Da bi uporabnikom pri upo-
rabi naše aplikacije za segmentacijo čim bolj olaǰsali delo, smo v tem sklopu
implementirali različne metode za obdelavo podatkov, s katerimi si lahko
uporabnik prilagodi njihove upodobitve. Najprej smo implementirali osnove
metode kot so inverzija, osvetljevanje, kontrastnost in prosojnost, nato pa
smo sklopu dodali še dve metodi za detekcijo robov - Sobelov operator in pra-
govna vrednost. S Sobelovim operatorjem je možno za vsak voksel izračunati
gradient vrednosti, na podlagi katerega lahko uporabnik skupaj z določitvijo
minimalne in maksimalne pragovne vrednosti upodobi sliko s poudarjenimi
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robovi. Ker se metode za obdelavo podatkov izvedejo zaporedno, je možno
njihove vplive tudi kombinirati, kar omogoča še več načinov za prilagoditev.
Upodobitev podatkov s pomočjo različnih kombinacij prilagoditev je možno
videti na sliki 3.7 in 3.8. Vse parametre, ki jih uporabnik preko vmesnika
nastavi pošljemo preko uniform v senčilnik oglǐsč in fragmentov, kjer se na
podlagi le-teh izračunajo nove vrednosti za fragmente.
Slika 3.7: Slika prikazuje uporabo inverza, osvetljevanja in kontrasta za
prilagoditev upodobitve.
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Slika 3.8: Slika prikazuje uporabo Sobelovega operatorja in pragovnih vre-
dnosti za prikaz robo
Tretji sklop segment je namenjen dodajanju in odstranjevanju segmen-
tov. Ko uporabnik doda prvi segment, s tem lahko začne segmentacijo po-
datkov. Pri dodajanju mora vnesti unikatno ime, ki ga še nima noben izmed
dodatnih segmentov, prav tako pa mora izbrati tudi unikatno barvo. Isto
omejitev smo dodali tudi pri barvah, saj je tako vizualno lažje ločiti, kje se
nahajajo podatki posameznega segmenta. Slika 3.9 prikazuje dodajanje no-
vega segmenta. Uporabniku ne dovolimo izbire črne barve, saj jo v senčilniku
fragmentov uporabljamo kot indikator med že označenimi in neoznačenimi
voksli. V tem sklopu lahko na dnu vidimo tudi možnost za odstranjevanje
že dodanih segmentov.
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Slika 3.9: Slika prikazuje dodajanje novega segmenta.
Četrti sklop orodja (angl. tools) je nadaljnje razdeljen v posamezna orodja,
ki jih ponujamo uporabniku pri ročni segmentaciji. Orodja so pripomočki,
ki nam omogočajo segmentiranje podatkov. Proces ročnega segmentiranja
volumetričnih podatkov si lahko predstavljamo kot barvanje več zaporednih
slik v vsem poznanih programih kot je npr. Slikar. V teh programih običajno
najdemo digitalno implementacijo orodij, ki jih drugače uporabimo za slika-
nje v realnem življenju, zato smo takšna orodja implementirali tudi v našo
aplikacijo. V sklopu izdelave smo implementirali naslednja orodja: čopič,
radirka, spreminjanje barve, povečevanje slike, avtomatično segmentiranje in
upodabljanje segmentiranih podatkov v 3D pogledu. Čopič, radirka, spre-
minjanje barve in povečevanje slike veljajo za osnovna orodja, medtem ko
avtomatično segmentiranje in upodabljanje segmentiranih podatkov v 3D
pogledu veljata za napredneǰsi orodji. Orodje za avtomatsko segmentacijo
uporabniku omogoča avtomatsko pobarvanje vsebine med dvema rezinama
volumna, s tem pa pospeši celoten proces segmentacije. Upodabljanje se-
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gmentiranih podatkov v 3D pogledu omogoča, da pobarvane dele v 2D po-
gledu prikažemo v 3D pogledu, saj nam le-ta omogoča bolǰso predstavljivost
označenega območja znotraj volumna.
Na vrhu sklopa orodji najprej najdemo polje, v katerem uporabnik iz-
bere segment, kateremu želi dodati označbe. Nato lahko v naslednji vrstici
najdemo sklop čopič (angl. brush), kjer uporabnik izbere premer čopiča, pri
čemer je ena enota enaka enemu vokslu podatkov. Na isti način deluje tudi
določitev širine radirke (angl. eraser). Za preklapljanje med orodjema je po-
trebno klikniti na polje za aktivacijo (angl. active). V kolikor uporabnik želi
videti podatke bolj od blizu lahko to stori s postavitvijo kazalca v 2D po-
gled, znotraj katerega želi podatke povečati in to stori s klikom na tipki s
puščicama gor ali dol, ki se nahajata na tipkovnici. Pri tem podpiramo tudi
pomikanje pogleda v vse smeri do robov rezine s tipkami s črkami A, W, S in
D. Ker lahko te akcije izvaja uporabnik neodvisno za vsak 2D pogled posebej
si lokalno v aplikaciji za vsak pogled hranimo vektorje translacije in skalarjev.
Slednje kot uniforme pošiljamo v senčilnik oglǐsč, kjer jih pomnožimo oziroma
jih prǐstejemo osnovnim 3D teksturnim koordinatam. Dejanske označbe se
zgodijo ko uporabnik v 2D pogledu klikne na območje interesa. Za bolǰso
orientacijo kje se bo del zaslona obarval, dinamično glede na vektor povečave
in premer čopiča ali radirke, generiramo CSS stil, ki na mesto kazalca prikaže
SVG element v obliki kroga znotraj katerega se bo obarvalo območje. Pri
označbi si lokalno med drugim popravimo binarne maske segmentov, na ka-
tere je ta akcija vplivala in posodobimo 3D teksturo s klicem metode, ki
smo jo dodali ogrodju pri razširitvi. Ker je možno teksturo popraviti samo
v obliki pravokotnika, moramo delu teksture, ki ga posodabljamo poslati ta-
belo, ki predstavlja kvadrat z osnovnico enako dolgo kot premer čopiča ali
radirke, pri čemer obarvamo samo elemente tabele, ki se nahajajo na ali zno-
traj razdalje polmera od sredǐsča kvadrata. Primer barvanja je možno videti
na sliki 3.10. Znotraj sklopa uporabniku ponujamo še funkcijo za prebarva-
nje (angl. recolor), ki trenutno izbranemu segmentu in njegovim vrednostim
spremeni barvo.
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Ponujamo tudi možnost avtomatske segmentacije med poljubnima rezi-
nama vzdolž katerekoli osi. Slednja funkcionalnost deluje po principu line-
arne interpolacije. Kot vhodne podatke algoritmu podamo indeksa začetne
in končne rezine, ki ju je izbral uporabnik. Na podlagi njiju se v zanki spre-
hajamo po vokslih in njihovih vrednostih v binarni maski volumna segmenta.
Za vsak voksel preko linearne interpolacije izračunamo novo vrednost glede
na isto ležeča voksla v izbranih rezinah. Linearno interpolacijo smo imple-
mentirali s fiksnim pragom z vrednostjo 0,5. V kolikor je nova vrednost
voksla večja od praga, jo nastavimo na 1 v nasprotnem primeru pa na 0. Pri
popravljanju binarne maske sproti popravljajo tudi volumen segmentiranih
podatkov, na podlagi katerega je po končani avtomatski segmentacijo možno
videti spremembe v pogledih.
Zadnja funkcionalnost v sklopu pa ponuja še upodobitev segmentiranih
podatkov v 3D pogledu. To dosežemo s posrednim upodabljanjem volumna z
algoritmom Marching cubes [23]. Za vsak segment si hranimo binarno masko
volumna, pri čemer voksli, ki vsebujejo vrednost 1 predstavljajo del volumna,
ki ga želimo upodobiti. Algoritem Marching cubes smo implementirali tako,
da smo mu nastavili fiksen prag z vrednostjo 0,5 na podlagi katerega al-
goritem, voksle v binarni maski z vrednostjo 1 označi kot aktivna oglǐsča.
Tekom izvajanja algoritma si v slovarje beležimo že izračunane koordinate
oglǐsč in na podlagi tega pazimo, da sproti v tabelo koordinat oglǐsč ne do-
dajamo že dodana oglǐsča. Vsako oglǐsče oziroma indekse njegovih koordinat
pa dodajamo v tabelo indeksov oglǐsč. Ker smo za implementacijo aplikacije
uporabili ogrodja RenderCore, ki promovira indeksirano geometrijo obe ta-
beli nastavimo objektu, ki ga nato dodamo sceni za upodobitev 3D pogleda.
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Slika 3.10: Slika prikazuje uporabo orodji za segmentacijo.
Peti sklop izvoz (angl. export), prikazan na sliki 3.11, ponuja uporabniku
izvoz dveh datotek za vsak volumen. V prvi datoteki tipa JSON so shranjene
informacije volumna, ki jih tudi hranimo v bazi na strežniku. V drugi dato-
teki tipa RAW pa so shranjene vrednosti volumna. Pri volumnu slikanja so
to vrednosti v obliki intenzitet vokslov, pri volumnu segmentacije pa so to
oznake, po katerih ločimo kateremu segmentu pripada posamezen voksel.
Slika 3.11: Slika prikazuje možnosti izvoza podatkov.
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Šesti sklop shrani na strežnik (angl. save to server), prikazan na sliki 3.12,
ponuja uporabniku shranjevanje podatkov na strežnik, pri čemer je edina
omejitev, da uporabnik vnese unikatno ime za volumen, katero na strežniku
še ne obstaja.
Slika 3.12: Slika prikazuje možnosti za shranjevanje na strežnik.
3.4 Ozadnji del
Po implementaciji osprednjega dela je sledila še implementacija ozadnjega
dela oz. dela, ki ga uporabnik ne vidi. Pri implementacija tega dela smo si
zadali cilj, da strežnik skupaj s podatkovno bazo omogoča naslednji funkciji:
shranjevanje podatkov na strežnik, do katerih lahko dostopamo ne glede na
našo lokacijo in deljenje teh podatkov z drugimi uporabniki, kar nam hkrati
omogoča posvetovanje glede ustreznosti narejene segmentacije.
Podatkovna baza
Pri implementaciji baze smo se zavedali, da volumetrični podatki zaradi nji-
hove velikosti zasedajo veliko prostora. Zaradi lažje implementacije smo se
odločili, da v bazi hranimo samo informacije o volumnih skupaj z imenom
datoteke, v katero se bodo shranile njihove vrednosti. Implementirali smo
tri ločene sheme, ki opisujejo kako zgledajo informacije za volumen slikanja,
volumen segmentacije in segment. Pri volumnu slikanja si hranimo njegovo
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ime, širino, vǐsino, globino ter tako kot že omenjeno ime datoteke, v kateri so
shranjene intenzitete vokslov. Za segmente si hranimo njihovo ime, oznako,
ter tabelo treh vrednosti, ki opisujejo RGB barvo. Za segmentirane volu-
mne pa si hranimo ime, širino, dolžino, globino, tabelo segmentov in ime
datoteke, v kateri so shranjene oznake segmentov za vsak voksel. Vse atri-
bute smo nastavili kot obvezne, saj v bazi ne želimo hraniti pomanjkljivih
podatkov.
Strežnik
Strežnǐski del smo implementirali kot spletni programski vmesnik. Preko
klicev omogočamo standardne funkcije za delo s podatki kot so ustvari (angl.
create), beri (angl. read) in izbrǐsi (angl. delete), tako za volumne slikanja kot
tudi za volumne segmentacije. Klici so ločeni na klice za delo z informacijami
o volumnih in na klice za delo z volumetrični podatki. Pri prvih strežnik
komunicira z bazo, pri čemer se odgovori vračajo v obliki JSON. Pri drugih pa
strežnik preko sistema za datoteke upravlja s pisanjem, branjem in brisanjem
binarnih podatkov v datotekah. Vmesnik je zaenkrat implementiran brez
dodatne varnosti in je javno dostopen vsem.
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Poglavje 4
Analiza in rezultati
V tem poglavju predstavimo časovno analizo izrisa slike pri različnih upoda-
bljanjih segmentiranih podatkov ter časovno in prostorsko analizo nekaterih
zahtevneǰsih algoritmov, ki jih uporabljamo v aplikaciji. Analizo smo izvedli
na napravi z naslednjimi sistemskimi specifikacijami:
• Operacijski sistem: Windows 10
• Bralno-pisalni pomnilnik: 16 GB
• Procesor: 4-jederni 8-nitni procesor Intel Xeon E3-1231 v3 3.40GHz
• Grafični procesor: NVIDIA GeForce GTX 970
Kot smo že omenili je aplikacija razvita s pomočjo ogrodja RenderCore,
ki je zgrajen na podlagi programskega vmesnika WebGL različice 2.0. Zaradi
tega smo morali pri analizi uporabiti spletni brskalnik, ki podpira ta vme-
snik. Odločili smo se za brskalnik Chrome in njegovo najnoveǰso različico
86. Za merjenje časa smo uporabili vmesnik Performance1, ki je del viso-
koločljivostnega časovnega programskega vmesnika [53] razvitega po stan-
dardu za splet. Vmesnik omogoča dostop do številnih informaciji trenutne
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4.1 Upodabljanje segmentiranih podatkov
Aplikacija omogoča upodabljanje segmentiranih podatkov na dva načina -
kot obarvano območje 2D rezine volumna ali pa kot objekt v 3D prostoru.
Analizirali smo, ali velikost segmentiranih podatkov in način kako jih upo-
dabljamo, vplivata na hitrost izrisa slike celotne aplikacije. Čas potreben za
izris slike smo merili kot razliko časov pridobljenih na začetku in koncu me-
tode render(), znotraj katere se izvedejo vsi klici metod, ki jih je potrebno
izvršiti pred novim izrisom. Metoda render() je klicana znotraj metode
requestAnimationFrame()3 vmesnika Window4, ki sporoči brskalniku, ka-
tere metode naj se izvedejo pred izrisom nove slike. Običajno število klicev
metode je 60 krat na sekundo, v splošnem pa je lahko ta hitrost enaka hitrosti
osveževanja zaslona. V vseh opisanih primerih smo čas ocenili kot povprečno
vrednost 1000 meritev.
V prvem delu smo testirali le upodabljanje v obliki rezin, ki temelji na
podatkih, ki jih nastavimo 3D teksturam. Najprej smo naredili časovne me-
ritve izrisa, pri različno velikih teksturah, pri čemer smo generirali naključne
vrednosti za podatke skeniranja, segmentirane podatke pa smo pustili prazne
oziroma smo vse nastavili na nič. Nato smo za vsako velikost segmentira-
nim podatkov postopoma povečevali količino vrednosti različnih od nič in
primerjali nove meritve s preǰsnjimi. Izkazalo se je, da vrednosti v teksturah
ne vplivajo na hitrost izrisa. Velikosti tekstur smo povečevali vse do velikosti
5123 pri čemer smo konsistentno dobili izris v času 0.002 sekunde, neodvisno
od tega ali je bila tekstura segmentiranih podatkov prazna ali pa v celoti na-
polnjena z naključnimi vrednostmi. S tem lahko uporabnikom zagotovimo,
da ne glede na to kolikšen del volumna bodo posegmentirali in ga želeli videti
le v upodobitvi rezin, to ne bo vplivalo na hitrost delovanja aplikacije.
V drugem delu smo testirali upodabljanje v obliki 3D objektov pri fiksni
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je vsak segment svoj objekt, ki ga dodamo 3D sceni, sestavljen iz različnega
števila trikotnikov. Na tak način so lahko celotni segmentirani podatki zajeti
v enem segmentu ali pa so porazdeljeni v več segmentov. Oba pristopa smo
testirali tako, da smo eksponentno povečevali število trikotnikov in merili čas
izrisa. Upodobitve različnih števil trikotnikov v 3D sceni je možno videti
na sliki 4.1. V prvem primeru smo vse trikotnike dodelili enemu objektu,
v drugem primeru pa je vsak trikotnik postal svoj objekt. Iz rezultatov v
Tabeli 4.2 je razvidno, da ima upodabljanje segmentiranih podatkov močen
vpliv na hitrost delovanja aplikacije. Če primerjamo rezultate v Tabeli 4.1
z rezultati v Tabeli 4.2 je očitno, da isto število trikotnikov porazdeljenih v
več objektov bistveno bolj obremeni hitrost upodabljanja.
Tabela 4.1: Časi izmerjeni pri dodelitvi vseh trikotnikov enemu objektu.





Tabela 4.2: Časi izmerjeni pri dodelitvi posameznega trikotnika svojemu
objektu.
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Slika 4.1: Slika prikazuje upodobitve različnih števil trikotnikov v 3D sceni.
4.2 Marching cubes
Za pretvorbo segmentiranih podatkov iz binarne maske volumna v mrežno
obliko smo uporabili algoritem Marching cubes. V analizi algoritma smo
primerjali dve implementaciji. Prva implementacija algoritma vrne tabelo
vrednosti, ki vsebuje koordinate vseh oglǐsč za izris trikotnikov. Pri tej im-
plementaciji je v končni tabeli možno dobiti ponavljajoče vrednosti oglǐsč, ker
ne vsebuje preverjanja že dodanih oglǐsč. Druga implementacija algoritma
pa si tekom izvajanja zapisuje koordinate že dodanih oglǐsč v obliki slovarjev
in sproti preverja, da v končni tabeli ponovno ne doda že dodanih oglǐsč.
Na koncu ta implementacija vrne dve tabeli. Prva tabela vsebuje koordinate
vseh unikatnih oglǐsč, druga tabela pa vsebuje indekse oglǐsč, na podlagi kate-
rih se izrǐsejo vsi trikotniki. Implementaciji smo testirali tako, da smo v vseh
primerih kot vhodni podatek uporabili binarno masko volumna iste velikosti
(2563), velikost volumna enic znotraj maske pa smo eksponentno povečevali.
Volumen enic je bil generiran kot kocka s širjenjem iz izhodǐsča koordina-
tnega sistema. Iz meritev v Tabeli 4.3 in Tabeli 4.4 je razvidno, da je prva
implementacija v vseh primerih hitreǰsa od druge, vendar vrača podatke, ki
zasedajo več prostora. Glede na to da se algoritem za pretvorbo podatkov
kliče enkrat, vrnjeni podatki pa se uporabljajo pri vsakem izrisu slike in ker
ogrodje RenderCore promovira indeksirano geometrijo, smo se odločili, da v
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končni implementaciji aplikacije uporabimo drugo implementacijo algoritma.
S tem smo bistveno zmanǰsali zahtevo po prostoru na grafični kartici. Če za
zgled vzamemo zadnji primer v tabelah 4.3 in 4.4, smo z uporabo druge
implementacije algoritma porabili 50% manj prostora.
Tabela 4.3: Meritve implemetacija algoritma Marching cubes brez pregle-
dovanja že dodanih oglǐsč.
Št. enic Povprečen čas izrisa Št. oglǐsč Št. indeksov Št. bajtov
13 0,326 s 3 0 36
23 0,391 s 21 0 252
43 0,489 s 93 0 1116
83 0,482 s 381 0 4572
163 0,469 s 1533 0 18396
323 0,404 s 6141 0 73692
643 0,369 s 24573 0 294876
1283 0,300 s 98301 0 1179612
2563 0,384 s 390150 0 4681800
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Tabela 4.4: Meritve implemetacija algoritma Marching cubes s pregledova-
nja že dodanih oglǐsč.
Št. enic Povprečen čas izrisa Št. oglǐsč Št. indeksov Št. bajtov
13 0,326 s 3 3 48
23 0,413 s 8 21 180
43 0,508 s 24 93 660
83 0,502 s 80 381 2484
163 0,503 s 288 1533 9588
323 0,429 s 1088 6141 73692
643 0,413 s 4224 24573 148980
1283 0,397 s 16640 98301 592884
2563 0,785 s 65536 390150 2347032
4.3 Linearna interpolacija
Pri avtomatski segmentaciji med dvema rezinama smo uporabili linearno in-
terpolacijo. Kot vhodne podatke smo algoritmu podali začetno in končno re-
zino binarne maske segmentiranega volumna v obliki tabel vrednosti. Glede
na oddaljenost med rezinami in vrednostmi v začetni in končni rezini smo
preračunali vrednosti vmesnim rezinam. V primeru, da je preračunana vre-
dnost presegla prag 0,5, smo tistemu mestu dodelili vrednost 1, v nasprotnem
primeru pa vrednost 0. Ker se mora algoritem sprehoditi čez vse vrednosti v
vmesnih rezinah, je bolj pomembno njihovo število kot pa velikost rezin. Pri
testiranju algoritma smo zato uporabili rezine fiksne velikosti (512 × 512),
eksponentno pa smo povečevali njihovo število. Z grafa 4.2 je razvidno, da
časovna zahtevnost algoritma linearno narašča s številom rezin oziroma raz-
daljo med vhodnimi rezinama.
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Slika 4.2: Slika prikazuje povprečen čas izrisa v relaciji s številom rezin.
4.4 Realni primer
V vseh preǰsnjih analizah smo v kontroliranem okolju umetno generirali po-
datke tako, da smo lahko ocenili, kako se delovanje aplikacije obnese v pre-
prostih in zahtevneǰsih primerih. Ker smo želeli aplikacijo testirati tudi na
realnem primeru, smo prosili strokovnjakinjo s področja, kjer se bo naša apli-
kacija uporabljala, če bi lahko z nami delila podatke iz kakšnega praktičnega
primera. Priskrbela nam je mikroskopsko skenirane podatke volumna celice
v velikosti 2563 s segmentiranimi podatki, ki vsebujejo 295 različnih segmen-
tov. Slednji primer zaradi svoje obsežnosti v nekaterih drugih programih
za vizualizacijo in segmentacijo povzroči upočasnjeno delovanje aplikacije,
kar lahko uporabnike vodi tudi do prisilne ugasnitve aplikacije. Pri vnosu
omenjenih podatkov v našo aplikacijo, nismo naleteli na nikakršne težave.
Slika 4.3 prikazuje upodobitev omenjenih podatkov v naši aplikaciji. Pov-
prečen čas izrisa slik pri upodabljanju podatkov samo v obliki rezin volumna
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je bil 0,002 sekunde, pri upodobitvi vseh segmentov v 3D objekte pa se je
čas izrisa dvignil na 0,006 sekunde. Med interakcijo s podatki ni prǐslo do
nikakršne upočasnitve delovanja, zato menimo, da je naša aplikacija opravila
test primera iz prakse in je konkurenčna drugim orodjem na tem področju.
Slika 4.3: Slika prikazuje upodobitev skeniranih in segmentiranih podatkov
celice v velikosti 2563 z 295 različnimi segmenti.
Poglavje 5
Zaključek
V delu smo predstavili pomen in pregled načinov vizualizacije in segmentacije
volumetričnih podatkov. Izpostavili in opisali smo nekaj že obstoječih orodji,
ki so dostopna na trgu in služijo v ta namen. Razložili smo postopek razširitve
ogrodja RenderCore za delo s 3D teksturami, kar je bila osnova za gradnjo
naše aplikacije. Pri gradnji aplikacije smo podrobno opisali kako je potekal
razvoj osprednjega in ozadnjega dela aplikacije ter kakšne funkcionalnosti
podpira. Delovanje naše aplikacije smo tudi analizirali in predstavili dobljene
rezultate.
Sedaj, ko je aplikacija narejena, pa se porodi vprašanje, kako se bo
vključila v realnem svetu. Večina novodobnih avtomatskih metod za segmen-
tacijo temelji na nevronskih mrežah. Delovanje nevronskih mrež je odvisno
od kakovosti učnih podatkov. V našem primeru veljajo za najbolj kakovostne
učne podatke ročne segmentacije, ki so jih opravili strokovnjaki. Na žalost
je teh segmentacij trenutno manj kot jih potrebujemo za hitreǰsi razvoj av-
tomatskih algoritmov. Veliko priložnost naše aplikacije vidimo ravno kot del
rešitve predstavljene v članku [54].
Koncept državljanska znanost je pristop pri katerem se poskuša množice
ljudi brez znanstvenega predznanja vključevati pri pridobivanju znanstvenih
podatkov. S tem pristopom je zaslovel projekt imenoval Eyewire1, na ka-
1https://blog.eyewire.org/about/
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terem ljudje preko spleta dostopajo do igrice v kateri iz slik elektronskega
mikroskopa rekonstruirajo 3D modele nevronov.
V članku [55] so predstavljeni rezultati projekta na katerem so zbirali
ročne segmentacije medicinskih slik. V projektu je sodelovalo 29 ljudi, katere
so po kratkem usposabljanju prosili, da segmentirajo hrbtenico iz množice
150 slik zajetih z magnetnoresonančnim slikanjem (angl. magnetic resonance
imaging, MRI). Njihovo delo je bilo ovrednoteno s strani strokovnjakov. Re-
zultati kažejo, da je v nekaterih primerih potrebno zelo malo usposabljanja
za kakovostne segmentacije. V članku predstavijo tudi nekatere povratne
informacije, ki so jih dobili od ljudi, ki so sodelovali v projektu. Mnogo
udeležencev je izrazilo nezadovoljstvo glede ponavljajočega klikanja na gumb
računalnǐske mǐske. Rešitev, ki so jo predlagali sami je bila ta, da bi se lahko
aplikacijo uporabljalo na napravah z možnostjo dotika na zaslon.
Na srečo je naša aplikacija platformno neodvisna in deluje na napravah,
ki podpirajo dotik zaslona. Menimo, da bi bla naša aplikacije v tem pri-
meru bolǰsa izbira za udeležence. Vključitev večjega števila ljudi v takšne
projekte na področju medicine, bi spodbudila čim bolǰsa in čim bolj prepro-
sta uporabnǐska izkušnja v aplikaciji, ki bi jo uporabljali. Prav tako bi ljudi
spodbudilo dejstvo, da bi lahko rešitve, ki bi se razvile na podlagi njihove
pomoči, v prihodnosti potencialno koristile tudi njihovemu zdravju.
Glede na to, da smo pri implementaciji naše aplikacije upoštevali predloge
za izbolǰsavo zaposlenih v Laboratoriju za računalnǐsko grafiko in multime-
dijo, upamo, da bo v prihodnosti tudi njihova prva izbira za ročno segmen-
tacijo volumetričnih podatkov ravno naša aplikacija.
5.1 Nadaljnjo delo in razširitve
Tako kot vsaka programska oprema na tej točki tudi razvoj naše aplikacije
ni zaključen. Priložnosti za razširitev in nadgradnjo je veliko.
Načinom upodabljanja volumetričnih podatkov v aplikaciji bi lahko do-
dali pristop kot je na primer metanje žarkov [56]. Več različnih pristopov upo-
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dabljanja bi uporabniku omogočilo vpogled v podatke z različnih perspektiv,
kar bi mu lahko olaǰsalo njegove odločitve pri segmentiranju kompleksneǰsih
delov volumna.
V kolikor bi uporabniki želeli imeti objekte segmentiranih podatkov z
manj robustnimi površinami v 3D pogledu, bi se lahko aplikaciji dodal tudi
algoritem za glajenje površin objektov, kot je na primer Catmull–Clark [57].
Uporabnǐskemu vmesniku bi se poleg gumba za sprožitev algoritma lahko
dodalo tudi vnosno polje, v katerega bi uporabnik vnesel kolikokrat želi, da
se algoritem izvede. Večje število iteracij algoritma bi zahtevalo več časa za
izvedbo, v zameno pa bi vrnilo objekte z bolj gladkimi površinami.
Zmožnosti deljenja podatkov bi lahko nadgradili z neposredno komuni-
kacijo med uporabniki v obliki seje. V sejo bi se lahko vključilo več oseb, ki
bi lahko istočasno interaktirali z istimi podatki, pri čemer bi lahko vsaka iz-
med oseb v realnem času videla interakcije ostalih. Pri tej nadgradnji bi bilo
potrebno dobro zastaviti v kakšni obliki bi interakcije uporabnikov pošiljali
na strežnik in kako bi se slednje implementirale ostalim uporabnikom v seji.
V primeru, da ena izmed oseb v seji naredi popravek segmentiranim podat-
kov, bi bilo potrebno preostalim osebam v seji onemogočiti funkcionalnosti
povezane s segmentiranjem, dokler se poslani popravek ni implementiral v
njihovi instanci aplikacije. Takšne spremembe lahko močno vplivajo na upo-
rabnǐsko izkušnjo in zadovoljstvo uporabnikov, zato je omenjena nadgradnja
ena izmed zahtevneǰsih.
Ker je aplikacija zgrajena s pomočjo ogrodja RenderCore, ki temelji na
programskem vmesniku WebGL, je posredno razvoj aplikacije odvisen tudi
od razvoja tega vmesnika. Trenutno je pod imenom WebGPU [58] v razvoju
že njegov naslednik, ki naj bi bil v prihodnosti novi standard za razvijanje
spletnih aplikacij, ki želijo dostopati do grafičnih kartic in jih uporabljati
za preračunavanje kompleksneǰsih stvari kot tudi za izrisovanje moderneǰsih
grafik.
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volumetričnih medicinskih podatkov s podporo oddaljenemu sodelova-
nju, in: Delavnica Elektronsko in mobilno zdravje : zbornik 19. med-
narodne multikonference Informacijska družba - IS 2016, 10.-11. okto-
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