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Abstract
In the first essay(Chapter 2), we develop an efficient payoff function approxi-
mation approach to estimating lower and upper bounds for pricing American
arithmetic average options with a large number of underlying assets. This
method is particularly efficient for asset prices modeled by jump-diffusion pro-
cesses with deterministic volatilities because the geometric mean is always a
one-dimensional Markov process regardless of the number of underlying assets
and thus is free from the curse of dimensionality. Another appealing feature of
our method is that it provides an extremely efficient way to obtain tight upper
bounds with no nested simulation involved as opposed to some existing duality
approaches. Various numerical examples with up to 50 underlying stocks sug-
gest that our algorithm is able to produce computationally efficient results.
Chapter 3 solves portfolio choice problem in multi-dimensional jump-diffusion
models designed to capture empirical features of stock prices and financial con-
tagion effect. To obtain closed-form solution, we develop a novel general decom-
position technique with which we reduce the problem into two relative simple
ones: Portfolio choice in a pure-diffusion market and in a jump-diffusion mar-
ket with less dimension. The latter can be reduced further to be a bunch of
portfolio choice problems in one-dimensional jump-diffusion markets. By virtue
of the decomposition, we obtain a semi-closed form solution for the primary
optimal portfolio choice problem. Our solution provides new insights into the
structure of an optimal portfolio when jumps are present in asset prices and/or
their variance-covariance.
In Chapter 4, we develop a estimation procedure based on Markov Chain Monte
Carlo methods and aim to provide systematic ways to estimating general mul-
tivariate stochastic volatility models. In particular, this estimation technique
is proved to be efficient for multivariate jump-diffusion process such as the
model developed in Chapter 3 with various simulation studies. As a result, it
contributes to the asset pricing literature by providing an efficient estimation
technique for asset pricing models.
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Chapter 1
General Introduction
In this thesis, I aim to provide insightful researches that help investors to op-
timally manage their wealth, which may be one of the original motivation of
finance studies. With the growing innovation in technology and increasingly en-
tangled financial markets, every investor is exposed to all sources of economic
risks domestically, or internationally. The first idea that comes into my mind
is finding a good hedging vehicle for a portfolio.
In Chapter 2, we develop an efficient payoff function approximation approach
to estimating lower and upper bounds for pricing American arithmetic aver-
age options with a large number of underlying assets. The crucial step in the
approach is to find a geometric mean which is more tractable than and highly
correlated with a given arithmetic mean. Then the optimal exercise strategy for
the resultant American geometric average option is used to obtain a low-biased
estimator for the corresponding American arithmetic average (AA) option. This
method is particularly efficient for asset prices modeled by jump-diffusion pro-
cesses with deterministic volatilities because the geometric mean is always a
one-dimensional Markov process regardless of the number of underlying assets
and thus is free from the curse of dimensionality. Another appealing feature of
our method is that it provides an extremely efficient way to obtain tight upper
bounds with no nested simulation involved as opposed to some existing dual-
ity approaches. Various numerical examples with up to 50 underlying stocks
suggest that our algorithm is able to produce computationally efficient results.
With such efficient American AA pricing tool, it is feasible to hedge a large
portfolio with the corresponding American AA option.
Apart from hedging, understanding how stock prices move and how markets
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react during financial crisis would be of great research value since it helps for
preventing investors from portfolio loss. Recent empirical studies find stock
prices tend to have big move together and a big jump may be followed by more
frequent jumps, which is especially evident during financial crisis.
In Chapter 3, We study the portfolio choice problem in multi-dimensional jump-
diffusion models designed to capture these empirical features and capture the
financial contagion effects. To obtain closed-form solution, we develop a novel
general decomposition technique with which we reduce the problem into two
relative simple ones: Portfolio choice in a pure-diffusion market and in a jump-
diffusion market with less dimension. The latter can be reduced further to be
a bunch of portfolio choice problems in one-dimensional jump-diffusion mar-
kets. By virtue of the decomposition, we obtain a semi-closed form solution
for the primary optimal portfolio choice problem. Our solution provides new
insights into the structure of an optimal portfolio when jumps are present in
asset prices and/or their variance-covariance. Our results show that the jumps
in the variance-covariance have important effects on the asset allocations, espe-
cially when there are jumps in the asset prices simultaneously. Meanwhile, the
hedging demands for jumps are much more significant compared to variance or
covariance hedging demands for diffusion risks and ignoring jump risk in the
variance-covariance may cause large wealth equivalent loss in the presence of
jumps in the asset prices. In addition, two novel components integrated to cap-
ture empirical features are verified to cause significant effects in the resulting
optimal portfolio wrights. As a result, the proposed multivariate model provides
an potential ideal model to study financial contagion. Moreover, with optimal
portfolio problem solved with semi-closed form solution, financial contagion may
be studied in the context of asset allocation quantitatively. To some extent, this
paper sheds new lights on the financial contagion and portfolio choice literatures.
In Chapter 4, we develop a systematic estimation procedure for multivariate
stochastic volatility models based on Markov Chain Monte Carlo (MCMC) and
slice sampling techniques. In particular, this estimation technique makes infer-
ence problem feasible for a wide class of models, termed as the Wishart-Jump-
Diffusion (WJD) models , where the variance-covariance process are allowed
to follows a Whishart process and jumps in returns and covariance may be in-
cluded. By varying the parameters and number of assets, WJD model reduces
to several important models, such as the Whishart-Diffusion model by Buraschi
et al. (2010) and the widely studied 1-dimension stochastic volatility models,
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e.g. stochastic volatility model with common jump in Eraker et al. (2003),
among others.
The detailed establishment of this estimation including, derivation of poste-
rior distributions for parameters and state variables and novel transformations
incorporated are provided and ready for future researches. Various numerical
studies are conducted to verify the accuracy and efficiency of the proposed esti-
mation procedure. In particular, the estimates obtained are all extremely close
to the assigned true values. The true values are adopted from existing literatures
and hence benchmarks are available for comparison. For example, the efficiency
is verified to be improved in terms of number of sampling required for achieving
comparable accuracy. In summary, the developed estimation procedure is shown
to be efficient and accurate and provides an potential systematic inference tool
for researches about multivariate/univariate stochastic volatility models. In
the end of this chapter, an augmented Merton-Jump-Diffusion (MJD) model
are estimated to fit the 5-Industry portfolios returns in the Fama-French Data
Library to study the asymmetric correlation feature as an empirical application
of the proposed estimation procedure. The resulting estimates replicate the
asymmetric correlation well.
3
Chapter 2
Efficient estimation of lower and
upper bounds for pricing
higher-dimensional American
arithmetic average options by
approximating their payoff
functions
1
2.1 Introduction
The importance of American-style options has been growing increasingly and
pricing of American options especially high-dimensional cases remains one of
the challenging problems both theoretically and practically in the option pric-
ing theory. In particular, high-dimensional American options would be valuable
research topics. For example, Shiu et al (2013) document that basket warrants,
essentially basket options with multiple underlying assets become more popular
over the past decade.2 In this paper, we focus on pricing American arithmetic
average options. The appealing advantage of an American arithmetic average
option lies in the fact that it exactly replicates the evolution of the portfolio
1This paper has been published on International Review of Financial Analysis 44 (2016):
65-77
2Although they focus on dealing with European basket warrants, essentially basket options,
the American-style ones would be more important in practice.
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formed by the underlying assets. For example, the cost of hedging a portfo-
lio with an American arithmetic average option is much lower than a portfolio
of individual options on the same underlying assets since the former takes the
correlations among the underlying assets into account and only one option is
involved in hedging. Besides, it would be simple for investors to replicate the
payoff of any portfolio without actually holding the portfolio if there is such
an American arithmetic average option available on the market. Given these
significant applications, efficient pricing methods for American arithmetic av-
erage options written on the average of multiple underlying assets are of great
value from various points of view such as hedging and risk management espe-
cially after the recent financial crisis that re-emphasized the importance of risk
management. The purpose of this paper is to develop an efficient approach
to obtaining lower and upper bounds for American arithmetic average option
prices on a large number of underlying assets.
The traditional valuation methods, such as lattice and tree-based techniques,
for pricing high dimensional American option pricing problems are typically
plagued by the curse of dimensionality and thus, simulation-based numerical
methods are inevitably required. Earlier literature about simulation-based ap-
proaches can be traced back to Boyle (1977) in which European style claim is
priced with Monte Carlo (MC) simulation. American style option pricing tech-
niques with MC simulation include Bundling Methods in Tilley (1993), Strati-
fied State Aggregation (SSA) in Barraquand and Martineau (1995), Stochastic
Mesh Method (SMM) in Broadie and Glasserman (2004), regression-based ap-
proach in Tsitsiklis and Van Roy (1999) and Longstaff and Schwartz (2001),
among others.
The existing simulation-based methods can be categorized into: (1) Primal
approach, which aims to obtain a lower bound for an American option by esti-
mating a suboptimal exercise strategy, e.g., regression-based approaches as in
Tsitsiklis and Van Roy (1999) and Longstaff and Schwartz (2001); (2) Duality
approach, which estimates an upper bound for an American option by using a
dual martingale, e.g. Rogers (2002), Haugh and Kogan (2004) and Anderson
and Broadie (2004).
Among existing primal approaches, the most important simulation-based method
is the regression-based approach, where computational costs are approximately
linear in exercise opportunities and the number of simulated paths. The theory
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has been well established in Carriere (1996), Tsitsiklis and Van Roy (1999) and
Longstaff and Schwartz (2001), etc. Related convergence analysis and simula-
tion issues can be found in Tsitsiklis and Van Roy (2001), Cle´ment et al. (2002),
Glasserman and Yu (2004a,b) and Stentoft (2004).
In particular, the least squares method (LSM) developed by Longstaff and
Schwartz (2001) is the most widely used method due to its simplicity and gener-
ality. A lower bound of an American option can be obtained from a suboptimal
optimal exercise strategy derived from linear regression procedure. However,
this method and other primal approaches are becoming computationally expen-
sive with the increasing dimension of pricing problem and hence the trade-off
between computational costs and efficiency of approximation would be a critical
issue.
A variety of methods have been proposed to improve the performance of regression-
based approaches. For instance, to address arbitrary style of continuation val-
ues, Kohler et al (2010) use least square neural network regression estimates
and estimate continuation values from artificial MC simulated paths. Their
approach is more general than LSM since the regression is nonparametric. But,
compared to LSM, the nonparametric in Kohler et al (2010) would be even worse
to implement for pricing high-dimensional American options.3 More recently,
Jain and Oosterlee (2012) proposed a stochastic grid method (SGM) which
could be regarded as a hybrid of Barraquand and Martineau (1995): stratified
sampling along pay-off method, Longstaff and Schwartz (2001): Least square
Monte Carlo method and Broadie and Glasserman (1997b): stochastic mesh
method. The proposed SGM algorithm is more suitable for pricing some high-
dimensional American options than existing methods. However, SGM would
be computationally costly when sub-simulations are embedded and more early
exercise times are allowed.
To circumvent the curse of the dimensionality problem associated with pricing
of multi-dimensional American options, several dimension reduction methods
have been proposed. For example, Barraquand and Martineau (1995) introduce
a partitioning algorithm. Their method differs from Tilley’s bundling algorithm
in that they partition the payoff space instead of the state space. Hence, only
a one-dimensional space is partitioned at each time step, regardless the dimen-
sion of the problem. More recently, Jin et al (2013) further integrate this idea
3We thank an anonymous referee for pointing out this to us.
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into state-space partitioning algorithm (SSPM) developed by Jin, Tan and Sun
(2007) and improve the computational efficiency significantly with computa-
tional accuracy preserved. Those papers, however, do not provide an algorithm
for upper bounds.
In the present paper, we follow the dimension reduction approach to pricing
high-dimensional American arithmetic average options. The key idea is to find
a highly correlated geometric average for a given arithmetic average. As will
become clear later, the former is more tractable than the latter in the sense that
the geometric average has a lower dimension4 than the corresponding arithmetic
average, and thus the optimal exercise strategy for the American geometric av-
erage option is far easier to obtain than for the American arithmetic average
option. In particular, when the asset prices are modeled by jump-diffusion
processes with deterministic volatilities, the geometric mean is always a one-
dimensional Markov process regardless of the number of underlying assets, and
thus is free from the curse of dimensionality. Then the optimal exercise strategy
for the American geometric average option is used to obtain a lower bound for
the corresponding American arithmetic average option. In addition, by using an
inequality similar to (4) in Haugh and Kogan (2004), we provide an extremely
fast way to obtain the corresponding upper bound without nested MC simula-
tions. To be more specific, in the inequality (4) in Haugh and Kogan (2004), we
approximate the payoff function of given American arithmetic average option
by the one of a highly correlated American geometric average option. Unlike
Haugh and Kogan (2004), we do not need to find the optimal supermartingale
and thus we do not need nested MC simulations.
An important limitation of the lower bound is that it is not easy to evalu-
ate the accuracy of its approximation to the true option price. Upper bounds
in combination with the corresponding lower bounds allow us to measure the
accuracy of price estimators for American average options. In earlier litera-
ture, Broadie and Glasserman (1997, 2004) propose stochastic mesh methods
which generate not only lower but also upper bounds and both bounds converge
4For assets following GBM, the geometric average is always one-dimensional Markov process.
However, the dimension will increase if other state variables are involved such as stochastic
volatility. Consider a case where there are ten stocks and the price of each stock follows
Heston stochastic volatility model. Then, an arithmetic average depends on twenty state
variables, namely, ten stock price processes and ten volatility processes. By contrast, the
corresponding geometric average depends on eleven state variables, that is, the geometric
average process itself and the ten volatility processes.
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asymptotically to the true value. Despite the advantage of obtaining the up-
per bound, the stochastic mesh methods are quite computationally demanding.
Boyle et al (2003) further generalizes Broadie and Glasserman (1997, 2004) with
a low-discrepancy sequence for efficiency.
Independently developed by Rogers (2002), Anderson and Broadie (2004) and
Hough and Kogan (2004), duality approach is the most general technique among
those upper bound related approach. The idea is to introduce a dual martingale
in the pricing problem and rewrite the primal problem into a dual minimization
problem. For example, Anderson and Broadie (2004) use nested MC simulation
to approximate the optimal exercise strategy. On the other hand, Hough and
Kogan (2004) apply an intensive neural network algorithm and low discrepancy
sequences to estimate the option prices. However, their estimation techniques
to estimate dual martingale do not preserve the martingale property in general
and the computational cost is generally high.
To improve this, Glasserman and Yu (2004b) proposed a special regression
algorithm to preserve the martingale property. Nonetheless, the martingale
property Condition (C3) on the basis functions may not be straightforward to
verify in practice. In terms of efficiency, Kolodko and Schoenmakers (2004) try
to overcome the computational inefficiency of nested simulation by choosing a
different estimator to reduce the number of inner path simulations. However,
the upper bound is not guaranteed by their estimator as the number of inner
path is too few.
Instead of estimating a dual martingale directly, Belomestny et al (2009) esti-
mate the coefficient of the corresponding martingale representation of the dual
martingale. By martingale representation theorem, the martingale property of
the estimated dual martingale is preserved. The resultant bound is then the
true upper bound. More recently, Zhu, Ye and Zhou (2013) extend the method
in Belomestny et al (2009) to a jump-diffusion model. Their theoretical analysis
shows that the martingale property of the estimated optimal dual martingale is
preserved and no nested simulation is used in their algorithm. These methods,
however, may become impractical for pricing high-dimensional American op-
tions as a regression-based method similar to LSM is employed to estimate dual
martingales. By contrast, our upper bound algorithm requires neither nested
simulation nor high-dimensional regression especially when the asset prices are
modeled by exponential jump-diffusion processes with deterministic volatilities.
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In summary, we have made two contributions to the literature of pricing high-
dimensional American arithmetic average options. First, we have developed a
computationally efficient dimension reduction method to estimate lower bound.
Second, we provide an easy-to-implement approach to evaluate the upper bound
which involves no nested simulation and is based on a simple linear regression
procedure. We are not aware of any research in the current literature that
estimates lower and/or upper bounds for pricing high-dimensional American
arithmetic average options via geometric mean approximation. As mentioned
above, the essence of our algorithm is to approximate an arithmetic average
by a lower-dimensional and more tractable geometric average which is highly
correlated with the arithmetic average. In contrast, extant literature usually
approximates the continuation values of American options.
The remaining of this paper is organized as follows. In Section 2, we introduce
basic dynamic programming framework for pricing American-style options. In
Section 3, we provide some theoretical considerations and empirical tests that
justify using a highly correlated geometric mean to approximate a given arith-
metic mean. Then we present procedures for estimating lower and upper bounds
for pricing American arithmetic average options. In Section 4, various numer-
ical experiments are provided to illustrate the performance of our algorithms.
Section 5 concludes the paper.
2.2 The model and valuation
In this section, we first introduce American arithmetic average options and then
formulate the American option pricing framework by using dynamic program-
ming approach.
2.2.1 The model
Following the literature, we consider a Bermudan-style arithmetic average op-
tion with n underlying stocks and strike price, K. The option is exercisable at
any date in the set Γ = {t0 = 0, t1, ..., tN = T} where T is the pre-specified ma-
turity. When N increases to infinity, we may view the discrete exercise dates as
an approximation to the continuous exercise dates to value an American-style
arithmetic average option. Considering a put option, the exercise value at time
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t ∈ Γ of an American arithmetic average option is defined as
hAt (St) =
(
K −
n∑
i=1
aiSit
)+
, (2.1)
where St = (S1t, ..., Snt), Sit denotes the price of the ith underlying asset at time
t, i = 1, ..., n and ai represents the weight of the ith stock satisfying conditions:
ai > 0, i = 1, ..., n and
∑n
i=1 ai = 1. It is straightforward to define a call option.
It is worth mentioning that the two restrictions above can be readily relaxed.
For example, a short position can be allowed in the ith stock, i.e., ai < 0. For
simplicity, assume that ai > 0, i = 1, ..., n0 and ai < 0, i = n0 + 1, ..., n with
n0 ≤ n. In this case, the sum in (2.1) can be expressed as
n∑
i=1
aiSit =
n0∑
i=1
aiSit −
n∑
i=n0+1
(−ai)Sit
As shown later, the sum
∑n
i=1 aiSit can be approximated by the difference of
two geometric means and thus, the dimension of the pricing problem is reduced.
2.2.2 Pricing American options by dynamic program-
ming algorithm
In this section, we formally illustrate the dynamic programming formulation
for pricing American options. To this end, consider an economy described
by the probability space (Ω, F, P) where Ω is the sample space, F is the σ-
algebra and P is a risk-neutral probability measure. Following the literature,
we formulate a general class of American option pricing problem through an
Rd-valued Markov process X = {Xt, 0 ≤ t ≤ T} (with X0 fixed) defined on the
probability space, where the American option can be exercised at any time τ on
or before the pre-specified maturity T . The process X represent the prices of
underlying assets, volatilities, interest rates and other state variables.5At each
time, ti, i = 0, ..., N , the option buyer makes the exercising decision based on
the dynamic programming framework. More specifically, given a nonnegative
adapted payoff function, hti , the buyer chooses to exercise the option and gains
hti if the payoff is greater than the continuation value at time ti. Let Γi denote
5For notational simplicity, St or S is adopted hereafter since we focus on the stock price as the
state variable. For cases with additional state variables such as stochastic volatility, X would
be adopted as discussed.
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the set of stopping times (with respect to the history of S) taking values in
{ti, ..., tN = T}. The option value at time ti can be defined as:
Vti(x) = sup
τ∈Γi
Et
[
e
−
∫ τ
ti
r(s)ds
hτ
∣∣∣Sti = x] , x ∈ Rd
for i = 0, ..., N , where {r(t), 0 ≤ t ≤ T} is the the instantaneous short rate
process.
As a result, the option value at time 0 is determined by the dynamic pro-
gramming algorithm:
VtN (x) = htN (x)
Vti(x) = max
{
hti(x), Et
[
e−
∫ ti+1
ti
r(s)dsVti+1(Sti+1)
∣∣∣Sti = x]} , i = 0, ..., N − 1.
Conventionally, we define the continuation value as
Cti(x) = Et
[
e−
∫ ti+1
ti
r(s)dsVti+1(Sti+1)
∣∣∣Sti = x] , x ∈ Rn, i = 0, ..., N − 1.
Then the option value at ti satisfies
Vti(x) = max {hti(x), Cti(x)}, i = 0, ..., N − 1.
2.3 Lower and upper bounds
In this section, we propose simulation-based approaches to estimating lower and
upper bounds for pricing American arithmetic average options. The key step, as
aforementioned, is to construct a highly correlated geometric average for a given
arithmetic average. In the next subsection, we first illustrate the construction
of the correlated geometric average and then investigate both theoretically and
empirically the correlation between the two variables to justify our approaches.
2.3.1 Arithmetic mean and geometric mean
For illustrative purposes, we assume that the price of each of these n stocks
follows the widely used Merton-Jump-Diffusion (MJD) process. In particular,
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the price dynamics of the ith stock is as follows:
dSit
Sit
= (r − qi − σi2λk)dt+ σi1dWit + σi2
(
eJ − 1) dNt, i = 1, ..., n,
where r is a constant risk free rate, qi is the dividend yield, σi1 is the volatility,
σi2 is the coefficient of (or sensitivity to) the jump, λ is the jump intensity,
eJ − 1 is the jump size, k = E (eJ − 1) is the expected jump size, Wit is
a standard Brownian motion and < Wi,t,Wjt >= ρijt for i 6= j = 1, ..., n.
Wt = (W1t, ...,Wnt), Nt and J are mutually independent. The jump is assumed
to be a common jump representing the systemic shock arising from the market.
By letting σi2 = 0, the above MJD process reduces to a geometric Brownian
motion (GBM). Further, by applying the Ito’s lemma, we obtain
Sit = Si0 exp
{(
r − qi − 1
2
σ2i1 − σi2λk
)
t+ σi1Wit + JiNt
}
, (2.2)
where Ji = ln
[
σi2
(
eJ − 1)+ 1] .
To find a geometric mean to approximate the arithmetic mean in (2.1), we
use (2.2) to rewrite the arithmetic mean as
AAt =
n∑
i=1
aiSit
=
n∑
i=1
aiSi0 exp
{(
r − qi − 1
2
σ2i1 − σi2λk
)
t+ σi1Wit + JiNt
}
= (AA0)
n∑
i=1
a˜i exp
{(
r − qi − 1
2
σ2i1 − σi2λk
)
t+ σi1Wit + JiNt
}
, (2.3)
where AA0 =
∑n
i=1 aiSi0 and a˜i =
aiSi0
AA0
satisfying
∑n
i=1 a˜i = 1.
Next, we define
S˜it = exp
{(
r − qi − 1
2
σ2i1 − σi2λk
)
t+ σi1Wit + JiNt
}
,
and
A˜At =
n∑
i=1
a˜iS˜it.
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Then we present the following approximation:
A˜At ≈ α0t + β0tGAt, (2.4)
where the coefficients α0t and β
0
t are deterministic, GAt is a geometric mean
defined by
GAt =
n∏
i=1
S˜ a˜iit = exp
{
n∑
i=1
a˜i
[(
r − qi − 1
2
σ2i1 − σi2λk
)
t+ σi1Wit + JiNt
]}
.
Consequently, by setting αt = AA0α
0
t and βt = AA0β
0
t , (2.3) and (2.4) imply
AAt = AA0 · A˜At ≈ AA0
(
α0t + β
0
tGAt
)
= αt + βtGAt, (2.5)
where the coefficients αt and βt are estimated by the ordinary least squares
method detailed later. The result (2.5) will play a crucial role in approximating
the exercise value of an American arithmetic average option by a highly corre-
lated American geometric average option, leading to lower and upper bounds
for the American arithmetic average option price. To better understand the
relation between A˜At and GAt, we present the following result.
Proposition Let x1, ..., xn be positive numbers and a1, ..., an positive weights
satisfying
∑n
i=1 ai = 1. Then we have
lim
s→0
(
n∑
i=1
aix
s
i
)1/s
=
n∏
i=1
xaii . (2.6)
In particular, for s sufficiently small,
n∑
i=1
aix
s
i ≈
(
n∏
i=1
xaii
)s
=
n∏
i=1
xsaii . (2.7)
proof. (2.6) can be easily proved by applying l’Hospital’s rule. 
To make the intuition behind the relation between A˜At and GAt as clear as
possible, we concentrate on a simple example where the all stock prices follow
geometric Brownian motions with σi2 = 0, i = 1, ..., n, and σ11 = σ21 = ... =
σn1 = σ in (2.2). To apply (2.7) to the model, we let
xi = exp
{
Wit/
√
t
}
,
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where Wit/
√
t is a standard normal random variable. Then, by (2.7), for small
s = σ
√
t,
n∑
i=1
a˜i exp {σi1Wit} =
n∑
i=1
a˜i exp
{
s(Wit/
√
t)
}
=
n∑
i=1
a˜ix
s
i ≈
n∏
i=1
xsa˜ii .
Furthermore, assuming that the interest rate r, the dividend yields qi, i =
1, ..., n, the volatility σ and the maturity T are small, we obtain
A˜At =
n∑
i=1
a˜i exp
{(
r − qi − 1
2
σ2
)
t+ σWit
}
≈
n∑
i=1
a˜i exp {σWit}
≈
n∏
i=1
exp {a˜iσWit}
≈
n∏
i=1
exp
{
a˜i
[(
r − qi − 1
2
σ2
)
t+ σWit
]}
= GAt,
for t ≤ T . The above analysis suggests that the smaller the volatility σ of the
underlying stock prices and the maturity T of an option, the smaller s = σ
√
t
and the more accurate approximation of (2.5). In the following, we test the
effects of these parameters on the approximation accuracy of (2.5).
As the high correlation between AAt and GAt implies accurate approxima-
tion of (2.5), we now empirically evaluate the correlation coefficient between
the two variables. We consider two examples. In the first example, there are
six stocks with prices following geometric Brownian motions (GBM) given by
(2.2) where σi2 = 0, i = 1, ..., 6. In this example, we assume that the initial
price Si0 = 100, the volatility σi1 = 50%, i = 1, ..., 6, the interest rate r = 3%,
the strick price K = 100, the maturity T = 3 year, and correlation coefficient
ρij = 0.5, i 6= j = 1, ..., 6. Here we intentionally choose a high volatility and
a long maturity to underscore high correlation between AAt and GAt because
these high values may adversely affect the correlation. The second example
also consists of six stocks where the price of each stock evolves according to a
jump-diffusion model given by (2.2) with parameters: σi2 = 1, i = 1, ..., 6, The
common jump size J ∼ N(−0.1, 0.1) and the common jump intensity λ = 5.
The other parameters remain the same as in the example 1. For each model,
we simulate 10000 paths to evaluate the correlation coefficients between AAti
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and GAti , where ti = iT/50, i = 1, ..., 50.
The left and right panels in Figure 2.1 present correlation coefficients for the
first example and the second example, respectively, with red segments being
the 95% confidence intervals. We can see from both panels that the correlation
coefficients decrease with the horizon ti. This result is consistent with the above
theoretical analysis. It is noticeable that the correlation coefficients are close to
1 although the horizon is as long as three years and the volatilities are as high
as 50%. These results support our approaches developed below.6
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Figure 2.1: Correlation between arithmetic and geometric averages
2.3.2 Constructing lower bounds
Equipped with the results in the last section, we are now able to establish lower
bounds for American arithmetic average option prices. More specifically, for an
American arithmetic average option with payoff given by (2.1), we first evaluate
the optimal exercise strategy for a highly correlated American geometric aver-
age option with the time-t exercise value given by (K − αt − βtGAt)+, which
approximates the time-t exercise value of the American arithmetic average op-
tion. Then, this optimal exercise strategy is employed to derive a lower bound
for the American arithmetic average option price. The coefficients αt and βt
are estimated by the least squares method. Without loss of generality, the
discretization epoches are assumed to be the same as the set of exercise dates
Γ = {t0, t1, ..., tN}. The procedure is as follows:
6We test various examples and find that the correlation coefficients are consistently close to
one. To save space, we do not report these results here. The presented simulation results are
the averages of 100 simulations with red segments as the 95% confidence interval.
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Step 1. Estimating the coefficients αt and βt:
1. Simulate M0 sample paths for the n underlying assets processes, S
l
ti
=
(Sl1ti , ..., S
l
nti
), l = 1, ...,M0, i = 1, ..., N .
2. Calculate the arithmetic and geometric averages of Slti and denote them
as AAlti and GA
l
ti
respectively, i = 1, ..., N .
3. Given ti ∈ Γ, regress AAlti on GAlti based on the equation AAlti =
αti+βtiGA
l
ti
+ǫli, l = 1, ..., N1. Store the regression coefficients, αˆti and βˆti .
Given αˆti and βˆti estimated in Step 1, we next follow LSM to estimate the
optimal exercise strategy for the American geometric average option with time-
ti exercise value defined by
hGt (Sti) =
[
K − (αˆti + βˆtiGAti)
]+
. (2.8)
For expository convenience, we assume that the price process of each stock
evolves according to (2.2) and then the geometric averageGAt is a one-dimensional
process. Furthermore, we adopt simple basis functions: 1, X andX2, suggesting
that the continuation value at time ti is represented by aˆti + bˆtiGAti + cˆtiGA
2
ti
,
where aˆti , bˆti and cˆti are constants estimated by following the linear regression
method developed by Longstaff and Schwartz (2001)7. To save space, we omit
this step.
With the regression coefficients αˆti , βˆti , aˆti , bˆti and cˆti , i = 1, ..., N , we are now
able to estimate a lower bound for the American geometric average option price.
Step 2. Pricing the American geometric average option and the American
arithmetic average option:
1. Simulate a new set of M sample paths for the n underlying assets pro-
cesses, Slti = (S
l
1ti
, ..., Slnti), i = 1, ..., N, l = 1, ...,M . And calculate
arithmetic average process AAlti and geometric average process GA
l
ti
,
i = 1, ..., N, l = 1, ...,M .
7For simplicity, the number, M , of simulated paths in this step is the same as the one used in
Step 2 below.
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2. For the American geometric average option, determine the earliest exercise
time τ l as τ l = min{ti ∈ Γ|hGti (Slti) ≥ CˆGi (Slti), i = 1, ..., N}, if the set
{ti ∈ Γ|hGti (Slti) ≥ CˆGi (Slti), i = 1, ..., N} is empty, we let τ l = T + 1,
l = 1, ...,M .
3. For τ l, compute the value function of the American arithmetic average
option as Vˆ A
τ l
(Sl
τ l
) = hA
τ l
(Sl
τ l
) if τ l ≤ T ; Vˆ A
τ l
(Sl
τ l
) = 0 if τ l = T + 1,
l = 1, ...,M .
4. For τ l, compute the value function of the American geometric average
option as Vˆ G
τ l
(Sl
τ l
) = hG
τ l
(Sl
τ l
) if τ l ≤ T ; Vˆ G
τ l
(Sl
τ l
) = 0 if τ l = T + 1,
l = 1, ...,M ..
5. A lower bound of the American arithmetic average option is estimated by
V A0 =
1
M
M∑
l=1
e−rτ
l
Vˆ Aτ l (S
l
τ l). (2.9)
6. A lower bound of the American geometric average option is estimated by
V G0 =
1
M
M∑
l=1
e−rτ
l
Vˆ Gτ l (S
l
τ l). (2.10)
This lower bound (2.10) of the American geometric average option will play an
essential role in obtaining upper bound in Section 4.
2.3.3 Constructing upper bounds
We now turn to establishing upper bounds for American arithmetic average
option prices by using the approximation results in Section 3.1. Our idea is
motivated by the duality approach in Rogers (2002), Anderson and Broadie
(2004) and Hough and Kogan (2004) but differs from theirs in that we avoid
estimating dual martingales which is in general computationally expensive for
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high-dimensional cases. In particular, our idea hinges on the following result:
V0 = sup
τ∈Γ
E[e−rτhAτ (Sτ )]
= sup
τ∈Γ
E[e−rτhAτ (Sτ )− e−rτhGτ (Sτ ) + e−rτhGτ (Sτ )]
≤ sup
τ∈Γ
E[e−rτhAτ (Sτ )− e−rτhGτ (Sτ )] + sup
τ∈Γ
E[e−rτhGτ (Sτ )]
≤ E{sup
t∈Γ
[e−rthAt (St)− e−rthGt (St)]}+ sup
τ∈Γ
E[e−rτhGτ (Sτ )] (2.11)
In the last inequality, the first term represents the mean of the largest difference
between the two discounted payoffs along a given path8 and the second term
is the price of the American geometric average option. Apparently, the tight-
ness of the resulting upper bound essentially depends on how well the payoff
of American arithmetic average option is approximated by the payoff of the
American geometric average option. More specifically, if the arithmetic mean is
precisely approximated by the linear function of the geometric mean, then, the
first term will be negligible and the price of the American geometric average
option given by the second term is close to the price of the American arithmetic
average option, implying that the upper bound (2.11) is close to the price of
the American arithmetic average option. The resulting upper bounds would be
straightforwardly calculated with equation (2.11). Simulation results in Section
4 demonstrate the accuracy of the upper bounds9.
2.4 Numerical Experiments
Various numerical experiments of American arithmetic average options are pro-
vided to examine the efficiency of our methods proposed in the previous sections,
each example containing up to 50 underlying stocks. The first example is taken
from Kovalov et al (2007) where American arithmetic average options with up to
six underlying assets are valued via their Finite-Element-Method (FEM). Their
FEM values are used as our benchmarks in our first example while the other
examples do not have price benchmarks. In the mean time, we also compare the
8This term can be estimated by two steps. First, given a path, we maximize the function
e−rthAt (St)− e−rthGt (St) across time steps; second, we take the average of the optimal objec-
tive function obtained in the first step across paths.
9In Section 4, the price of each underlying stock MJD with constant volatility and interest
rate and thus the corresponding geometric average GAt is a one-dimensional process. As
documented by the literature, a one-dimensional American put option can be accurately
priced by lower bound based on LSM. For this reason, we will use LSM described in Section
3.2 to price the American geometric average option in (2.11) with the estimate given by (2.10).
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performance of lower bounds estimated by the least squares regression method
(called OLSM) in Longstaff and Schwartz (2001) and our methods (termed
MLSM). In all examples except Example 6, we assume that the asset prices fol-
low either geometric Brownian motion or more general Merton-Jump-Diffusion
(MJD) processes (2.2) in Section 3 under certain risk-neutral probability mea-
sure.
For each example below, we applied 100 runs for both approaches, and the re-
ported statistics were collected from the repeated simulations. The CPU time
(in seconds) shows the time of a single run by averaging over the total runs.
The simulations were implemented on the Intel(R) Xeon(R) E5-2690, 2.9GHz
machine with MATLAB software. The regression is performed with the stan-
dard built-in function, REGRESS in MATLAB. As suggested by Longstaff and
Schwartz (2001), we only include the in-the-money paths in the cross sectional
regression for efficiency. To ensure the accuracy of the estimation of continua-
tion values, no variance reduction technique is employed to reduce the standard
errors of the estimations.10 In Examples 1, 2 and 5, for MLSM, the basis func-
tions are : 1, X and X2; for OLSM, the basis functions are : 1, Xi and X
2
i ,
i = 1, ..., n for a n-dimensional American arithmetic average option11. The ba-
sis functions will be specified for other examples.
Example 1: American arithmetic average options on 1 to 6 assets.
This example is taken from Kovalov et al (2007) where the price of each un-
derlying stock follows a GBM with model parameters: the initial price Si0 =
100, i = 1, ..., 6, the strike price K=100, the interest rate r=3%, no dividend,
the maturity T=0.25 year, the volatility σi1 = 20%, i = 1, ..., 6, the correla-
tion ρij = 0.5, i 6= j = 1, ..., 6, the other simulation parameters are N = 50,
M0 = 1000 andM = 10000. The FEM values obtained by their Finite-Element-
Method are quoted as benchmark values. The LB and UB represent the lower
and upper bounds respectively. The CPU time is the time elapsed for each ap-
proximation except for those under MSLM where the CPU time is the total time
consumed for constructing both lower and upper bounds. For simplicity and
10We thank an anonymous referee for his or her comments.
11Here we do not include the cross product terms: XiXj , i 6= j = 1, ..., n for OLSM. We have two
reasons for this. First we find in our numerical examples that the estimates of lower bounds by
including the cross product terms are much lower with much larger standard deviations than
those obtained without the cross product terms. Second and more importantly, incorporating
the cross product terms into the set of basis functions suffers from the curse of dimensionality.
In addition, we increase the order of basis function to four and find that the results are very
similar. For demonstration purpose, we stick to this basis function throughout all examples.
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consistency, We keep this set of parameters as the base parameters throughout
all examples if not otherwise mentioned.
The simulation results of OLSM and MLSM are summarized in Table 1. Appar-
ently, the lower bounds obtained by OLSM approaches are lower than the true
values as expected since estimated exercise strategies are suboptimal. How-
ever, in four cases, the lower bounds obtained by MLSM are higher than those
by OLSM, which means MLSM provides better lower bounds to OLSM. For
example, in the 6-asset case, the estimated values of MLSM and OLSM are
2.71663 and 2.71073 respectively and the former is closer to the benchmark
value, 2.71838.
Apart from lower bounds, MLSM also generates fast and good upper bounds12.
We use Mid price defined by (upper bound+lower bound)/2 as the estimator
for price of an American arithmetic average option. To gauge the accuracy
of MLSM, the pricing error is calculated as |Midprice−Benchmark|
Benchmark
× 100 and the
results of the pricing errors are reported in the P. E. column. The P. E. column
illustrates that the estimated prices obtained by MSLM are comparable to the
benchmarks with pricing error up to 0.869% for 6-asset case.
In the examples below, we test the pricing accuracy of our methods by consid-
ering American arithmetic average option with various settings. As in Example
1, we use Mid price defined by (upper bound+lower bound)/2 as the estima-
tor for price of an American arithmetic average option. Unlike Example 1, we
use the quantity [|Midprice− lowerbound|/lowerbound]×100% to measure the
performance of the price estimator because there is no benchmark available.
Further, it is worth mentioning that this quantity is a conservative estimator
or an upper bound13 of the true pricing error given by |Midprice−trueprice|
trueprice
× 100%
because lowerbound ≤ trueprice,
|Midprice− trueprice| ≤ |upperbound− lowerbound|
2
,
12It is computationally demanding to construct upper bounds for OLSM based on the duality
method and thus the upper bounds for OLSM are not constructed here. For general upper
bound construction techniques, see Hough and Kogan (2004) and Anderson and Broadie
(2004) and among others.
13We thank an an anonymous referee for suggesting us to clarify this propertity.
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and thus
|Midprice− trueprice|
trueprice
× 100%
≤ |upperbound− lowerbound|
2× lowerbound × 100%
=
[Midprice− lowerbound]
lowerbound
× 100%, (2.12)
the last equality following from the definition of Mid price.
As a result, the MLSM algorithm performs better than what are indicated by
the reported upper bounds of pricing errors.
Example 2. American arithmetic average options on 10, 30 and 50
underlying assets following MJD processes.
To further demonstrate the performance of MLSM, we consider American arith-
metic average options with underlying assets following the Merton-Jump-Diffusion
process, where the jumps are assumed to be co-jump as conventionally adopted
in the literature. In particular, the co-jump component parameters are set to
be λ = 5, J ∼ N(−0.1, 0.1) and σi2 = 1 for all i = 1, ..., n.14 Moreover, we
increase the number of underlying assets to 10, 30 and 50 with parameters of
diffusion components remaining the same as in Example 1. If not otherwise
mentioned, the we stick to the same parameters as in Example 1 for consis-
tency. The results are presented in Table 2.2, where Panel 1 and 2 summarize
results simulated with M = 10000 and M = 1000, respectively15.
As Panel 1 illustrates, MLSM generates good approximations for the true values
with upper bounds of pricing errors (UB of P. E.) up to 0.278%. By contrast, the
lower bounds obtained by OLSM are consistently lower than those by MLSM.
In particular, it is approximately 5% lower for the 50-asset case. Moreover,
MLSM provides both lower and upper bounds with the similar computational
time. Besides, Panel 2 indicates the efficiency of MSLM, in terms of the MC
paths required. More specifically, with 1/10 MC paths, MLSM generates quan-
titatively similar results with around 3 times larger standard deviation in com-
parison with those in Panel 1. OLSM, however, provides even 50% smaller
lower bound for 50-asset case relative to the one obtained by MLSM. The rea-
son for this is that the geometric average approximate the arithmetic average
14For illustrative purpose, we set σi2 = 1 for all i=1,...,n. We also tried the cases where the
underlying assets are allowed to have different sensitivities to the co-jump, i.e. σi2 varies
across different underlying assets. Consistently, MLSM yields good results.
15We thank an anonymous referee for suggesting us to use smaller numbers of simulated paths
to test the efficiency of our method.
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accurately and, compared to OLSM, MLSM has only three parameters to be
estimated for determining the exercise value the American geometric average
option at each step.
Example 3. Simultaneous perturbation stochastic approximation (SPSA)
benchmarking
The upper bounds implied by MLSM hinges on the key inequality, (2.11), where
the latter term is essentially an American geometric average option and esti-
mated by MLSM in the numerical experiments. Essentially, this American geo-
metric average option would be estimated accurately by MLSM or OLSM since
it is a 1-dimensional problem if stock prices are the only state variables. How-
ever, to further demonstrate the applicability and accuracy of the estimation
for this American geometric average option, we apply the Simultaneous pertur-
bation stochastic approximation (SPSA)16 for Example 1 as benchmark.17 The
parameters remains the same as in Example 1 except N which is set to be 4
for illustrative purpose.18 The set of SPSA parameters are: ak =
100
(10+k)0.751
and
ck =
10
k0.25
, where k denotes the kth iteration of total 500 iterations.(For details
about the SPSA algorithm and the parameters, see Fu et al (2000), Spall (1998)
and among others.)
Table 2.3 indicates the accuracy of the MSLM algorithm. The SPSAGA value
column summarizes the American geometric average option values obtained by
SPSA algorithm, while American GA column shows the geometric average op-
tion values obtained by MLSM. As both columns illustrate, the values differ
only in the third decimal points in all cases, which indeed imply the accuracy
and validity of applying MSLM for estimating the American geometric aver-
age option for constructing the MLSM upper bound. Besides, SPSAAA value
column reports the values of American arithmetic average options obtained by
SPSA algorithm. As the results indicate, SPSA algorithm provides reliable
benchmark for American arithmetic average options with low number of exer-
cise opportunities.
16Please refer to Spall (2012) for details about SPSA algorithm
17We thank an anonymous referee for the comments about applying the SPSA algorithm.
18Theoretically, we can choose N=50 as in other examples. However, the SPSA algorithm would
deal with an optimization problems with 50 parameters, which may be not easy to get accurate
estimates for the 50 parameters. As a result, we choose N=4 for demonstration. Moreover,
SPSA could be applied as benchmark for the American arithmetic average options especially
for less-exercise-opportunity cases. More specifically, SPSA is essentially an optimization
problem and the number of parameters depends on exercise opportunities when it is applied
for option pricing.
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Example 4. American arithmetic average options on 30 underlying
assets with 20 long and 10 short positions.
As mentioned in Section 2.1, the MLSM algorithm also applies to American
arithmetic average options with both positive and negative weights. We pro-
vide a concrete example here for completeness.19
More specifically, the exercise value of this option at time t ∈ Γ can be expressed
as
30∑
i=1
aiSit =
20∑
i=1
aiSit −
30∑
i=21
(−ai)Sit
The two arithmetic means are then approximated by their geometric means,
denoted as GA+t and GA
−
t respectively, as illustrated in Step 1. Following this,
the dimension of the pricing problem is reduced to two for MLSM algorithm.
Accordingly, the cross sectional regression for MLSM is now applied with basis
functions 1, GA+t , GA
−
t , GA
+
t ×GA−t , (GA+t )2, (GA−t )2 here, while OLSM is im-
plemented as in other examples. With respect to the parameters, they are kept
the same as in Example 1 except that we increase the number of underlying
assets to 30, where 20 assets are allocated with positive weights and the others
are with negative weights and vary the strike price, K, from 34 to 37.20 The
results are summarized in Table 2.4.
As Panel 1 shows, MLSM generates higher lower bounds in comparison with
OLSM and the accuracy of MLSM are reflected by the upper bounds of pricing
errors, which are below 1% except for K=34. Moreover, the simulation is re-
peated withM = 1000 and the results are reported in Panel 2. Consistent with
previous examples, the efficiency of MSLM in terms of MC paths required is pre-
served for the case with both positive and negative weights. In contrast, OLSM
generates significantly smaller lower bounds (around 11.5% lower as K=34).
Example 5. American arithmetic average options on 20 and 30 un-
derlying assets with different volatilities.
In this example, to show that MLSM is applicable in general, we consider two
models of 20 and 30 underlying assets with prices following GBM with variety
in volatilities. The closeness between arithmetic and geometric averages de-
19We thank an anonymous referee for pointing out this to improve the completeness of the
paper.
20We choose 34 for illustration since it is the smallest integer strike price where the option is
in the money
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pends on volatility. To examine the effect of volatility on pricing accuracy, we
change the volatilities of the underlying assets with other parameters remain-
ing the same as in previous examples. The results obtained with N=50 and
M0 = 1000, M = 10000 are summarized in Table 2.5. In Panel 1, the volatil-
ities are set to be σi1 = 0.15, i = 1, ..., 10; σi1 = 0.2, i = 11, ..., 20 for 20-asset
case and σi1 = 0.1, i = 1, ..., 10; σi1 = 0.15, i = 11, ..., 20, σi1 = 0.2, i = 21, ..., 30
for 30-asset case.
As this table indicates, OLSM provides lower bounds around 1% lower than
MLSM. The accuracy of MLSM is reflected by the upper bounds of pricing errors
around 0.6% for both cases. Moreover, when the volatility structures among the
underlying assets are changed to σi1 = 0.15, i = 1, ..., 10; σi1 = 0.3, i = 11, ..., 20
for 20-asset case and σi1 = 0.15, i = 1, ..., 10; σi1 = 0.2, i = 11, ..., 20, σi1 =
0.3, i = 21, ..., 30 for 30-asset case with other parameters unchanged to allow
more variations in the price processes, Panel 2 shows that MLSM consistently
generate higher lower bounds with small upper bounds of pricing errors around
1.067% and 0.821% for both cases respectively.
Similarly, the simulations are repeated withM = 1000 and summarized in Panel
3 and 4 to show the convergency speed of MLSM in terms of MC paths required.
Both Panel 3 and 4 show that the results obtained by MLSM are quantitatively
the same; however, those obtained by OLSM are significantly underestimated.
In the worst case (the last row), the lower bound (2.282) is approximately 21%
lower than the one obtained by MLSM (2.765).
Example 6. American arithmetic average options on 10 and 20 un-
derlying assets following Heston’s model.
In this example, we consider Heston’s model (1993) of stochastic volatility to
demonstrate the performance of MLSM for pricing American arithmetic average
options. For the stock i, its price Sit and variance σ
2
it are given by:
dSit = rSitdt+ σitdW
s
it,
dσ2it = α(β − σ2it)dt+ γσitdW vit, i = 1, ..., n,
whereW vit, i = 1, ..., n are independent Brownian motions, that is, volatility pro-
cesses are independent; for the stock i, the Brownian motions W sit and W
v
it are
correlated with coefficients, ρi, i = 1, ..., n, capturing leverage effect; for i 6= j,
W sit and W
s
jt are correlated with a coefficient ρij, namely, the stock returns are
correlated .
In this case, a geometric mean of the stock prices depends on the stochastic
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volatility processes as state variables, which should be included in the cross sec-
tional regression. Considering the case of 10 stocks, a geometric mean, denoted
as GAt, depends on 11 state variables, that is, the geometric mean itself and
the 10 stochastic volatility processes. In contrast, the original arithmetic mean
depends on 20 state variables, that is, the 10 stock price processes and the 10
stochastic volatility processes. More specifically, the basis functions adopted in
this example for MLSM are: 1, GAt, GA
2
t , σit, σ
2
it, i = 1, ..., 10/20; for OLSM:
1, Sit, S
2
it, σit, σ
2
it, i = 1, ..., 10/20.
In this exercise, we only present lower bound estimates since the true values of
American geometric average options are not easy to obtained for upper bounds
due to higher dimension. The simulation results are summarized in Table 2.6.
Compared with OLSM, MLSM still provides an effective way to estimate lower
bounds. As Panel 1 shows, MLSM generate higher lower bounds for both cases
compared to those obtained from OLSM. Moreover, Panel 2 further manifests
the performance of MLSM by reducing M to 2500.21 More concretely, the
results obtained by MLSM are quantitatively similar to those in Panel 1. In
contrast, OLSM generates significantly lower estimates compared with the re-
sults as M = 10000.
To show the results are not subject to the specific second-order basis function
adopted, we repeat the simulation by increasing the order of basis functions to
four and summarize the results in Panel 3.22 As Panel 3 demonstrates, MLSM
generates consistent results as in Panel 1; however, the estimates by OLSM
deteriorate around 1 to 2 %.
Example 7. Convergence comparisons of MLSM and OLSM.
In this exercise, we repeat the 6-asset case in Example 1 to examine the rate of
convergence for OLSM and MLSM by varying the number of simulation paths
from 500 to 10000. The results are displayed in Figure 2.2. The lower bounds
estimated by MLSM are consistently higher than those by OLSM. Moreover,
the estimates obtained by the former start to approach the benchmark value
(2.71838) essentially bounded below after the number of simulation paths ex-
ceeds 1000. By contrast, the lower bound estimates from OLSM converge much
slower than the MLSM estimates. In particular, 10000 simulation paths are
21Since the number of state variables increases as volatilities are allowed to be stochastic, the
pricing problem for MSLM is not one dimensional for this example anymore. As a result, it
requires more MC paths (2500) in comparison with 1000 paths as analyzed in the previous
examples.
22The results obtained with order of basis function to 4 are reported in this example only for
demonstration. With respect to other experiments, we can get very similar results.
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Figure 2.2: Comparison of convergence speeds of MLSM and OLSM for pricing
American arithmetic average option on 6 assets
sufficient for a good lower bound estimate. It is also noteworthy that the upper
bound estimate from MLSM converges very fast too, in the sense that it con-
verges to the true upper bound implied by MLSM as indicated by Figure 2.2.
The desirable efficiency of MLSM arises from two key facts. Firstly, the arith-
metic mean can be accurately approximated with the corresponding geometric
mean. Secondly, the pricing problem for MLSM is reduced to lower dimension
and or even 1 dimension for the case where the underlying assets follow the
deterministic GBM process in particular.
Example 8. Robustness test for MLSM and OLSM with SPSA as
benchmark23
As demonstrated in (2.7), the MLSM is especially efficient when the volatility
and the time-to-maturity are not very high. In this example, we test per-
formance of our MLSM in cases where volatility and/or time-to-maturity are
relatively high.24 More specifically, American arithmetic average options on 10
assets with the time-to-maturity and the volatility ranging from 0.5 years to 5
years and 0.15 to 0.5, respectively, are investigated with other parameters fixed
as in Example 3.25 SPSA is adopted as a reasonable benchmark, i.e., true value,
23FEM method is a PDE-based algorithm and is hard to get accurate prices in high dimensional
cases. As a result, we apply SPSA as the main benchmark here as discussed in Example 3.
24We are very grateful to an anonymous referee for suggesting this test.
25The ranges of the time-to-maturity and the volatility are common in EQ and FX markets.
We thank an anonymous referee for pointing out this to us.
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here as justified in Example 3.
First, we investigate the effect of high-volatility case by fixing the level of volatil-
ity at 0.5 and vary the time-to-maturity from 0.5 years to 5 years. Then, we
fix the time-to-maturity at 5 years and vary the volatility from 0.15 to 0.5
to illustrate the effect of long time-to-maturity. The results of both cases are
summarized in the upper and bottom panels of Table 2.7, respectively. As sum-
marized in the table, MLSM provides lower lower bounds relative to the OLSM
estimators in high-volatility and long time-to-maturity cases and higher upper
bounds of pricing errors relative to those in Examples 1 to 7. In particular, the
upper bounds of pricing errors are as high 4.2856% when the volatility is 0.5
and the time-to-maturity is equal to 5 years. However, as the column under “P.
E.” indicates that MLSM provides good estimators given by the mid prices for
American arithmetic average options in terms of pricing errors with SPSA esti-
mators as benchmark. This finding is consistent with our result (2.12) that the
upper bounds of pricing errors are conservative estimators of true pricing errors.
Furthermore, we test the performance of MLSM by varying volatility, time-
to-maturity and strike price, respectively.26 In the following tests plotted in
Figure 3, we graphically illustrate the pricing errors (P.E.) with SPSA estima-
tors as benchmark and number of simulation path, M=10000. Specifically, in
Panel (a), we vary volatility with time-to-maturity fixed at 1 year and other
parameters fixed as in Example 3; in Panel (b), we vary time-to-maturity with
volatility fixed at 0.2 and other parameters fixed as in Example 3; in Panel (c),
with time-to-maturity fixed at 1 year, volatility fixed at 0.5 and other parame-
ters fixed as in Example 3, we test performance of MLSM against different strike
prices by scaling the strike price by exp(rT + a
√
T ) with a ranging from -1/4
to 1/4. As Figure 2.3 demonstrates, reflected by “P. E.”, mid prices obtained
by MLSM are good estimators for American arithmetic average options among
a reasonable range of time-to-maturities, volatilities, and strike prices.
26We are very grateful to an anonymous referee for suggesting this test.
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In short, the above numerical experiments illustrate the robustness and limita-
tion of the MLSM algorithm for pricing high dimensional American arithmetic
average options. On the one hand, MLSM can generate good lower bound es-
timates with faster convergence as opposed to OLSM. On the other hand, the
performance of MLSM in terms of the upper bound of pricing error may deteri-
orate in the cases where volatility is very high and/or time-to-maturity is very
long.
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Figure 2.3: Effects of volatility, time-to-maturity and strike price on pricing
error. All stocks have the same setting as Example 2.3, i.e., Common Initial
Price Si0 = 100, Strike Price K=100, Interest rate r=3%, no Dividend, Maturity
T=1 Year, Common Volatility σi1 = 20%, Common Correlation ρij = 0.5, i 6=
j = 1, ..., 10, if not otherwise mentioned. In particular, the pricing error is
calculated with SPSA estimators as benchmark and M=10000.
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Panel 1
Number of OLSM CPU MLSM UB of CPU
Stocks LB Time(sec) LB UB Mid P. E.(%) Time(sec)
10 6.20357 51.44967 6.26185 6.29676 6.27930 0.27873 52.58328
(0.08735) (0.09309) (0.09329)
30 6.05943 163.19413 6.22653 6.24815 6.23734 0.17354 163.52299
(0.08261) (0.09527) (0.09533)
50 5.90727 288.28503 6.23717 6.25419 6.24568 0.13643 287.32009
(0.08915) (0.08713) (0.08721)
Panel 2
Number of OLSM CPU MLSM UB of CPU
Stocks LB Time(sec) LB UB Mid P. E.(%) Time(sec)
10 5.65246 5.75452 6.20944 6.24411 6.22678 0.27919 7.33546
(0.27316) (0.25329) (0.25372)
30 4.54559 15.51786 6.16732 6.18890 6.17811 0.17491 22.06787
(0.27593) (0.26138) (0.26158)
50 4.00669 26.48666 6.15054 6.16748 6.15901 0.13771 37.43104
(0.23942) (0.25016) (0.25037)
The underlying stocks are modeled to follow MJD process with co-jump component pa-
rameters: λ = 5, J ∼ N(−0.1, 0.1). The other parameters in the models are : Common
Initial prices Si0 = 100, Strike Price K=100, Interest Rate r=3%, no Dividend, Common
volatilities σi1 = 20%, Common Correlation ρij = 0.5, i 6= j = 1, ..., 10/30/50 and matu-
rity, T is set to be 0.25 Year respectively. The jump sensitivities, σi2 to the jump are set
to be 1 for all underlying assets.
Approximate option values are obtained by applying OLSM and MLSM approaches 100
times for each case with 50 equally spaced Exercisable times, M0 = 1000, M = 10000
Monte Carlo paths and labeled with OLSM and MLSM, respectively in Panel 1. In
contrast, the simulation is repeated with M = 1000 to examine the efficiency against the
number of the Monte Carlo paths. The results are reported in the Panel 2. The reported
values are averages over the 100 runs. LB and UB represent lower and upper bounds,
respectively. The upper bounds are calculated as described in the upper bound section
and the Mid is defined as the average of the estimated lower and upper bounds. The
UB of P. E. is the upper bound of pricing error. The standard errors of the approximate
values are shown in the parentheses.
Table 2.2: American Arithmetic Average Option on 10, 30 and 50 underlying
stocks following MJD process.
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Panel 1
Strike LSM MLSM UB of
Price LB LB UB Mid P. E.(%)
34 1.30585 1.31802 1.34946 1.33374 1.19289
(0.01544) (0.01356) (0.01364)
35 1.96168 1.97742 2.01409 1.99575 0.92709
(0.01525) (0.01411) (0.01414)
36 2.75018 2.77325 2.81316 2.79320 0.71944
(0.01431) (0.01685) (0.01699)
37 3.65444 3.67401 3.71595 3.69498 0.57079
(0.01288) (0.01365) (0.01376)
Panel 2
34 1.16107 1.29531 1.32679 1.31105 1.21501
(0.04149) (0.04743) 0.04763
35 1.83902 1.97582 2.01240 1.99411 0.92558
(0.04853) (0.04697) 0.04721
36 2.68046 2.76171 2.80173 2.78172 0.72459
(0.04248) (0.04859) 0.04864
37 3.61886 3.65690 3.69850 3.67770 0.56879
(0.04049) (0.04741) 0.04747
In this table, the applicability of MLSM for portfolios composed of both long and short
positions, i.e. positive and negative weights is examined. In particular, ai = 1/30, for
i = 1, ..., 20 and ai = −1/30, for i = 21, ..., 30. The parameters in the model are : Common
Initial prices Si0 = 100, i = 1, ..., 30, Interest Rate r=3%, no Dividend, Maturity T=0.25
Year, Common Correlation ρij = 0.5, i 6= j = 1, ..., 30. The results are summarized as
K=34,...,37 for illustration. The computational times for LSM and MLSM are around 20
and 18, respectively and not reported in the table for illustrative brevity.
Approximate option values are obtained by applying OLSM and MLSM approaches 100
times for each case with 50 equally spaced Exercisable times, M0 = 1000, M = 10000
Monte Carlo paths and labeled with OLSM and MLSM respectively in Panel 1. In con-
trast, the simulation is repeated with M = 1000 to examine the efficiency against the
number of the Monte Carlo path. The results are reported in the Panel 2. The reported
values are averages over the 100 runs. LB and UB represent lower and upper bounds
respectively. The upper bounds are calculated as described in the upper bound section
and the Mid is defined as the average of the estimated lower and upper bounds. The
UB of P. E. is the upper bound of pricing error. The standard errors of the approximate
values are shown in the parentheses.
Table 2.4: American Arithmetic Average Option on 30 assets with 20 long
positions and 10 short positions.
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Panel 1
Number of OLSM CPU MLSM UB of CPU
Stocks LB Time(sec) LB UB Mid P. E.(%) Time(sec)
20 2.19438 9.21937 2.20738 2.23399 2.22069 0.60256 8.86362
(0.02820) (0.02664) (0.02672)
30 1.81391 17.86448 1.83744 1.85792 1.84768 0.55748 17.20838
(0.02481) (0.02260) (0.02269)
Panel 2
Number of OLSM CPU MLSM UB of CPU
Stocks LB Time(sec) LB UB Mid P. E.(%) Time(sec)
20 2.90650 8.38199 2.91865 2.98095 2.94980 1.06723 8.05845
(0.03414) (0.04189) (0.04207)
30 2.74234 17.71292 2.77007 2.81554 2.79280 0.82060 17.05103
(0.03740) (0.03568) (0.03587)
Panel 3
Number of OLSM CPU MLSM UB of CPU
Stocks LB Time(sec) LB UB Mid P. E.(%) Time(sec)
20 1.93455 0.69619 2.20587 2.23243 2.21915 0.60212 0.89514
(0.07995) (0.08961) (0.08985)
30 1.48652 1.22382 1.82517 1.84576 1.83547 0.56410 1.59656
(0.07379) (0.07785) (0.07825)
Panel 4
Number of OLSM CPU MLSM UB of CPU
Stocks LB Time(sec) LB UB Mid P. E.(%) Time(sec)
20 2.55810 0.69891 2.91531 2.97758 2.94645 1.06807 0.88955
(0.13629) (0.13169) (0.13242)
30 2.28217 1.19687 2.76481 2.81017 2.78749 0.82029 1.62135
(0.10487) (0.09261) (0.09287)
The parameters in the models are : Common Initial prices Si0 = 100, i = 1, ..., 20/30,
Strike Price K=100, Interest Rate r=3%, no Dividend, Maturity T=0.25 Year, Common
Correlation ρij = 0.5, i 6= j = 1, ..., 20/30.
The underlying stocks have different volatilities as σi1 = 0.15, i = 1, ..., 10, σi1 = 0.2, i =
11, ..., 20, for 20-stock case and σi1 = 0.10, i = 1, ..., 10, σi1 = 0.15, i = 11, ..., 20, σi1 =
0.2, i = 21, ..., 30, for 30-stock case in the upper panel and σi1 = 0.15, i = 1, ..., 10, σi1 =
0.3, i = 11, ..., 20, for 20-stock case and σi1 = 0.15, i = 1, ..., 10, σi1 = 0.2, i =
11, ..., 20, σi1 = 0.3, i = 21, ..., 30, for 30-stock case in the bottom panel.
Approximate option values are obtained by applying OLSM and MLSM approaches 100
times for each case with 50 equally spaced Exercisable times, M0 = 1000, M = 10000
Monte Carlo paths and labeled with OLSM and MLSM in Panel 1 and 2 respectively.
In contrast, the simulations for both cases are repeated with M = 1000 to examine the
convergency against the number of the Monte Carlo path. The results are reported in
Panel 3 and 4. The reported values are averages over the 100 runs. LB and UB represent
lower and upper bounds respectively. The upper bounds are calculated as described in
the upper bound section and the Mid is defined as the average of the estimated lower and
upper bounds. The UB of P. E. is the upper bound of pricing error. The standard errors
of the approximate values are shown in the parentheses.
Table 2.5: American Arithmetic Average Option on 20 and 30 underlying stocks
with different volatilities.
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Panel 1
Number of OLSM CPU MLSM CPU
Stocks LB Time(sec) LB Time(sec)
10 4.61323 6.45618 4.62770 6.62625
(0.05576) (0.06643)
20 4.44706 18.25560 4.49729 18.05300
(0.05726) (0.06253)
Paenl 2
Number of OLSM CPU MLSM CPU
Stocks LB Time(sec) LB Time(sec)
10 4.46118 1.29819 4.58711 1.49783
(0.11368) (0.12850)
20 4.11185 3.21959 4.37469 3.62714
(0.11160) (0.11633)
Panel 3 Power 4
Number of OLSM CPU MLSM CPU
Stocks LB Time(sec) LB Time(sec)
10 4.560722 9.858611 4.601852 8.666284
(0.05581) (0.05498)
20 4.334726 25.26982 4.439366 21.75666
(0.05590) (0.05868)
In this table, the applicability of MLSM for stochastic volatility models is examined and
for illustration, Heston model is adopted. The parameters in the model are : Common
Initial prices Si0 = 100, i = 1, ..., 10/20, Interest Rate r=3%, no Dividend, Maturity
T=0.25 Year, Common Correlation ρij = 0.5, i 6= j = 1, ..., 10/20. In particular, the
parameters of the Heston model are: σi0 = 0.1, α = 0.5, β = 0.16, γ = 0.9, ρi = −0.1,
i = 1, ..., 10/20.
Approximate option values are obtained by applying OLSM and MLSM approaches 100
times for each case with 50 equally spaced Exercisable times, M0 = 1000, M = 10000
Monte Carlo paths and labeled with OLSM and MLSM respectively in Panel 1. In con-
trast, the simulation is repeated with M = 2500 to examine the convergency against the
number of the Monte Carlo path. Moreover, consistency is examined by extending cross
sectional regression basis, i.e.,state variables to the fourth power. The results are reported
in the Panel 2 and Panel 3, respectively. The reported values are averages over the 100
runs. LB represents lower bound. The standard errors of the approximate values are
shown in the parentheses.
Table 2.6: American Arithmetic Average Option on 10 and 20 assets with
Heston’s model of stochastic volatility.
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2.5 Conclusion
This paper develops an efficient payoff approximation approach to estimating
lower and upper bounds for pricing high-dimensional American arithmetic av-
erage options. The crucial step of the approach hinges on finding a highly
correlated geometric average with a given arithmetic average. Then, the LSM
approach proposed in Longstaff and Schwartz (2001) is applied to obtain the
optimal exercise strategy for a lower-dimensional and more tractable American
geometric average option. This optimal exercise strategy is used to estimate a
lower bound for the corresponding American arithmetic average option price.
In addition, an upper bound can be simply calculated without computation-
ally expensive nested simulation. Our method is especially efficient when the
underlying asset prices are modeled by jump-diffusion processes with deter-
ministic volatilities because the geometric mean is always a one-dimensional
Markov process regardless of the number of underlying assets and thus is free
from the curse of dimensionality. Numerical examples show that the proposed
methods perform well with dimensions up to 50 when volatility is not very
high and/or time-to-maturity is not very long, providing encouraging evidence
that our methods have the potential of being widely adopted by academics and
practitioners for pricing high-dimensional American arithmetic average options
and using high-dimensional American arithmetic average options in financial
activities such as hedging, diversifying, risk management particularly.
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Chapter 3
Dynamic Optimal Portfolio
Choice Problem under Financial
Contagion
3.1 Introduction
Recent empirical studies have documented the following features during turbu-
lent market conditions: (1) stock prices tend to crash together; (2) a big jump
in stock prices is likely to be followed by more frequent jumps; (3) a big jump
in stock prices is likely to be associated with a big jump in volatility.
In particular, Ang and Chen (2002) demonstrate that asset returns are more
correlated in bear markets than in bull markets as measured by the exceedance
correlation, i.e., the stock prices tend to crash together but not boom together.
This finding implies a reduction in portfolio diversification during market down-
turns. In Aı¨t-Sahalia, et al. (2015), they document episodes of highly clustered
jumps across world markets, i.e., a big jump in stock prices is likely to be
followed by more frequent jumps, which they term contagion. In the option
pricing literature, Eraker, Johannes and Polson (2003), Eraker (2004), among
many others, find strong evidence for co-jumps in volatility and stock returns,
i.e., a big jump in stock prices is likely to be associated with a big jump in
volatility. The objective of the present paper is to develop tractable multi-asset
models to capture all these stylized facts and propose a new approach to solve
the optimal portfolio choice problem in order to investigate impacts of time-
varying jumps in stock returns and variance-covariance.
While jump-diffusion models have been introduced into the optimal portfolio
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choice problem for long time (e.g. Merton (1976)), there are few results which
provide closed-form solutions to portfolio choice problems in multi-dimensional
jump-diffusion models. In general, one has to solve numerically an n-dimensional
nonlinear equation for an n-dimensional jump-diffusion model. For example, Liu
et al.(2003) study the effects of rare events affecting price and volatility. But,
in their model, there is only one risky asset available for trading. In contrast,
we investigate impacts of rare events affecting prices and variance-covariance,
and thus, we are able to study the impact of contagion on optimal portfolio
strategies. Considering a multi-asset model, Das and Uppal (2004) investigate
the effects of systemic risk on portfolio diversification. Unlike our model in
the present paper, the volatility and jump intensity in their model are all con-
stants. In a multi-asset model closely related to ours, Aı¨t-Sahalia, et al. (2009)
use self- and mutually exciting processes to capture contagion in dynamics of
asset returns. In particular, they develop a simple orthogonal decomposition
method and possibly remove the restriction on the number of assets involved.
Our model in the present paper differs from theirs. First, we use a Wishart
process with jumps to model the variance-covariance while they do not incor-
porate jumps in volatility. Second, their decomposition method requires really
special structures for the jump vector and the variance-covariance matrix. In
this paper, we present a general decomposition technique which can be applied
to a wide class of multi-dimensional jump-diffusion models. As a result, we
obtain a semi-closed form solution for the optimal portfolio choice problem.
This paper also extends another closely related work, Buraschi et al. (2010),
by developing a general decomposition technique for jump-diffusion models and
allowing jumps in both the stock returns and the variance-covariance processes.
As a result, these contributions present a venue to study the effects of an abrupt
increase in dynamics of correlation on portfolio diversification. Meanwhile, this
paper also extends the result on portfolio choice of Leippold and Trojani (2010)
where they do not study the problem when asset prices consist of jumps.
Jin and Zhang (2012) also adopts a decomposition method to deal with the
models where there are jumps in asset returns only. But it is not straightfor-
ward to employ their method to solve the optimal portfolio choice problem in
a model with co-jump in asset returns and volatility. In contrary, our decom-
position method in this paper can be applied to more general models where
the variance-covariance process contains jumps. In principle, our model can be
viewed as an multi-dimensional extension of the one-dimensional case studied
in Liu et al.(2003).
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In order to obtain a semi-closed solution in the stochastic volatility model, we let
the jump intensities be an affine function of the variance-covariance. Since the
variance-covariance consists of jumps, the jump intensities are mean-reverting
with jumps. As a result, the corresponding jump processes have a feature of
“mutually exciting“, which is nicely used to model contagion by Aı¨t-Sahalia and
Hurd (2015) and Aı¨t-Sahalia, et al. (2015). Apart from the ”mutual-“ and/or
”self-“ exciting feature, the specification of jump intensity also captures one
important observed feature, i.e., volatility clustering of returns. More specif-
ically, the jump intensity is defined as the scaled variance-covariance matrix,
where the values are essentially linear combinations of variance and covariance
between the assets. In other words, it is the current variance-covariance that
drives the potential ”clustering“ of future variance-covariance. Moreover, by
looking at the values of the scaling matrix, the ”vulnerability“ of each asset to
its own risk (reflected by the variance) or to the counterpart’s risk (reflected by
the covariance) is measurable.
The rest of this paper is organized as follows. For the sake of completeness, we
review the financial contagion literature in Section 2 in order to provide general
pictures about how financial contagion influences the economy. In Section 3,
we first introduce the jump-diffusion model where the variance-covariance is
a continuous-time Wishart process with jumps. Then we develop the decom-
position method and solve the optimization problem in Section 4. Numerical
illustrations and financial implications are presented in Section 5. Concluding
remarks are summarized in Section 6. Tedious proofs are collected in Appendix
for clarity.
3.2 Contagion Literatures
There had been several branches of literatures about financial contagion in-
cluding the transmission of contagion arising from the linkages of the market,
correlated information and liquidity shocks and even responses from investors’
behaviour such as attitude or psychology. For instance, Kang and Viswanathan
(2010) provided an indirect evidence of contagion in terms of liquidity,where
illiquidity spills over from an industry to another. In particular, after a large
negative shock, the financial intermediaries are forced to liquidate. As the mar-
kets go down considerably, most of the assets are also forced to liquidate. Hence,
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both level and commonality of liquidity are affected due to the large negative
shock. As a result, liquidity short can be regarded as a signal of contagion
effects.
Jorion and Zhang (2009) examined the clustering of default i.e. credit contagion
and documented that counter party risk may be another channel of credit conta-
gion. While, Leitner (2005) developed a model for interdependence of financial
markets where linkages not only spread contagion but further induce bailout
coming from the threat of contagion. Lonstaff and Rajan (2008) explored the
information embedded in CDOs to investigate the contagion effects in the sense
that corporate defaults tend to cluster. They found there is significant cluster-
ing of default in the market and hence implied that there exists a significant
part of corporate credit risk which is not diversifiable.
Some features such as flight-to-quality and home bias may be observed during
crisis or market downturn. For example, Nieuwerburgh and Veldkamp (2009)
proposed an alternative way to study home bias puzzle. More specifically, they
emphasized that the information immobility, the costs of learning and initial ad-
vantages of certain information would further induce the home bias since these
obstacles tend to stop investors from deviating their initial positions. Giannetti
and Laeven (2012) used international syndicated loan market as a channel to in-
vestigate the transmission mechanism of adverse shocks to banking. Analogous
to the well-known puzzle, home bias, they found that investments in domestic
loans increase 20% during financial crises i.e., manifestation of flight home ef-
fect.(The authors argued that diversification benefit is reduced during financial
crises, probability of bailout associated with domestic investment maybe higher
and the level of risk aversion increases, see also Dungey et al (2009))
Following the related literature, it is easy to understand that financial conta-
gion is an integrated phenomenon with several unsolved puzzles entangled. As
a result, we need to understand thoroughly what is financial contagion.
3.2.1 What is financial contagion?
There is no consensus definition for contagion and it has been widely inves-
tigated in different aspects, e.g. identifying the contagion channels, detecting
directly the contagion effect, etc. However, the financial contagion has been
studied under some common definitions in the literature.
We review the definitions in Pericoli and Sbracia (2003) to shed some light on
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how financial contagion had been studied in the literature.1
Definition 1. Contagion occurs if there is a significant increase in the proba-
bility of future crises, conditional on a crisis occurring in another counterpart
in the economy.
Conventionally, this definition is widely adopted in the literature about cur-
rency crisis. By construction, it helps to identify the vulnerability of a specific
country to external shocks. However, it could be intuitively hard to be incor-
porated for solving optimal portfolio problems.
Definition 2. Spillovers of the volatility of asset prices from the crisis country
to the other counterparts imply the occurrence of contagion.
In general, spillover effects demonstrate explicitly how the contagion is spread
across different countries. The common techniques applied for assessing the
occurrence and direction of volatility spillover are the multivariate GARCH
models. However, the tractability of the model is typically not guaranteed
for solving optimal portfolio problems because of the nature of multivariate
GARCH model incorporated.
Definition 3. Contagion arises if there exists excessive cross-country move-
ments which could not be explained by fundamentals.
Definition 4. Contagion occurs when there are excessive co-movements of
prices and quantities among the markets, conditional on a crisis occurring in
one or more counterparts in the economy.
Definition 5. (Shift-) contagion occurs if the transmission channel intensi-
fies or significantly changes after a shock in one country
zz The Definition 3∼5 are quite similar. More specifically, they all hinge on the
”significant change“ resulting from a external shock caused by the country itself
or by other counterparts. The difference lies in the ”object“ investigated, for
example, direct assessment of prices, co-movements, etc are commonly analyzed
for Definition 3 and 4; while the transmission channels are considered in Defi-
nition 5. Analogous to contagion in epidemiology, the direct assessments of the
prices, co-movements, etc are analogous to the syndrome and the transmission
channels are analogous to the routes of the infection.
1Pericoli and Sbracia (2003) provides a thorough survey for extant literatures. In particular,
a review of the related literature among various methodology are listed.
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zz To sum up, based on Definition 3∼5, it is more appropriate to test conta-
gion by determining if there is any ”structural break“ in the data-generating
process. The detected ”structural break“ would imply the deviation resulting
from the source of infection, say the crisis-originating country. In addition, the
data-generating process, or more generally, the presumed asset pricing models
adopted in the existing literatures related to contagion makes the contagion
effect explicitly detectable. On the contrary, the probit models and volatility
spillover related models adopted in the literatures related to Definition 1 and
2, to some extent, only suggest the outcomes of crises and hence provide only
some potential interpretations about financial contagion.
Apart from these common definitions, the immediate way to study financial
contagion is to identify and capture the observed features of market returns.
Stylized features of contagion could be summarized as: 1. time-series clustering,
2. cross-sectional clustering, 3. directional clustering. For instance, the recent
financial crisis demonstrated the first two features conspicuously and brought
about devastating recession among the world economics for years. Moreover, the
severity resulting from crisis of an economy may differ from others and mainly
depends on its own stability. This characteristic is reflected by the third feature,
which describes the power of influence to others. A crisis occurs in one place
and spread across the world through the increasing connection between differ-
ent markets like a disease. Finally, this chain reaction deteriorates the financial
economics based on the fragility of each market. Indeed, this is exactly how
disease contagiously spread among different objects and it is termed ”financial
contagion“. Financial contagion has gained more intention in the literature af-
ter the recent crisis. In particular, Choi (2014) proposed a stylized model of
self-fulling panic and showed heterogeneous fragilities to strategic risks (finan-
cial spillovers) of agents are critical components in financial contagion. In fact,
the heterogeneous fragilities are reflecting the financial health of each agents
and Choi (2014) provided a theoretical model for directional clustering. An in-
teresting result is that agents with stronger financial health should be bolstered
instead of the weak ones, which is quite counter intuitive since contagion often
starts from weaker parts of the economy.
Based on the above discussion, a comprehensive model of financial contagion
should, to great extent capture these three features. A direct vehicle for model-
ing time-series and cross-sectional clustering had been studied in Aı¨t-Sahalia et
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al. (2015), where the Hawkes jump is incorporated for the dynamic of jump in-
tensity because of its inherited properties: self- and mutual- excitations. They
developed the estimation technique with GMM method and found self- and
mutual- excitation feature in the data under the assumption of constant volatil-
ity. To some extent, capture part of financial contagion effect and in fact, U.S
has more influence on other markets. Although many efforts had been made in
the literature of optimal portfolio choice problem, including stochastic volatil-
ity and stochastic volatility with jumps, etc, little is known about the optimal
portfolio choice under financial contagion with stochastic volatility and jumps
in both return and covariance matrix.
Our main contributions of this paper can be summarized as follows. Com-
pared with Aı¨t-Sahalia et al (2015), our model outperforms in two aspects: 1.
Wishart process is incorporated to address the effects from stochastic variance-
covariance matrix, 2. we solve the optimal portfolio problem. Complemented
with the Hawkes-style jump component, including two novel parameters which
would be analyzed in detail later, our model also could capture more empiri-
cal features than the one in Buraschi et al (2010). In particular, their model
is valid for weekly and monthly data but rejected for daily ones. They sug-
gested that the jumps in daily context result in the rejection of Hansen’s test,
which manifests the importance of jumps in return. Furthermore, Corradi et
al. (2012) also documented that including jump in volatility is not sufficient
to capture contagion and jump in asset price are needed. By incorporating
the jump components, our model aim to capture the daily variation of prices
and returns much more well and hence the contagion effect could be analyzed in
more detail without losing much information as using weekly and monthly data.
The advantages of our model could be summarized as the following:
• Parsimony: Our model consists of two jumps in asset price and covari-
ance matrix process modeled by Wishart process with novel paramter
J, C1 and C2 to capture financial contagion. Hence, we avoid assuming
the multivariate factor models commonly adopted in the empirical re-
searches. Moreover, the presumption of the interdependence structure is
avoided. As a result, we circumvent the omitted variable problems and
some empirical issues commonly faced by existing literatures.
• Tractability: Optimal portfolio choice problem is solved with closed-form
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solution.
• Capturing observed clustering: Future jumps are affected/induced by cur-
rent and past jumps e.g. the market sentiments would be affected by large
market moves and the effects may propagate within the region and across
countries.
• Asymmetry: The flexibility of the intensity function allows us to set dif-
ferent influencing powers to each element in the economy. As a results, it
is feasible to capture the asymmetric influencing power(directional clus-
tering) among different markets.
• Realism: As shown in Aı¨t-Sahalia et al (2015) that the application of
Hawkes jump would capture the observed features e.g. time-series cluster-
ing and cross-sectional clustering. Besides, the Wishart process is proven
to well capture the stochastic covariance, which plays an important role
in both optimal portfolio problem. Combined with these two key compo-
nents, our model are expected to fit the data better given both models
are nested in our model. As illustrated in the Numerical Analysis, we
find our model captures several observed features of contagion and pro-
vides economical interpretations in the context of optimal portfolio choice
problem.
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3.3 AMulti-Dimensional Jump-Diffusion Model
with Stochastic Volatilities
Let (Ω,F ,P) be a probability space with filtration F = (Ft)0≤t≤T where T
denotes a finite time horizon. An investor with constant relative risk aversion
(CRRA) utility trades n risky assets and a riskless asset with instantaneous risk-
less return r over the finite time horizon [0, T ]. Let St = (S1,t, ..., Sn,t)
′, t ∈ [0, T ]
denote the price vector of the risky assets at time t, where ′ denotes the trans-
pose of a vector (or matrix).
Assume we have two stocks and two jumps, i.e., n = m = 2.2 The dynamics of
the price vector St = (S1,t, ..., Sn,t), t ∈ [0, T ] of the risky assets is governed by
the equation:
diag(S−1t )dSt = (µt + r1n)dt+ Σ
1/2
t dWt + J · (YtdNt), (3.1)
where r > 0, 1n = (1, ..., 1)
′ ∈ Rn×1, µ ∈ Rn×1, J ∈ Rn×m are constant or
deterministic vectors or matrices; Σ1/2 = (σij)n×n is the (volatility) coefficient
matrix of the diffusion terms; Wt is a n × 1 standard Brownian motion. The
operator “diag” transposes a vector into a diagonal matrix.
We set the variable
µt = Σtη − J · E[Y ]λt = Σtηt − J · E[Y ] · C1ΣtC2,
where µt is an affine structure of Σt as usual settings in literature of stochastic
volatility models. The affine structures λt and µt make it possible to obtain a
closed-form solution.
An m dimensional jump counting process Nt = (N1,t, ..., Nm,t)
′ is independent
of the Brownian motions, and Ni,t is independent of Nj,t for 1 ≤ i 6= j ≤ m.
The random jump size Y = diag(Y1, ..., Ym) is a diagonal matrix where Yi is
independent of Yj for 1 ≤ i 6= j ≤ m. J is a constant matrix which is used
2Without loss of generality, I added the assumption n = m in this chapter. For the case
n < m, it is not solvable since in the model setting, the jumps in the return are set to be
scaled by the n× n matrix, J . In particular, this setting is innovative and specially designed
to capture financial contagion effects by allowing jumps to propagate through all components
in the economy with jump sizes scaled by the matrix, J. As a result, the case n > m is not
included in the current model. However, with respect to the case n > m, it is solvable since
it is a nested case of n = m. More explicitly, we can simply set the jump sizes to zeros for
remained n −m dimensions. Hence, it is clear that the case n > m could be solvable as in
the case n = m while n−m components of jumps are with zero jump sizes.
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to scale the jump sizes. Hence J · (YtdNt) denotes the jump components in
the dynamics of the risky assets. If not otherwise mentioned, we use the con-
vention “·“ to denote the multiplication between vectors or matrices hereafter.
Although the matrix multiplication does not need a ”dot“ operator, adding it
would make terms with several matrix multiplications more intuitive. If the
element-by-element product is applied, further notification would be noted.
The jump counting process Ni,t, for i ∈ {1, 2, 3, ...,m} has an intensity λi,t
such that
P[Ni,t+∆t −Ni,t = 1|Ft] = λi,t∆t+ o(∆t),
P[Ni,t+∆t −Ni,t > 1|Ft] = o(∆t).
In particular, Nt is an m-dimensional Poisson process if λt = (λ1,t, ..., λn,t)
′ is
constant. In summary, the equation (3.1) is modeling a jump-diffusion market
with m types of jumps. The jump intensities and the jump sizes are described
by λt and JYt respectively.
Let Σt = (Σij,t)n×n = Σ
1/2
t · (Σ1/2t )′ denote the covariance process. In the
following, we consider the case: n = m = 2. We take the specific setting of
λt = C1ΣtC2, where constants vector C1 ∈ Rm×n, C2 ∈ Rn×1. That is, λt is
affine of Σt. Let
J =
(
J11 J12
J21 J22
)
, C1 =
(
C11 C12
C21 C22
)
, C2 =
(
C2(1)
C2(2)
)
. (3.2)
Then
λt =
(
λ1t
λ2t
)
= C1ΣC2 =
(
C11C2(1)Σ11 + (C11C2(2) + C12C2(1))Σ12 + C12C2(2)Σ22
C21C2(1)Σ11 + (C21C2(2) + C22C2(1))Σ12 + C22C2(2)Σ22
)
.
(3.3)
To keep λt non-negative, we may set further that
C1 = diag(c1, c2, ..., cm) ·
 C
′
2
...
C ′2
 (3.4)
where c1, ..., cm are non-negative constants. This model nests the one dimen-
sional model of Liu et al. (2003) which corresponds to the case of n = m = 1
and λt = cσ
2
t for some c > 0.
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3.3.1 A Stochastic Variance-Covariance Process with Jumps
To model stochastic variance-covariance matrices, Buraschi et al. (2010) adopt
a continuous-time Wishart process which is basically a matrix-valued version
of the univariate square-root process. In this paper, we extend their model by
incorporating jumps. In particular, the variance-covariance matrix process Σt
is assumed to follow a stochastic (matrix) process with jumps:
The variance-covariance matrix process Σt is assumed to follow a Wishart pro-
cess with jumps:
dΣt = [ΩΩ
′ +MΣt + ΣtM
′]dt+ Σ
1/2
t dZ(t)Q+Q
′dZ ′Σ
′1/2
t +
m∑
i=1
K(i)dNi,
(3.5)
where Ω,M,Q ∈ Rn×n are constant coefficient matrices; M is negative definite.
Zt is a n×n standard Brownian motion, correlated with the processWt through
the way
Wt =
√
1− ρ′ρZ⊥t + Ztρ, (3.6)
where Z⊥t is an n dimensional standard Brownian motion independent of Zt,
and ρ = (ρ1, ..., ρn)
′ ∈ Rn×1 is with the properties ρi ∈ [−1, 1], i = 1, 2, 3, ..., n
and ρ′ρ ≤ 1. Thus,
W1t =
√
1− ρ21 − ρ22Z⊥1t + ρ1Z11t + ρ2Z12t (3.7)
W2t =
√
1− ρ21 − ρ22Z⊥2t + ρ1Z21t + ρ2Z22t (3.8)
The jump coefficient matrix Ki ∈ Rn×n, i = 1, 2, ...,m are positive semi-definite
(symmetric) matrices. When Ki ≡ 0, i = 1, 2, ...m, the diffusion process
(3.5) is introduced by Bru (1991). It is known that if Ω′Ω ≫ Q′Q, then Σt
is a well-defined covariance matrix process. Under the same condition, one
can see that (3.5) also defines a well-defined covariance matrix process when
Ki = (Ki,jl)1≤j,l≤n, i = 1, 2...,m are positive semi-definite. The equation for Σt
suggests that Σt will increase by Ki if the jump Ni,t occurs at time t.
The equation (3.1) and (3.5) together with the setting λt = C1ΣtC2 can cap-
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ture several stylized phenomenon during turbulent market conditions. In our
model, once a jump occurs, the variance-covariance increases simultaneously.
The jump intensities increases as well. As a consequence, jumps will occur
more frequently. Through the same mechanics, when one type jump occurs,
another type of jumps shall occur more frequently. This is a feature of conta-
gion in the same sense as Aı¨t-Sahalia et al. (2015).
In this following paragraphs, we explain the interpretation of model param-
eters and how economic issues related to contagion may be captured.
3.3.2 A Hawkes-style jump
The affine structure of λt not only allow for closed-form solution of optional
portfolio but also accounts for the volatility clustering feature i.e., high volatil-
ity tends to follow high volatility. Moreover, the resulting high jump intensity in
volatile market captures the fact that crisis often occurs during market turmoil.
On the other hand, given that M is negative definite, Σ is a mean-reverting
process. As a result, the jump intensity λt = C1ΣtC2 is a mean-reverting pro-
cess as well. By incorporating jump in the covariance structure, it is clear that
the counting jump process Nt is a Hawkes-style process. Nt has a feature called
mutually exciting in sense that once a type of jump occurs, other types of jumps
tend to occur more frequently. This feature is ideal for modeling financial con-
tagions which usually are used to describe the phenomena that a worldwide
sequence of market crashes (jumps) follows a crash in one country. For exam-
ple, Aı¨t-Sahalia and Hurd (2015) and Aı¨t-Sahalia, et al. (2015) model financial
contagions by mutually exciting processes. In contrast to theirs, the structure
of λt in our model exhibits more comprehensive interpretation. In particular,
λt is associated with the covariance and scaled by C1 and C2 parameters. As
a result, variance and covariance of the assets are the vehicles which drive the
magnitude of jump intensity in absence of jumps. The sudden jump incurred
by unexpected systemic risks then can be regarded as a natural response based
on the private sensitivities to variance and covariance which is measured by the
absolute value of C1 and C2. Moreover, the resulting increase in covariance
then changes dynamics of the covariance structure. Actually, this implication
illustrates an idea similar to the ”financial health“ discussed in Choi (2014).
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3.3.3 Interpretation of J
As discussed in previous section, the interaction among markets is commonly
investigated in the financial contagion literature to determine and show the
contagion effects. However, little is known about addressing this issue in port-
folio choice problems. To explicitly describe the interaction between markets
or assets in our model, we add a novel component to the jump component in
the asset process driven by SDE(3.1). The role of J is intuitively clear i.e.,
it scales the influence of jumps among the assets where all possible jumps are
affective to each asset in the economy. More specifically, one jump occurring
in one market may be transmitted to other markets even if there is no jump
there. This feature allows us to investigate both the power of influence and
vulnerability(fragility) for each markets by absolute value of each off-diagonal
element in J .
Incorporated with these novel and economical meaningful parameters, our model
exhibits good properties for modeling financial contagion. Apart from these
properties, the affine structure makes the optimal portfolio choice problem solv-
able with closed-form solution.
3.3.4 Parameter setting in this paper
Our model exhibits flexible properties based on the novel components incor-
porated. In this section, we specify the setting of parameters and jump dis-
tributions of return and covariance matrix adopted. The jump distribution of
return, Yi,t = e
Zi,t − 1 represents the relative size change in asset prices with
Zi,t ∼ N (µ(i)J , (σ(i)J )2) for i = 1, ..., n. To preserve the positive semidefinite prop-
erty of covariance and to make influence of jump intuitive, we construct K
(i)
t if
n = 2 as:
K
(i)
t =
(
K11t ci
√
K11t K
22
t
ci
√
K11t K
22
t K
22
t
)
(3.9)
where Kiit ∼ Exp(µ(i)v ),−1 ≤ ci ≤ 1,i = 1, 2. Given K(i)t constructed as above,
it’s clear that positive semidefinite property of Σt is preserved. Furthermore,
the jump increments in variance and covariance are correlated with a constant
coefficient ci, and hence exhibit intuitive jump change in covariance structure.
Apart from jump distributions, we construct parameters J, C1, C2 and ΩΩ′
in the following specific structure which is consistent with intuitions. For illus-
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trative purpose, as n = 2, they are constructed as below:
J =
(
1 J21
J12 1
)
, C1 =
(
1 · C2(1) 1 · C2(2)
C1(1) · C2(1) C1(1) · C2(2)
)
, C2 =
(
C2(1)
C2(2)
)
.
(3.10)
These refinements are intuitively straightforward but remain intuitive for eco-
nomical interpretations. In particular, the diagonal elements of J are set to
be 1, which imply the jump resulting from risks of asset 1 are scaled by 1,
while the influence of risk reflected by jump in asset 2 are transmitted to asset
1 and scaled by J21 . As a result, J21 and J12 capture how contagion propa-
gates though different assets or markets with the magnitude measured by the
absolute value of them. To investigate financial contagion, we can further limit
J21 and J12 to be positive to capture how negative jumps deteriorate returns
during market turmoil. With respect to refinement of C1 and C2, positive jump
intensities are preserved and C1(1) captures the ratio of vulnerability between
asset 1 and asset 2. More specifically, more vulnerable one would have higher
probability to be affected by jumps/risks and hence capture how assets react
during crisis.
Without loss of generality, we let ΩΩ′ = a+ a′ in the drift term of the Wishart
process (3.5), to simplify the estimation procedure. Since ΩΩ′ ≫ Q′Q preserves
the positive semidefinite property of covariance matrix process, it is commonly
assumed ΩΩ′ = kQ′Q,k ≥ 10 as in Buraschi et al. (2010). The replacement
of ΩΩ′ with a + a′ relaxes the linear relationship between ΩΩ′ and Q′Q. The
positive semidefinite property of Σt can be preserved in the MCMC procedure
naturally given a+ a′ constrained to be positive semidefinite.3
With respect to the flexibility of our model, we denote WJD model as Wishart-
Jump-Diffusion model, where the suffixDJ(iDJ), AJ, CJ to be the double jump
(independent double jump) in return and covariance matrix, asset jump in re-
turn only and covariance jump in covariance matrix process only of our model,
respectively. On the other hand, Myopic and WD (Wishart-Diffusion) are de-
noted as the Merton-Jump-diffusion (MJD) model and the model in Buraschi
et al. (2010) respectively. For example, the most general WJD-DJ model
represents the Wishart-Jump-Diffusion model with jumps in both return and
variance-covariance. If not otherwise mentioned, we follow the abbreviation
3Note that detailed estimation procedure is developed in Chapter 4.
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defined in this section.
3.4 Solve the optimal portfolio choice problem
In the section, we investigate the effect of contagion by solving the portfolio
choice problem. The optimization problem of the investor can be described as
the following.
Let pit = (pi1,t, ..., pin,t)
′ denote the vector of the proportion of the wealth Xt
invested into the n risky assets, respectively. Then the wealth processXt follows:
dXt = Xt(r + pi
′
tµ)dt+Xtpi
′
tΣ
1/2
t dWt +Xtpi
′
tJ(YtdNt). (3.11)
Given the initial wealth Xt = x0, the investor selects the portfolio process
pit maximizing CRRA the utility of terminal wealth, that is, the optimization
problem of the investor is
max
pit
E
[
X1−γT − 1
1− γ
]
, (3.12)
(or infvmaxpi E[u(X(T ))] for incomplete markets.) where the risk aversion co-
efficient γ is greater than 1. The results in this paper shall also hold for the
logarithm utility function if we let γ → 14.
3.4.1 The Solution of the Investment Problem
Let
V (x,Σ, t) = max
pi
E
[
X1−γT − 1
1− γ
∣∣∣Xt = x,Σt = Σ] .
The HJB equation associated with the optimization problem (3.12) is given by
0 = Vt +max
pi
Vxx(r + pi
′µ) +
x2
2
Vxxpi
′Σpi + 2xpi′Σ · FV ·Q′ρ+AV
+
m∑
l=1
λlE
[
V (x(1 + (pi′J)lYl),Σ +K
(l), t)− V (x,Σ, t)
]
, (3.13)
4The value of γ is not critical and the results for the case 0 < γ < 1 could be similarly obtained.
Following the literature, we focus on the case γ > 1 since it is conventionally adopted.
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where F = ( ∂
∂x
∂
∂Σij
)n×n, and the infinitesimal differential operator associated to
the covariance process is
A = Tr[(ΩΩ′ +MΣ + ΣM ′)D] + Tr[2ΣDQ′QD], (3.14)
where D = ( ∂
∂Σij
)n×n.
To solve the HJB equation (3.13), we conjecture that
V (x,Σ, t) =
x1−γ
1− γ
eTr(A(t)Σ)+B(t),
where A(t) is a symmetric matrix function of t satisfying A(T ) = 0, and B(t)
is a function of t satisfying B(T ) = 0. Then plugging the conjecture into the
HJB equation, we can obtain two equation systems of A(t) and B(t):
0 =
1
1− γ
d
dt
B(t) + r +
1
1− γ
Tr[ΩΩ′A′], (3.15)
0 =
1
1− γ
Tr[
d
dt
A(t)Σ] + max
pi
{
pi′µ−
γ
2
pi′Σpi + 2pi′ΣA′Q′ρ
+
1
1− γ
Tr[(MΣ + ΣM ′)A′] +
1
1− γ
Tr[2ΣA′Q′QA′]
+
1
1− γ
m∑
l=1
λlE[(1 + (pi
′J)lYl)
1−γeTr[A(t)K
(l)] − 1]
}
. (3.16)
We solve the maximization problem in (3.15) by investigating the first order
condition for pi, which gives
µ− γΣpi + 2ΣA′(t)Q′ρ+
m∑
l=1
λlE[(1 + ((pi)
′J)lYl)
−γJle
Tr[A(t)K(l)]] = 0. (3.17)
As a result, the ODE (3.15) for A(t) can be transferred into the following form:
0 =
dA(t)
dt
+
1− γ
2
{η(pi∗)′ + pi∗η′ − C2(pi
∗)′JE[Y ]C1
−C ′1E[Y ]J
′pi∗C ′2 − γpi
∗(pi∗)′ + pi∗g′ + g(pi∗)′}
+ (A(t)′M +M ′A(t)) + 2A(t)′Q′QA(t) (3.18)
+
1
2
m∑
l=1
(C2e
′
lC1 + C
′
1elC
′
2)E[(1 + ((pi
∗)′J)lYl)
1−γeTr[A(t)K
(l)] − 1], (3.19)
where e1 = (1, 0, ..., 0)
′, g = 2A′(t)Q′ρ and pi∗ is calculated by (3.17).
Then a numerical iteration method can be employed to solve the above non-
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linear equation system for the n × 1 vector pi for each Σ. Solving n nonlinear
equations with n variables is computationally expensive for a large n in general.
Below we develop a decomposition approach which reduces the above nonlinear
equation system into m 1-dimensional nonlinear equations and (n −m) linear
equations. Those 1-dimensional nonlinear equations can be solved by the nu-
merical iteration method while those linear equations can be solved explicitly,
leading to significant reduction of the computational burden for large values of
n.
3.4.2 Decomposition
Recall J ∈ Rn×m and m ≤ n. Without loss of generality, we assume rank(J) =
m. The columns of J generate a subspace of Rn×1, denoted by {J}. We de-
compose Rn×1 into two orthogonal subspaces {J} and {J}⊥ such that Rn×1 =
{J}
⊕
{J}⊥. Let J⊥1 , ..., J
⊥
n−m be an unit orthogonal basis of {J}
⊥ and let
J⊥ = (J⊥1 , ..., J
⊥
n−m), i.e., the matrix with columns J
⊥
1 , ..., J
⊥
n−m.
We now lay out the notations used below. If x is a row or column vector
with the ith entry xi for i = 1, 2, ...m, we define
DY (x) = diag(E[(1 + x1Y1)
−γY1]e
Tr(A(t)K(1)), ..., E[(1 + xmYm)
−γYm]e
Tr(A(t)K(m))).(3.20)
Also, we denote
gt = 2A
′
tQ
′ρ, t ∈ [0, T ].
Starting from the first order condition (3.17) and exploiting the orthogonal de-
composition, we obtain the following result. Recall λt = C1ΣtC2, and µt =
Σtη − JE[Y ]C1ΣtC2.
Proposition 1. The optimal portfolio choice pi∗t is given by
pi∗t = J(J
′J)−1p¯i∗t + J
⊥pi∗⊥,t (3.21)
where
pi∗⊥,t =
1
γ
(J⊥)′(η + gt), (3.22)
and p¯i∗t = (p¯i
∗
1,t, ..., p¯i
∗
m,t)
′ solving the following m-dimensional nonlinear equa-
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tions:
J ′kJk[J
′
k(η+gt)−γp¯i
∗
k,t]+(J
′
kC2)(J
′
kJ) ·(DY (p¯i
∗
t ;At)− E[Yt]) ·(C1Jk) = 0, (3.23)
for k = 1, 2, ...,m.
We leave the proof in the appendix.
Clearly, in case J ’s columns are mutually orthogonal, the above proposition can
be further simplified. In fact, the equation (3.23) turns to be a 1-dimensional
nonlinear equation consisting of p¯i∗k,t only. As a result, a numerical procedure
can be further simplified for this case.
In general, if J is not a matrix with pairwise orthogonal columns, we find an
invertible matrix P ∈ Rn×n such that Jˆ = PJ has pairwise orthogonal columns.
Then following similar derivation as above, we reach the following proposition.
Proposition 2. Let P ∈ Rn×n be an invertible square matrix such that Jˆ :=
PJ satisfies Jˆ ′Jˆ is a diagonal matrix. Let Jˆ⊥ ∈ Rn×(n−m) with columns being
an unit orthogonal basis of the subspace orthogonal to the space {Jˆ}. Let
ηˆ = P ′−1η, gˆ = P ′−1g, Cˆ1 = C1P
−1, Cˆ2 = P
′−1C2. (3.24)
Then the optimal portfolio choice pi∗ is given by
pi∗ = P ′(Jˆ(Jˆ ′Jˆ)−1p¯i∗ + Jˆ⊥pi∗⊥)
where
pi∗⊥ =
1
γ
(Jˆ⊥)′(ηˆ + gˆ),
p¯i∗ = (p¯i∗1, ..., p¯i
∗
m)
′ and for each k = 1, 2, ...,m, p¯i∗k solves 1-dimensional nonlinear
equation
Jˆ ′k(ηˆ + gˆ)− (Jˆ
′
kCˆ2)(Jˆ
′
kJˆ)LE[Yk] · (Cˆ1Jˆk)− γp¯i
∗
k + (Jˆ
′
kCˆ2)(Jˆ
′
kJˆ) ·DY (p¯i
∗) · (Cˆ1Jˆk) = 0.(3.25)
The proof of this proposition is left in the appendix.
The advantage of (3.25) is that it is a 1-dimensional nonlinear equation of p¯i∗k,t
because the only nonzero entry of Jˆ ′kJˆ is at the k
th position. By virtue of
the above proposition, the optimal portfolio can be decomposed into two parts
corresponding to a diffusion economy and a diffusion-jump economy. The lat-
ter can be further decomposed into a system of 1-dimensional jump-diffusion
economies, which can be easily solved numerically.
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The above result gives a decomposition expression for the optimal portfolio
pi∗t . However, both p¯i
∗
t and pi
∗
⊥,t depend on the function At which is a solution
of ODE (3.15). Next, we show how to solve At and hence obtain p¯i
∗
t , pi
∗
⊥,t and
the optimal portfolio pi∗t eventually.
For the case that rank(J) = d < m, we can find d columns of J such that they
are a basis of the subspace {J}. Then following the same procedures as before,
we shall obtain similar results as Proposition 1 or Proposition 2. The difference
is that we shall obtain a d−dimensional nonlinear equation (corresponding to
Prop. 1), or a system of 1-dimensional equations and several equations with
dimension no more than (m− d) + 1 (corresponding to Prop. 2).
Given Prop. 1 and Prop. 2, the resulting optimal portfolio weight may be
obtained by solving the above equation systems. In general, we need to solve m
m-dimensional nonlinear equations for p¯i∗t and for A(t). In summary, the scheme
can be described as: Starting from boundary condition A(T ) = 0, we solve p¯i∗t
by (3.23) or (3.25)and pi∗⊥,t and the ODE (3.18) for A(t) recursively back to time
zero by standard finite difference techniques. In particular, I solve the system of
ODEs by standard finite difference techniques with second order Runge-Kutta
scheme, while the trust-region approach by Coleman and Li (1996) is applied
to solve the nonlinear equations. In addition, several numerical examples had
been tested to verify the accuracy of the trust-region approach. Other numer-
ical methods also generated similar results for solving the nonlinear equations.
For clarity, the tested results are omitted here.
3.4.3 Decomposition of Hedging Demands
To better understand the optimal portfolio rules in the preceding propositions,
we decompose the optimal portfolio given by (3.21) into several parts below.
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For each k = 1, 2, ..., n, we have
pi∗k,t = Jk(J
′J)−1p¯it + J
⊥
k pi
⊥
t = ... (3.26)
=
1
γ
ηk +
1
γ
{
m∑
i=1
(
J(J ′J)−1
)
k,i
(J ′kJk)
−1(J ′iC2)(J
′
iJ) · (DY ((p¯i
∗
t ); 0)−DY (0; 0)) · (C1Ji)
}
︸ ︷︷ ︸
(3.27)
+
1
γ
gk,t Asset Jump Hedging Demand (3.28)
+
1
γ
{
m∑
i=1
(
J(J ′J)−1
)
k,i
(J ′kJk)
−1(J ′iC2)(J
′
iJ) · (DY ((p¯i
∗
t );At)−DY ((p¯i
∗
t ); 0)) · (C1Ji)
}
︸ ︷︷ ︸ .
(3.29)
V ariance Jump Hedging Demand (3.30)
where (J(J ′J)−1)k,i denotes the (k, i) entry of the matrix.
This decomposition analysis resembles those documented in Buraschi et al.
(2010) but effects resulting from additional jumps in returns and covariance
structure provide more robust economic implications. Following the terms de-
fined in Buraschi et al. (2010), we may call 1
γ
ηk the myopic demand, and
1
γ
gk,t
the covariance/volatility hedging demand via diffusion since gt = 2AtQ
′ρ = 0 if
ρ = 0, while the rest is termed as the jump hedging demand.
The covariance/volatility hedging demand can be further separated as:
gt = 2AtQ
′ρ
= 2A11,t
(
q11ρ1 + q21ρ2
0
)
+ 2A22,t
(
0
q12ρ1 + q22ρ2
)
+ 2A12,t
(
q12ρ1 + q22ρ2
q11ρ1 + q21ρ2
)
.
According to Bueaschi et al. (2010), the first two terms, proportional to A11,t
and A22,t are intuitively defined as volatility hedging portfolios since A11,t and
A22,t are hedging demands against Σt,11 and Σt,22, respectively. Similarly, the
third term proportional to A12,t are covariance hedging portfolios. In contrast
to pure diffusion case in Buraschi et al (2010), it is worth mentioning that the
covariance/volatility hedging demand, 1
γ
gt, is also affected by the jumps. Since
gt is a function of At which follows the ODE (3.16) with the jump parameters
involved.
On the other hand, The jump hedging demand can also be separated into two
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parts by distinguishing the influence from jumps in assets and covariance struc-
ture. As equation (3.26) indicates, the first part of the jump hedging demand is
for the jumps in the returns since it does not include the jumps in the variance-
covariance while the second part is due to the jumps in the variance-covariance.
The second part will be zero if there is no jump in the variance-covariance, i.e.,
Kt = 0. In addition, this separation between asset and covariance jumps allows
for a direct implication that the jump risks in the variance-covariance can not
be hedged through the stocks. Since the hedging demand resulting from jumps
in covariance structure is zero if there is no jump in stock returns, i.e., Yt = 0.
This is analogous to the case in diffusion hedging variance-covariance via cor-
relation ρ.
3.5 Simple Examples
In this section, to demonstrate the model flexibility, we present several simple
examples which are nested by our model. Some of them have already been
studied in the literature.
3.5.1 Two-dimensional case: n=2
In this case there are only two risky assets in the market. For various values of
m, i.e. the number of jump types, we have three simplified models.
Case 1: m = 0. There is no jump in the model. Our model is reduced to the
one employed in Buraschi et al. (2010). In this case, J ≡ 0, P is the identity
matrix. By Proposition 2, p¯i∗t ≡ 0, and pi
∗
t ≡ pi
∗
⊥ =
1
γ
(µt + gt). A(t) solves an
equation simplified from (3.16) by letting J = Kl = 0 for all l = 1, 2, ...,m.
Case 2: m = 1. We take P ≡ I2×2, the unit square matrix. Then p¯i
∗
t and pi
∗
⊥,t
are two real numbers solving (3.23) and (3.22). A(t) is a two-by-two matrix
solving (3.16). This case will be used in the section of financial implications
later.
Case 3: m = 2. J is a 2×2 invertible matrix. Let P be an invertible matrix s.t.
Jˆ = PJ has mutually orthogonal columns. J⊥ = 0 hence pˆi∗⊥,t ≡ 0. We have
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the dynamics of the risky assets and the covariance matrix process as follow.
(diag(St))
−1dSt = (Σtη − JE[Yt]λt + r)dt+ Σ
1/2
t dWt + JYtdN
=
(
r + Σ11,tη1 + Σ12,tη2
r + Σ21,tη1 + Σ22,tη2
)
− JE[Yt]λtdt+
(
σ11,tdw1,t + σ12,tdw2,t
σ21,tdw1,t + σ22,tdw2,t
)
+
(
J11Y1,tdN1,t + J12Y2,tdN2,t
J21Y1,tdN1,t + J22Y2,tdN2,t
)
and
dΣˆt = P (dΣt)P
′
= (ΩˆΩˆ′ + MˆΣˆt + ΣˆtMˆ
′)dt+ Σˆ
1/2
t dZtQˆ+ Qˆ
′dZtΣˆ
1/2
t +
2∑
l=1
Kˆ ldNl,t.
3.5.2 One-dimensional case: n = 1
Consider a simple 1-dimensional model as an example. This is the same model
studied in Liu et al.(2003).
dSt/St = (Vtη − JE[Yt]λt + r)dt+
√
VtdWt + JYtdNt
dVt = k(θ − Vt)dt−Kλtdt+ δ
√
VtdBt +KdNt.
Assume λt = λ¯Vt for some constant λ¯, then
dλt ≡ λ¯dVt = k(λ¯θ − λt)dt− λ¯Kλtdt+
√
λ¯δ
√
λtdB + λ¯KdNt
where Yt is a random variable describing jump size. dBt · dWt = ρdt.
The above dynamics of the market has a clear feature of self-exciting. As one
jump occurs, the volatility jumps up and the jump intensity jumps up as well.
As a result, more frequent jumps shall follow. The mean-reverting (decaying)
feature prevents the system from explosion, however.
By substituting m = n = 1 in the proposition 1 or 2, we can obtain the same
solution as that in Liu et al.(2003). Roughly, the model in this paper can be
regarded as a multi-dimensional extension of theirs.
3.5.3 No jump cases
When there is no jump either in the asset price dynamics or in the variance-
covariance process, the solution to the optimization problem can be simplified
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greatly. If there is no jump in the both of them, we obtain the same model as
discussed in Buraschi et al. (2010) (given n = 2), and the optimal portfolio is
consistent with theirs as well. If there is no jump in the asset prices but there
is jump in the variance-covariance process, we can obtain simplified results by
letting J ≡ 0 in the preceding results. A close model and related portfolio
choice problem are discussed in Leippold and Trojani (2010). If there is no
jump in the variance-covariance process, that’s, Kl ≡ 0 for all l = 1, 2, ...,m,
then p¯i∗t is independent of At. The optimal portfolio can be determined by the
equation (3.23) and the ODE (3.15).
3.5.4 Intuition given by Sensitivity Analysis
To provide an intuitive illustration of our model, we conduct the following
sensitivity analysis. If Σt is constant i.e., letting Q = M = Ω = K ≡ 0, and
the jump size is a constant as well, we can obtain a proposition as follows.
Proposition 3. Suppose m = 1 and µt = Σtη − Jλtu, where u is the constant
jump size. Given J ′η > 0, we have J ′pi∗t > 0 and
∂J ′pi∗t
∂u
< 0, if u ≥ 0;
∂J ′pi∗t
∂u
> 0, if u ≤ 0.
The above proposition is consistent with Liu et al.(2003) when we take n = 1
and J = 1. If J = [1, 1, ...., 1]′, that is, all risky assets response to the jump by
the same level, J ′pi∗t =
∑n
i=1 pi
∗
i which is the regular exposure to the risky assets.
However, if the risky assets response to the jump by different levels, the propo-
sition suggests that the total exposure shall be measured by J ′pi∗ instead of the
regular sum of all risky investments. This is one of the important features of our
model to capture the contagion effects, where each component in the economy
has specific vulnerability against different economic shocks. And this vulnera-
bility is reflected by J . In fact, since J ′pi∗ = p¯i∗, we see that the parallel part
of the optimal portfolio p¯i∗ is exactly the measure of exposure to the risky assets.
The proposition also implies that the total exposure will get decreased if u ≥ 0.
But it is possible that investment on some asset may increase. It really depends
on J , the response matrix to the jumps. We also study the sensitivity of the
optimal portfolio to the jump intensity. In order to study the effect, we take
the setting (3.4) and assume c1 = c2 = ... = cm. It is straightforward to show
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that
J ′l
∂Jp¯i
∂cl
=
E[(1 + pi′tJlYl)
−γYl]
γ + γclE[(1 + pi′tJlYl)
−γ−1Y 2l ]
.
This quantity is understood as the total exposure to the lth jump risk. As a
consequence, if Yl ≤ 0 or E[(1 + pi
′
tJlYl)
−γYl] ≤ 0, we have
J ′l
∂Jp¯it
∂cl
≤ 0,
that is, the exposure to jump risk is a decreasing function of the jump intensity.
The above sensitivity analysis are under the condition that Σt is a constant.
The case of stochastic Σt or the case of constant Σt but more than two types of
jumps in the asset prices is complicated to analyze the sensitivities with explicit
formula. The effects of the parameters are mixed with impacts by other factors
(e.g. signs of J ’s components).
3.6 Numerical Analysis: Financial Implications
To demonstrate how our model capture financial contagion in the context of
optimal portfolio choice problem, we investigate the resulting optimal portfolio
implied by our model. In particular, we examine the hedging demands of vari-
ance, covariance, asset jumps and covariance jumps with various ranges of novel
parameters, which are designed to capture the contagion effects as suggested in
previous sections. The parameters adopted in this analysis are the monthly esti-
mates in Buraschi et al. (2010)5 supplemented with additional jumps in returns
and covariance. The jump distributions follow the same setting as discussed in
Section 3.3.4 with reasonable jump parameters summarized in footnotes of each
Table.6
Following this setup, the analysis conducted in this section provides an clear
manifestation about about the model and the resulting optimal portfolio prob-
lem with stochastic variance-covariance and observed features considered. In
particular, it also demonstrates how the additional novel jump components in-
fluence the optimal portfolio and capture financial contagion.
5The values of parameters adopted from Buraschi et al. (2010) are listed in Table 3.14.
6The parameters applied are defined in the footnotes in each table. The mean values of jumps
are assumed to be negative in returns and positive in covariances, which is consistent with
the feature that crisis often comes after large negative shocks and during market turmoil.
similar manner is also adopted in Leippold and Trojani (2010).
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3.6.1 Hedging Demands
In this section, we demonstrate how the resulting hedging demands would
change given addition jumps components.
Firstly, the optimal hedging demands for 2 risky assets with two jumps scaled
by J , i.e., WJD-DJ model, are summarized in Table 3.1 ∼ Table 3.4 as the
proportion of the myopic portfolio which is in the last column of each table.
In general, the variance and covariance hedging demands increase with rela-
tive risk aversion (RRA) and investment time horizon and reach a steady level
at a short time horizon consistent with the findings in Buraschi et al. (2010)
and Kim and Omberg (1996). On the other hand, the demands of asset jumps
and covariance jumps overwhelmingly change the resulting demands with large
(negative) demands in asset jump and positive covariance jump demands. For
example, when RRA equals 2 and T is 5 year, the net demand required by
jumps is around −94.68% of the myopic portfolio, while for short horizon, say
T is 3 month, the net demand for jumps is −78.18%. With respect to higher
RRA, the net demand is still as high as −41.95% as RRA equals 11 and T is
3 month. These large (negative) demands suggest that under potential risks of
crisis (reflected by negative jumps and positive jumps in returns and covariance
matrix, respectively ), the positions in optimal portfolio shrink drastically in
order to reduce the exposures to financial contagion.
Secondly, in contrast with jumps scaled by our novel parameter J , we also
compare the optimal portfolio with jumps disentangled (WJD-iDJ model7).8
With all else identical, the optimal hedging demands are summarized in Table
3.5 ∼ Table 3.8. The hedging demands among all components are qualitatively
similar with those obtained in the previous case, i.e., the hedging demands
increase with RRA and investment horizon while demands are slightly larger
in variance and covariance demands compared to previous case. However, the
magnitude of demands of jumps shrink greatly if the jumps are disentangled.
7Recall that WJD-iDJ model denotes model with J = In, an n-by-n identity matrix
8It is worth mentioning that jumps in all existing literatures about stochastic volatility or
stochastic volatility with jump are always independent jumps or simultaneous jumps with
correlation. This is essentially different from the idea of ours. The empirical feature of
contagion often occurs when a big jump, say a critical bad event hits one market with several
negative jumps (bad events) following in the same place(self-exciting) or elsewhere(mutual
exciting) even if there was no jump there.
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For instance, the net hedging demands of jumps decreases to −21.6% of the
myopic portfolio as RRA equals 2 and T is 5 year. Moreover, for RRA = 11
and T = 3 month, the net demand decreases to −9.31% of the myopic portfo-
lio. This result is quite intuitive since assets would be only exposed to it’s own
potential jump risks in returns in this case. As opposed to disentangled jump
cases, the entangled jumps allows asset-specific risks in returns to propagate
through different assets and result in larger negative jump hedging demands.
Accordingly, we find jumps in return and covariance matrix are essential compo-
nent for modeling financial contagion. In particular, the parameter J captures
the sensitivities to jumps (risks) and can identified as a measure of sensitivity
and/or vulnerability. In other words, by estimating the values of the off-diagonal
elements of J , it is possible for people to identify how influential and sensitive
a market could be compared with the other markets in the economy with our
model.
Furthermore, given the importance of jump components as analyzed above,
we examine which jump dominates in the context of portfolio choice problem
by comparing the hedging demands where one has only jump in returns (WJD-
AJ) and one has only jumps (WJD-CJ) in covariance matrix. Table 3.9 ∼ Table
3.12 summarize the corresponding hedging demands of all components. As we
may expect, the hedging demands of all components shrink in absolute value for
WJD-AJ since there is one less resource of risk compared with DJ model. On
the other hand, only variance and covariance hedging are available for WJD-CJ
and the values are larger than those of WJD-AJ since the jump in covariance
would affect the variance and covariance hedging demands as discussed in Sec-
tion 3.4.3.
By comparing the Table II of Buraschi et al. (2010), where the model is nested
in our model with jump components omitted, we can compare the difference
between impacts of jumps in return and covariance. Firstly, as discussed in Sec-
tion 3.4.3, there is no corresponding jump hedging demands and the hedging
demand in variance and covariance hedging increase through gt. On the other
hand, jumps in returns not only lead to negative asset jump hedging demands
but also deteriorate the magnitudes of variance and covariance demands. As
a result, we can conclude that impact of jumps in covariance are smaller com-
pared with the impact of jumps in returns, while in the presence of jump in
covariance, the impact of jumps in return increases drastically.
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3.6.2 Capturing financial contagion
In this section, we analyze how the augmented novel parameters capture the fi-
nancial contagion by comparing the resulting total hedging demands among all
various models, including WJD-DJ, WJD-iDJ, WJD-AJ and WJD-CJ models.
For illustration purpose, we plot the total hedging demands implied by vari-
ous models in Figure 3.1. In general, the plotted total demands are consistent
with the above analysis. It is worth mentioning that optimal portfolios im-
plied by jump models shrink substantially even with low relative risk aversion
(γ = 2). Moreover, the CJ model suggests slightly higher hedging demands
compared with Wishart model, while the hedging demands implied by the AJ
model decrease drastically and suggest least hedging demands due to the lack
of positive demands of covariance jumps and large negative hedging demands
required by asset jumps. As analyzed in the above paragraph, iDJ model sug-
gests higher hedging demands since the potential risks of contagion can not
be captured by disentangled jumps. However, the optimal portfolio implied by
DJ model generally shrink but sustains higher level compared with AJ due to
the positive demands for covariance jump structure. This significant difference
between the total demands of DJ and iDJ strongly manifests the capability of
capturing financial contagion with our novel model parameter J .
Next, we investigate how C1, C2 and J capture financial contagion in terms
of resulting hedging demands by varying the critical components with different
values. Firstly, with else remain identical and relative risk aversion γ = 6 and
T = 5 year, we vary C2(1) from 0.5 ∼ 1.5 and plots all 4 types hedging demands
in Figure 3.2. As discussed in Section 3.3.4, C2(1) controls the sensitivity and
it is supported by the increasing (absolute) demands in jump components sum-
marized in panel 3 and 4. With respect to variance and covariance hedging,
increases in C2(1) also imply higher probability of jumps in covariance matrix
and hence lead to increasing hedging demand with less magnitude. Similarly,
C1(1) directly captures the vulnerability relation between asset 1 and asset 2 in
the sense of jump intensity. As Figure 3.3 depicts, hedging demands of jump
components increases drastically in absolute value for asset 2, while variance
and covariance hedging demands increase slightly. The last but not the least, we
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Figure 3.1: Total Hedging Demand against Time Horizon against various models
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Panel 1: variance hedging demand
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Panel 2: covariance hedging demand
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Panel 3: asst jump hedging demand
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Panel 4: covariance jump hedging demand
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Figure 3.2: Hedging Demand against C2(1) (DJ)
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Panel 1: variance hedging demand
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Panel 2: covariance hedging demand
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Figure 3.3: Hedging Demand against C1(1) (DJ)
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provide an illustrative comparison for power of influence by varying parameter
J21, J12 and the resulting hedging demands for asset 1 and asset 2 are summa-
rized in Figure 3.4 and 3.5 respectively. In general, variance and covariance
hedging demands are not significantly affected as shown in the first two panels.
On the other hand, both asst jump and covariance jump demands are substan-
tially influenced as J21 and J12 increase. In particular, as J12 is low and J21
increases, sum of absolute jump hedging demands increases substantially for
asset 1, while it remains certain level for asset 2, and vice versa. The increase
in the sum of absolute jump hedging demands may be regarded as the vulnera-
bility against mutual-excited risks with the total hedging demands representing
the true optimal portfolio implied by our model.
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Figure 3.4: Hedging Demand of Asset 1 against J21 J12 (DJ)
To sum up, integrated with all comparative statistics of our model, the net
effects of all features implied by our model provide an parsimonious and re-
alistic model for optimal portfolio choice problem under financial contagion.
Moreover, we may be the first to propose a model with closed-form solution to
solve optimal portfolio which is especially designed to capture several features
of empirical data and financial contagion.
3.6.3 Effects of Model Misspecification
The model misspecification considered here is caused by the investor who mis-
takenly assume a model to obtain a portfolio strategy. For example, Suppose
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Figure 3.5: Hedging Demand of Asset 2 against J21 J12 (DJ)
the true model is the double jump model, but the investor ignores the jump risk
and adopts a suboptimal portfolio (which is obtained from the model without
jumps). We evaluate the economic loss caused by a suboptimal portfolio strat-
egy. Given initial wealth x0 = 1, we define the wealth equivalent loss to be x
such that
V (1,Σ, 0; pi∗) = V (1 + x,Σ, 0; pi∗00),
where pi∗00 denotes the suboptimal portfolio. That is, the wealth equivalent loss
of the investor is that the extra wealth for the suboptimal portfolio to generate
the same utility value as the optimal portfolio. Using the form of the indirect
utility function, we obtain the expression for x:
x = exp(
1
1− γ
(Tr(A11Σ− A00Σ)) +B11 − B00),
where A11, B11, A00, B00 are the functions corresponding to the optimal portfolio
and the suboptimal portfolio respectively. Plugging appropriate values for the
parameters, we obtain the wealth equivalent losses for various RRAs.
3.7 Conclusion
In the present paper, we develop tractable multi-variable jump-diffusion models
to capture empirical facts documented recently in financial literature, e.g., stock
prices tend to have big move together and a big jump may be followed by more
frequent jumps and features of financial contagion. To obtain closed-form solu-
tion, we develop a novel general decomposition technique with which we reduce
68
the problem into two relative simple ones: Portfolio choice in a pure-diffusion
market and in a jump-diffusion market with less dimension. The latter can be
reduced further to be a bunch of portfolio choice problems in one-dimensional
jump-diffusion markets. More importantly, our method is easy to apply and
free of the curse of dimensionality.
Our numerical exercises provide new insights into the structure of an opti-
mal portfolio when jumps are present in asset prices and/or their variance-
covariance. More specifically, our results show that the jumps in the variance-
covariance have important effects on the asset allocations when there are jumps
in the asset prices. Meanwhile, the hedging demands for jumps are much more
significant compared to volatility or covariance hedging demands for diffusion
risks and ignoring jump risk in the variance-covariance may cause large wealth
equivalent loss.
By examining the novel component of our model, we also demonstrate the capa-
bility of our model to capture features of financial contagion. In particular, the
novel parameters have intuitive economic interpretations, which help provide
potential measure for financial contagion. To some extent, this paper shed new
lights on the financial contagion studies in the optimal portfolio literature. In
particular, financial contagion issues among different markets may be one of the
top interests for future researches. Moreover, equipped with our model, some
existing puzzles such as flight bias and home bias may be interesting topics for
future researches.
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vec(M)′ -1.122 0.884 0.747 -0.888
vec(Q)′ 0.16 -0.021 0.083 0.009
ρ′ -0.279 -0.247
η′ 4.612 2.891
This table summarizes the monthly estimates adopted from Buraschi et al. (2010). This
set of parameters is augmented with reasonable jump parameters and applied for the
numerical experiments. With respect to the jump parameters, they are reported in the
footnotes blew each table for clarity.
Table 3.14: Parameters adopted for numerical experiments.
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Chapter 4
Estimation for Multivariate
Stochastic Volatility Models
4.1 Introduction
Coming up with a model which composes good properties and capable of cap-
turing desired empirical features may be hard, nevertheless, most of the time,
developing an estimation procedure for the inference problem is even harder.
In this paper, we developed the detailed estimation technique and procedures
based on the Bayesian Markov Chain Monte Carlo (MCMC) method for the
general multivariate jump diffusion model with stochastic covariance matrix
modeled as Wishart process, denoted as WJD (Wishart-Jump-Diffusion) model1
hereafter. This novel model is introduced in Jin et al. (2016), where they solved
the optimal portfolio choice problem under contagion with closed-form solution.
Besides, several features and implications of financial contagion were demon-
strated by various comparative statistics and numerical analysis. Moreover,
several existing models are embedded in this more sophisticated model. As a
result, an easy and sufficiently efficient estimation technique for inferring this
kind of complex multivariate models would be of great research value. Given
inference tools at hand, theoretical models can be verified by fitting them with
empirical data and hence provide potential explanations to existing puzzles in
the literature such as under diversification, home bias, financial contagion, etc.
To achieve this goal, we rely on the desirable properties of MCMC, especially
1For instance, WJD-DJ model denotes the double jump model with stochastic covariance
matrix modeled as Wishart process, while, WD (Wishart-Diffusion) model denotes the model
without jump components as in Buraschi et al. (2010), if not mentioned otherwise.
84
its efficiency. Andersen et al. (1999) documented that MCMC may be one of
the most efficient method for inference, where various finite sample comparisons
were conducted by Monte Carlo studies. The other reason why we decided to
apply MCMC method for our estimation procedure other than existing popular
methods is that the growing dimension of asset pricing models. It is reasonable
that adding parameters brings more desirable properties for a model, however,
the resulting complexity makes the estimation even more difficult. For example,
WJD model consists of 4 state variables, including covariance structure, jump
times, jump sizes of return and covariance structure and 31-dimensional pa-
rameter space are incorporated.2 As a result, if moment-matching techniques,
e.g., generalized method of moments (GMM) or Efficient method of moments
(EMM) methods are applied, at least 32 moments are required for over relax-
ation condition. And it immediately brings about three main drawbacks of
moment-matching techniques. Firstly, the computing complexity increases as
the number of moments required. In particular, in the context of optimal port-
folio choice problem, moments are often obtainable from solving the ODEs of
the corresponding moment generating functions. Secondly, how to choose the
proper set of moment conditions remains tricky especially for high dimensional
cases. In some extreme cases, different sets of moment conditions even yield
different results. The last but not the least, the minimization problem involved
in moment-matching methods also needs to be examined carefully. Since the
key idea of moment-matching method is to find a set of parameter that min-
imize a certain weighted quadratic form of deviation from the target moment
conditions, finding the optimal set of parameters which has the global minimum
of the deviation is hence the most important part of the estimation question.
In general, there is no universal way of optimization and trial and error is often
applied. In some worse cases, similar values of some plausible global minimums
may be obtained but each composes greatly different parameters. Hence it re-
mains tricky to find the ideal/true parameters interested. For more detailed
discussions about simulation-based estimation techniques, we refer to Yu et
al (2010) where several methods such as ML (Maximum Likelihood) method,
GMM (Generalized Method of Moment) method, EMM (Efficient Method of
Moment) method, etc are well surveyed.
The remaining of the paper is organized as follows: Section 4.2 briefly reviews
the importance of multivariate stochastic volatility models and existing estima-
2The exact number of parameter space is subject to the specification of the model parameters.
The 31 is calculated based on the specification defined in the Section 4.3.
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tion techniques for comparison with our technique , meanwhile, the drawbacks
of other methods manifest why the proposed technique is of great research
value. Section 4.3 describes the details of the model, including the specification
of jump components and parameter settings. Section 4.4 illustrates the building
blocks of proposed MCMC estimation procedure with detailed derivations for
the posterior distributions. Next, Section 4.6 demonstrates the accuracy of our
estimation procedure with various models, including standard Merton-Jump-
Diffusion model with entangled jumps, common stochastic volatility models,
Wishart model and the most complicated one, WJD-DJ model. Finally, Section
4.7 summarizes the concluding remarks and potential applications for future re-
searches.
4.2 Literatures Reviews
The multivariate stochastic volatility models has gained more and more atten-
tion because stochastic covariance structure and correlations are found in the
literature. For example, Asai and McAleer (2009) documented that dynamic
correlation is persistent even in long time horizon, but constant in traditional
DCC model. Ang and Chen (2002) investigated the asymmetric correlation by
calculating the exceedance correlation and found correlation are market-status
dependent. This kind of asymmetric feature of correlation may be linked the
famous home puzzle, first introduced in French and Poterba (1991). Moreover,
ignoring the stochastic property of correlation and covariance structure in fact
leads to great economic loss (see Buraschi et al. (2010) and Jin et al. (2016)).
The diffusion Wishart process, introduced in Bru (1991), has become popular-
ized since Gourie´roux (2006) where detailed properties, theories and financial
application about Wishart process are thoroughly explained and discussed. In
fact, Wishart process, or Wishart-Diffusion model is an ideal candidate for
modeling the dynamic of variance-covariance matrix because it is positive-
semidefinite with some moderate conditions satisfied. In addition, it’s affine
structure makes the optimal portfolio choice problem solvable in closed-form
solution, e.g. Buraschi et al. (2010). More recently, a more general model,
Wishart-Jump-Diffusion (WJD) model has been studied in Jin et al. (2016)
with novel parameters integrated in the jump components to capture observed
features of log returns. Moreover, the optimal portfolio problem is also solved
with closed-form solution. By alternating the novel parameters, the resulting
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optimal portfolio weights reflect the impacts resulting from the observed fea-
tures. Hence, the WJD model can be regarded as a new alternative to study
financial contagion
Regarding the estimation problem, Buraschi et al. (2010) provided an esti-
mation procedure for the Wishart-Diffusion model based on GMM (General-
ized Method of Moments) method. Nevertheless, inference problem for the
more general WJD model where jumps are allowed to be incorporated in re-
turns and variance-covariance is not well explored and established. In summary,
the estimation techniques for multivariate stochastic volatility models remain
challenging and not well established because of several difficulties, e.g. higher
dimension of parameter and state space, required positive definitive property,
complicated likelihood functions.
The main contribution of this paper is to develop a general estimation pro-
cedure for the WJD model, which is nested with various multivariate stochastic
volatility models. In addition, by reducing the dimension to one, common uni-
variate stochastic volatility models ,e.g. Eraker et al (2003), among others, are
also embedded. To circumvent the difficulties encountered with other estimation
techniques such as GMM and SMM (Simulated Method of Moments) methods
as discussed in the Introduction section, the developed estimation procedure
is based on Markov Chain Monte Carlo (MCMC) (see Johannes and Polson
(2003), among others)and slice sampling techniques (Neal (2003), etc).
There are quite a few MCMC techniques and are often categorized into two
types: the Gibbs sampler and the Metropolis-Hasting (MH) algorithm, which
includes random walk and independent Metropolis schemes. The difference be-
tween Gibbs sampling and MH algorithm is whether the posterior distribution
to be sampled is a standard distribution or not. Given the posterior distribu-
tion standard and direct random sampling is feasible, Gibbs sampling is what
to be applied. While for those with non-standard posterior distributions, MH
algorithm is typically the first attempt for sampling.
In particular, Gibbs sampling had gained more and more popularity since
Gelfand and Smith (1992). Introductions for MCMC can be found in Casella
and George (1992), Gelman et al. (2014), Tierney (1994), etc. Since MH
algorithm often requires careful tuning procedure to ensure efficient sampling
results, there have been some advanced algorithms developed to improve the ef-
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ficiency of MH algorithm. For example, Adaptive rejection metropolis (ARMS)
in Gilk et al. (1995), Adaptive Metropolis (AM): Haario et al. (2001), Delayed
rejection adaptive Metropolis (DRAM):Haario et al (2006), are shown have bet-
ter performance compared to pure MH algorithm. Among these improvements
of MH scheme, the key idea is the essentially same, i.e., improve the efficiency
of the acceptance-rejection step of MH algorithm (see Gilk et al. (1995)). Yu
and Meyer (2006) documented various comparisons between stochastic volatil-
ity models based on Bayesian estimation. In particular, the estimation is done
with WinBuG, a program designed for Bayesian estimation using Gibbs sam-
pler.
These methods work good in single dimensional problems and ”well-shaped“
posterior distributions, e.g., log concave distributions , nevertheless, dealing
with higher dimensional models remains difficult and needs tricky tuning pro-
cedure. Advantage of Bayesian MCMC methods is three-fold. Firstly, with
augmented state variables, no asymptotic argument required as other methods.
Secondly, smoothed estimates of latent variables are by-products of the MCMC
algorithm, which may provide general pictures about the observed states. The
developed model may be further extended with existing techniques about iden-
tifying state variables augmented. For instance, if high-frequency data are avail-
able, the volatility state may be approximated as realized volatility (Andersen
et al. (2003)), while the jump events could be also identified with jump de-
tection techniques (Lee and Hannig (2010), Lee and Mykland (2008), among
others). Given these approximated state variables, the estimation procedure
proceeds as these states fixed and yields the resulting parameters. In particu-
lar, approximating state variables in advance may not be necessary but indeed
provides better understanding about the data since analysis of high frequency
data is involved. Moreover, the time consumption would be greatly reduced
because the volatility ( or covariance) needs to be sampled sequentially and
parallel computing is not feasible. Hence, it is always the most time-consuming
component.
Apart from augmenting existing techniques, the estimation procedure developed
in this paper is based on single-move algorithm. Extending it to a multi-move
algorithm such as Kim et al. (1998), Liesenfel and Richard (2006), Omori et
al. (2007), among others may be of great value and potential interest for future
researches.
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4.3 The Model
For illustrative purpose, the 2 dimensional WJD model is reviewed here.3 As-
sume we have two stocks and two jumps, i.e., n = m = 2. The dynamics of
the price vector St = (S1,t, ..., Sn,t), t ∈ [0, T ] of the risky assets and covariance
matrix Σt = (Σij,t)n×n = Σ
1/2
t ·(Σ
1/2
t )
′ are governed by the stochastic differential
equations (SDE):
diag(S−1t )dSt = (µt + r1n)dt+ Σ
1/2
t dWt + J · (YtdNt) (4.1)
dΣt = [ΩΩ
′ +MΣt + ΣtM
′]dt+ Σ
1/2
t dZ(t)Q+Q
′dZ ′Σ
′1/2
t +
m∑
i=1
K(i)dNi,(4.2)
where r > 0, 1n = (1, ..., 1)
′ ∈ Rn×1, µt ∈ R
n×1, J ∈ Rn×m are constant or
deterministic vectors or matrices; Ω,M,Q ∈ Rn×n are constant matrix with M
is negative definite. Σ1/2 = (σij)n×n is the (volatility) coefficient matrix of the
diffusion terms. Wt and Zt are n× 1 and n×n standard Brownian motions. In
particular, they are correlated through the way
Wt =
√
1− ρ′ρZ⊥t + Ztρ, (4.3)
where Z⊥t is an n dimensional standard Brownian motion independent of Zt,
and ρ = (ρ1, ..., ρn)
′ ∈ Rn×1 is with the properties ρi ∈ [−1, 1], i = 1, 2, 3, ..., n
and ρ′ρ ≤ 1.
Moreover, the variable µt is set as
µt = Σtηt − J · E[Y ]λt = Σtηt − J · E[Y ] · C1ΣtC2,
, which is an affine structure of Σt as conventionally adopted in the literature of
stochastic volatility models. While the m dimensional jump counting process
Nt = (N1,t, ..., Nm,t)
′ is independent of the Brownian motions, and Ni,t is inde-
pendent of Nj,t for 1 ≤ i 6= j ≤ m. In particular, the jump intensity is specified
by λt = C1ΣtC2 with constants matrix C1 ∈ R
m×n, C2 ∈ R
n×1. Moreover, the
Y is a diagonal matrix composed of independent random jump sizes, (Y1, ..., Ym)
i.e., Y = diag(Y1, ..., Ym) where Yi is independent of Yj for 1 ≤ i 6= j ≤ m. In
particular, Y ∼ exp(Zt) − 1. J is a constant scaling matrix for jump sizes in
return. It is worth mentioning that the novel features of parameter J, C1, C2
and the jump intensity specification λt = C1ΣtC2 were analyzed in Jin et al.
3The nested models could be easily obtained by varying the corresponding parameters and
ignored here.
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(2016) in the context of optimal portfolio choice problem, where details and
interpretations about WJD model had been explored well.
For illustrative simplicity, we follow the specification defined in Jin et al. (2016),
i.e.,
K
(i)
t =
(
K11t ci
√
K11t K
22
t
ci
√
K11t K
22
t K
22
t
)
(4.4)
C1 =
(
1 · C2(1) 1 · C2(2)
C1(1) · C2(1) C1(1) · C2(2)
)
, C2 =
(
C2(1)
C2(2)
)
. (4.5)
where Kiit ∼ Exp(µ
(i)
v ),−1 ≤ ci ≤ 1,i = 1, 2
4.4 MCMC Estimation Implementation
The estimation technique developed in this paper hinges on the Markov Chain
Monte Carlo (MCMC) method, a Bayesian style inference technique and slice
sampling technique is integrated for parameters/state variables without stan-
dard posterior distribution. Other than matching the moments or other charac-
teristics of target models, MCMC method tackles inference problems by draw-
ing samples from the corresponding posterior distributions implied by the target
model and empirical data. Besides, unlike maximum likelihood method, all tar-
get posterior distributions are only required to be known up to certain constant,
i.e., calculation of complicated normalization constants of the distributions are
circumvented. This important advantage of MCMC method makes complicated
inference problem feasible since sometimes the normalization constants required
in maximum likelihood methods incorporate several complicated integrals and
hence hard and impossible to be calculated in practice. In addition, the MCMC
technique also avoids optimization procedure, which is the key component in
moment-matching methods and the global optimum is often not guaranteed.
4.4.1 Model Discretization
The building block of an MCMC estimation algorithm relies on the time-
discretization of the model. Given time t and predefined time step, dt = △, the
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discretized model could be expressed as:

yt+△ = µ△+Σ
1/2
t dWt+△ + ln(1 + J · (Yt+△dNt+△)),
Σt+△ = Σt + [ΩΩ
′ +MΣt + ΣtM
′]△+Σ1/2t dZt+△Q+Q
′dZ ′t+△Σ
′1/2
t +
m∑
i=1
K
(i)
t+△dNt+△
where
µt = Σtη − J · E[Y ] · C1ΣtC2
is the stationary mean of the log return, yt = d(lnSt) and D(x) denotes the
diagonal element of square matrix x.
Note that η would be obtained based on the estimated µ,Σt, C1, C2. The rea-
son why we estimate µ instead of η is that all other terms involved in µt possess
their characteristics in specific parts of the model. Besides, µ is the drift term of
the process, which determines the characteristic mean of observable log returns
and setting it as a random variable like µt only increases the complexity of
estimation procedure.In fact, similar procedures are adopted in the MCMC lit-
erature, see Eraker et al. (2003). Hence, without loss of generality, we estimate
µ and extract η given other estimates obtained in the estimation procedure.
[t, t+ dt],
Although the above discretized expression makes deriving posterior distribu-
tions of the state variables and parameters feasible, the symmetric expression
of Σt would lead to degenerate multivariate normal distributions in the likeli-
hood posterior distribution and make the sampling procedure complicated. We
make the following decomposition of Σt:

dΣt = dXt + dXt
′,
dXt = [a+MΣt]△+Σ
1/2
t dZt+△Q+
1
2
m∑
i=1
K
(i)
t+△dNt+△.
where a + a′ = ΩΩ′ is a positive semidefinite matrix to ensure Σt is a well
difined variance covariance matrix.4. For notational simplicity, let ξyt = ln(1 +
J · (YtdNt)) and ξ
X
t = vec(
1
2
∑m
i=1K
(i)
t dNt)
5, then the resulting time discretized
model are converted into:{
yt+△ = µ△+Σ
1/2
t dWt+△ + ξ
y
t+△,
Xt+△ = Xt + (a+MΣt)△+Σ
1/2
t dZt+△Q+ vec
−1(ξXt+△).
(4.6)
4Please refer to Chapter 4 for further discussion
5vec and vec−1 denote the vectorization and inverse vectorization of a mtrix.
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Equation (4.6) is the building block of the derivation of all likelihood function
and posterior distribution. More specifically, the likelihood function of our
model, described by yt and Xt, could be expressed as the following:
εt+△ =
(
εyt+△
εXt+△
)
=
(
Σ
1/2
t dWt
vec(Σ
1/2
t dZtQ)
)
∼ N (0, Vt) (4.7)
where
εyt+△ = yt+△ − µ△−ξ
y
t+△ (4.8)
εXt+△ = vec(Xt+△ −Xt + (a+MΣt)△)− ξ
X
t+△ (4.9)
Vt+△ =
(
Σt ρ
′Q⊗ Σt
Q′ρ⊗ Σt Q
′Q⊗ Σt
)
· △ (4.10)
is the covariance matrix of εt = (ε
y′
t , ε
X′
t ). By blockwise inverse, we can obtain
the inverse of Vt as:
V −1t =
1
△
(
1
1−ρ′ρ
· Σ−1t −ρ
′(In − ρρ
′)−1(Q′)−1 ⊗ Σ−1t
−Q′(In − ρρ
′)−1ρ⊗ Σ−1t Q
−1(In − ρρ
′)−1(Q′)−1 ⊗ Σ−1t
)
(4.11)
Given this expression of V −1t , the posterior distributions of Q and ρ are non-
standard distribution and slice sampling (MH scheme for usual MCMC meth-
ods) are required. However, we exploit the following transformation to circum-
vent this. This transformation in deed substantially improved the performance
of our estimation procedure since Q and ρ involves 6 dimensions of non-standard
sampling even if n is only 2.
Let Ω = Q′(In − ρρ
′)Q, and Ψ = Q′ρ, we transform (4.10) and (4.11) into:
Vt =
(
Σt Ψ
′ ⊗ Σt
Ψ⊗ Σt (Ω + ΨΨ
′)⊗ Σt
)
· △ (4.12)
V −1t =
1
△
(
(1 + Ψ′Ω−1Ψ) · Σ−1t −Ψ
′Ω−1 ⊗ Σ−1t
−Ω−1Ψ⊗ Σ−1t Ω
−1 ⊗ Σ−1t
)
(4.13)
In addition , the blockwise determinant of Vt is:
|Vt| = |Σt| · |Ω⊗ Σt| = |Ω|
n · |Σt|
n+1 (4.14)
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From the above derivation, the likelihood function of the random variable, εt,
which fully describes our model (4.6) could be calculated. In particular, the
following derivation of posterior distributions among all state variables and pa-
rameters are based on terms calculated above.
The transformation of (Q, ρ)→ (Ω,Ψ) yields standard Normal-Inverse-Wishart
(NIW) conjugate prior of the posterior distribution and hence improves the
efficiency of our proposed MCMC estimation procedure. Similar transforma-
tion was applied in the literature, e.g., Jacquier et al. 1994, Li et al. (2008).
Our transformation could be regarded as a high-dimensional extension and it
is firstly derived for MCMC procedure in this paper. With this transformation,
the leverage effects could be captured by the negative correlations between
Brownian motion components in price and stochastic volatility.
To extract (Q, ρ) from estimates of (Ω,Ψ), we calculate Q′Q = Ω + ΨΨ′ = A
and obtain Q by eigendecomposition of symmetric A. More specifically, simple
linear algebra implies:
A = V DV ′ = V D
1
2V ′︸ ︷︷ ︸
Q′
·V D
1
2V ′︸ ︷︷ ︸
Q
(4.15)
ρ = (Q′)−1Ψ (4.16)
where V and D are the eigen vector and diagonal eigen value matrices of A.
Moreover, the identified Q and ρ are uniquely determined by the property of
the symmetric matrix.
4.5 Posterior distribution derived for our model
In this section, we derive all posterior distributions applied in this paper and
aim to provide a general guideline for related future researches. The general
case m = n is applied here and simplified cases as m <= n can easily obtained.
For notational clarity, we denote Y,Γ(Γ−),Θ(Θ−), θ to be the sets of observable
time series, i.e., log return here, latent variables, model parameters and hy-
per parameters of priors, respectively, while the”−“ denotes the corresponding
complement set of a state variable or parameter.6. More specifically, Γ,Θ, θ rep-
6For example, the ”Θ−“ in the likelihood function, P(a|Y,Γ,Θ−, θ) denotes the set of all model
parameters except for the parameter a
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resent specific sets for each derivation if not noted otherwise. Besides, constant
terms with respect to each posterior derivation are omitted for clarity and it is
indeed an advantage of applying MCMC technique.
4.5.1 Posterior for parameters
• Posterior for µ: The prior of µ is assumed to follow a normal distribution,
i.e., µ ∼ N (m0,M0) and the corresponding posterior is then derived as
follows:
P(µ|Y,Γ,Θ−) ∝ P(Y,X|µ,Θ−) · P(µ|θ)
∝
T−1∏
t=0
P(yt+△, Xt+△|µ,Θ−,Γt+△)× e
−1
2
(µ−m0)′M
−1
0 (µ−m0)
∝ exp(
−1
2
{µ′(
T−1∑
t=0
((1 + Ψ′Ω−1Ψ) · Σ−1t △) +M
−1
0 )µ
− µ′[
T−1∑
t=0
((1 + Ψ′Ω−1Ψ) · Σ−1t Bt+△ −Ψ
′Ω−1 ⊗ Σ−1t · ε
X
t ) +M
−1
0 m0]
− [
T−1∑
t=0
((1 + Ψ′Ω−1Ψ) · B′t+△Σ
−1
t − (ε
X
t )
′ · Ω−1Ψ⊗ Σ−1t ) +m
′
0M
−1
0 ]µ})
∼ N (W−1S,W−1)
which follows a normal distribution, N (W−1S,W−1) with Bt+△, W and
S expressed as:
Bt+△ = yt+△ − ξ
y
t+△
εXt+△ = vec(Xt+△ −Xt − a△−ξ
X
t+△)− Σt△⊗In · vec(M)
W = △
T−1∑
t=0
((1 + Ψ′Ω−1Ψ) · Σ−1t ) +M
−1
0
S =
T−1∑
t=0
((1 + Ψ′Ω−1Ψ) · Σ−1t Bt+△ −Ψ
′Ω−1 ⊗ Σ−1t · ε
X
t+△) +M
−1
0 m0
• Posterior for M∗: The prior of M∗ = vec(M) is assumed to be a normal
distribution, i.e., M∗ ∼ N (m0,M0) and the posterior distribution can be
similarly obtained as:
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P(M∗|Y,Γ,Θ−) ∝ P(Y,X|M
∗,Θ−) · P(M
∗|θ)
∝
T−1∏
t=0
P(yt+△, Xt+△|M
∗,Θ−,Γt+△)× e
−1
2
(M∗−m0)′M
−1
0 (M
∗−m0)
∝ exp(
−1
2
{(M∗)′(△
T−1∑
t=0
(ΣtΩ
−1Σt ⊗ Σ
−1
t ) +M
−1
0 )M
∗
− (M∗)′[
T−1∑
t=0
(−ΣtΩ
−1Ψ⊗ Σ−1t ε
y
t+1 + ΣtΩ
−1 ⊗ Σ−1t ·Bt+△) +M
−1
0 m0]
− [
T−1∑
t=0
(−ΨΣtΩ
−1 ⊗ (εyt+1)
′Σ−1t +B
′
t+△ · Ω
−1Σt ⊗ Σ
−1
t ) +m
′
0M
−1
0 ]M
∗
})
∼ N (W−1S,W−1)
which also follows a normal distribution N (W−1S,W−1), where
Bt+△ = vec(Xt+△ −Xt − a△−ξ
X
t+△)
εyt+△ = yt+△ − µ△−ξ
y
t+△
W = △
T−1∑
t=0
(ΣtΩ
−1Σt ⊗ Σ
−1
t ) +M
−1
0
S =
T−1∑
t=0
(−ΣtΩ
−1Ψ⊗ Σ−1t ε
y
t+△ + ΣtΩ
−1 ⊗ Σ−1t · Bt+△) +M
−1
0 m0
• Posterior for a∗: Similar with M∗: a∗ = vec(a) also has a normal distri-
bution conjugate prior, a∗ ∼ N (m0,M0) and the posterior distribution is
expressed in a similar form:
P(a∗|Y,Γ,Θ−) ∝ P(Y,X|a
∗,Θ−) · P(a
∗|θ)
∝ exp(
−1
2
{(a∗)′Wa∗ − (a∗)′S − S ′a∗})
∼ N (W−1S,W−1)
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where
Bt+△ = vec(Xt+△ −Xt − a△−ξ
X
t+△)
εyt+△ = yt+△ − µ△−ξ
y
t+△
W = △
T−1∑
t=0
(Ω−1 ⊗ Σ−1t ) +M
−1
0
S =
T−1∑
t=0
(Ω−1 ⊗ Σ−1t · Bt+△ − Ω
−1Ψ⊗ Σ−1t ε
y
t+△) +M
−1
0 m0
• Posterior for (Ω,Ψ): As we would derive below, (Ω,Ψ) has a conjugate
prior NIW(µ0, k0, P0, v0), and the corresponding posterior distribution
follows NIW-(µ∗, k∗, P ∗, v∗). Note that (Ω,Ψ) only controls covariance
matrix, Vt of the likelihood and hence εt is independent with it. Besides,
we need to keep the |Vt| term in the likelihood. More specifically,
P(Ω,Ψ|Y,Γ,Θ−) ∝ P(Y,X|Ω,Ψ,Θ−) · P(Ω,Ψ|θ)
∝
T−1∏
t=0

|Vt|−12 e−12 ε′t+△V −1t εt+△ · |Ω|−12 e−12 tr(( Ωk0 )−1(Ψ−µ0)(Ψmu0)′) · |Ω|− v0+n+12 e−12 tr(P0Ω−1)︸ ︷︷ ︸
NIW


∝ |Ω|
−1
2 e
−1
2
tr(( Ω
k∗
)−1(Ψ−µ∗)(Ψ−µ∗)′) · |Ω|−
v∗+n+1
2 e
−1
2
tr(P ∗·Ω−1)
where the second proportionality comes from simplifying the likelihood
term with (4.11), (4.14) and completing the square. In particular,
A =
1
△
T−1∑
t=0
(εyt+△)
′Σ−1t ε
y
t+△
B =
1
△
T−1∑
t=0
vec−1(εXt+△)
′Σ−1t ε
y
t+△
C =
1
△
T−1∑
t=0
vec−1(εXt+△)
′Σ−1t vec
−1(εXt+△)
µ∗ =
B + k0µ0
A+ k0
k∗ = A+ k0, v
∗ = v0 + nT
P ∗ = C + P0 + k0µ0µ
′
0 − k
∗µ∗(µ∗)′
From the above derivation, it is shown that the resulting posterior dis-
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tribution follows a NIW(µ∗, k∗, P ∗, v∗), which improves the efficiency
greatly compared with directly sampling Q and ρ. Without our trans-
formation, Metropolis-Hasting algorithm could be applied as in Eracker
et al (2003), but the efficiency of sampling would be very low compared
with ours.
• Posterior for δ ∈ {J, C1, C2, ci}: There is no standard conjugate prior
existing for these terms, which imply essential economic interpretations.
Other than Metropolis-Hasting style techniques, slice sampling is applied
in this paper to draw samples from their posterior distributions in the
MCMC procedure. For the sake of completeness and clarity, the posterior
distributions are provided here in a semi-closed form by the expression of
εt where J, C1, C2 and ci are incorporated in the corresponding compo-
nents. Since J, C1, C2 and ci are constants, uninformative uniform priors
could be applied, which are also constants. As a result, the posterior
distributions could be obtained by calculating their likelihoods as follows:
P(δ|Y,Γ,Θ−) ∝ P(Y,X|δ,Θ−) · P(δ|θ) (4.17)
∝
T−1∏
t=0
e
−1
2
εt+△V
−1
t εt+△ (4.18)
(4.18) is a quite complicated function for each δ but we can draw sam
• Posterior for (µ(i)J , (σ
(i)
J )
2), hyper parameters of Zt: The jump sizes of
log returns are assumed to follow independent normal distributions, i.e.,
Z
(i)
t ∼ N (µ
(i)
J , (σ
(i)
J )
2), i = 1, ..., n. Each conjugate prior followsNIG(µ0, v0, α0, β0)
and the posterior distribution follows NIG(µ∗, v∗, α∗, β∗) where
µ∗ =
v0µ0 + TE(Z
(i)
t )
v0 + T
(4.19)
v∗ = v0 + T, α
∗ = α0 +
T
2
(4.20)
β∗ = β0 +
1
2
T−1∑
t=0
(Z
(i)
t − E(Z
(i)
t ))
2 +
Tv0
v0 + T
(E(Z
(i)
t )
2 − µ0)
2
2
(4.21)
• Posterior for (µ(i)v ), hyper parameters of K
(i)
t : The jump sizes of variance-
covariance matrix are assumed to follow exponential distributions with
mean, µ
(i)
v in variance components and specially designed in covariance
components, e.g. ci
√
K11t K
22
t in two-dimensional case. For clarity, i is
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omitted here. The conjugate prior is standard, a Γ distribution with
hyperparameter of α0, β0. And the posterior follows Γ(α
∗, β∗),where
α∗ = α0 + T (4.22)
β∗ = β +
T−1∑
t=0
Kt (4.23)
4.5.2 Posterior for latent variables
• Posterior for Zt+△: For notation clarity, denote ξ
y
t+△ = ln(1 + J(Yt+△) ·
dNt+△) and Bt+△ = yt+△ − µ△, then the resulting posterior distribution
of Zt+△ equals the product of its likelihood and prior, which is assumed
to follow N (µJ,i, σ
2
J,i), i = 1, ..., n. The explicit posterior distribution is
calculated as:
P(Z(i)t+△|Yt,Γ,Θ) ∝ P(Yt, Xt|Z
(i)
t+△,Θ) · P(Z
(i)
t+△,Ψ|θ) (4.24)
∝ e−
1
2
ε′
t+△V
−1
t εt+△ ·
n∏
l=1
e
−
(Zi
t+△−µJ,i)
2
2σ2
J,i (4.25)
∝ e−
1
2△
((ξy
t+△)
′A1ξ
y
t+△−(ξ
y
t+△)
′A2−A′2ξ
y
t+△ ·
n∏
l=1
e
−
(Zi
t+△−µJ,i)
2
2σ2
J,i (4.26)
where
A1 = (1 + Ψ
′Ω−1Ψ)Σ−1t
A2 = (1 + Ψ
′Ω−1Ψ)Σ−1t Bt+△ −Ψ
′Ω−1 ⊗ Σ−1t · ε
X
t+△
for t = 1, ...., T and i = 1, ..., n.
• Posterior for Nt+△: The likelihood of Nt+△ is straightforward, while the
prior depends on λt = C1ΣtC2△. In fact, the posterior distribution which
describes 2n combinations of jump events follows a categorical distribu-
tion, where the exact distribution could be defined if probability density
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for each event are obtained. More specifically, we calculate:
P(Nt+△ = Ni|Yt,Γ,Θ) ∝ P(Yt, Xt|Nt+△ = Ni,Θ) · P(Nt+△ = Ni,Ψ|θ) = pi
(4.27)
P(Nt+△ = Ni|Y,Γ,Θ−) =
pi∑n2
j=1 pj
(4.28)
where Ni is the i
th event in the sample space composed of all jump events
and pi is the corresponding unnormalized probability density. As a results,
Nt+△ can be sampled from a categorical distribution for t = 1, ...., T .
• Posterior for Kt+△: Similarly, by denoting ξ
X
t+△ =
1
2
∑n
i=1K
(i)
t+△dN
(i)
t+△,
the posterior distribution of Kt+△ can be calculated as the product of
its likelihood and prior, which follows Exp(µ
(i)
v ). The explicit formula is
expressed as follows:
P(K(i)t+△|Yt,Γ,Θ) ∝ P(Yt, Xt|K
(i)
t+△,Θ) · P(K
(i)
t+△,Ψ|θ) (4.29)
∝ e−
1
2
ε′
t+△V
−1
t εt+△ ·
n2∏
l=1
1
µ
(l)
v
e
K
(l)
t+△
µ
(l)
v (4.30)
∝ e
−1
2△
((ξX
t+△)
′A1ξXt+△−(ξ
X
t+△)
′A2−A′2ξ
X
t+△+A
′
2A
−1
1 A2) ·
n2∏
l=1
1
µ
(l)
v
e
K
(l)
t+△
µ
(l)
v (4.31)
where
A1 = Ω
−1 ⊗ Σ−1t
A2 = Ω
−1 ⊗ Σ−1t ·Bt+△ − Ω
−1Ψ⊗ (Σ−1t ε
y
t+△)
Bt+△ = vec(Xt+△ −Xt − (a+MΣt)△−ξ
X
t+△)
for t = 1, ...., T and i = 1, ..., n. The K
(l)
t denotes all jump distributions
belonging to Kit .
• Posterior for Xt+△: Based on the time discretiztion, Xt+△ depends on
both the neighbor of the state variables, Xt+2△ and Xt and hence the
posterior distribution of Xt+△ is quite complicated. Nevertheless, we can
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express the posterior distribution with εt+△ = (ε
y
t+△, ε
X
t+△) as:
P(Xt+△|Y,Γ,Θ−) ∝ P(Yt, Xt+△|Xt, Xt+2△,Θ−) (4.32)
∝ P(Xt|Yt+△, Xt+△,Γ,Θ) · P(Xt+2△|Yt+2△, Xt+△,Γ,Θ) (4.33)
∝ (e−
1
2
εt+△V
−1
t εt+△) · (
1
|Vt+△|
1
2
e−
1
2
εt+2△V
−1
t+△εt+2△) (4.34)
where Xt+△ is incorporated in εt+△, εt+2△ and Vt+△. Furthermore, to
improve the computational cost, we calculate the explicit formula for both
parts in the product:
P(Xt+2△|...) ∝ |Ω|
−n
2 · |Σt+△|
−
n+1
2 exp (−
1
2△
(at+△ − 2ct+△ + bt+△))
(4.35)
P(Xt|...) ∝ exp (−
1
2△
(at − 2ct + bt)) (4.36)
at+△ = (ε
y
t+2△)
′(1 + Ψ′Ω−1Ψ)Σ−1t+△ε
y
t+2△ (4.37)
bt+△ = tr(vec
−1(εXt+2△)
′Σ−1t+△vec
−1(εXt+2△)Ω
−1) (4.38)
ct+△ = ε
y
t+2△Σ
−1
t+△vec
−1(εXt+2△)Ω
−1Ψ (4.39)
In particular, the posterior of Xt+△ depends on the first exponential part
as t +△ = T because XT depends only on XT−△, while X0 depends on
both V0 and the second exponential part.
As equation (4.37) and (4.36) indicate, the complexity of the posterior
distribution leads to difficulty of sampling. Even for the popular square-
root stochastic volatility model, drawing samples from the posterior dis-
tribution of volatility state, say Vt is often tricky if techniques such as
Metropolis-Hasting algorithm are applied. In particular, the poor mixing
deteriorate the efficiency in the MCMC procedure.
On the contrary, the slice sampling technique adopted in this paper greatly
circumvented the tuning procedure. Nevertheless the posterior distribu-
tion of Xt is matrix-variate, our estimation procedure exhibits high effi-
ciency compared with existing methods such as Metropolis-Hasting style
algorithms or adaptive Metropolis-Hasting algorithms.
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4.5.3 MCMC Procedure Specification
With all posterior distributions derived in the above subsection, we complete
the MCMC estimation algorithm with specification of the entire procedure.
With respect to those nonstandard distributions, slice sampling technique in
Neal (2003) are applied for sampling. Johannes and Polson(2003), (2006) pro-
vides details about MCMC backgrounds and related theory(see also Casella and
George (1992) and Gelman et al. (2014) for further details).
In general, the MCMC algorithm works for inference problem by drawing sam-
ples iteratively from the corresponding posterior distributions of parameters
and state variables. More specifically, given initial values of (Γ(0),Θ(0)), the
MCMC algorithm initiates by drawing Θ(1) ∼ P(Θ(0)|Y,Γ,Θ(0)) and then Γ(1) ∼
P(Γ(1)|Y,Γ,Θ(1)), where the notations follow those defined in Section 4.5. By it-
eratively drawing in this manner, the MCMC algorithm generates a sequence of
posterior random samples, {Θ(j),Γ(j)}Nj=1. where each sample path constitutes
the posterior distribution of the corresponding parameter(or state variable).
Given enough iterations, the drawn samples then approximates the desired pos-
terior distribution of the parameter(or state variables).
For the jth iteration, the procedure can be explicitly summarized as follows:
1. Updating model parameters:
P(Θji ) ∝ P(Θ
(j−1)
− , Z
(j−1)
t , N
(j−1)
t , K
(j−1)
t , X
(j−1)
t , Y ), i = 1, ..., k (4.40)
where k is the total number of model parameters.
2. Updating state variables of jump components:
P(Z(j)t ) ∝ P(Θ
(j), N
(j−1)
t , K
(j−1)
t , X
(j−1)
t , Y ), t = 1, ..., T (4.41)
P(N (j)t ) ∝ P(Θ
(j), Z
(j)
t , K
(j−1)
t , X
(j−1)
t , Y ), t = 1, ..., T (4.42)
P(K(j)t ) ∝ P(Θ
(j), Z
(j)
t , N
(j)
t , X
(j−1)
t , Y ), t = 1, ..., T (4.43)
(4.44)
3. Updating covariance structure described by Xt:
P(X(j)t ) ∝ P(Θ
(j)
− , Z
(j)
t , N
(j)
t , K
(j)
t , Y ), t = 1, ..., T (4.45)
(4.46)
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Following this updating scheme, the resulting MCMC estimates for parameters
and state variables can be obtained by taking expectation for all drawn samples
with standard error obtained by the corresponding standard deviation of the
drawn samples.
With the MCMC specification, we complete the estimation procedure devel-
oped in this paper.
4.5.4 Brief Introduction of Slice Sampling methods
For the sake of completeness, a brief introduction of single-variable slice sam-
pling technique is provided in this subsection. Without loss of generality, single-
variable slice sampling method could be extended for multivariate distributions
easily by applying it for each variable of the target multivariate distribution
repeatedly in turn. Furthermore, updating all variables may be also feasible to
improve the efficiency of sampling procedure. For details and theories about
slice sampling, we refer to Neal (2003), among others.
Given the target distribution f with univariable x and initial point x0, the
scheme of slice sampling technique could be divided into 3 steps:
Step 1. Uniformly draw a value ”y“ from [0, f(x0)]. The horizontal ”slice“ is
defined by S = {x : y ≤ f(x)}.
Step 2. Find an interval I = [L,R] in the neighbourhood of x0 with predefined
width w, which includes all or most of the slice S defined in Step 1.
The L and R represent the left and right end points, respectively.
Step 3. The next stage of x, i.e., x1 is updated by drawing a point uniformly
from the intervals within the slice S. In particular, stepping-out and
shrinkage procedures are applied for sampling.
The entire slice sampling is completed by repeating Step 1 to Step 3 iteratively
and the resulting updated points of (x1, x2, . . . ) would be the desired samples
drawn from the target distribution. In particular, the stepping-out and shrink-
age processes as discussed in Neal (2003) are applied in the MCMC procedure
102
developed in this chapter.
Figure (4.1) illustrates the Step 1 to Step 3. More explicitly, by drawing
y
x0
f(x0)
w
Figure 4.1: Illustration of Single-variate Slice Sampling Method
The blue solid curve represents the target distribution i.e., f(x) to be sampled and x0 is the
initial state of sampling procedure. The black dashed line may be regarded as the vertical
”slice“ and y is uniformly drawn from [0, f(x0)]. Accordingly, the solid red line is the horizontal
”slice“, S. The interval composed by line segments with width w is the interval for each
iterative sampling.
y ∈ [0, f(x0)], the slice S is defined and labelled in bold red line segments.
Subsequently, the interval I is constructed by expanding the neighbourhood
around x0 with predefined width w and the stepping-out/shrinkage procedures.
The resulting interval I would include all or most of the slice. In particular,
the stepping-out procedure is implemented by randomly positing w around x0
and expanding the neighbourhood of x0 by w until both ends of the interval are
outside the slice. Noticeably, this interval would contain points or subintervals
which are outside the slice. Hence, shrinkage is applied if the updated point
(uniformly drawn from I) is not in the slice. These points outside the slice
would be used as new end points to shrink the interval. The next point would
then be drawn from the shrunk interval.
For the sake of completeness, we also provide the general picture of slice
sampling and Metropolis-Hasting style MCMC techniques here.
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Figure 4.2: Illustration of Metropolis-Hasting and slice sampling scheme
For illustrative purpose, Figure (4.2) provides one exaggerated image of draw-
ing samples from a two-peak distribution, where ”random walk step region“ and
”stepping width“ represent the key steps of Metropolis-Hasting style MCMC
techniques and slice sampling technique, respectively. The red curve is the tar-
get probability density function and the shaded area is the resulting probability
density function calculated with the obtained samples by slice sampling.
The key difference between these two methods lies in the feature of exploring
steps. The details about the theory and practical issues are well documented
in Johannes and Polson (2006) and Neal (2003), among others. By the shrink-
age and stepping-out procedure of slice sampling, it is clear that the samples
drawn by slice sampling indeed follow the desired distribution even though the
distribution is unusual. On the contrary, as illustrated as the dotted circle, the
random walk step region of Metropolis-Hasting style techniques only allows one
side of the distribution to be effectively sampled, while the remained part may
even remain unexplored. Even though tuning the random walk step size partly
improved the exploration of the entire distribution, the resulting acceptance
ratio may often be too low for efficient sampling.
As a results, we developed an MCMC estimation procedure with slice sampling
technique augmented, which is capable of estimating both existing stochastic
volatility models and more advanced multivariate stochastic volatility models
where the stochastic covariance structure follows a Wishart process. Moreover,
the developed estimation procedure also makes inference feasible even when
jumps in return, covariance and some novel parameters are integrated. As we
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would demonstrate in the following section, various simulation studies and the
intuitive demonstration of slice sampling technique introduced in this section
would verify the accuracy and advantage of the developed estimate method.
Hence, we complete the establishment of the proposed estimation technique.
4.6 Numerical Results
In this section, we examine the performance of our MCMC procedure through
simulation studies. Various models are embedded in the WJD model, in-
cluding Merton-Jump-Diffusion model (Merton (1976)) with entangled jumps7,
stochastic volatility models with common Merton jump in return and volatility,
SVCMJ model. For illustration purpose, we provide the simulation studies for
these models with the proposed estimation procedure. The results are com-
pared against those obtained in the existing literatures, where the parameters
are adopted here as true values. Lastly, WJD model, the target multivariate
stochastic covariance matrix model with jumps is estimated with reasonable
parameters assigned. For the sake of completeness and clarity, only hyperpa-
rameters used for WJD-DJ model is listed in Table 4.7.
Table 4.1 and 4.2 depict that the MJD model with entangled jumps are well
approximated, except for ΣJ , which is often slightly biased. As we can expect,
as number of observation increases, the accuracy is improved because with more
observations, the time series is more informative about the true dynamics.
Next, we estimate the SVCMJ model which is more complicated because of the
additional stochastic volatility component. Although SVCMJ model is nested
in WJD-DJ, we recall the conventional expression for comparison with the lit-
erature. The SDE of SVCMJ is expressed as:
dSt/St = (µ+ r)dt+
√
(vt)dW
y
t+1 + Yt+1dNt+1 (4.47)
dvt = k(θ − vt)dt+ σv
√
(vt)dW vt+1 +Kt+1dNt+1 (4.48)
7The jumps are scaled by the constant matrix, J and hence they are essentially ”entangled“ with
each other. As a result, it is denoted as ”entangled jump“ to separate them from conventional
independent jumps.
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where dW yt and dW
v
t are Brownian motions with corr(dW
y
t , dW
v
t ) = ρ. The
jump component is determined by jump intensity, P (Nt+1 = 1) = λt and jump
sizes, Yt = exp(Zt)−1, Zt ∼ N(µy+ρJKt, σ
2
y) and Kt ∼ Exp(µv) in return and
volatility, respectively. For illustrative purpose, the length of simulated time
series is set to be 2000 in daily scale. The parameters are adopted directly from
Eraker et al. (2003) for an clear comparison. Li et al. (2008) also applied the
same setting to support their estimation procedure. We choose uninformative
priors close to those applied in Li et al. (2008) and Table 4.3 summarizes the
estimated results.
In general, the estimates obtained by our technique are close to the true values
and superior to Eraker et al. (2003) and comparable with Li et al. (2008).
It is worth mentioning that, much smaller number of sampling is required by
our methods to sustain similar accuracy. Commonly, the number of posterior
samples required for us is 5000, while it is over 50000 or even more to assure
similar accuracy for other methods. In fact, this advantage comes from the
augmented slice sampling technique ,which is applied for drawing samples from
nonstandard posterior distribution. Compared with normal MCMC techniques,
where Metropolis-Hasting style methods are applied, the acceptance ratio is of-
ten set to be 20% to 40% for efficiency and the resulting number of sampling
increases for accurate estimates. Besides, careful tuning is tricky for other
sampling techniques, especially for high dimensional problem discussed in the
following simulation tests. In some worse case, such as multi-modal posterior
distributions, the target posterior distribution may be only partly explored and
the estimation may yield possible misleading results. By incorporating slice
sampling in our estimation procedure, efficiency and accuracy are greatly im-
proved as demonstrated in the Table 4.3.
Finally, we conduct the simulation studies for WJD model with both jumps in
return and variance-covariance, i.e.,WJD-DJ model, the primary target for our
estimation technique. Since the WJD-DJ model is at least n dimensional with
one n× n stochastic variance-covariance structure and two jump components
in return and variance-covariance, the simulation bias would be augmented in
the simulated paths and the resulting stable state may deviate from the true
parameter set for simulation studies.
As a result, it is not feasible to conduct a simulation test as done for the single
dimensional cases. However, given every simulated path, all state variables are
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known. It is reasonable to divide the inference problem into two parts: the
variance-covariance state and all the remained parts, including all parameters
and other state variables. More specifically, the estimation procedure is verified
by examining the accuracy of estimated parameters given variance-covariance
states fixed as the simulated state and the smoothed variance-covariance state
given all other parameters and state variables fixed.
For demonstration, we focus on 2 dimensional case. Firstly, we assign rea-
sonable parameters for each model and the values are presented in real value
and daily scale. In particular, these parameters are randomly chosen with the
corresponding requirements satisfied and yield similar patterns of log returns
observed in real stock indices. The J , ci and C1C2 reported represent (J21, J12),
(c1, c2) and (C2(1), C2(2), C1(1)) respectively. To further demonstrate the ac-
curacy of our MCMC procedure, we compare short(T=500 observations) and
long(T=2000 observations) time scales, while the number of sampling is set to
be 5000 with the first 3000 as burn-in period. Noticeably, the number of ob-
servation is set to be low (500∼2000) for demonstrating the performance in the
short time scale. More specifically, financial contagion occurs unexpectedly and
gradually shades into the resulting next stage, where possible future events start
to dominate. The time scale for specific financial contagion would be therefore
limited and only moderate period prior and post to it would be of specific value.
Hence, accuracy for estimation in short time horizon is essential, especially for
financial contagion studies.
As Table 4.4 to Table 4.6 illustrate, the estimated results verified the per-
formance of our estimation technique for complicated WJD-DJ models with
different time horizons. In general, as numbers of observations increase, the
accuracy is improved. As summarized in the tables, the parameters are rea-
sonably well estimated and accuracy improved as time scale increases. This in
natural since the more observation, the more informative the time series is. For
shorter time scale, only few jumps would occur and hence lead to less accuracy
for parameters related to jumps.
There are parameters worth emphasizing, the J, C1(1), C2(1) and C2(2). These
parameters control the sensitivity of each asset in terms of jump magnitude
and intensity. More specifically, J21(J12) control how a jump in asset 2 (1) af-
fects asset 1 (2). On the other hand, C1(1), C2(1) and C2(2) specify the jump
intensity by scaling the variance-covariance matrix, where C2(1), C2(2) reflect
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sensitivities to variance and covariance for both assets. The larger the C2(1),
the more sensitive to the variance of asset 1 for jump intensity. Moreover,
C1(1) determines the ratio of jump intensity between two assets. For example,
C1(1) = 1.5 means the probability of a jump event is 50% higher in asset 2
compared with asset 1. Even in the shortest time scale case, the estimates,
C1(1) = 3.45, C2(1) = 4.82, C1(1) = 1.73 are reasonably accurate compared
with true values 3.5, 5.5, 1.5.
Regarding the second part where variance-covariance state are estimated with
the remained parameters and state variables fix, we demonstrate the smoothed
variance-covariance states as T=1000 observation for clarity. The fitted results
are displayed in Figure 4.3 to Figure 4.5 with simulated path(treated as true
value) in blue-solid line and fitted variance-covariance states (estimated by our
technique) in red-dot line. Clearly, the estimated (smoothed) variance covari-
ance state variables coincide with the true values well. To a great extend, the
fitted state indicates the dynamic of this latent, unobserved variance-covariance
state. 8 As a result, as a by-product of MCMC estimation, the smoothed state
variable provides an image of unobserved states given the only observed log
returns. Integrated with these two parts of simulation studies, we can therefore
verify the performance of the developed estimation procedure.
In summary, through various simulation studies, our estimation technique is ver-
ified by estimating various types of models and in different time scales. Hence,
the developed estimation procedure may be ready for future researches where
estimation of model parameters are important, such as optimal portfolio choice
problem and option pricing literatures, etc.
Our technique also can be extended by incorporating other techniques to esti-
mate state variables. For example, the realized volatility are commonly applied
to estimated volatilities (Andersen et al. (2003)) or jump techniques (Lee and
Hannig (2010) and Lee and Mykland (2008)). Given these states identified, the
estimation procedure would be more efficient for estimating real empirical data.
In particular, only parameters needs to be estimated and the other state vari-
ables are approximated with the augmented techniques and treated as known
in our procedure. In fact, this augmentation of our estimation procedure and
others may be regarded as a analogy of moment matching, where the states are
”matched“ by the augmented techniques while the parameters are estimated by
8Similarly, fitted jump times, and jump sizes would be obtained during the estimation proce-
dure but ignored here for clarity. Since they are normally well approximated.
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our estimation procedure.
Entangled MJD
µ Σ
True 0.0198 0.0278 0.0397 0.0198 0.0198 0.0397
Mean 0.0197 0.0274 0.0395 0.0196 0.0196 0.0408
RMSE 0.0012 0.0015 0.0021 0.0016 0.0016 0.0018
µJ ΣJ
True -3 -3 3 3
Mean -2.7737 -2.6633 3.6273 3.2133
RMSE 0.5888 0.3628 0.6126 0.5836
J C1C2
True 0.5 0.5 0.5 0.5 1
Mean 0.4965 0.4983 0.4885 0.4927 0.8861
RMSE 0.0120 0.0095 0.0710 0.0468 0.1118
The simulation test is conducted by simulating MJD model for 1000 daily data with 50
simulation paths, and parameters are set as displayed in the row labeled as True. The
Mean and RMSE represent mean values and root-mean-square error respectively. The
specification of parameters follows the description in Numerical Results section. For each
simulation path, 5000 samples are drawn from their posterior distributions. In particular,
the first 3000 samples are discarded as burn-in period and each parameter are estimated
as the mean of the next 2000 samples.
Table 4.1: Simulation tests for entangled MJD model, T=1000
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Entangled MJD
µ Σ
True 0.0198 0.0278 0.0397 0.0198 0.0198 0.0397
Mean 0.0199 0.0277 0.0400 0.0198 0.0198 0.0400
RMSE 0.0009 0.0008 0.0011 0.0008 0.0008 0.0012
µJ ΣJ
True -3 -3 3 3
Mean -2.8348 -2.8648 3.4054 3.1267
RMSE 0.2103 0.2448 0.6033 0.4853
J C1C2
True 0.5 0.5 0.5 0.5 1
Mean 0.5000 0.4993 0.4988 0.4579 0.9581
RMSE 0.0061 0.0054 0.0833 0.0691 0.0926
The simulation test is conducted by simulating MJD model for 3000 daily data with 50
simulation paths, and parameters are set as displayed in the row labeled as True. The
Mean and RMSE represent mean values and root-mean-square error respectively. The
specification of parameters follows the description in Numerical Results section. For each
simulation path, 5000 samples are drawn from their posterior distributions. In particular,
the first 3000 samples are discarded as burn-in period and each parameter are estimated
as the mean of the next 2000 samples.
Table 4.2: Simulation tests for entangled MJD model, T=3000
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N(m0,M0) m0 M0
µ 02 10I2
vec(M) 04 10I4
vec(a) 04 10I4
NIW (µ0, k0, P0, v0) µ0 k0 P0 v0
(Ω,Ψ) 02 10 5×10
−5 2
NIG(µ0, v0, α0, β0) µ0 v0 α0 β0
(µ
(i)
J , (σ
(i)
J )
2) 0 2 2 0.001
Γ(α0, β0) α0 β0
µ
(i)
v 2 2×10−5
U(a, b) a b
J 0 1
C1, C2 0 10
ci -1 1
Detailed values for all hyperparameters are listed here. 0n and In represents n × 1 zero
vector and n×n identity matrix, respectively. All priors are extremely uniformative for the
parameters compared with the obtained estimates. Hence, the estimates are not driven
by the prior distributions.
Table 4.7: Hyper parameters of prior distributions
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Figure 4.3: Fitted Variance-Covariance states - Σt11
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Figure 4.4: Fitted Variance-Covariance states - Σt21
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Figure 4.5: Fitted Variance-Covariance states - Σt22
4.7 Conclusion
A Bayesian based Markov Chain Monte Carlo estimation technique is developed
for estimating parameters of a wide class of asset pricing models. In particular,
the proposed estimation technique works well for WJD model, which solves the
optimal portfolio choice problem under contagion and captures observed fea-
tures during market turmoil. Detailed derivation of the posterior distributions
are provided and can be ready for future researches related to stochastic volatil-
ity and financial contagion. The performance is verified with various simulation
tests, where common and widely applied models are estimated with simulated
data.
To sum up, the major contribution of our paper is two-fold. Firstly, we de-
veloped an estimation procedure for the general multivariate jump diffusion
model with stochastic covariance matrix modeled as the Wishart process, which
is novel in the literature. The estimation procedure is based on the Bayesian
Markov Chain Monte Carlo (MCMC) technique. The augmented slice sampling
technique developed by Neal (2003) substantially improves the efficiency of our
MCMC technique. To the best of our literature review, this may be the first
attempt to estimate the WJD models with MCMC based methods. In addition,
our paper sheds new lights in the literature about estimating asset pricing mod-
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els and the developed estimation procedure may be ready for future researches
where inference problems are going to be solved.
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4.8 Preliminary Results for empirical applica-
tions
In this complementary section, we roughly demonstrate the application of our
estimation procedure. In particular, we are interested whether the novel com-
ponent J of WJD model could help captured stylized features of empirical data.
As a first attempt, we study the asymmetric correlation as investigated in Ang
and Chen (2002).
Following similar procedures as adopted in Ang and Chen (2002), we investigate
asymmetric correlation thoroughly with the 5 industry classifications, which is
categorized as ”Consumer“, ”Manufacturing“, ”High-Technology“, ”Health“ and
”Others“. The data is collected from the Data Library on the website of Ken-
neth R. French, where the data are mainly collected from COMPUSTA and
details about how these portfolios are constructed could be found. To have a
clear picture of asymmetric correlation, we calculate the exceedance correlation
following Longin and Solnik (2001) in different time scales and periods. By
doing so, it could be shown that asymmetric correlation is persistent among
different contexts and remains significant even with the innovation of computer
technology and the resultantly increasing entanglement of markets. The data
ranges from 1st January, 1980 to 31st August, 2016. The weekly data is con-
structed by aggregating the daily data from the end of last Wednesday to the
end of current Wednesday as widely adopted in the literature.
In this preliminary result, we group each industrial categorization with mar-
ket portfolio and estimate each group with a 2-dimensional MJD model with
entangled jump as done in Section 4.6. Then we simulate 500 paths with the
estimates for each group and calculate the corresponding exceedance correla-
tions for each path. Consequently, the resulting fitted asymmetric correlations
for each group are calculated as the mean of 500 trials within each group. In
addition, given these simulated paths, we plot 95% credible interval for each
fitted asymmetric correlation for benchmark. In other words, we determine
whether asymmetric correlation observed in the real market is well captured by
the MJD with entangled jump model.
Figure 4.6 to Figure 4.10 summarizes the fitted asymmetric correlation for all 5
industry classification. As depicted in the graphs, the asymmetric correlations
are well replicated by the model fitted results, except for ”Other“. However,
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most of the graph lie within the 95% credible interval in this case. It is worth
mentioning that J is the dominating component that successfully capture this
observed asymmetry. By contrast, for ordinary MJD models, only symmetric,
i.e., tent-shaped graphs may be obtained due to the symmetric Poisson jump in-
corporated. Compared with those models studied in Ang and Chen (2002), such
as GARCH and regime-switching models, MJD model with entangled J is in-
credibly simple and has more intuitive economical meanings. More specifically,
J allows jump risks to propagate through different portfolios (or markets in
international context) even if there is only one jump event. In fact, this feature
assembles financial contagion or the initiate of market downturns, where there
is often one starting point that triggers the subsequent disasters and spread to
the counterparts.
To sum up, this example further justifies the validity of augmenting J in the
multivariate models such as WJD models. As a result, these novel components
introduced in WJD models may shed new light on the researches where mul-
tivariate stochastic models may be applied and WJD models may be of great
potential for future researches.
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Figure 4.6: Asymmetric Correlation - Market and Consumer portfolios
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Figure 4.7: Asymmetric Correlation - Market and Manufacturing portfolios
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Figure 4.8: Asymmetric Correlation - Market and High-Technology portfolios
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Figure 4.9: Asymmetric Correlation - Market and Health portfolios
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Figure 4.10: Asymmetric Correlation - Market and Other portfolios
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4.9 Complementary: Derived Moment Gener-
ating Functions for moment-matching tech-
niques
In this complementary section, we provide some critical closed-form formula
obtained by deriving the corresponding moment generating function, which can
be ready for moment-matching methods, e.g. GMM for future researches. This
kind of estimation technique may be preferable sometimes, if high frequency
data are available such that matching moments help capturing stylized features
observed from data. For example, realized volatility is often applied as a proxy
for volatility.
Following the notations defined in previous sections, the unconditional risk pre-
mia of stock i is thus
M1i = [E[µit]−
1
2
e′iE[Σ(t)]ei + E[λ1t]E(Zi1) + E[λ2t]E(Zi2)]τ,
where
E[λ1t] = C11C2(1)E[Σ11(t)] + (C11C2(2) + C12C2(1))E[Σ12(t)] + C12C2(2)E[Σ22(t)]
E[λ2t] = C21C2(1)E[Σ11(t)] + (C21C2(2) + C22C2(1))E[Σ12(t)] + C22C2(2)E[Σ22(t)]
E[µit] = e
′
iE[Σ(t)]η − (Ji1E(Y1)E[λ1t] + Ji2E(Y2)E[λ2t])
2) Quadratic variation matrix QV (t, t+τ) = (QVij(t, t+τ))1≤i,j≤2 of log returns:
QV11(t, t+ τ) =
t+τ∫
t
Σ11(s)ds+
t+τ∫
t
Z211dN1s +
t+τ∫
t
Z212dN2s,
QV22(t, t+ τ) =
t+τ∫
t
Σ22(s)ds+
t+τ∫
t
Z221dN1s +
t+τ∫
t
Z222dN2s,
QV12(t, t+ τ) = QV12(t, t+ τ) =
t+τ∫
t
Σ12(s)ds+
t+τ∫
t
Z11Z21dN1s +
t+τ∫
t
Z12Z22dN2s.
Hence QV (t, t+ τ) can be written as
QV (t, t+ τ) =
t+τ∫
t
Σ(s)ds+
t+τ∫
t
Z1dN1s +
t+τ∫
t
Z2dN2s,
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where
Z1 =
(
Z211 Z11Z21
Z11Z21 Z
2
21
)
, Z2 =
(
Z212 Z12Z22
Z12Z22 Z
2
22
)
, (4.49)
Unconditional mean of the realized Quadratic variation matrix of log returns
is:
E[QV (t, t+ τ)] = (E[Σ(t)] + E(Z1)E[λ1t] + E(Z2)E[λ2t])τ,
3) Generating function of variance-covariance matrix Σ(t) of is given by
ΨΣ(Γ,Σ(t), t, T ) = Et

exp

−
T∫
t
rsds+ tr(ΓΣ(T ))



 .
We have the following result:
ΨΣ(Γ,Σ(t), t, T ) = exp(B(T − t) + tr(A(T − t)Σ(t))),
where the functions A and B solve the system of matrix differential equations:
dA(τ)
dτ
= M ′A(τ) + A(τ)M ′ + 2A(τ)Q′QA(τ) +
1
2
(C2e
′
1C1 + C
′
1e1C
′
2)[E[exp(tr(A(τ)K
(1)))]−
+
1
2
(C2e
′
2C1 + C
′
1e2C
′
2)[E[exp(tr(A(τ)K
(2)))]− 1],
dB(τ)
dτ
= −r + tr(A(τ)ΩΩ′),
with boundary conditions: B(0) = 0 and A(0) = Γ. We now calculate E[Σ(t)].
Let Γ = (Γij)1≤i,j≤2 with Γij = Γji.
E[Σii(t)] =
∂ΨΣ(Γ,Σ(0), 0, t)
∂Γii
∣∣∣
Γ=0
=
[(
∂B(t)
∂Γii
+
∂(tr(A(t)Σ(0)))
∂Γii
)
exp(B(t) + tr(A(t)Σ(0)))
] ∣∣∣
Γ=0
,
E[Σij(t)] =
∂ΨΣ(Γ,Σ(0), 0, t)
∂Γij
∣∣∣
Γ=0
=
1
2
[(
∂B(t)
∂Γij
+
∂(tr(A(t)Σ(0)))
∂Γij
)
exp(B(t) + tr(A(t)Σ(0)))
] ∣∣∣
Γ=0
.
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More results: let F = (Fij)1≤i,j≤2 with Fij = Fji.
E[Σii(t)exp(tr(FΣ(t)))] =
∂ΨΣ(Γ,Σ(0), 0, t)
∂Γii
∣∣∣
Γ=F
=
[(
∂B(t)
∂Γii
+
∂(tr(A(t)Σ(0)))
∂Γii
)
exp(B(t) + tr(A(t)Σ(0)))
] ∣∣∣
Γ=F
,
E[Σij(t)exp(tr(FΣ(t)))] =
∂ΨΣ(Γ,Σ(0), 0, t)
∂Γij
∣∣∣
Γ=F
=
1
2
[(
∂B(t)
∂Γij
+
∂(tr(A(t)Σ(0)))
∂Γij
)
exp(B(t) + tr(A(t)Σ(0)))
] ∣∣∣
Γ=F
.
4) Generating function of quadratic variation matrix QV (t, t+τ) = (QVij(t, t+
τ))1≤i,j≤2 of log returns is given by
ΨQV (Γ,Σ(t), t, t+ τ) = E [exp (tr(ΓQV (t, t+ τ)))] .
We first define the conditional generating function of quadratic variation matrix
as
ΨQV (Γ,Σ(t), 0, T, t) = Et [exp (tr(ΓQV (0, T )))] .
We have the following result:
ΨQV (Γ,Σ(t), 0, T, t) = exp(B(T − t) + tr(ΓQV (0, t)) + tr(A(T − t)Σ(t))),
where the functions A and B solve the system of matrix differential equations:
dA(τ)
dτ
= Γ +M ′A(τ) + A(τ)M ′ + 2A(τ)Q′QA(τ) +
1
2
(C2e
′
1C1 + C
′
1e1C
′
2)[Θ
Σ
1 (A(τ))− 1]
+
1
2
(C2e
′
2C1 + C
′
1e2C
′
2)[Θ
Σ
2 (A(τ))− 1],
dB(τ)
dτ
= tr(A(τ)ΩΩ′),
where ΘΣ1 (A(τ)) = E[exp(tr(A(τ)K
(1))+tr(ΓZ1))] and Θ
Σ
2 (A(τ)) = E[exp(tr(A(τ)K
(2))+
tr(ΓZ2))]. The boundary conditions are: B(0) = 0 and A(0) = 0.
Thus,
ΨQV (Γ,Σ(t), t, t+ τ) = E [exp (tr(ΓQV (t, t+ τ)))] = E [exp(B(τ) + tr(A(τ)Σ(t)))] .
We now calculate unconditional second moment M3 of the realized quadratic
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variation matrixQV (t, t+τ) = (QVij(t, t+τ))1≤i,j≤2 of log-returns. Let f(τ, t) =
exp(B(τ) + tr(A(τ)Σ(t))).
E[QV 2ii (t, t+ τ)] =
∂2ΨQV (Γ,Σ(t), t, t+ τ)
∂Γ2ii
∣∣∣
Γ=0
= E
[[(
∂2B(τ)
∂Γ2ii
+
∂2(tr(A(τ)Σ(t)))
∂Γ2ii
)
f(τ, t)
] ∣∣∣
Γ=0
]
+ E
[[(
∂B(τ)
∂Γii
+
∂(tr(A(τ)Σ(t)))
∂Γii
)2
f(τ, t)
] ∣∣∣
Γ=0
]
,
E[QV 2ij(t, t+ τ)] =
∂2ΨQV (Γ,Σ(t), t, t+ τ)
∂Γ2ij
∣∣∣
Γ=0
=
1
4
E
[[(
∂2B(τ)
∂Γ2ij
+
∂2(tr(A(τ)Σ(t)))
∂Γ2ij
)
f(τ, t)
] ∣∣∣
Γ=0
]
+
1
4
E
[[(
∂B(τ)
∂Γij
+
∂(tr(A(τ)Σ(t)))
∂Γij
)2
f(τ, t)
] ∣∣∣
Γ=0
]
,
E[QVii(t, t+ τ)QVij(t, t+ τ)] =
∂2ΨQV (Γ,Σ(t), t, t+ τ)
∂Γij∂Γii
∣∣∣
Γ=0
=
1
2
E
[[(
∂2B(τ)
∂Γij∂Γii
+
∂2(tr(A(τ)Σ(t)))
∂Γij∂Γii
)
f(τ, t)
] ∣∣∣
Γ=0
]
+
1
2
E
[[(
∂B(τ)
∂Γij
+
∂(tr(A(τ)Σ(t)))
∂Γij
)(
∂B(τ)
∂Γii
+
∂(tr(A(τ)Σ(t)))
∂Γii
)
f(τ, t)
] ∣∣∣
Γ=0
]
.
E[QVii(t, t+ τ)QVjj(t, t+ τ)] =
∂2ΨQV (Γ,Σ(t), t, t+ τ)
∂Γjj∂Γii
∣∣∣
Γ=0
= E
[[(
∂2B(τ)
∂Γjj∂Γii
+
∂2(tr(A(τ)Σ(t)))
∂Γjj∂Γii
)
f(τ, t)
] ∣∣∣
Γ=0
]
+ E
[[(
∂B(τ)
∂Γjj
+
∂(tr(A(τ)Σ(t)))
∂Γjj
)(
∂B(τ)
∂Γii
+
∂(tr(A(τ)Σ(t)))
∂Γii
)
f(τ, t)
] ∣∣∣
Γ=0
]
.
5) Generating function of quadratic variation matrix QV (t, t+τ) = (QVij(t, t+
τ))1≤i,j≤2 of log returns and log return Yt,t+τ = (ln(S1,t+τ/S1,t), ln(S2,t+τ/S2,t))
′
is given by
ΨQV1 (Γ,Σ(t), t, t+ τ) = E [exp (u
′
· Yt,t+τ + tr(ΓQV (t, t+ τ)))] ,
where u = (u1, u2)
′. As in 5), we first define the conditional generating function
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of quadratic variation matrix and log prices as
ΨQV2 (Γ,Σ(t), 0, T, t) = Et [exp (u
′
·XT + tr(ΓQV (0, T )))] ,
where Xt = (ln(S1,t), ln(S2,t))
′. We have the following result:
ΨQV2 (Γ,Σ(t), 0, T, t) = exp(u
′
·Xt +B(T − t) + tr(ΓQV (0, t)) + tr(A(T − t)Σ(t))),
where the functions A and B solve the system of matrix differential equations:
dA(τ)
dτ
= Γ +
1
2
(ηu′ + uη′)−
1
2
(C2u
′J · E[Y ] · C1 + C
′
1 · E[Y ]J
′uC ′2)
+
1
2
(uu′ − u1e1e
′
1 − u2e2e
′
2) + A(τ)(M +Q
′ρu′)
+ (M ′ + uρ′Q)A(τ) + 2A(τ)Q′QA(τ) +
1
2
(C2e
′
1C1 + C
′
1e1C
′
2)[Θ
Σ
1 (u,A(τ))− 1]
+
1
2
(C2e
′
2C1 + C
′
1e2C
′
2)[Θ
Σ
2 (u,A(τ))− 1],
dB(τ)
dτ
= tr(A(τ)ΩΩ′),
where
ΘΣ1 (A(τ)) = E[exp(tr(A(τ)K
(1)) + tr(ΓZ1) + u1Z11 + u2Z21)],
ΘΣ2 (A(τ)) = E[exp(tr(A(τ)K
(2)) + tr(ΓZ2) + u1Z12 + u2Z22)].
The boundary conditions are: B(0) = 0 and A(0) = 0.
Thus,
ΨQV1 (Γ,Σ(t), t, t+ τ) = E [exp (u
′Yt,t+τ + tr(ΓQV (t, t+ τ)))] = E [exp(B(τ) + tr(A(τ)Σ(t)))] .
Unconditional covariance between assets’ simple excess returns and the quadratic
variation matrix of log returns. For asset 1, let u = (1, 0)′, then
E [exp (u′ · Yt,t+τ )QVii(t, t+ τ)] =
∂ΨQV1 (Γ,Σ(t), t, t+ τ)
∂Γii
∣∣∣
Γ=0
= E
[[(
∂B(τ)
∂Γii
+
∂(tr(A(τ)Σ(t)))
∂Γii
)
exp(B(τ) + tr(A(τ)Σ(t)))
] ∣∣∣
Γ=0
]
,
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E [exp (u′ · Yt,t+τ ))QVij(t, t+ τ)] =
∂ΨQV1 (Γ,Σ(t), t, t+ τ)
∂Γij
∣∣∣
Γ=0
=
1
2
E
[[(
∂B(τ)
∂Γij
+
∂(tr(A(τ)Σ(t)))
∂Γij
)
exp(B(τ) + tr(A(τ)Σ(t)))
] ∣∣∣
Γ=0
]
,
6) Processes:
d[log(S1t)] = [r + µ1t −
1
2
(σ211 + σ
2
12)]dt+ σ11dW1t + σ12dW2t + Z11dN1t + Z12dN2t,
W1t =
√
1− ρ21 − ρ
2
2Z
⊥
1t + ρ1Z11t + ρ2Z12t
W2t =
√
1− ρ21 − ρ
2
2Z
⊥
2t + ρ1Z21t + ρ2Z22t
dΣ11(t) = [Ω¯11 + 2(M11Σ11(t) +M12Σ12(t))]dt
+ 2Q11(σ11dZ11t + σ12dZ21t)
+ 2Q21(σ11dZ12t + σ12dZ22t)
+ K
(1)
11 dN1t +K
(2)
11 dN2t,
dΣ12(t) = [Ω¯12 +M21Σ11(t) + (M11 +M22)Σ12(t) +M12Σ22(t))]dt
+ (Q12σ11 +Q11σ21)dZ11t
+ (Q22σ11 +Q21σ21)dZ12t
+ (Q12σ12 +Q11σ22)dZ21t
+ (Q22σ12 +Q21σ22)dZ22t
+ K
(1)
12 dN1t +K
(2)
12 dN2t,
dΣ22(t) = [Ω¯22 + 2(M21Σ12(t) +M22Σ22(t))]dt
+ 2Q12(σ21dZ11t + σ22dZ21t)
+ 2Q22(σ21dZ12t + σ22dZ22t)
+ K
(1)
22 dN1t +K
(2)
22 dN2t,
Generating function of variance-covariance matrix
∫ t+τ
t
Σij(s)ds of log returns
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and log return Y1(t, t+ τ) = ln(S1,t+τ/S1,t) is given by
ΨΣ1 (Γ,Σ(t), t, t+ τ)
= E

exp

u1 · Y1(t, t+ τ) + Γ11
t+τ∫
t
Σ11(s)ds+ Γ12
t+τ∫
t
Σ12(s)ds+ Γ22
t+τ∫
t
Σ22(s)ds



 ,
As in 5), we first define the conditional generating function of variance-covariance
matrix and log prices as
ΨΣ2 (Γ,Σ(t), 0, T, t)
= Et

exp

u1 · Y1(T ) + Γ11
T∫
0
Σ11(s)ds+ Γ12
T∫
0
Σ12(s)ds+ Γ22
T∫
0
Σ22(s)ds



 ,
where Y1(t) = ln(S1,t). Clearly, Ψ
Σ
2 (Γ,Σ(t), 0, T, t) is a martingale. We have
the following result:
ΨΣ2 (Γ,Σ(t), 0, T, t) = exp [G] ,
where
G = u1 · Y1(t) + Γ11
t∫
0
Σ11(s)ds+ Γ12
t∫
0
Σ12(s)ds+ Γ22
t∫
0
Σ22(s)ds
+ B(τ) + A11(τ)Σ11(t) + A12(τ)Σ12(t) + A22(τ)Σ22(t)
From Ito’s lemma, we have
dG = u1 · dY1(t) + (Γ11Σ11(t) + Γ12Σ12(t) + Γ22Σ22(t))dt
− B′(τ)dt− A′11(τ)Σ11(t)dt+ A11(τ)dΣ11(t)
− A′12(τ)Σ12(t)dt+ A12(τ)dΣ12(t)− A
′
22(τ)Σ22(t)dt+ A22(τ)dΣ22(t)
= µGdt+ σ
G
11dZ11 + σ
G
12dZ12 + σ
G
21dZ21 + σ
G
22dZ22 + σ
G
1 dZ
⊥
1 + σ
G
2 dZ
⊥
2
+ σG3 dN1t + σ
G
4 dN2t,
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where
µG = u1(r + µ1t −
1
2
Σ11(t))
+ Γ11Σ11(t) + Γ12Σ12(t) + Γ22Σ22(t)−B
′(τ)
− A′11(τ)Σ11(t)− A
′
12(τ)Σ12(t)− A
′
22(τ)Σ22(t)
+ A11(τ)[Ω¯11 + 2(M11Σ11(t) +M12Σ12(t))]
+ A12(τ)[Ω¯12 +M21Σ11(t) + (M11 +M22)Σ12(t) +M12Σ22(t))]
+ A22(τ)[Ω¯22 + 2(M21Σ12(t) +M22Σ22(t))]
Ω¯ = (Ω¯ij) = ΩΩ
′,
σG11 = u1σ11ρ1 + 2A11(τ)Q11σ11 + A12(τ)(Q12σ11 +Q11σ21)
+ 2A22(τ)Q12σ21
σG12 = u1σ11ρ2 + 2A11(τ)Q21σ11 + A12(τ)(Q22σ11 +Q21σ21)
+ 2A22(τ)Q22σ21
σG21 = u1σ12ρ1 + 2A11(τ)Q11σ12 + A12(τ)(Q12σ12 +Q11σ22)
+ 2A22(τ)Q12σ22
σG22 = u1σ12ρ2 + 2A11(τ)Q21σ12 + A12(τ)(Q22σ12 +Q21σ22)
+ 2A22(τ)Q22σ22
σG1 = u1σ11
√
1− ρ21 − ρ
2
2
σG2 = u1σ12
√
1− ρ21 − ρ
2
2
σG3 = u1Z11 + A11(τ)K
(1)
11 + A12(τ)K
(1)
12 + A22(τ)K
(1)
22
σG4 = u1Z12 + A11(τ)K
(2)
11 + A12(τ)K
(2)
12 + A22(τ)K
(2)
22
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Applying Ito’s lemma to H = exp(G), we have
dH = HµHdt+H(σ
G
11dZ11 + σ
G
12dZ12 + σ
G
21dZ21 + σ
G
22dZ22 + σ
G
1 dZ
⊥
1 + σ
G
2 dZ
⊥
2
+ H(exp(σG3 )− 1)dN1t +H(exp(σ
G
4 )− 1)dN2t,
where
µH = µG +
1
2
[(σG11)
2 + (σG12)
2 + (σG21)
2 + (σG22)
2 + (σG1 )
2 + (σG2 )
2].
Since H is a martingale, we have
µH + λ1tE(exp(σ
G
3 )− 1) + λ2tE(exp(σ
G
4 )− 1) = 0.
And thus the functions A and B solve the system of matrix differential equa-
tions:
dA11(τ)
dτ
= u1[η1 − J11E(Y1)C11C2(1)− J12E(Y2)C21C2(1)−
1
2
]
+ Γ11 + 2M11A11(τ) +M21A12(τ)
+
1
2
(u1ρ1 + 2A11(τ)Q11 + A12(τ)Q12)
2
+
1
2
(u1ρ2 + 2A11(τ)Q21 + A12(τ)Q22)
2
+
1
2
u21(1− ρ
2
1 − ρ
2
2)
+ C11C2(1)E(exp(σ
G
3 )− 1) + C21C2(1)E(exp(σ
G
4 )− 1)
dA12(τ)
dτ
= u1[η2 − J11E(Y1)(C11C2(2) + C12C2(1))− J12E(Y2)(C21C2(2) + C22C2(1))]
+ Γ12 + 2M12A11(τ) + (M11 +M22)A12(τ) + 2A22(τ)M21
+ (u1ρ1 + 2A11(τ)Q11 + A12(τ)Q12)(A12(τ)Q11 + 2A22(τ)Q12)
+ (u1ρ2 + 2A11(τ)Q21 + A12(τ)Q22)(A12(τ)Q21 + 2A22(τ)Q22)
+ (C11C2(2) + C12C2(1))E(exp(σ
G
3 )− 1) + (C21C2(2) + C22C2(1))E(exp(σ
G
4 )− 1)
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dA22(τ)
dτ
= u1[−J11E(Y1)C12C2(2)− J12E(Y2)C22C2(2)]
+ Γ22 + 2M22A22(τ) +M12A12(τ)
+
1
2
(A12(τ)Q11 + 2A22(τ)Q12)
2
+
1
2
(A12(τ)Q21 + 2A22(τ)Q22)
2
+ C12C2(2)E(exp(σ
G
3 )− 1) + C22C2(2)E(exp(σ
G
4 )− 1)
dB(τ)
dτ
= u1r + A11(τ)Ω¯11 + A12(τ)Ω¯12 + A22(τ)Ω¯22.
7) Generating function of variance-covariance matrix
∫ t+τ
t
Σij(s)ds of log returns
and log return Y2(t, t+ τ) = ln(S2,t+τ/S2,t) is given by
ΨΣ1 (Γ,Σ(t), t, t+ τ)
= E

exp

u2 · Y2(t, t+ τ) + Γ11
t+τ∫
t
Σ11(s)ds+ Γ12
t+τ∫
t
Σ12(s)ds+ Γ22
t+τ∫
t
Σ22(s)ds



 ,
As in 5), we first define the conditional generating function of variance-covariance
matrix and log prices as
ΨΣ2 (Γ,Σ(t), 0, T, t)
= Et

exp

u2 · Y2(T ) + Γ11
T∫
0
Σ11(s)ds+ Γ12
T∫
0
Σ12(s)ds+ Γ22
T∫
0
Σ22(s)ds



 ,
where Y2(t) = ln(S2,t). Clearly, Ψ
Σ
2 (Γ,Σ(t), 0, T, t) is a martingale. We have
the following result:
ΨΣ2 (Γ,Σ(t), 0, T, t) = exp [G] ,
where
G = u2 · Y2(t) + Γ11
t∫
0
Σ11(s)ds+ Γ12
t∫
0
Σ12(s)ds+ Γ22
t∫
0
Σ22(s)ds
+ B(τ) + A11(τ)Σ11(t) + A12(τ)Σ12(t) + A22(τ)Σ22(t)
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From Ito’s lemma, we have
dG = u2 · dY2(t) + (Γ11Σ11(t) + Γ12Σ12(t) + Γ22Σ22(t))dt
− B′(τ)dt− A′11(τ)Σ11(t)dt+ A11(τ)dΣ11(t)
− A′12(τ)Σ12(t)dt+ A12(τ)dΣ12(t)− A
′
22(τ)Σ22(t)dt+ A22(τ)dΣ22(t)
= µGdt+ σ
G
11dZ11 + σ
G
12dZ12 + σ
G
21dZ21 + σ
G
22dZ22 + σ
G
1 dZ
⊥
1 + σ
G
2 dZ
⊥
2
+ σG3 dN1t + σ
G
4 dN2t,
where
µG = u2(r + µ2t −
1
2
Σ22(t))
+ Γ11Σ11(t) + Γ12Σ12(t) + Γ22Σ22(t)−B
′(τ)
− A′11(τ)Σ11(t)− A
′
12(τ)Σ12(t)− A
′
22(τ)Σ22(t)
+ A11(τ)[Ω¯11 + 2(M11Σ11(t) +M12Σ12(t))]
+ A12(τ)[Ω¯12 +M21Σ11(t) + (M11 +M22)Σ12(t) +M12Σ22(t))]
+ A22(τ)[Ω¯22 + 2(M21Σ12(t) +M22Σ22(t))]
Ω¯ = (Ω¯ij) = ΩΩ
′,
σG11 = u2σ21ρ1 + 2A11(τ)Q11σ11 + A12(τ)(Q12σ11 +Q11σ21)
+ 2A22(τ)Q12σ21
σG12 = u2σ21ρ2 + 2A11(τ)Q21σ11 + A12(τ)(Q22σ11 +Q21σ21)
+ 2A22(τ)Q22σ21
σG21 = u2σ22ρ1 + 2A11(τ)Q11σ12 + A12(τ)(Q12σ12 +Q11σ22)
+ 2A22(τ)Q12σ22
σG22 = u2σ22ρ2 + 2A11(τ)Q21σ12 + A12(τ)(Q22σ12 +Q21σ22)
+ 2A22(τ)Q22σ22
σG1 = u2σ21
√
1− ρ21 − ρ
2
2
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σG2 = u2σ22
√
1− ρ21 − ρ
2
2
σG3 = u2Z21 + A11(τ)K
(1)
11 + A12(τ)K
(1)
12 + A22(τ)K
(1)
22
σG4 = u2Z22 + A11(τ)K
(2)
11 + A12(τ)K
(2)
12 + A22(τ)K
(2)
22
Applying Ito’s lemma to H = exp(G), we have
dH = HµHdt+H(σ
G
11dZ11 + σ
G
12dZ12 + σ
G
21dZ21 + σ
G
22dZ22 + σ
G
1 dZ
⊥
1 + σ
G
2 dZ
⊥
2
+ H(exp(σG3 )− 1)dN1t +H(exp(σ
G
4 )− 1)dN2t,
where
µH = µG +
1
2
[(σG11)
2 + (σG12)
2 + (σG21)
2 + (σG22)
2 + (σG1 )
2 + (σG2 )
2].
Since H is a martingale, we have
µH + λ1tE(exp(σ
G
3 )− 1) + λ2tE(exp(σ
G
4 )− 1) = 0.
And thus the functions A and B solve the system of matrix differential equa-
tions:
dA11(τ)
dτ
= u2[−J21E(Y1)C11C2(1)− J22E(Y2)C21C2(1)]
+ Γ11 + 2M11A11(τ) +M21A12(τ)
+
1
2
(2A11(τ)Q11 + A12(τ)Q12)
2
+
1
2
(2A11(τ)Q21 + A12(τ)Q22)
2
+ C11C2(1)E(exp(σ
G
3 )− 1) + C21C2(1)E(exp(σ
G
4 )− 1)
dA12(τ)
dτ
= u1[η1 − J21E(Y1)(C11C2(2) + C12C2(1))− J22E(Y2)(C21C2(2) + C22C2(1))]
+ Γ12 + 2M12A11(τ) + (M11 +M22)A12(τ) + 2A22(τ)M21
+ (2A11(τ)Q11 + A12(τ)Q12)(u2ρ1 + A12(τ)Q11 + 2A22(τ)Q12)
+ (2A11(τ)Q21 + A12(τ)Q22)(u2ρ2 + A12(τ)Q21 + 2A22(τ)Q22)
+ (C11C2(2) + C12C2(1))E(exp(σ
G
3 )− 1) + (C21C2(2) + C22C2(1))E(exp(σ
G
4 )− 1)
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dA22(τ)
dτ
= u1[η2 − J21E(Y1)C12C2(2)− J22E(Y2)C22C2(2)−
1
2
]
+ Γ22 + 2M22A22(τ) +M12A12(τ)
+
1
2
(u2ρ1 + A12(τ)Q11 + 2A22(τ)Q12)
2
+
1
2
(u2ρ2 + A12(τ)Q21 + 2A22(τ)Q22)
2
+
1
2
u22(1− ρ
2
1 − ρ
2
2)
+ C12C2(2)E(exp(σ
G
3 )− 1) + C22C2(2)E(exp(σ
G
4 )− 1)
dB(τ)
dτ
= u2r + A11(τ)Ω¯11 + A12(τ)Ω¯12 + A22(τ)Ω¯22.
where
ΘΣ1 (A(τ)) = E[exp(tr(A(τ)K
(1)) + tr(ΓZ1) + u1Z11 + u2Z21)],
ΘΣ2 (A(τ)) = E[exp(tr(A(τ)K
(2)) + tr(ΓZ2) + u1Z12 + u2Z22)].
The boundary conditions are: B(0) = 0 and A(0) = 0.
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Appendix: Proofs
For illustrative simplicity, we consider constant jump case in the proofs below.
Following similar steps, the general case where both jumps are random variables
could be easily obtained.
Proof of Proposition 1
Proof. Recall the first order condition (3.17) is
Σ(η + gt)− JE[Y ]C1ΣC2 − γΣpi +
m∑
l=1
λlE[(1 + pi
′JlYl)
−γJlYl]e
tr(AtKl) = 0.(50)
It can be re-written as
0 = Σ(η + g)− JE[Y ]C1ΣC2 − γΣpi + JDY (pi
′J ;At)λ (51)
= Σ(η + g)− JE[Y ]C1ΣC2 − γΣpi + JDY (pi
′J ;At)C1ΣC2. (52)
Hence for any k = 1, 2, ..,m, we have
0 = J ′kΣ(η + gt)− γJ
′
kΣpi + J
′
kJ · (DY (pi
′J ;At)− E[Y ]) · C1ΣC2. (53)
Since Σ is a variable symmetric matrix,s the above equality implies
gtJ
′
k + Jkg
′
t + ηJ
′
k + Jkη
′
− γ(piJ ′k + Jkpi) (54)
+ C2J
′
kJ · (DY (pi
′J ;At)− E[Y ]) · C1 + C
′
1 · (DY (pi
′J ;At)− E[Y ]) · J
′JkC
′
2 = 0
(55)
Multiplying J ′k from the left side and Jk from the right side on the both sides
of (54), we obtain
J ′k(gt + η)− γJ
′
kpi + (J
′
kC2)(J
′
kJ) · (DY (pi
′J ;At)− E[Y ]) · (C1Jk) = 0. (56)
Note that we simply the above equation by exploiting the equalities, e.g. J ′kgt =
g′tJk.
In virtue of the orthogonal decomposition of Rn×1, we have the orthogonal
decomposition for pi:
pi = J(J ′J)−1p¯i + J⊥pi⊥ (57)
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for some p¯i ∈ Rm×1, pi⊥ ∈ R
n−m×1.
Plugging (57) into (56), we obtain the nonlinear equations for p¯ik, k = 1, 2, ...,m:
J ′k(gt + η)− γp¯ik + (J
′
kC2)(J
′
kJ) · (DY (p¯i
′;At)− E[Y ]) · (C1Jk) = 0. (58)
On the other hand, multiplying (J⊥k )
′) from the left side on the both sides of
(51), and similarly we can obtain
(J⊥k )
′(gt + η)− γ(J
⊥
k )
′pi = 0. (59)
Hence pi⊥ =
1
γ
(J⊥)′(gt + η).
Proof of Proposition 2
Proof. Since rank(J) = m, such a square matrix P always exists. (In fact,
J can be transferred to a matrix with pairwise orthogonal columns by row
transformations only if rank(J) = m). Denote
Σˆ = PΣP ′.
Then under the transformation of P , the first order condition (3.17) becomes
Σˆ(µˆ+ gˆt)− γΣˆpˆi + Jˆ · (DY (pˆi;At)− E[Y ]) · Cˆ1ΣˆCˆ2 = 0.
Similar to the proof of Prop. 1, exploiting the symmetricalness of Σˆ and the
prosperities of matrix trace, we obtain
Jˆ ′k(gˆt + ηˆ)− γp¯ik + (Jˆ
′
kCˆ2)(Jˆ
′
kJˆ) · (DY (pˆi;At)− E[Y ]) · (Cˆ1Jˆk) = 0.
Proof of Proposition 3
Proof. Under the conditions given, the first order condition (3.17) becomes
Ση − γΣpi + J(DY (pi
′J ; 0)− E[Y ])λt = 0. (60)
Multiplying Σ−1 and J ′ from the left hand side on the both side of the above
equality, we obtain
J ′η − γJ ′pi + (J ′Σ−1J)λ · ((1 + pi′Ju)−γ − 1)u = 0, (61)
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where u is the constant jump size. Then since Σ is positive semi-definite, λt is
non-negative, and J ′η is positive as given, we obtain the conclusion straightfor-
wardly.
