ABSTRACT Multipath fingerprinting is a promising indoor location technique, which contains abundant position features of the received array signals. Effectively representing the position information is one critical issue in fingerprinting localization. Meanwhile, positional accuracy is prone to reduction caused by abnormal measurement readings, which are referred to as outliers, and it has received a little attention in the existing literature. A multipath fingerprinting model for indoor single-site localization is proposed. In this model, the location fingerprint is composed of the spatial-temporal covariance matrix of the multipath signals received by the base station antenna array. The low-dimensional linear subspace of the location fingerprinting is introduced as feature descriptors. Based on the fact that the Grassmann manifold maintains the orthogonality of the linear subspace, the Binet-Cauchy kernel is employed to map the multipath fingerprinting to a higher dimensional reproducing kernel Hilbert space. The Euclidean distance of the nearest point between multipath fingerprinting affine hulls is adopted to represent the similarity of the position. Moreover, an augmented Lagrangian and alternating direction solution is given to remove the influence of outliers. We extensively evaluated the proposed method with the indoor multi-scenario benchmark data set. All the results demonstrate that the location accuracy of the proposed positioning model outperforms the existing method in an indoor environment. As the proportion of outliers increases, the positional accuracy loss of the proposed model is negligible.
I. INTRODUCTION
As mobile devices and indoor data communication infrastructures become more popular and capable, the possibilities and potential of Wireless Indoor Location-based Systems (WILBS) [1] , [2] are growing, such as in-building navigation, indoor user/machine tracking. WILBS with high localization accuracy within meter range is still a challenge due to the complex indoor environment which is characterized by Non-Line-of-Sight (NLoS) [3] of reference objects, multipath propagation, signal fluctuation, and environmental changes.
Indoor positioning methods can be divided into two categories: range-based methods and range-free methods. Most of the range-based location methods are based on the Line of Sight (LoS) [3] propagation model, such as Direction of
The associate editor coordinating the review of this manuscript and approving it for publication was Gunasekaran Manogaran. methods, the fingerprint location procedure involves the offline phase and the online phase. In the offline phase, the location fingerprint of the reference location (RP) in the target area is learned and stored and stored in a database. In the online phase, the fingerprint of the target is extracted, and the target location is estimated as the reference position in the database whose fingerprint is most similar to that of the target.
The multipath signal received by BS contains locationrelated information such as DoA and ToA. Bahl and Padmanabhan [10] and Laitinen et al. [11] based on the received signal strength (RSS) [12] of 3 to 5 BSs constructed a location fingerprint. The positional accuracy of the method is 3m to 5m. Nypan et al. [13] and Meurer et al. [14] introduced another multi-site fingerprint. It exploits the covariance matrix of the Channel Impulse Response (CIR) as the location fingerprint, and it provides a superior positional accuracy about 2-meters than the RSS method.
The statistical characteristic within the raw array signals is considered as a ''fingerprint'' of the target position [15] - [17] . Generally, the multipath fingerprint is highdimensional data, thus the start-of-the-art dimension reduction methods were introduced to efficiently represent the high-dimensional fingerprint, such as Principal Component Analysis (PCA) [18] - [20] , Linear Discriminant Analysis (LDA) [21] , Kernel Principal Component Analysis (KPCA) and Kernel Linear Discriminant Analysis (KLDA) [22] , [23] . This location fingerprint is based on a low dimensional subspace of the spatial-temporal covariance matrix wherein the multipath signals reside, generally referred to as the signal subspace. The solution of subspace estimation is to remove the noise and extract the feature of the location fingerprint. The traditional PCA algorithm and the LDA algorithm are extracting the feature dispersion matrix based on the nonlinear feature extraction method. The state-in-the-art fingerprint localization methods based on SSP, SSP + SP, and MDT + SP [24] , [25] were proposed. Those methods are the most prominent in literature, but they still suffer from the outliers caused by burst interference, short-term changes in the propagation environment.
As far we know, few studies have been unfortunately carried out on the problem of outliers in the indoor fingerprint positioning. In the complex indoors environment, because of the multiple reflections, channel conflicts in wireless devices and the problem of crosstalk in wireless signals, the signal spread is prone to forming a signal blind area, and it is unavoidable. Also, as the WLAN base station is not essentially established for localization purpose, multiple fingerprints are also liable to uncertain variation. Modern BS adapts its transmitting power, according to the service traffic. When the traffic load during the online localization phase is different from that of the offline training phase, the BS receiving may be entirely different in the same position. Therefore, these abnormal measurement readings of signals, which are called outliers [26] - [28] , occur frequently and cause a decrease in positional accuracy. Outliers primarily attack in online localization phase. Since, in the offline training phase, abundant preprocessing methods can be introduced to ensure data accuracy generally. The outliers limit positional accuracy. So indoor fingerprinting-based positioning still faces the challenge of outliers.
To solve the problems mentioned above, we propose a novel outlier immune multipath fingerprinting model for indoor single-site localization. In the model, the multipath fingerprint is composed of the spatial-temporal covariance matrix of the multipath signals received by the singlesite. Different from RSS and CIR, the multipath fingerprint extracts the location information from the original signal, not just from the signal strength or channel impulse response. Inspired by the affine hull model, the low-dimensional linear subspace of the multipath fingerprinting is constructed as the position feature descriptor. Since Grassmann manifold can maintain the orthogonality of the linear subspace, the Binet-Cauchy kernel is employed to map the multipath fingerprinting to a higher dimensional Reproducing Kernel Hilbert Space (RKHS) [29] . Therefore, all the descriptors are considered as points on the RKHS. Furthermore, the Euclidean distance of the nearest point between the hulls is adopted to represent the similarity between the feature descriptors. The schematic diagram is shown in Fig. 1 . S i is regarded as a reference data set in the fingerprint database (i = 1, 2, . . . , k, . . . , n), S p represents the target data set to be identified, d k represents the distance between the target data set S p and a fingerprint S k in the database. The remainder of this paper is organized as follows. Section II formulates the problem of the multipath signal fingerprinting as an affine hull model. Section III develops a localization algorithm based on the Multipath Fingerprinting Affine Hull (MFAH) model and presents an augmented Lagrangian and alternating direction solution to remove the influence of outlier. Section IV presents the experiments and results, verify the robustness and positional accuracy of the proposed algorithm. Finally, Section V summarizes the paper.
II. PROBLEM FORMULATION A. CONSTRUCTION OF SIGNAL FINGERPRINTING MODEL
A general view of the proposed localization approach is presented in Fig. 2 . During the off-line phase, the BS receives multipath signals from the target area and stores the multipath signal feature descriptors into a database, which is called ''multipath fingerprint'' database. In the online phase, the multipath fingerprint of the target is extracted and matched to the fingerprints database. According to the proposed localization algorithm, the target location is estimated as the reference position whose fingerprint in the database optimal matches.
The general framework of the proposed method is depicted in Fig. 2 . The BS is a multi-channel receiver equipped with a circular antenna array. The receiver buffers simultaneously p-channel frontends N samples with an interval of D= 1/BW seconds, where BW is signal bandwidth. In other words, each channel is sampled at times (t + lD), l = 0, . . . , N − 1. We regard the collection of these pN samples as a snapshot. According to multipath feature information indoor has been proposed by Jaffe and Wax [25] , the signals received at an antenna array can be expressed as (1) where s(t m ) is a complex signal envelope, t m (m = 1, . . . , M) is the m−th sample time of the antenna array; at each reference position, receiver captures M snapshots; r(θ k ) denotes the amplitude response of the k−th path to a wavefront impinging from direction θ k , θ k (k = 1, . . . , q) is corresponding directions, and it is the p × 1 vector; d(t m − τ k ) is the delay between the k−th sensor and the reference sensor of the k−th reflection, and it is the N ×1 vector; ⊗ denotes Crocker product; φ k (t m ) denotes the phase shift and amplitude attenuation of the k−th reflection. The additive white Gaussian noise is added, and it is the pN × 1 vector.
It is worth noting that the pN × q matrix A captures all the direction-of-arrival and the differential-delay information of the multipath reflections. Here (t m ) denotes multipath propagation parameters, then (1) can be rewritten as
where
The matrix A contains the characteristic information of the multipath signal. The columns of the matrix A are referred to as the direction delay vectors, and the span of those vectors denominate the spatial-temporal signal subspace. The covariance matrix of the raw array signals contains multipath signal feature information. Let S denotes the spatial-temporal covariance matrix of the captured samples, therefore, the covariance matrix of M snapshots in i−th location is expressed as:
The feature matrix Y is constructed by the most significant l eigenvectors {Y 1 , . . . , Y l } by the Singular Value Decomposition (SVD) of the signal covariance matrix S as (6) . Moreover, the low-dimensional linear subspace Y is referred to feature descriptors of the i−th position. Inspired by the wideband signal spatial spectrum estimation algorithm, multipath fingerprint extraction and estimation are introduced based on the signal subspace. The multipath fingerprint Y presents the information about the reference position instead of the spatial-temporal covariance matrix S.
B. MODELING AFFINE HULL ON GRASSMANN MANIFOLD
Manifold analysis [30] , [31] has been extensively studied successfully in a wide range of research. A manifold is considered as a topological space that is locally similar to Euclidean space and has a globally defined different structure. Grassmann manifold is a Riemannian manifold that embedded in a higher dimensional RKHS which is formed by the subspaces. We introduce Grassmann manifold to represent the feature subspace of the i-th multipath fingerprinting.
Here we present the fingerprinting affine hull model on the Grassmann manifold and develop a model of the fingerprinting signal subspace with the affine hull as
k is k−th feature descriptor belong to signal feature vectors set of i−th position, α
k is the coefficient of the combination. It is worth noting that the affine hull may contain outlier components extracted from a certain number of outliers aforementioned. The noised fingerprinting affine hull model formulated as
n feature descriptors are efficient representations of the outliers outside the fundamental signal subspace. The feature matrix noised by outlier still contains the VOLUME 7, 2019 inherent feature descriptors for the i−th position. Primarily, the affine hulls model implicitly considers any affine combination of the sample vector as a valid sample of the subject. The weights of noised vectors in the affine hull model are online learned by supervised with the inherent offline feature descriptors. It is an effective method for reduction influencers of the outliers.
Grassmann
is represented by a linear subspace that spanned by an orthonormal matrix Y i with the size of D×m. We introduce the Binet-Cauchy kernel [32] to map the feature matrix from Grassmann manifold to RKHS explicitly. Moreover, each location feature descriptor is regarded as a point on RKHS. The kernel function kBC : ς × ς → R is a real-valued symmetric mapping, where k BC is a Binet-Cauchy kernel. The Binet-Cauchy kernel is given by
where ''det'' denotes the determinant calculator, Y 1 and Y 2 are two orthonormal matrices with the same size D × m.
III. MULTIPATH FINGERPRINTING AFFINE HULL NEAREST POINTS LOCALIZATION ALGORITHM
The key to increasing the accuracy of location identification is getting the optimal descriptors corresponding to each location. Such as PCA and LDA, the dimensional reduction methods reserve the principal components and remove the minor noised components. While the quantity of outlier amounts a considerable rate with the inlier, the principal components of the outlier are reserved by the dimensional reduction methods. To deal with a substantial proportion of the outlier, typically the outlier detection processing is added before the feature extracting. We constructed a multipath fingerprint affine hull model (MFAH) based on RKHS. The Euclidean distance of the nearest point between the MFAHs is adopted to represent the similarity. The weighting coefficients of vectors suppress the components outside the reference subspace by supervised learning.
A. FEATURE DESCRIPTOR ON MULTIPATH FINGERPRINTING AFFINE HULL
While previous methods commonly utilize dimensionality reduction to represent the multipath signals, our idea is exploiting the whole set of multipath feature vectors to cover complex variations of a position. Our kernel function is defined based on the affine hull. It provides a uniform expression for the ''inlier'' and ''outlier'' elements of Y . The fingerprinting signal subspace affine hull model (7) is re-expressed as
where the lower bound L and the upper bound U constrain the region of the hull. If L = 0 and U = 1, this formulation represents a convex hull. Generally, the affine hull model is solving the optimization problem as
where Y (i) and Y (j) denote two different signal fingerprinting feature sets, · 2 denotes the l 2 -norm. Therefore the distance between the hulls can be written as
The signal feature descriptors Y
extracted from a signal sample set (s
m ) by the approach proposed in Section II. Each location signal feature descriptor is regarded as the points on RKHS. Therefore, the affine hull model on the mapped RKHS is formulated as
aff is named Multipath Fingerprinting Affine Hull (MFAH) for the i − th position.
B. THE DISTANCE BETWEEN MULTIPATH FINGERPRINTING AFFINE HULLS
We transform the position reorganization into a pair of nearest points on the affine hull which is affixed by the signal set. Moreover, we measure the distance which is defined between the sets as the minimum distance between MFAH affine hulls on RKHS; the optimization problem (11) is rewritten as
where ψ BC (Y (i) ) denotes a MFAH fingerprint in the location database, consists of location feature descriptors. ψ BC (Y (j) ) denotes the other MFAH which is to identify location fingerprints. The above optimization problem is formulated as
Here
, ε = α β , so equation (15) is further expressed as
We introduce the Binet-Cauchy kernel (16) is rewritten as det min
The kernel matrix K BC is converted to a quadratic form as
Therefore, the current quadratic optimizer can solve the minimize problem of min
. Finally, the distance between the MFAHs is defined as
C. AN AUGMENTED LAGRANGIAN SOLUTION FOR MFAH MODEL
A solution for the distance between the MFAHs is developed based on the Augmented Lagrangian and alternating direction methods. Euclidean distance as a position similarity measurement, and solves the problem by standard quadratic optimization as:
While K BC is calculated by (18) , the objective equation by standard quadratic optimization as det min
The regularized Multipath Fingerprinting Affine Hull (21) is written as the Lagrangian equation
where λ (i) and λ (j) are balance coefficients, α 
where γ 1 and γ 2 are Lagrange multiplier, (23) can be simplified as
Generally, for the pattern recognition problem based on MFAHs, the objective function (24) is solved by alternatively calculating α and β. When β is fixed, α is solved by
Conversely, when α is fixed, β has a closed-form solution as
where I denoting the identity matrix, Q (i) and Q (j) are
Since in the alternative optimization, each step on updating α and β decreases the objective, the iteration yields an approximate global optimal solution. Fig. 3 indicates that the augmented Lagrangian equation converges after about ten iterations. 
IV. NOVEL LOCALIZATION APPROACH BASED ON MFAH MODEL
The general framework of the proposed method is depicted in Fig. 2 . In the off-line phase, the multipath signal feature descriptors within the target area build a database. In the online phase, the multipath fingerprint of the target is extracted and matched to the fingerprints database.
A. OFFLINE CLUSTERING
Low computational complexity is an essential prerequisite for positioning approach running in handheld devices. Converting the fingerprint database global search to multilevel subset retrieval improves search efficiency. In the offline phase, the reference points with similar features are clustered, and the online measurement is compared against the representative features of each subcluster.
We obtain a primeval M Wi-Fi signal fingerprints database Y (1) , Y (2) , . . . ., Y (M ) constituted by subspace vectors (feature descriptor) with the approach proposed in Section II. The subspace vectors in a D-dimensional Euclidean space R D . Parameter C(1 < C << M ) defines the number of desired clusters. Then, the K-means clustering method is adopted on the fingerprints database. After clustering, the centroid of cluster c is derived by
where m c denotes the number of sample vectors in cluster c, x
i denotes a sample vector in cluster c. On the offline phase, we transformed the fingerprint database collected from the large-scale indoor environment into c unrelated small groups in this way. On the online phase, the coarse estimation and refine MFAH localization is performed in the c groups.
B. ONLINE COARSE ESTIMATION AND REFINE MFAH LOCALIZATION
The MFAH positioning algorithm takes a coarse-to-fine matching strategy. In the rough estimation stage, the target fingerprint is compared with the sub-cluster center to obtain the most similar group candidates. The offline clustering defines a localization metric which evaluates the similarity within the reference groups. The fingerprints database Y (1) , Y (2) , . . . , Y (M ) is transformed into Y (1) , Y (2) , . . . , Y (C) after clustering.
On the coarse estimation phase, the calculation formula of the coarse positioning can still be expressed as
where Y (i) denotes the fingerprints to be located;
denotes fingerprinting local patch after clustering.
In the fine positioning stage, the Euclidean distance of the nearest point between the MFAHs (section III) is utilized within the sub-cluster candidates to match the exact reference position.
V. EXPERIMENTAL
The performance of the proposed MFAH method and its location algorithm is evaluated in comparison with seven state-ofthe-art multipath fingerprint identification algorithms. These state-of-the-art multipath fingerprint representation method and its location algorithms include PCA, KPCA, LDA, KLDA, SSP, SSP + SP and MDT + SP. We evaluate the performance of the multipath fingerprint location algorithms with the empirical cumulative distribution function (CDF) of position estimation error.
For fairness, we built a benchmark dataset following the authors and initialize these algorithms with default parameters in our experiments. To simulate the radio signal propagation, we exploited a 3D ray tracing radio wave propagation simulator. The system parameters such as receiver sensitivity, transmit power and antenna gains have been set to those typically available in off-the-shelf Wi-Fi equipment. The reference points are emplaced on a rectangular grid with an interval of 1-meter.
A. EXPERIMENTAL ENVIRONMENT
The experimental environment is a warehouse with 60-meters × 60-meters and 5-meters high shown in Fig. 4 . The green mark at the map denotes the antenna array site. The red mark denotes the position of the emitters. Moreover, the array is a uniform circular array, with a diameter of 25cm and has p = 6 omni-directional antennas. The emitters were distributed uniformly in the mall area with 0.1-meter separation. The antenna array and the emitters were deployed at the height of 2.5-meters and 1.5-meters, respectively. In each reference grid area of 1-meter × 1-meter, 100 snapshots were collected with a 0.1-meter step. We choose ten snapshot samples for training randomly and take the remaining 90 samples as the test set. For demonstrating immunity of the MFAH positioning algorithm to the outlier, the abnormal measurement reading is generated from the abnormal received signal data set with randomly varies in the arrival direction and delay times of multipath reflections.
The signal captured is the Long Training Field area (LTF) of the preamble of the 802.11a/g/n Wi-Fi packet, which is present in each transmitted packet and is utilized for channel estimation, accurate frequency offset estimation. Good signal strength (−50 to −60 dBm) standard for most internet applications. The signal-to-noise ratio (SNR) 10 -15 dB is a low level for data applications. In the test experiment, SNR of the received signal varied from 10 to 30 dB according to the path loss of the base station to the emitter location.
B. EXPERIMENTAL RESULTS AND ANALYSIS
We illustrate the effects of the clustering (ROI selection), AP selection, outlier detection, and computational efficiency of the proposed localization approach. The internal parameters of the MFAH algorithm are fixed for all the experiments using λ (i) = 1e − 3, and λ (j) = 1e − 1, γ 1 = γ 2 = 1, the threshold of the signal subspace eigenvalue r = 0.85. We discuss the impact of different parameters (the number of antennas p, the signal-to-noise ratio SNR, the taps number N , target's snapshots size M , and outliers radio R) on MFAH localization. The SNR varied from 10 to 30 dB; the number of antennas p = 2, 4, and 6; the number of samples (taps) N per antenna varied from 1 to 8; the signal bandwidth (BW) is 20MHz. The sample covariance matrices of the training points and test points were constructed from L and M snapshots, respectively. Also, the training snapshots set and the test snapshots set have no intersection.
1) INDOOR SCENARIO 1
To verify the positional accuracy of the MFAH algorithm in different indoor scenarios, we vary the number of antennas p = 2, 4, and 6. Moreover, the number of samples (taps) per antenna was N = 8 and the SNR = 15dB, while the numbers of signal snapshots for the training set and test set at each location are L = 60 and M = 25, respectively. Moreover, the signal bandwidth (BW) is 20MHz. Fig. 5 shows the accumulated error probability results for p = 2, 4, and 6 respectively. The abscissa is the positioning error, and the ordinate is the probability value. While the number of antennas is reduced from 6 to 2, the probability of errors within 1-meter is 60% at p = 2 and more than 90% at p = 6. The accumulative error probability within 2.5-meters reaches 100% at p = 6, and the positional accuracy within 1-meter reach 92.19% at p = 6. Namely, increasing the number of antenna elements to 6 produces a significantly positional accuracy. 
2) INDOOR SCENARIO 2
We compare MFAH algorithm performance in the corresponding number of different SNR: SNR = 15dB, 20dB, and 30dB. The number of taps was N = 8; BW = 20MHz. Fig. 6 shows that SNR of 15 dB is enough to support the MFAH algorithm with a high probability of obtaining a positional accuracy under 1-meter. In the following experiment, we choose 15dB as the fixed SNR, which approaches to the actual signal-to-noise ratio in normal indoor scenes.
3) INDOOR SCENARIO 3
In this experiment, we investigate the influence of the taps number (N = 1, 2, 4, and 8) on the localization accuracy. The number of antennas p is 6; BW = 20MHz; the SNR is 15dB.
Figs. 7 reflects the accuracy is promoted with the increasing number of taps. It reveals the fact that the higher number of taps allows capturing longer-delay reflections and as a result to provide a more robust fingerprint with lower ambiguity. 
4) INDOOR SCENARIO 4
Here we discuss the impact of a target's snapshots size M on indoor positional accuracy. The number of antennas p was 6; the number of taps N is 8; the SNR is 15dB. While each reference's snapshots size L and BW is fixed (L = 60, BW = 20MHz), the number of test point snapshots varied (M = 1, 5, 10, 25, 40) . Fig. 8 presents a comparison of the MFAH's accuracy using M = 1, 5, 10, 25, 40, and 50. As the number of test snapshots M increases, the positional accuracy of the MFAH algorithm is to improve. This improvement is because more snapshots provide more information for the covariance matrix and signal subspace estimates. However, when the snapshots exceed about 25, the improvement in accuracy is marginal. The result indicates the 25 snapshots are sufficient to represent the signal subspace fully in the indoor scenario mentioned.
5) INDOOR SCENARIO 5
Here MFHA performance is compared with seven methods (PCA, LDA, SSP, KLDA, KPCA, SSP + SP, and MDT + SP) using the number of taps N = 8, the number of antennas p = 6, the SNR = 15dB, BW = 20MHz. Performance Comparison of the algorithm mentioned is shown in Fig. 9 . The PCA and LDA methods positional accuracy are relatively low; the positional accuracy of SSP method outperforms PCA and LDA; the KLDA, KPCA and SSP + SP methods improved positional accuracy drastically, the accumulated error probability reached 70% under 1-meter, and MDT + SP method even reached 80%. However, our method shows better positional accuracy; the accumulated error probability reaches more than 90% under 1-meter. The accumulative error probability within 2.5-meters reaches 100%. 
6) INDOOR SCENARIO 6
We compare the performance of various positioning methods after adding outliers. The result is shown in Figs. 10 and 11 . We add outliers to the test set and compare the robustness of KPCA, KLDA, SSP, SSP + SP, MDT + SP, and MFAH methods, respectively. Figure 10 indicates that the performance loss of all positioning methods is within an acceptable range after adding a 10% outlier. The results show that the positional accuracy of KPCA, KLDA, SSP, SSP + SP, and MDT + SP methods decline evidently while the MFAH method has almost no change compared to the previous. The outliers immunity is attributed to the fact that the MFAH nearest point method counteracts the influence of outliers by the adaptive coefficients of the model. So the outliers occupy small coefficients relatively in the MFAH. It means that the MFAH method is more robust to outliers and keeps the positioning error smaller than the other approaches.
VI. CONCLUSION
A new outlier immune multipath fingerprinting model has proposed for indoor single-site localization. Different from the existing multipath fingerprinting methods, the proposed method does not require several base stations to receive multipath signals and extract each fingerprint. It extracts the location information only from the original signal of singlesite. The results show that our multipath fingerprinting model not only provides superior accuracy over the seven methods mentioned above but also suppress the impact of outliers effectively. Although the MFAH model is derived from the problem of multipath fingerprinting, the proposed model can be extended for positioning applications based on CIR and RSS fingerprints. Notably, the affine hulls model and nearest points implicitly emphasize the affine combination of the inliers vectors, diminish the influence of outliers vectors. In the indoor scenarios, we compare the performances of various positioning methods aforementioned, the results show the algorithm we proposed achieves the excellent performance, and the location accuracy is 92.19% within 1-meter. As the proportion of outliers increases, the performance of existing approaches has dropped; in contrast, the positional accuracy loss of the proposed model is slight. The results sufficiently prove that the proposed multipath fingerprinting model is immunity to outlier on the condition that the proportion of outlier does not exceed the inliers.
