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Abstract
We propose a general conjecture for the mixed Hodge polynomial of the generic character varieties
of representations of the fundamental group of a Riemann surface of genus g to GLn(C) with fixed
generic semi-simple conjugacy classes at k punctures. This conjecture generalizes the Cauchy identity for
Macdonald polynomials and is a common generalization of two formulas that we prove in this paper. The
first is a formula for the E-polynomial of these character varieties which we obtain using the character
table of GLn(Fq). We use this formula to compute the Euler characteristic of character varieties. The
second formula gives the Poincare´ polynomial of certain associated quiver varieties which we obtain
using the character table of gln(Fq). In the last main result we prove that the Poincare´ polynomials of the
quiver varieties equal certain multiplicities in the tensor product of irreducible characters of GLn(Fq). As
a consequence we find a curious connection between Kac-Moody algebras associated with comet-shaped,
typically wild, quivers and the representation theory of GLn(Fq).
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41 Introduction
1.1 Cauchy identity for Macdonald polynomials
Let x = {x1, x2, . . . } and y = {y1, y2, . . . } be two infinite sets of variables and Λ(x) and Λ(y) be the corre-
sponding rings of symmetric functions. For a partition λ let ˜Hλ(x; q, t) ∈ Λ(x)⊗Z Q(q, t) be the Macdonald
symmetric function defined in [15, I.11]. These functions satisfy the Cauchy identity (in a form equivalent
to [15, Theorem 3.3])
Exp
(
m(1)(x)m(1)(y)
(q − 1)(1 − t)
)
=
∑
λ∈P
˜Hλ(x; q, t) ˜Hλ(y; q, t)∏(qa+1 − tl)(qa − tl+1) (1.1.1)
where Exp is the plethystic exponential (see, for example, [23, §2.5]; we recall the formalism of Exp and
its inverse Log in §2.3.3), P is the set of all partitions, mλ ∈ Λ are the monomial symmetric functions and
the product in the denominator on the right hand side is over the cells of λ with a and l their arm and leg
lengths, respectively.
In this paper we will think of (1.1.1) as the special case g = 0, k = 2 of a formula pertaining to a
genus g Riemann surface with k punctures. Fix integers g ≥ 0 and k > 0. Let x1 = {x1,1, x1,2, . . . }, . . . , xk =
{xk,1, xk,2, . . . } be k sets of infinitely many independent variables and let Λ(x1, . . . , xk) be the ring of func-
tions separately symmetric in each of the set of variables. When there is no risk of confusion of what
variables are involved we will simply write Λ for this ring.
Define the k-point genus g Cauchy function (throughout the paper k will denote a positive integer)
Ω(z,w) :=
∑
λ∈P
Hλ(z,w)
k∏
i=1
˜Hλ(xi; z2,w2), (1.1.2)
with coefficients in Q(z,w) ⊗Z Λ, where
Hλ(z,w) :=
∏ (z2a+1 − w2l+1)2g
(z2a+2 − w2l)(z2a − w2l+2)
is a (z,w)-deformation of the (2g − 2)-th power of the standard hook polynomial. Thus in particular
Ω(√q, √t) equals the right hand side of (1.1.1) for g = 0, k = 2.
For µ = (µ1, . . . , µk) ∈ Pk let
Hµ(z,w) := (z2 − 1)(1 − w2)
〈
Log Ω(z,w), hµ
〉
. (1.1.3)
Here hµ := hµ1(x1) · · ·hµk (xk) ∈ Λ are the complete symmetric functions and 〈·, ·〉 is the extended Hall
pairing defined in (2.3.1). Recall that {mλ} and {hλ} are dual bases with respect to the Hall pairing and we
may hence recoverΩ(z,w) from the Hµ(z,w)’s by the formula:
Ω(z,w) = Exp

∑
µ∈Pk
Hµ(z,w)
(z2 − 1)(1 − w2)mµ
 .
Note that Hµ = 0 unless |µ1| = · · · = |µk |.
With this notation (1.1.1) is equivalent to
Hµ(z,w) =
{
1 if µ = ((1), (1))
0 otherwise . (1.1.4)
when g = 0 and k = 2.
51.2 Character varieties
Fix µ = (µ1, . . . , µk) ∈ Pnk for the rest of this introduction where µi = (µi1, µi2, . . . , µiri) and ri := ℓ(µi)
is the length of µi (Pn denotes the set of partitions of n). Let Mµ be a GLn(C) character variety of a k-
punctured genus g Riemann surface, with generic semi-simple conjugacy classes of type µ at the punctures.
In other words, fix semisimple conjugacy classes C1, . . . ,Ck ⊂ GLn(C), which are generic in the sense of
Definition 2.1.1 and have type µ1, . . . , µk; i.e., {µi1, µi2, . . .} are the multiplicities of the eigenvalues of any
matrix in Ci. (We prove in Lemma 2.1.2 that there always exist generic semisimple conjugacy classes for
every µ.) The variety depends on the actual choice of eigenvalues but for simplicity we drop this choice
from the notation.
Concretely,
Mµ := {A1, B1, . . . , Ag, Bg ∈ GLn(C), X1 ∈ C1, . . . , Xk ∈ Ck |
(A1, B1) · · · (Ag, Bg)X1 · · · Xk = In}//GLn(C),
an affine GIT quotient by the conjugation action of GLn(C), where for two matrices A, B ∈ GLn(C), we put
(A, B) = ABA−1B−1 and In is the identity matrix. We prove in Theorem 2.1.5 that Mµ, if non-empty, is a
non-singular variety of dimension
dµ := n2(2g − 2 + k) −
∑
i, j
(µij)2 + 2. (1.2.1)
For example, if k = 1 and µ = ((n)) then Mµ is just the variety Mn of [23] and Hµ is the polynomial ¯Hn
(see §1.5.2 for more details).
1.2.1 Mixed Hodge polynomial: The conjectures
As a natural continuation of [23] here we study the compactly supported mixed Hodge polynomials
Hc(Mµ; x, y, t) :=
∑
hi, j;kc (Mµ)xiy jtk,
where hi, j;kc (Mµ) are the compactly supported mixed Hodge numbers of [6, 7]. For any variety X/C
the polynomial Hc(X; x, y, t) is a common deformation of its compactly supported Poincare´ polynomial
Pc(X; t) = Hc(X; 1, 1, t) and its so-called E-polynomial E(X; x, y) = Hc(X; x, y,−1).
We define the pure part of Hc as the polynomial
PHc(X; x, y) :=
∑
i, j
hi, j;i+ jc (X)xiy j.
If hi, j;kc (X) = 0 unless i = j we will simplify the notation and write Hc(X; q, t) := Hc(X; √q, √q, t), PHc(X; q) :=
PHc(X; √q, √q) and E(X; q) := E(X; √q, √q).
Conjecture 1.2.1. (i) The rational function Hµ(z,w) defined in (1.1.3) is a polynomial. It has degree dµ in
each variable and Hµ(−z,w) has non-negative integer coefficients.
(ii) The mixed Hodge polynomial Hc(Mµ; x, y, t) is a polynomial in xy and t and is independent of the
choice of generic eigenvalues of multiplicities µ.
(iii) Moreover1,
Hc(Mµ; q, t) = (t√q)dµ Hµ
(
− 1√q , t
√
q
)
.
(iv) In particular, the pure part of Hc(Mµ; q, t) is
PHc(Mµ; q) = qdµ/2Hµ(0, √q).
1Warning: our use of the variables q, t in the Hodge polynomial context is different from the standard one in the theory of
Macdonald polynomials. It should always be clear from the context which is in use.
6In this paper we will present several consistency checks and prove several implications of this conjecture.
For example, we show in §5.1 that althoughMµ itself depends on the choice of eigenvalues Hc(Mµ; x, y, t)
is constant on a dense subset (in the analytic topology) of generic eigenvalues of multiplicities µ. This is
consistent with (ii) of Conjecture 1.2.1.
Due to the known symmetry ˜Hλ(xi; q, t) = ˜Hλ′ (xi; t, q) of Macdonald polynomials (2.3.12), the right
hand side of (1.1.3) is invariant both under changing (z,w) to (w, z) and under changing (z,w) to (−z,−w).
Hence the same holds for Hµ(z,w) and Conjecture 1.2.1 implies
Conjecture 1.2.2 (Curious Poincare´ Duality).
Hc
(
Mµ; 1qt2 , t
)
= (qt)−dµHc(Mµ; q, t)
1.2.2 E-polynomial
Theorem 1.2.3. The polynomial E(Mµ; x, y) depends only on xy and
E(Mµ; q) = q
1
2 dµ Hµ
(√
q,
1√q
)
In other words, the conjecture (1.2.1) is true under the specialization (q, t) 7→ (q,−1). We prove this in §5.2.
The calculation of E(Mµ; q) follows the same route as in [23]. We prove that Mµ is polynomial count
and hence by Katz’s theorem [23, Theorem 6.1.2.3] E(Mµ; q) = #{Mµ(Fq)}. To count the points of Mµ
over a finite field we use the mass formula
#{Mµ(Fq)} =
∑
X∈Irr (GLn(Fq))
|GLn(Fq)|2g−2(q − 1)
X(1)2g−2
∏
i
X(Ci)
X(1) |Ci| (1.2.2)
originally due to Frobenius [12] for g = 0. The evaluation of the formula is facilitated by the combinatorial
understanding of the character table of GLn(Fq) first obtained in [16].
Corollary 1.2.4. The E-polynomial is palindromic, i.e., it satisfies
E(Mµ; q) = qdµE(Mµ; q−1).
In a forthcoming paper [20] we use our formula (1.2.3) for its E-polynomial to prove that Mµ is connected
(as announced in [21]).
1.2.3 Euler characteristic
The 2g-dimensional torus (C×)2g acts on Mµ by scalar multiplication on the first 2g-coordinates. We
let ˜Mµ := Mµ//(C×)2g. As a second application of Theorem 1.2.3, we compute the Euler characteristic
E( ˜Mµ) := E( ˜Mµ; 1) of ˜Mµ when g > 0, using that E( ˜Mµ) = E(Mµ)/(q − 1)2g (see §5.3). We obtain the
following.
Theorem 1.2.5. Assume that g > 1, then
E( ˜Mµ) =

µ(n) n2g−3 if µ = ((n), . . . , (n))
0 otherwise
where µ is the ordinary Mo¨bius function.
7Theorem 1.2.6. For g = 1,
E( ˜Mµ) = 1
n
∑
d|gcd(µ ji )
σ(n/d)µ(d) ((n/d)!)
k
∏
i, j(µ ji /d)!
.
where σ(m) = ∑d|m d.
For the proofs of these theorems see §5.3.
1.3 Quiver varieties
For i = 1, . . . , k let Oi ⊂ gln(C) be a semisimple adjoint orbit in the Lie algebra gln(C) of type µi; as before,
this means that {µi1, µi2, . . .} are the multiplicities of the eigenvalues of any matrix in Oi. We will call the
collection (O1, . . . ,Ok) generic if certain linear equations among the eigenvalues of the conjugacy classes
are not satisfied (see Definition 2.2.1). There exists a generic collection of conjugacy classes of type µ if
and only if µ is indivisible (i.e. gcd({µij}) = 1). For a generic (O1, . . . ,Ok) we define
Qµ := {A1, B1, . . . , Ag, Bg ∈ gln(C),C1 ∈ O1, . . . ,Ck ∈ Ok |
[A1, B1] + · · · + [Ag, Bg] +C1 · · · +Ck = 0}//GLn(C),
an affine GIT quotient by the conjugation action of GLn(C), where [·, ·] is the Lie bracket in gln(C). We
prove in Theorem 2.2.4 that Qµ is a smooth variety of dimension dµ. It is a quiver variety in the sense of
Nakajima and Crawley-Boevey associated to the comet-shaped quiver Γ described in §2.2.
Theorem 1.3.1. For µ indivisible the mixed Hodge structure on H∗c (Qµ) is pure, in other words, hi, j;k(Qµ) =
0 unless i + j = k, and E(Qµ; x, y) only depends on the product xy. Moreover,
Pc(Qµ; √q) = E(Qµ; q) = q
1
2 dµ Hµ
(0, √q) , (1.3.1)
where Pc(Qµ, t) is the compactly supported Poincare´ polynomial of Qµ.
As in the multiplicative case, Katz’s theorem [23, Theorem 6.1.2.3] implies that E(Qµ; q) = #{Qµ(Fq)}.
The calculation of the number of points on the right is performed using the mass formula
#{Qµ(Fq)} =
|gln(Fq)|g−1
|PGLn(Fq)|
∑
x∈gln(Fq)
|Cgln(Fq)(x)|g
k∏
i=1
F g(1Oi)(x), (1.3.2)
where Cgln(Fq)(x) denotes the centralizer of x in gln(Fq) and F g(1Oi) is the Fourier transform (2.5.3) of the
characteristic function of Oi. The evaluation of this sum is based on a combinatorial understanding of the
formulas in [35] in the case of gln(Fq). The proof of 1.3.1 is given in §6.2.
Remark 1.3.2. The purity conjecture of [19] claims that PHc(Mµ; q) = E(Qµ; q). Combined with Con-
jecture 1.2.1 it implies that the right hand side of (1.3.1) should equal PHc(Mµ; q). By extension, we call
the pure part of a function of z,w be its specialization z = 0,w = √q. For example, the pure part of the
Macdonald polynomial is ˜Hλ(x; w) := ˜Hλ(x; 0,w) a (transformed version of) the Hall-Littlewood polyno-
mial (see §2.3.4). In particular, Theorem 1.3.1 shows that the E-polynomials of the quiver varieties Qµ are
closely related to the generalized Cauchy formula for Hall-Littlewood functions.
Remark 1.3.3. Let Av(q) be the number of absolutely indecomposable representations of a quiver of di-
mension v over the finite field Fq (up to isomorphism). Kac [26] proved that Av(q) is a polynomial in
q with integer coefficients. He conjectured that these coefficients are non-negative [26, Conjecture 2].
Crawley-Boevey and Van den Bergh proved [4] this conjecture for v indivisible by giving a cohomological
interpretation for Av(q). In our case, writing Aµ for Av, their result says that for µ indivisible
E(Qµ; q) = #{Qµ(Fq)} = q
1
2 dµAµ(q). (1.3.3)
8In particular, for µ indivisible, Aµ is the pure part of Hµ; i.e.,
Aµ(q) = Hµ(0, √q). (1.3.4)
In fact, we give in [20] an independent proof of (1.3.4) for any µ using Hua’s formula [25]. Conjecture 1.2.1
would then give a cohomological interpretation of Aµ(q) for a comet-shaped quiver, which in particular,
would imply Kac’s conjecture on the non-negativity of the coefficients of Aµ(q) for such quivers for all
dimension vectors. (See also remark 1.4.3).
1.4 Multiplicities
For our third main theorem we need to introduce some complex irreducible characters of G := GLn(Fq).
Pick distinct linear characters αi,1, . . . , αi,ri of F×q for each i. Consider the subgroup Li :=
∏ri
j=1 GLµij (Fq)
of G and the linear character α˜i :=
∏ri
j=1(αi, j ◦ det) of Li. We get an irreducible character of G by taking
the Harish-Chandra induction RGLi (α˜i). We assume now that the αi, j’s are chosen such that the k-tuple(
RGL1 (α˜1), . . . ,RGLk (α˜k)
)
is generic in the sense of Definition 4.2.2 (such a choice is always possible for every
µ assuming that char (Fq) and q are large enough). To simplify the notation we let
Rµ :=
k⊗
i=1
RGLi (α˜i).
Let Λ : G → C be defined by x 7→ qg dim CG (x), where CG(x) is the centralizer of x in G. If g = 1, it is the
character of the permutation representation where G acts on the finite set gln(Fq) by conjugation.
Theorem 1.4.1. The following identity holds
Hµ(0, √q) =
〈
Λ ⊗ Rµ, 1
〉
(1.4.1)
where 〈 , 〉 is the usual scalar product of characters.
The proof of this theorem can be found in §6.1.
For a finite group H, let R(H) be the character ring of H (i.e., the Grothendieck ring of the category of
C[G]-modules). The irreducible charactersX1, . . . ,Xk form a natural basis B of RH . It is an important and
difficult problem to compute the fusion rules ofR(H) with respect toB, i.e., to compute Nri, j := 〈Xi⊗X j,Xr〉
for all i, j, r. The character ring of GLn(Fq) does not seem to have been studied in the literature although the
character table of GLn(Fq) was computed fifty years ago [16]. Our Theorem 1.4.1 (with g = 0 and k = 3)
gives a formula for the multiplicities Nri, j when (Xi,X j,Xr) is a generic triple of semisimple irreducible
characters. This suggest an interesting connection between the character ring of GLn(Fq), Kac-Moody
algebras and quiver representations that we discuss further in §6.1.
By Formulas (1.3.1) and (1.4.1) we have:
Corollary 1.4.2. For µ indivisible the following are equivalent:
a)
〈
Λ ⊗ Rµ, 1
〉
= 0.
b) The quiver variety Qµ is empty.
In the genus g = 0 case, the problem of deciding whether Qµ is empty was solved by Kostov [29][30].
Later on, Crawley-Boevey [3] reformulated Kostov’s answer in terms of roots. Namely he proved that Qµ
is non-empty if and only if v, the dimension vector for Γ with dimension n − ∑lj=1 µij at the l-th vertex on
the i-th leg, is a root of the Kac-Moody algebra associated to Γ.
Remark 1.4.3. Combining (1.3.3) with Theorems 1.3.1 and 1.4.1 we find that
Aµ(q) = Hµ(0, √q) =
〈
Λ ⊗ Rµ, 1
〉
(1.4.2)
when µ is indivisible. In [20] we prove the equality (1.4.2) for any µ. Assuming Conjecture 1.2.1, this
gives a cohomological interpretation of
〈
Λ ⊗ Rµ, 1
〉
. (See also remark 1.3.3.)
91.5 Examples
When the associated comet-shaped quiver (see §2.2 for a description) is finite or tame our main conjecture
(Conjecture 1.2.1) reduces to purely combinatorial formulas, some of which are known. We illustrate this
in a few examples.
1.5.1 Cases related to Garsia-Haiman’s formulae
For g = 0 and k = 1 (resp. k = 2) we have
Mµ :=
{
point if µ = (1) (resp. µ = ((1), (1)))
∅ otherwise. ,
Hence for g = 0 and k = 1 the formula (cf. [15, Corollary 3.3])
Exp
(
m(1)(x)
(q − 1)(1 − t)
)
=
∑
λ
˜Hλ(x; q, t)∏(qa+1 − tl)(qa − tl+1)
implies Conjecture 1.2.1, and for g = 0 and k = 2, the conjecture follows from the Cauchy formula (1.1.1),
or equivalently (1.1.4).
1.5.2 Comet-shaped quivers with k = 1 and l(µ1) = 1
As mentioned at the end of §1.2, in this case we have Mµ =Mn and Hµ = ¯Hn in the notation of [23]. The
point is that if we are only interested in partitions µi of length at most l we can, without loss of generality,
set all variables xij with j > l to zero (see §2.3.6). If l = 1 this means we may specialize to xi = (T, 0, . . .)
for some variable T . Since ˜Hλ(T, 0, . . .) = T |λ| we see that Ω(z,w) specializes to the corresponding series
(left hand side of (3.5.8)) in [23].
If in addition g = 1 therefore, Conjecture 1.2.1 reduces to the following purely combinatorial identity
of generating functions [23, Conjecture 4.3.2]
Conjecture 1.5.1.
∑
λ
∏ (z2a+1 − w2l+1)2
(z2a+2 − w2l)(z2a − w2l+2) T
|λ| =
∏
n≥1
∏
r>0
∏
s≥0
(1 − z2s+1w−2r+1 T n)2
(1 − z2sw−2r+2 T n)(1 − z2s+2w−2r T n) . (1.5.1)
The associated quiver is the Jordan quiver (one loop, one node), which is tame. We know that the Euler
specialization z = √q,w = 1/√q of (1.5.1) is true; after taking Log’s it amounts to the following easy facts
∑
λ∈P
T |λ| =
∏
n≥1
(1 − T n)−1,
∑
r>0
∑
s≥0
qr+s = (q + q−1 − 2)−1.
1.5.3 Star-shaped quiver with k legs and l(µi) ≤ 2
Consider the quiver consisting of one central node with no loops (g = 0) and k legs of length 1. It is enough
(see §2.3.6) to consider partitions µi of length at most 2 and restrict to these by specializing the variables
xi = (xi,1, xi,2, . . .) to, say, u1/k0 (1, ui, 0, 0, · · · ) for i = 1, . . . k for some new independent variables ui. The
variable u0, corresponding to the central node, keeps track of the degree of the symmetric functions. Mul-
tipartitions µ = (µ1, . . . , µk) ∈ Pkn with l(µi) ≤ 2 are of the form µi = (n − ni, ni) for some 0 ≤ ni ≤ n/2 for
i = 1, . . . , k. To simplify somewhat the notation, we extend by symmetry the definition of Hµ to arbitrary
pairs µi = (n − ni, ni) with 0 ≤ ni ≤ n for i = 1, 2, . . . , k. For v = (n, n1, . . . , nk) we let Hv = Hµ, where µ is
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the corresponding multipartition obtained by appropriate permutation of the entries of each pair (n−ni, ni).
It then follows easily from the definition that
∑
v
Hv(z,w) uv = (z2 − 1)(1 − w2) Log

∑
λ∈P
∏k
i=1
˜Hλ(1, ui, 0, . . . ; z2,w2)∏(z2a+2 − w2l)(z2a − w2l+2) u|λ|0
 , (1.5.2)
where the sum is over all non-zero v = (n, n1, . . . , nk) with 0 ≤ ni ≤ n and uv := un0un11 · · ·unkk .
Remark 1.5.2. Note that since g = 0 (see Remark 2.3.7) the right hand side, and henceHv(z,w), are actually
functions of z2 and w2; we will exploit this below without further comment.
By work of Craweley-Boevey [5] the character variety Mµ is empty unless v is a root of the associated
Kac–Moody root system. For 1 ≤ k ≤ 3 the corresponding quiver is finite. In particular, the main conjecture
implies that the sum on the left hand side of (1.5.2) is finite in this case. More precisely, we have the
following (for convenience we reverted to the combinatorial variables q, t).
Conjecture 1.5.3.
(q − 1)(1 − t) Log

∑
λ∈P
∏3
i=1
˜Hλ(1, ui, 0, . . . ; q, t)∏(qa+1 − tl)(qa − tl+1) u|λ|0
 = (1 + u1)(1 + u2)(1 + u3)u0 + u1u2u3u20. (1.5.3)
Indeed, for k = 3 our system is D4 and hence all roots are real and given by those vectors v satisfying
vtCv = 2, where C is the Cartan matrix
C :=

2 −1 −1 −1
−1 2 0 0
−1 0 2 0
−1 0 0 2

.
The roots with positive first coordinate are precisely: (1, n1, n2, n3) with ni = 0, 1 and (2, 1, 1, 1). For µ
corresponding to a real root with positive n we actually know that Mµ is a point [5] and hence its mixed
Hodge polynomial is just 1. The cases k = 1, 2 can be obtained from (1.5.3) by setting u3 = u2 = 0 and
u3 = 0 respectively; a proof for these cases follows by specializing the Cauchy formula (1.1.1).
For k = 4 the quiver is tame; it corresponds to the affine system ˜D4. Its Cartan matrix is
C :=

2 −1 −1 −1 −1
−1 2 0 0 0
−1 0 2 0 0
−1 0 0 2 0
−1 0 0 0 2

,
where the first coordinate corresponds to the central vertex. The positive real roots are the vectors v =
(v0, v1, . . . , v4) with vi ≥ 0 for i = 0, 1, . . .4 such that vtCv = 2. The positive imaginary roots are the
vectors rv∗, where v∗ := (2, 1, 1, 1, 1), with r a positive integer.
The main conjecture now specializes to the following (again expressed in the combinatorial vari-
ables q, t).
Conjecture 1.5.4. For u0, . . . , u4 independent variables we have
(q − 1)(1 − t) Log

∑
λ∈P
∏4
i=1
˜Hλ(1, ui, 0, . . . ; q, t)∏(qa+1 − tl)(qa − tl+1) u|λ|0
 =
∑
v
uv + (q + 4 + t)
∑
r≥1
urv
∗
,
where the first sum is over all positive real roots v = (v0, . . . , v4) with v0 > 0 and uv :=∏4j=0 uv jj .
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To see this note that for µ = ((r, r), (r, r), (r, r), (r, r)), corresponding to the imaginary root rv∗, the
variety Mµ is a smooth affine surface (by (1.2.1) the dimension dµ equals 2 for all r). By a result of [10,
Theorem 6.14]Mµ is isomorphic to S 0 = S \∆ ⊆ P3, where S is a smooth cubic surface and ∆ is the union
of the coordinate axes. A calculation shows that the mixed Hodge polynomials of S 0 are H(S 0; q, t) =
(qt)2 + 4qt2 + 1 and Hc(S 0; q, t) = t2 + 4t2q + t4q2. We should then have Hµ(z,w) = z2 + 4 + w2.
In fact, for n = 2 the connection to cubic surfaces goes back to Fricke and Klein [11, §II.2, p. 285]. It
boils down to the following Fricke relation [41, p. 93]. Given three matrices Ai ∈ SL2(C) for i = 1, 2, 3 let
ai := Tr(Ai), xi := Tr(A jAk), where Tr denotes the trace and {i, j, k} = {1, 2, 3}. Then
0 = x1x2x3 +
3∑
i=1
(
x2i − θixi
)
+ θ4, (1.5.4)
where, with the same convention on indices,
a4 := Tr(A1A2A3), θi := aia4 + a jak, θ4 := a1 · · ·a4 + a21 + · · · + a24 − 4.
(Viewed as a quadratic equation in a4 the other solution to (1.5.4) is Tr(A1A3A2).)
Remark 1.5.5. A similar form of the conjecture occurs when the quiver is the Dynkin diagram of the affine
systems ˜E6, ˜E7 and ˜E8. The corresponding surfaces are now smooth del Pezzo surfaces of degree 9 − s,
where s = 6, 7 and 8 respectively, with a nodal P1 removed. The polynomial corresponding to any positive
imaginary root should then be Hµ(z,w) = z2 + s + w2.
For k ≥ 5 the quiver is wild and the main conjecture does not take a particularly simple form. For
future reference we record here the first few values of Hµ for µ = ((n− 1, 1), . . . , (n− 1, 1)) or, equivalently
v = (n, 1, . . . , 1), calculated on a computer. For completeness we include also the case n = 1, where
v = (1, 1, . . . , 1); the relevant range so that v is a root is then 1 ≤ n ≤ k − 1. We should stress the fact that
the computedHµ turned out to be polynomials with non-negative coefficients, as predicted, something that
is not clear a priori.
To simplify, below we write simply Hn,k for Hµ and display its coefficients as an array. As mentioned
above (Remark 1.5.2)Hµ is a function of z2,w2 so we record only the even powers. To be sure, for example,
H2,4 =
1
4 1
corresponds to the polynomialHµ(z,w) = z2 + 4 + w2 discussed above for k = 4.
H1,5 = H4,5 = 1 H2,5 = H3,5 =
1
5 1
11 5 1
H1,6 = H5,6 = 1 H2,6 = H4,6 =
1
6 1
16 6 1
26 16 6 1
H3,6 =
1
6 1
22 7 1
51 27 7 1
66 51 22 6 1
H1,7 = H6,7 = 1 H2,7 = H5,7 =
1
7 1
22 7 1
42 22 7 1
57 42 22 7 1
12
H3,7 = H4,7 =
1
7 1
29 8 1
85 36 8 1
190 113 37 8 1
308 246 113 36 8 1
302 308 190 85 29 7 1
Remark 1.5.6. The observed symmetryHn,k = Hk−n,n should be a consequence of the action of the reflection
associated to the central vertex (by [5] dimension vectors in the same orbit of the Weyl group of the quiver
yield isomorphic varities); at the level of the generating functions, though, this symmetry is far from
evident.
Remark 1.5.7. The attentive reader may have noticed that the constant terms of the Hn,k’s are the first Eu-
lerian numbers. Concretely, the polynomials Ak(t) := ∑k−1n=0 Hn+1,k+1(0, 0) tn are the Eulerian polynomials:
A3(t) = 1 + 4t + t2, A4(t) = 1 + 11t + 11t2 + t3, A5(t) = 1 + 6t + 26t2 + 6t3 + t4, . . .
This relation will be the subject of a future publication.
1.5.4 Tennis-racquet quiver
For our next example consider the tennis-racquet quiver, consisting of one vertex, one loop and one leg of
length one. We specialize the variables as in the case (i): x = u0(1, u1, 0, . . .).
(z2 − 1)(1 − w2) Log

∑
λ∈P
Hλ(z,w) ˜Hλ(1, u, 0, . . . ; z2,w2) u|λ|0
 =
∑
v
Hv(z,w) uv,
where we recall
Hλ(z,w) =
∏ (z2a+1 − 1)(1 − w2l+1)
(z2a+2 − w2l)(z2a − w2l+2) .
In the sum v runs over all non-zero vectors (n, n1) with 0 ≤ n1 ≤ n and uv := un0un11 . (We extended the
definition of H to all such v as in case (i).)
With a computer we calculated the first few terms of the right hand side and obtained the following.
We list the coefficients of un0 for n = 1, 2, 3 divided by (z − w)2 (as pointed out in Remark 5.3.1 below, the
divisibility of Hµ(z,w) by (z − w)2g is predicted by the geometry)
1 1 + u
2 1 + (1 + z2 + w2)u + u2
3 1 + (1 + z2 + w2 + z4 + w4 − 2zw + z2w2)(1 + u) + u3
So concretely, for example, for g = k = 1 and µ = ((12)) we have Hµ(z,w) = (z − w)2(1 + z2 + w2). Again,
note that the computations confirm that Hv(−z,w) is a polynomial with non-negative coefficients.
1.5.5 GL3(C)-character varieties
Consider the comet-shaped quiver with k legs of length two and any g. We show how to compute Hµ(z,w)
by hand using the tables of Macdonald polynomials when we take the partition µi = (13) at each leg.
Similar calculations can be performed with other partitions of 3. We use freely the notation and definitions
of §2.3.
From Formula (2.3.9) we find that
Hµ(z,w) =
∑
ω
Hωµ (z,w) (1.5.5)
13
with
Hωµ (z,w) := (z2 − 1)(1 − w2)CoωHω(z,w)
k∏
i=1
〈
˜Hω(xi, z2,w2), h(13)(xi)
〉
,
where the sum is over all types of size 3. Since µ = (µ1, . . . , µk) with µi = (13) for all i we have
Hωµ (z,w) = (z2 − 1)(1 − w2)CoωHω(z,w)
〈
˜Hω(x, z2,w2), h(13)(x)
〉k
.
There are eight types ω = (d1, ω1) · · · (dr, ωr), with di ∈ Z≥0 and ωi ∈ P, of size 3:
(1, 31), (1, 13), (1, 1121), (3, 1), (1, 21)(1, 1), (1, 12)(1, 1), (2, 1)(1, 1), (1, 1)3,
where we wrote (1, 1)3 for (1, 1)(1, 1)(1, 1).
Proposition 1.5.8. We have H(3,1)µ (z,w) = H(2,1)(1,1)µ (z,w) = 0. The sum (1.5.5) reduces to
Hµ(z,w) =
6∑
i=1
1
αi
β
2g
i γ
k
i (1.5.6)
where the α, β and γ’s are the following polynomials in z,w
α β γ
(z6 − 1)(z4 − w2)(z4 − 1)(z2 − w2) (z5 − w)(z3 − w)(z − w) 1 + 2z2 + 2z4 + z6
(z2 − w4)(w6 − 1)(w4 − 1)(z2 − w2) (z − w5)(z − w3)(z − w) 1 + 2w2 + 2w4 + w6
(z4 − w2)(z2 − w4)(z2 − 1)(1 − w2) (z3 − w3)(z − w)2 1 + 2z2 + 2w2 + z2w2
−(z4 − 1)(z2 − w2)(z2 − 1)(1 − w2) (z3 − w)(z − w)2 3(z2 + 1)
−(z2 − w2)(1 − w4)(z2 − 1)(1 − w2) (z − w3)(z − w)2 3(w2 + 1)
3(z2 − 1)2(1 − w2)2 (z − w)3 6
Proof. We only compute H(1,31)µ (z,w) and H(1,1)
3
µ (z,w) as the other cases are similar. We start with
H
(1,31)
µ (z,w) = (z2 − 1)(1 − w2)Co31H31 (z,w)
〈
˜H31 (x; z2,w2), h13(x)
〉k
.
From Formula (2.3.10) we find that Co(1,31) = 1. From the Young diagram of the partition 31 we find that
H31 (z,w) =
(
(z5 − 1)(z3 − 1)(z − w)
)2g
(z6 − 1)(z4 − w2)(z4 − 1)(z2 − w2)(z2 − 1)(1 − w2) .
It remains to compute 〈 ˜H31 (x; z2,w2), h13(x)〉. For any partition λ we have
˜Hλ(x; q, t) =
∑
ν
˜Kνλ(q, t)sν(x)
where sν(x) is the Schur symmetric function and where ˜Kνλ(q, t) := tn(λ)Kνλ(q, t−1) are the (q, t)-Kostka
polynomials. From the tables in [40, p. 359] we find for n = 3 the following table for { ˜Kνλ(q, t)}ν,λ
31 1121 13
31 1 1 1
1121 q + q2 q + t t + t2
13 q3 qt t3
Hence
˜H13 (x; z2,w2) = s31 (x) + (z2 + z4)s1121 (x) + z6 s13 (x).
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Since the set of monomial symmetric functions {mλ(x)}λ is the dual basis (with respect to the Hall pairing)
of the set of complete symmetric functions {hµ(x)}, we need to express the Schur functions in terms of
monomial symmetric functions. Using the tables [40, p. 101, p. 111] we find that s31 (x) = m31 (x) +
m1121 (x) + m13 (x), s1121 (x) = m1121 (x) + 2m13(x), and s13 (x) = m13 (x). We thus deduce that
〈
˜H31 (x; z2,w2), h13(x)
〉
= 1 + 2z2 + 2z4 + z6.
Let us now compute the term
H
(1,1)3
µ (z,w) = (z2 − 1)(1 − w2)Co(1,1)3H(1,1)3 (z,w)
〈
˜H(1,1)3 (x; z2,w2), h13(x)
〉k
.
We have Co(1,1)3 =
1
3 . By definition ofHω(z,w) and ˜Hω(x; q, t) for a typeω (see §2.3.2), we haveH(1,1)3 (z,w) =
H1(z,w)3 and ˜H(1,1)3 (x; q, t) = ˜H1(x; q, t)3.
Hence
H(1,1)3 (z,w) =
(z − w)6g
(z2 − 1)3(1 − w2)3
and
˜H(1,1)3 (x; q, t) = m(1)(x)m(1)(x)m(1)(x).
With x = {x1, x2, . . . }, the monomial symmetric function m(1)(x) writes x1 + x2 + x3 + · · · . Hence m(1)(x)3
decomposes as m31 (x) + 3m1121 (x) + 6m13 (x), and so
〈
˜H(1,1)3 (x; z2,w2), h13(x)
〉
= 6.

Corollary 1.5.9. For µ = ((13), . . . , (13)) and g arbitrary Hµ(z,w) is a polynomial in z,w.
Proof. With the notation of Proposition 1.5.8 consider the following rational function of z,w, u, v, where
u, v are two new indeterminates.
R :=
6∑
i=1
γi
αi(1 − uβ2i )(1 − vγi)
. (1.5.7)
If we expand R as a power series in u, v then by (1.5.6) the coefficient of ugvk equalsHµ(z,w). A calculation
using Maple shows that R = A/B with A, B ∈ Z[z,w, u, v] and B a product of polynomials in 1+uZ[z,w, u, v]
or 1 + vZ[z,w, u, v]. The claim follows. 
Let us write H(Mµ; x, y, t) = ∑ hi, j;k(Mµ)xiy jtk for the mixed Hodge polynomial for ordinary cohomol-
ogy. Since Mµ is nonsingular, Poincare´ duality gives
H(Mµ; x, y, t) = (xyt2)dµHc(Mµ; x−1, y−1, t−1).
Hence Conjecture 1.2.1 and Proposition 1.5.8 imply the following.
Conjecture 1.5.10. The polynomial H(Mµ; x, y, t) depends only on xy and t. Moreover,
H(Mµ; q, t) = (qt2)3k+9g−8Hµ
(
−√q, 1√qt
)
.
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That is
H(Mµ; q, t) =
q6g−6t12g−12
(
(q3t6)(1 + 2q + 2q2 + q3)
)k ((q3t + 1)(q2t + 1)(qt + 1))2g
(q3t2 − 1)(q3 − 1)(q2t2 − 1)(q2 − 1)
+
(
(q3t5 + 1)(q2t3 + 1)(qt + 1)
)2g ((qt2 + 1)(q2t4 + qt2 + 1))k
(q3t6 − 1)(q3t4 − 1)(q2t4 − 1)(q2t2 − 1)
+
(qt2)4g−4
(
(q3t3 + 1)(qt + 1)2
)2g (
q2t4(2 + q + qt2 + 2q2t2)
)k
(q3t4 − 1)(q3t2 − 1)(qt2 − 1)(q − 1)
−
(qt2)6g−6
(
(q2t + 1)(qt + 1)2
)2g (
3q3t6(q + 1)
)k
(q2t2 − 1)(q2 − 1)(qt2 − 1)(q − 1)
−
(qt2)4g−4
(
(q2t3 + 1)(qt + 1)2
)2g (
3q2t4(qt2 + 1)
)k
(q2t4 − 1)(q2t2 − 1)(qt2 − 1)(q − 1)
+
(qt2)6g−6(qt + 1)6g6k(qt2)3k
3(qt2 − 1)2(q − 1)2 .
Note that by Corollary 1.5.9 the predicted H(Mµ; q, t) is indeed a polynomial in q, t. Specializing it to
(q, t) 7→ (1, t) gives a conjectural formula for the Poincare´ polynomial P(Mµ; t) of Mµ. We have verified
that our formula for P(Mµ; t) agrees with those of [13] (cf. [13, Remark 11.3]) for small values of g and k
giving support to our main conjecture.
For example, for g = 0 and k < 3 we have Hµ(z,w) = 0. For k = 3 we have
z2 + (w2 + 6)
and for k = 4
Hµ(z,w) = z8 + (w2 + 8)z6 + (w4 + 9w2 + 33)z4+
(w6 + 9w4 + 41w2 + 93)z2 + (w8 + 8w6 + 33w4 + 93w2 + 136).
Hence
t2Hµ(−1, 1/t) = 7t2 + 1
and
t8Hµ(−1, 1/t) = 271t8 + 144t6 + 43t4 + 9t2 + 1
respectively, matching the values of P(Mµ, t) calculated in [13, pp. 62–63]. Note that the case k = 3 corre-
sponds to the basic imaginary root of the affine ˜E6 quiver that we already encountered (see Remark 1.5.5).
Incidentally, specializing R in (1.5.7) to z = w = 1 gives the rational function
4v3(72v2 + 57v + 2)
(1 − 6v)5 = 8v
3 + 468v4 + 11448v5 + 192240v6 + · · · .
Hence Theorem 1.2.3 implies that the Euler characteristic E(Mµ) = E(Mµ, 1) of Mµ for g = 0 and
µ = ((13), . . . , (13)) is
E(Mµ) = 2−5 · 3−3 · (k − 1)(k − 2)(9k2 − 27k + 16) · 6k, (1.5.8)
see remark 5.3.4. (For g = 1 and µ = ((13), . . . , (13)) a similar calculation yields E( ˜Mµ) = 3−1 · 4 · 6k
agreeing with Theorem 1.2.6.)
We have also checked that the result of similar calculations for GL2-character varieties matches those
of [1].
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1.6 Related work
The present paper has spawned some recent work on the A-polynomial: [24] studies A-polynomials of
general quivers from a viewpoint motivated by [23] and this paper; and [18] proves a further conjecture
of Kac [26, Conjecture 1], claiming that the constant term of the A-polynomial of a quiver is a certain
multiplicity in the corresponding Kac-Moody algebra, for any loop-free quiver using Nakajima quiver
varieties and techniques closely related to the ones in this paper.
In [36], the second author obtained a generalization of the results of §1.4 to arbitrary irreducible charac-
ters of GLn(Fq) by computing the Poincare´ polynomial (for the intersection cohomology) of quiver varieties
associated with the Zariski closure of k arbitrary adjoint orbits of gln(C). As in the semisimple case, it is
expected that this Poincare´ polynomial coincides with the pure part of the mixed Hodge polynomial (again,
for the intersection cohomology) of character varieties with the Zariski closure of conjugacy classes at the
punctures. This will be the subject of a future publication
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2 Generalities
2.1 Character varieties
Fix integers g ≥ 0, k, n > 0. We also fix a k-tuple of partitions of n which we denote by µ = (µ1, . . . , µk) ∈
(Pn)k, i.e. µi = (µi1, µi2, . . . , µiri) such that µi1 ≥ µi2 ≥ . . . are non-negative integers and
∑
j µij = n. Let d be
the gcd of {µij}i, j and let K be an algebraically closed field such that
char(K) ∤ d. (2.1.1)
We now construct a variety whose points parametrize representations of the fundamental group of a
k-punctured Riemann surface of genus g into GLn(K) with prescribed images in semisimple conjugacy
classes C1, . . . ,Ck at the punctures. Assume that
k∏
i=1
det Ci = 1 (2.1.2)
and that (C1,C2, . . . ,Ck) has type µ = (µ1, µ2, . . . , µk); i.e., Ci has type µi for each i = 1, 2, . . . , k, where
the type of a semisimple conjugacy class C ⊂ GLn(K) is defined as the partition µ = (µ1, µ2, . . .) ∈ Pn
describing the multiplicities of the eigenvalues of (any matrix in) C.
Definition 2.1.1. The k-tuple (C1, . . . ,Ck) is generic if the following holds. If V ⊆ Kn is a subspace stable
by some Xi ∈ Ci for each i such that
k∏
i=1
det (Xi|V ) = 1 (2.1.3)
then either V = 0 or V = Kn.
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For example, if k = 1 and C1 is of type (n) i.e. consists of the diagonal matrix of eigenvalue ζ (with
ζn = 1 so that (2.1.2) is satisfied) then C is generic if and only if ζ is a primitive n-th root of 1.
Lemma 2.1.2. There exists a generic k-tuple of semisimple conjugacy classes (C1, . . . ,Ck) of type µ over
K.
Proof. Let ri be the length of the i-th coordinate µi of µ. Let A := Gr1m × · · · × Grkm over K. For any
ν = (ν1, . . . , νk) = (νij) ∈ Zr1 × · · · × Zrk define the homomorphism
φν : A −→ Gm
(aij) 7→
∏
i, j
(aij)ν
i
j
and set Aν := kerφν. By hypothesis char(K) ∤ d and hence K contains a primitive d-th root of unity ζd. Let
A′ be defined by
A′ :
∏
i, j
(aij)µ
i
j/d = ζd.
Observe that u := (µij/d)i, j is a primitive vector in Zr1 × · · · × Zrk . Hence we can change coordinates in
this lattice so that u is part of a basis. In the corresponding new variables of A the equation defining A′ is
simply a1 = ζd and therefore A′  G
∑
ri−1
m , showing it is irreducible. Thus A′ is a connected component of
Aµ.
Now if A′ ⊆ Aν then Aµ ⊆ Aν as A′ generates Aµ. But Aµ ⊆ Aν implies lµ = ν for some l ∈ Z≥0, since
char(K) does not divide d. So A′ν := A′ ∩ Aν ⊆ A′ is a proper Zariski closed subset of the irreducible space
A′ for every ν = (νij) with 0 ≤ νij ≤ µij different from µ and 0. The same is true for all the subgroups B
determined by the equalities aij1 = a
i
j2 for j1 , j2. Hence the union of all A′ν and all B’s is not equal to
the irreducible A′ and the complement contains a K-point. Given such a K-point (aij) define Ci to be the
semisimple conjugacy class with eigenvalues aij with multiplicities µij. Then (C1, . . . ,Ck) is generic of type
µ. 
For a k-tuple of conjugacy classes (C1, . . . ,Ck) of type µ define Uµ as the subvariety of GLn(K)2g+k of
elements (A1, . . . , Ag, B1, . . . , Bg, X1, . . . , Xk) which satisfy
(A1, B1) · · · (Ag, Bg)X1 · · · Xk = In, Xi ∈ Ci. (2.1.4)
Remark 2.1.3. If Σg is a compact Riemann surface of genus g with punctures S = {s1, . . . , sk} ⊆ Σg then
Uµ can be identified with the set
{ρ ∈ Hom
(
π1(Σg \ S ),GLn(K)
)
| ρ(γi) ∈ Ci},
(for some choice of base point, which we omit from the notation). Here we use the standard presentation
π1(Σg \ S ) = 〈α1 . . . , αg; β1 . . . , βg; γ1 . . . , γk | (α1, β1) · · · (αg, βg)γ1 · · · γk = 1〉
(γi is the class of a simple loop around si with orientation compatible with that of Σg).
We have GLn acting on GL2g+kn by conjugation. As the center acts trivially this induces an action of
PGLn. The action also leaves (2.1.4), the defining equations of Uµ invariant, thus induces an action of
PGLn on Uµ. We call the affine GIT quotient
Mµ := Uµ//PGLn = Spec(K[Uµ]PGLn )
a generic character variety of type µ. We denote by πµ the quotient morphism
πµ : Mµ →Uµ.
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Proposition 2.1.4. If (C1, . . . ,Ck) is generic of type µ then the group PGLn(K) acts set-theoretically freely
on Uµ and every point of Uµ corresponds to an irreducible representation of π1(Σg \ S ).
Proof. Let A1, B1, . . . , Ag, Bg ∈ GLn(K) and Xi ∈ Ci satisfy
(A1, B1) · · · (Ag, Bg)X1 · · · Xk = In. (2.1.5)
Assume that all the matrices Ai, Bi and X j preserve a subspace V ⊆ Kn. Let A′i = Ai|V , B′i = Bi|V and
X′i = Xi|V . Then
(A′1, B′1) · · · (A′g, B′g)X′1 · · ·X′k = IV . (2.1.6)
Taking determinants of both sides we see that the product of the eigenvalues of the matrices X′i equals 1.
Hence, by the genericity assumption, either V = 0 or V = Kn and the corresponding representation of
π1(Σg \ S ) is irreducible.
Now suppose g ∈ GLn(K) commutes with all the matrices Ai, Bi and X j. By the irreducibility of the
action we just proved it follows from Schur’s lemma that g ∈ GLn(K) is a scalar. Hence PGLn(K) acts
set-theoretically freely on Uµ(K). 
Recall (1.2.1) that dµ = (2g + k − 2)n2 −∑i, j (µij
)2
+ 2.
Theorem 2.1.5. If (C1, . . . ,Ck) is a generic k-tuple of semisimple conjugacy classes in GLn(K) of type µ
then the quotient πµ : Uµ → Mµ is a geometric quotient and a principal PGLn-bundle. Consequently,
when non-empty, the variety Mµ is non-singular of pure dimension dµ, i.e., it is the disjoint union of its
irreducible components all non-singular of same dimension dµ.
Proof. If k = 1 and C1 is a central matrix, this is [23, Theorem 2.2.5], if g = 0 and K = C then this is [9,
Proposition 5.2.8]. Our proof will combine the proofs of these two results.
Let
ρ : GLn(K)2g × C1 × · · · × Ck → SLn(K)
be given by
(A1, B1, A2, B2, . . . , Ag, Bg, X1, . . . , Xk) 7→ (A1, B1) · · · (Ak, Bk)X1 · · · Xk.
We have Uµ = ρ−1(In). Combining the calculations in [23, Theorem 2.2.5] and [9, Proposition 5.2.8] it is
straightforward, albeit lengthy, to calculate the differential dsρ; we leave it to the reader. Exactly as in [loc.
cit] we can then argue that dsρ is surjective for all s ∈ Uµ and so the affine variety Uµ is non-singular of
dimension
dim
(
GLn(K)2g ×C1 × · · · ×Ck
)
− dim SLn(K) = 2gn2 + kn2 − n2 + 1 −
∑
i, j
(
µij
)2
.
Exactly as in [23, Corollaries 2.2.7, 2.2.8] we can argue that this is a geometric quotient as well as a
PGLn principal bundle, proving that Mµ is non-singular of dimension dµ given by (1.2.1). 
2.2 Quiver varieties
As in §2.1 we fix g, k, n, µ. But in this section we take an algebraically closed field K, which satisfies
char(K) ∤ D! (2.2.1)
where D = mini max j µij. For i = 1, . . . , k let Oi ⊂ gln be a semisimple adjoint orbit satisfying
k∑
i=1
TrOi = 0. (2.2.2)
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Let ai1, . . . , a
i
ri
be the distinct eigenvalues of Oi, and let µij be the multiplicity of aij. We assume that
µi1 ≥ · · · ≥ µiri . As in the previous section, we assume that the multiplicities {µij} j determine our fixed
partitions µi of n which is called the type of Oi, and µ := (µ1, . . . , µk) is called the type of (O1, . . . ,Ok).
Definition 2.2.1. The k-tuple (O1, . . . ,Ok) of semisimple adjoint orbits is generic if the following holds. If
V ⊆ Kn is a subspace stable by some Xi ∈ Oi for each i such that
k∑
i=1
Tr (Xi|V ) = 0 (2.2.3)
then either V = 0 or V = Kn.
Let d := gcd{µij}. We have the following
Lemma 2.2.2. Assume (2.2.1). If d > 1 generic k-tuples of adjoint orbits of type µ do not exist. If d = 1,
in which case we say that µ is indivisible, they do.
Proof. In terms of eigenvalues (2.2.2) is equivalent to ∑i, j aijµij = 0. If d > 1 then it is easy to construct for
a fixed basis in Kn diagonal matrices Xi ∈ Oi and V ⊂ Kn of dimension n/d such that
∑
i
Tr(Xi|V ) =
∑
i, j
aij
µij
d = 0.
This shows the first part of our Lemma.
Phrased in terms of the eigenvalues of a matrix in Oi, in the indivisible case we are looking for a point
in the complement of a hyperplane arrangement in K
∑
ri−1
. (The hyperplanes do not degenerate due to the
assumption (2.2.1).) As K∑ ri−1 is irreducible such a point exists. (In the present, additive, case we do not
have the crutch of a d-th torsion point as we did in Lemma 2.1.2.) 
For a k-tuple of semisimple adjoint orbits (O1, . . . ,Ok) of type µ defineVµ as the subvariety of gln(K)2g+k
of matrices (A1, . . . , Ag, B1, . . . , Bg, X1, . . . , Xk) which satisfy
[A1, B1] + · · · + [Ag, Bg] + X1 + · · · + Xk = 0, Xi ∈ Oi, (2.2.4)
where [·, ·] is the Lie bracket in gln(K). As explained in Remark 7.1.2 one can define Vµ by equations
showing that it is indeed an affine variety.
Proposition 2.2.3. If (O1, . . . ,Ok) is generic then PGLn(K) acts set-theoretically freely on Vµ and for
any element (A1, B1, . . . , Ag, Bg, X1, . . . , Xk) ∈ Vµ there is no non-zero proper subspace of Kn stable by
A1, B1, . . . , Ag, Bg, X1, . . . , Xk.
Proof. Similar to that of Proposition 2.1.4. 
GLn acts on Vµ by simultaneously conjugating the matrices in the defining equation (2.2.4) of Vµ. We
can thus construct an affine quiver variety of type µ as the affine GIT quotient
Qµ := Vµ//PGLn = Spec(K[Vµ]PGLn ).
In Theorem 2.2.5 below we will prove that Qµ is isomorphic to a quiver variety associated to a certain
comet-shaped quiver, hence its name.
Theorem 2.2.4. If (O1, . . . ,Ok) is generic then the variety Qµ is non-singular of dimension dµ. Moreover,
Vµ//PGLn(K) is a geometric quotient and the quotient map Vµ → Qµ is a principal PGLn-bundle.
Proof. The proof is similar to that of Theorem 2.1.5. 
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We now review the connection between Qµ and quiver representations due to Crawley-Boevey [3]. Let
s = (s1, . . . , sk) ∈ Zk≥0. Put I = {0} ∪ {[i, j]}1≤i≤k,1≤ j≤si and let Γ be the quiver with g loops on the central
vertex represented as below2:
[1, 1] [1, 2] [1, s1]
[2, 1] [2, 2] [2, s2]
[k, 1] [k, 2] [k, sk]
0
A dimension vector for Γ is a collection of non-negative integers v = {vi}i∈I ∈ ZI≥0 and a representation of
Γ of dimension v over K is a collection of K-linear maps φi, j : Kvi → Kv j for each arrow i → j of Γ that we
identify with matrices (using the canonical basis of Kr). Let Ω be a set indexing the edges of Γ. For γ ∈ Ω,
let h(γ), t(γ) ∈ I denote respectively the head and the tail of γ. The algebraic group ∏i∈I GLvi (K) acts on
the space
RepK(Γ, v) :=
⊕
γ∈Ω
Matvh(γ),vt(γ)(K)
of representations of dimension v in the obvious way. As the diagonal center (λIvi)i∈I ∈
(∏
i∈I GLvi(K)
)
acts
trivially the action reduces to an action of
Gv(K) :=

∏
i∈I
GLvi (K)

/
K×.
Clearly two elements of RepK(Γ, v) are isomorphic if and only if they are Gv(K)-conjugate.
Let Γ be the double quiver of Γ i.e. Γ has the same vertices as Γ but the edges are given by Ω :=
{γ, γ∗|γ ∈ Ω} where h(γ∗) = t(γ) and t(γ∗) = h(γ). Then via the trace pairing we may identify RepK
(
Γ, v
)
with the cotangent bundle T∗RepK(Γ, v). Define the moment map
µv : RepK
(
Γ, v
)
→ M(v,K)0 (2.2.5)
(xγ)γ∈Ω 7→
∑
γ∈Ω
[xγ, xγ∗], (2.2.6)
where
M(v,K)0 :=
( fi)i∈I ∈
⊕
i∈I
glvi (K)
∣∣∣∣∣∣∣
∑
i∈I
Tr( fi) = 0

is identified with the dual of the Lie algebra of Gv(K). It is a Gv(K)-equivariant map. We define a bilinear
form on KI by a  b = ∑i aibi. For ξ = (ξi)i ∈ KI such that ξ  v = 0, the element
(ξi.Id)i ∈
⊕
i
glvi (K)
is in fact in M(v,K)0. For such a ξ ∈ KI , the affine variety µ−1v (ξ) is endowed with a Gv(K)- action. We call
the affine GIT quotient
Mξ(v) := µ−1v (ξ)//Gv(K)
2The picture is from [46].
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the affine quiver variety. These and related quiver varieties were considered by many authors including
Kronheimer, Lusztig, Nakajima and Crawley-Boevey [31, 38, 42, 2].
Following [3], we now identify our Qµ, constructed from a generic k-tuple (O1, . . . ,Ok) of type µ, with a
certain quiver variety. We define s as si = l(µi) − 1 where l(λ) denotes the length of a partition λ. Then we
define v ∈ ZI≥0 as v0 = n and v[i, j] = n −
∑ j
r=1 µ
i
r for [i, j] ∈ I. Clearly n ≥ v[i,1] ≥ . . . ≥ v[i,si]. We define
ξ ∈ KI as ξ0 = −∑ki=1 ai1 and ξ[i, j] = aij − aij+1. Observe that ξ  v = 0.
For convenience, the symbol [i, 0], with i ∈ {1, . . . , k}, will also denote the vertex 0. For a representation
ϕ ∈ RepK
(
Γ, v
)
, and an arrow [i, j] → [i, j − 1] ∈ Ω with 1 ≤ j ≤ si, denote by ϕ[i, j] (resp. ϕ∗[i, j]) the
corresponding linear map Kv[i, j] → Kv[i, j−1] (resp. Kv[i, j−1] → Kv[i, j] ), and if γ1, . . . , γg are the loops in Ω
we denote by ϕi : Kv0 → Kv0 the linear map corresponding to γi and by ϕ∗i the one corresponding to γ∗i .
Following [3, §3], we construct a surjective algebraic morphism ω : µ−1v (ξ) → V which is constant on∏
i∈I−{0} GLvi (K) orbits. Let ϕ ∈ µ−1v (ξ). For each i ∈ {1, . . . , k}, define
Xi = ϕ[i,1]ϕ∗[i,1] + a
i
1Id ∈ Matv0 (K).
For j ∈ {1, . . . , g}, put A j = ϕ j and B j = ϕ∗j . We will set
ω(φ) := (A1, B1, . . . , Ag, Bg, X1, . . . , Xk). (2.2.7)
To show that ω(φ) ∈ V recall that µ at the vertex 0 is given by
g∑
j=1
[ϕ j, ϕ∗j] +
k∑
i=1
ϕ[i,1]ϕ∗[i,1] = ξ0Id
which gives
g∑
j=1
[Ai, Bi] +
k∑
i=1
Xi = 0.
It is straightforward to see [3, §3] that we have Xi ∈ Oi for all i ∈ {1, . . . , k} from which we deduce that
indeed
(A1, B1, . . . , Ag, Bg, X1, . . . , Xk) ∈ V.
The map ω induces a bijection between isomorphic classes of simple representations in µ−1v (ξ) and the
GLn(K)-conjugacy classes of the set of tuples (A1, B1, . . . , Ag, Bg, X1, . . . , Xk) ∈ V thus we have [3]:
Theorem 2.2.5. If K = C, the bijective morphism Mξ(v) → Qµ induced by the map ω in (2.2.7) is an
isomorphism.
We use this theorem in the proof of the following proposition.
Proposition 2.2.6. Let K = C. If (O1, . . . ,Ok) is generic the mixed Hodge structure of the cohomology
H∗(Qµ) of the quiver variety Qµ is pure.
Proof. We will construct a non-singular varietyM with a smooth map f : M → C such that for 0 , λ ∈ C
the preimage f −1(λ) ≃ Mξ(v) ≃ Qµ. Moreover we will define an action of C× onM covering the standard
action on C such that MC× is projective and the limit point limλ→0 λx exists for all x ∈ M. Then by
Proposition 7.2.1 in Appendix B H∗(Qµ) has pure mixed Hodge structure.
Similarly to (2.2.5) we define
µ : RepK
(
Γ, v
)
× C → M(v,K)0(
(xγ)γ∈Ω, z
)
7→
∑
γ∈Ω
[xγ, x∗γ] −
∑
i∈I
zξiId.
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Now for n = (ni)i∈I ∈ ZI satisfying ∑i∈I nivi = 0 we have a character χn of Gv given by
χn((gi)i∈I) =
∏
i∈I
det(gi)ni .
We call
n = (ni)i∈I ∈ ZI generic if n · v = 0 and for v′ ∈ ZI≥0, 0 < v′ < v implies that n · v′ , 0. (2.2.8)
Because µ is indivisible we can take a generic n. Now the character χn will give a linearization of the
action of Gv on µ−1(0) × C and so we can consider the GIT quotient
M := µ−1(0)//χnGv.
We note that C× acts on µ−1(0) by
λ
(
(xγ)γ∈Ω, z
)
=
(
(λxγ)γ∈Ω, λ2z
)
(2.2.9)
commuting with the Gv action thus descending to an action of C× on M. Finally, we also have the map
f : M→ C given by f
(
(xγ)γ∈Ω, z
)
= z. We have
Theorem 2.2.7. For a generic n the variety M is non-singular, f is a smooth map (in other words a
submersion),MC× is complete and limλ→0 λx exists for all x ∈ M.
Proof. M is non-singular because by the Hilbert-Mumford criterion for (semi)-stability [27], every semi-
stable point on µ−1(0) will be stable due to (2.2.8).
The map f is a submersion because the derivative ∂zµ = −∑i∈I ξiId is non-zero.
Construct the affine GIT quotient
M0 := µ
−1(0)//χ0Gv
using the non-generic 0 ∈ ZI weight. Then the natural map M → M0 is proper and the C×-action (2.2.9)
onM0 has one fixed point coming from the origin in RepK
(
Γ, v
)
×C and all C× orbits onM0 will have this
origin in its closure. The remaining statements of the Theorem follow. 
To conclude the proof of Proposition 2.2.6 it is enough to note that by the GIT construction we have
the natural map f −1(1) → Mξ, which - as a resolution of singularities and Mξ being non-singular - is an
isomorphism. Therefore Proposition 7.2.1 implies the result. 
2.3 Symmetric functions
2.3.1 Partitions and types
We denote by P the set of all partitions including the unique partition 0 of 0, by P× the set of non-zero
partitions and by Pn be the set of partitions of n. Partitions λ are denoted by λ = (λ1, λ2, . . .), where
λ1 ≥ λ2 ≥ · · · ≥ 0. We will also sometimes write a partition as (1m1 , 2m2 , . . . , nmn) where mi denotes the
multiplicity of i in λ. The size of λ is |λ| := ∑i λi; the length l(λ) of λ is the maximum i with λi > 0.
For two partitions λ and µ, we define 〈λ, µ〉 as ∑i λ′iµ′i where λ′ denotes the dual partition of λ. We put
n(λ) := ∑i>0(i−1)λi. Then 〈λ, λ〉 = 2n(λ)+ |λ|. For two partitions λ = (1n1 , 2n2 , . . . ) and µ = (1m1 , 2m2 , . . . ),
we denote by λ ∪ µ the partition (1n1+m1 , 2n2+m2 , . . . ). For a non-negative integer d and a partition λ, we
denote by d · λ the partition (dλ1, dλ2, . . . ). The dominance ordering for partitions is defined as follows:
µ E λ if and only if µ1 + · · · + µ j ≤ λ1 + · · · + λ j for all j ≥ 1.
For a partition λ, let tλ in the symmetric group of permutations of |λ| letters S|λ|, be an element in the
conjugacy class of type λ. We denote by zλ the cardinality of the centralizer of tλ in S|λ|. For two partitions
λ, µ such that |λ| = |µ|, we denote by χλµ the value at tµ of the irreducible character χλ of S|λ|.
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We choose once for all a total order ≥ on the set of pairs (d, λ) where d ∈ Z>0 and λ ∈ P× such
that if d > d′ then (d, λ) > (d′, µ), if |λ| > |µ| then (d, λ) > (d, µ), and if |λ| = |µ|, then (d, λ) ≥ (d, µ)
if λ is larger than µ with respect to the lexicographic order. We denote by T the set of non-increasing
sequences ω = (d1, ω1) ≥ (d2, ω2) ≥ · · · ≥ (dr, ωr), which we will call a type. To alleviate the notation
we will then omitt the symbol ≥ and write simply ω = (d1, ω1)(d2, ω2) · · · (dr, ωr). The size of a type ω is
|ω| := ∑i di|λi|. We denote by Tn the set of types of size n. For a type ω = (d1, ω1)(d2, ω2) · · · (dr, ωr), we
put n(ω) := ∑i din(ωi) and [ω] := ∪idi · ωi, a partition of size |ω|
As with partitions it is sometimes convenient to consider a type in terms of multiplicities. Given a type
ω let md,λ(ω) the multiplicity of (d, λ) in ω; i.e., how many times the pair (d, λ) appears in ω. The integers
md,λ ≥ 0 indexed by pairs (d, λ) ∈ Z>0 × P× determine ω uniquely.
A partition λ = (n1, . . . , nr) of n can be seen as the type λ∗ := (1, 1n1) · · · (1, 1nr ) ∈ Tn which is the type
of a semisimple conjugacy class in the sense of §4.1. Similarly when a multi-partition λ is considered as a
multi-type it is denoted by λ∗.
2.3.2 Symmetric functions
Let Λ(x1, . . . , xk) := Λ(x1) ⊗Z · · · ⊗Z Λ(xk) be the ring of functions separately symmetric in each set
x1, x2, . . . , xk of infinitely many variables. We will consider elements inΛ(x1, . . . , xk)⊗ZQ(q, t) where q and
t are two indeterminates or similarly Λ(x1, . . . , xk) ⊗Z Q(z,w) depending on the situation. To ease the nota-
tion we will simply writeΛ for the various ringsΛ(x),Λ(x1, . . . , xk),Λ(x1, . . . , xk)⊗ZQ(q, t),Λ(x1, . . . , xk)⊗Z
Q(z,w), etc. as long as the context is clear. When considering elements aµ ∈ Λ indexed by multi-partitions
µ = (µ1, . . . , µr) ∈ Pk, we will always assume that they are homogeneous of degree (|µ1|, . . . , |µk|). Given
any family of symmetric functions indexed by partitions µ ∈ P and a multi-partition µ ∈ Pk as above define
aµ := aµ1 (x1) · · ·aµk (xk).
We will deal with elements of the ring Λ(x) ⊗Z Q(z,w) and their images under two specializations: their
pure part, z = 0,w = √q and their Euler specialization, z = √q,w = 1/√q.
Let 〈·, ·〉 be the Hall pairing on Λ(x), extend its definition to Λ(x1, . . . , xk) by setting
〈a1(x1) · · ·ak(xk), b1(x1) · · ·bk(xk)〉 = 〈a1, b1〉 · · · 〈ak, bk〉, (2.3.1)
for any a1, . . . , ak; b1, . . . , bk ∈ Λ(x) and to formal series by linearity.
Given any family of symmetric functions Aλ(x1, . . . , xk; q, t) ∈ Λ indexed by partitions with A0 = 1, we
extend its definition to types ω = (d1, ω1)(d2, ω2) . . . (dr, ωr) ∈ T by setting
Aω(x1, . . . , xk; q, t) :=
∏
j
Aω j (xd j1 , . . . , x
d j
k ; q
d j , td j ).
Here xd stands for all the variables x1, x2, . . . in x replaced by xd1, x
d
2, . . . (technically we are applying the
Adams operation ψd to Aω j in the λ-ring Λ).
We will need the following lemma; pλ ∈ Λ(x) are the power sums symmetric functions.
Lemma 2.3.1. Let λ ∈ Pn and let d be a positive integer such that d | n. Then
〈p(dn/d), hλ〉 =

(n/d)!∏
i ρi!
if λ = d · ρ for some ρ = (ρ1, ρ2, . . .) ∈ Pn/d
0 otherwise.
Proof. For a finite group G let 〈·, ·〉G denote the standard inner product on class functions of G. Using
the Frobenius characteristic map [40, I,7] we have, for any two partitions λ = (λ1, λ2, . . . , λr) and µ =
(µ1, µ2, . . . , µs) of size n,
〈pµ, hλ〉 = zµ
〈
δµ, IndSnSλ(1)
〉
Sn
,
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δµ(σ) = 1 if σ ∈ Sn has cycle type µ and δµ(σ) = 0 otherwise and Sλ := Sλ1 × Sλ2 × · · · × Sλr ⊆ Sn.
Hence, by Frobenius reciprocity
〈pµ, hλ〉 = zµ
〈
ResSnSλ δµ, 1
〉
Sλ
.
The only non-zero terms contributing to the sum implicit in the right hand side are those elements of Sλ
with cycle type (µ1, . . . , µr) with |µi| = λi and ∪iµi = µ. If µ = (dn/d) this forces d | λi and µi = (dρi), where
ρi := λi/d and the claim follows. 
2.3.3 Exp and Log
We will use the maps Exp and Log of [23] extended to Λ. The general context is that of λ-rings [14] but
the following discussion will suffice for us. For V ∈ TΛ[[T ]] let
Exp : TΛ[[T ]] −→ 1 + TΛ[[T ]] (2.3.2)
V 7→ exp

∑
d≥1
1
d V(xd1, . . . , xdk , qd, td, T d)
 . (2.3.3)
The map Exp is related to the Cauchy kernel
C(x) :=
∏
i
(1 − xi)−1 (2.3.4)
by
Exp(X) = C(x), X := x1 + x2 + · · · = m(1)(x),
(mλ(x) ∈ Λ(x) is the monomial symmetric function). It has an inverse Log defined as follows. Given
F ∈ 1 + TΛ[[T ]] let Un ∈ Λ be the coefficients in the expansion
log(F) =:
∑
n≥1
Un(x1, . . . , xk; q, t)T
n
n
.
Define
Vn(x1, . . . , xk; q, t) := 1
n
∑
d|n
µ(d) Un/d(xd1, . . . , xdk ; qd, td), (2.3.5)
where µ is the ordinary Mo¨bius function, then
Log(F) :=
∑
n≥1
Vn(x1, . . . , xk; q, t) T n.
To simplify the discussion we now restrict to the case of k = 1 but everything extends easily to the
general case. Suppose Aλ(x; q, t) ∈ Λ is a sequence of symmetric functions indexed by partitions with
A0 = 1. We want an expression for Vn ∈ Λ in
∑
n≥1
VnT n := Log

∑
λ∈P
AλT |λ|
 .
We first compute ∑
n≥1
Un
T n
n
:= log

∑
λ∈P
AλT |λ|
 ,
where Un and Vn are related by (2.3.5). By the multinomial theorem we have
Un
n
=
∑
mλ
(−1)m−1(m − 1)!
∏
λ
Amλ
λ
mλ!
, (2.3.6)
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where m :=
∑
λ mλ and the sum is over all sequences {mλ}λ∈P× of non-negative integers such that∑
λ
mλ|λ| = n.
We find then
Vn =
∑ µ(d)
d (−1)
md−1(md − 1)!
∏
λ
Aλ(xd1, . . . , xdk ; qd, td)md,λ
md,λ!
,
where the sum is over all sequences of non-negative integers md,λ indexed by pairs (d, λ) ∈ Z>0 × P×
satisfying ∑
λ
md,λd|λ| = n, md :=
∑
λ
md,λ.
Alternatively, we may consider not collecting equal terms when expanding the logarithm to obtain
Vn =
∑ µ(d)
d
(−1)r−1
r
Aλ1(qd) · · · Aλr (qd), (2.3.7)
where the sum is over λ1, λ2, . . . ∈ P× and d ∈ Z>0 such that
n = d
∑
j
|λ j|.
Finally, we may also rewrite the expression for Vn as a sum over types ω:
Vn =
∑
|ω|=n
C0ωAω, (2.3.8)
so that
Log

∑
λ∈P
AλT |λ|
 =
∑
ω
C0ωAω T |ω|, (2.3.9)
where C0ω = 0 unless ω is concentrated in some degree d; i.e., ω = (d, ω1)(d, ω2) · · · (d, ωr), in which case,
C0ω =
µ(d)
d (−1)
r−1 (r − 1)!∏
λ md,λ(ω)!
. (2.3.10)
Remark 2.3.2. The formal power series ∑n≥0 anT n with an ∈ Λ that we will consider in what follows will
all have an homogeneous of degree n. Hence we will typically scale the variables ofΛ by 1/T and eliminate
T altogether.
Remark 2.3.3. Note also the following useful fact. If we write
log

∑
λ∈P
Aλ(x)T |λ|
 =
∑
µ
Uµ(q, t) mµ(x), Log

∑
λ∈P
Aλ(x)T |λ|
 =
∑
µ
Vµ(q, t) mµ(x),
where mµ(x) are the monomial symmetric functions then it is easy to check that
Vµ(q, t) := 1
n
∑
d|µ
µ(d) Uµ/d(qd, td), (2.3.11)
where d | µ means that d divides every part µi of µ and µ/d := (µ1/d, µ2/d, . . .). In particular, if µ is
indivisible the sum on the right hand side consist of only the d = 1 term and Uµ = Vµ/n (this is particularly
useful for computations).
26
2.3.4 Macdonald and Hall-Littlewood symmetric functions. Green polynomials
For a partition λ let ˜Hλ(x; q, t) ∈ Λ(x)⊗ZQ(q, t) be the Macdonald symmetric function defined in [15, I.11].
We collect in this section some basic properties of these functions that we will need.
We have the duality
˜Hλ(x; q, t) = ˜Hλ′(x; t, q) (2.3.12)
see [15, Corollary 3.2]. We define the (transformed) Hall-Littlewood symmetric function as
˜Hλ(x; q) := ˜Hλ(x; 0, q). (2.3.13)
In the notation just introduced then ˜Hλ(x; q) is the pure part of ˜Hλ(x; z2,w2).
Define the (q, t)-Kotska polynomials ˜Kνλ(q, t) by
˜Hλ(x; q, t) =
∑
ν
˜Kνλ(q, t)sν(x), (2.3.14)
where sν are the Schur symmetric functions. These are (q, t) generalizations of the ˜Kνλ(q) Kostka-Foulkes
polynomial [40, III, (7.11)], which are obtained as qn(λ)Kνλ(q−1) = ˜Kνλ(q) = ˜Kνλ(0, q), i.e., by taking their
pure part. In particular,
˜Hλ(x; q) =
∑
ν
˜Kνλ(q)sν(x). (2.3.15)
For partitions λ, τ we define the Green polynomial
Qτλ(q) =
∑
ν
χνλ
˜Kντ(q), (2.3.16)
where ˜Kντ(q) is the Kostka-Foulkes polynomial (2.3.14).
For two partitions ν, λ ∈ Pn, we have [40, Page 363] the Euler specialization
˜Kνλ(q, q−1) = q−n(λ)Kνλ(q, q) = q−n(λ)Hλ(q)
∑
ρ
χνρχ
λ
ρ
zρ
∏
i(1 − qρi)
(2.3.17)
where Hλ(q) :=∏s∈λ(1 − qh(s)) is the hook polynomial [40, I, 3, example 2].
If y = {y1, y2, . . .}, x = {x1, x2, . . .} are two sets of infinitely many variables, we denote by xy the set of
variables {xiy j}i, j.
Lemma 2.3.4. Under the Euler specialization
˜Hλ(x; q, q−1) = q−n(λ)Hλ(q)sλ(xy),
where yi = qi−1.
Proof. With the specialization yi = qi−1 we get pρ(y) =∏i(1 − qρi)−1. Hence by (2.3.17)
˜Hλ(x; q, q−1) = q−n(λ)Hλ(q)
∑
ρ,ν
χνρχ
λ
ρ
zρ
pρ(y)sν(x)
= q−n(λ)Hλ(q)
∑
ρ
z−1ρ χ
λ
ρpρ(y)
∑
ν
χνρsν(x)
= q−n(λ)Hλ(q)
∑
ρ
z−1ρ χ
λ
ρpρ(y)pρ(x)
= q−n(λ)Hλ(q)
∑
ρ
z−1ρ χ
λ
ρpρ(xy)
= q−n(λ)Hλ(q)sλ(xy).

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For two types ω = (d1, ω1) · · · (dr, ωr) and τ = (δ1, τ1) · · · (δs, τs), write ω ∼ τ if r = s and for each
i = 1, 2, . . . , r, di = δi and |ωi| = |τi|.
For two types ω and τ, put
χωτ :=
∏
i χ
ωi
τi
if ω ∼ τ, and χωτ = 0 otherwise,
Qωτ (q) :=
∏
i Qωiτi (qdi ) if ω ∼ τ, and Qωτ (q) = 0 otherwise,
˜Kτω(q) := ∏i ˜Kτiωi (qdi) if ω ∼ τ, and ˜Kτω(q) = 0 otherwise. Note that formulas (2.3.16) and (2.3.15)
extend to types, namely Qωτ (q) =
∑
ν χ
ν
τ
˜Kνω(q) and ˜Hω(x; q) = ∑τ ˜Kτω(q)sτ(x), where τ, ω, ν ∈ T.
Lemma 2.3.5. For α, β ∈ T, put
A(α, β) :=
∑
τ
z[τ]χατ
zτ
∑
{ν| [ν]=[τ]}
Qβν(q)
zν
,
where the sums are over types. Then
A(α, β) = 〈sα(x), ˜Hβ(x; q)〉,
where for a partition λ, sλ(x) ∈ Λ(x) is the Schur symmetric function and ˜Hλ(x; q) the transformed Hall-
Littlewood symmetric function (2.3.15).
Proof. For ω ∈ T, define
aω(x) :=
∑
τ
χωτ
pτ(x)
zτ
, and bω(x) :=
∑
ν
Qων (q)
pν(x)
zν
,
where {pλ(x)}λ∈P is the family of power symmetric functions which satisfies for two partitions λ, τ ∈ P,
〈pλ(x), pτ(x)〉 = δλ,τzτ.
For a type ω ∈ T, we have pω(x) :=∏i pωi (xdi) = p[ω](x). Therefore for α, β ∈ T, we have 〈pα(x), pβ(x)〉 =
δ[α],[β]z[α]. Hence
〈aα(x), bβ(x)〉 =
∑
τ
∑
ν
χατ Qβν(q)
〈pτ(x), pν(x)〉
zτzν
=
∑
τ
∑
ν
χατ Qβν(q)δ[τ],[ν]
z[τ]
zτzν
= A(α, β).
Recall that for a partition λ ∈ P, we have
sλ(x) =
∑
τ
χλτ
pτ(x)
zτ
.
Hence for a type ω ∈ T, we have
sω(x) =
∑
τ
χωτ
pτ(x)
zτ
= aω(x).
Hence we may write
bω(x) =
∑
ν
∑
τ
χτν ˜Kτω(q)
pν(x)
zν
=
∑
τ
∑
ν
χτν ˜Kτω(q)
pν(x)
zν
=
∑
τ
˜Kτω(q)sτ(x) = ˜Hω(x; q).
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Lemma 2.3.6. Let λ ∈ P. With the specialization yi = qi−1, we have
hλ(xy) = (−1)|λ|qn(λ∗)H0λ∗(0,
√
q) ˜Hλ∗ (x; q), (2.3.18)
where H0
λ
(z,w) is the genus 0 hook function.
Proof. We need to prove that for m ∈ Z>0,
hm(xy) = (−1)mqn(1m)H0(1m)(0,
√
q) ˜H(1m)(x; q).
In the language of plethystic substitution (we use the notation of [15]), the transformed Hall-Littlewood
(2.3.13) ˜Hµ(x; q) equals
˜Hµ(x; q) = qn(µ)bµ(q−1)Pµ
[
X
1 − q−1 ; q
−1
]
where Pµ(x; q) is the Hall-Littlewood symmetric function defined in [40]. SinceH0µ (0,
√q) = q−〈µ,µ〉bµ(q−1)−1,
we have
(−1)|µ|qn(µ)H0µ (0,
√
q) ˜Hµ(x; q) = (−1)|µ|q−|µ|Pµ
[
X
1 − q−1 ; q
−1
]
(2.3.19)
= (−q−1)|µ|Pµ
[
− qX
1 − q ; q
−1
]
(2.3.20)
On the other hand from [40, VI, (4.8)] we have
(−q−1)mP(1m)
[
−qX; q−1
]
= (−q−1)mem [−qX] = (−q−1)ms(1m) [−qX] = s(m1)(x) = hm(x).
Since for any symmetric function u, we have u(xy) = u
[
X
1−q
]
, we deduce that
hm(xy) = (−q−1)mP(1m)
[
− qX
1 − q ; q
−1
]
.
The lemma follows thus from Formula (2.3.20). 
2.3.5 Genus g hook function
Given a partition λ ∈ Pn we define the genus g hook function Hλ(z,w) by
Hλ(z,w) :=
∏
s∈λ
(z2a(s)+1 − w2l(s)+1)2g
(z2a(s)+2 − w2l(s))(z2a(s) − w2l(s)+2) ,
where the product is over all cells s of λ with a(s) and l(s) its arm and leg length, respectively. For details
on the hook function we refer the reader to [23].
Remark 2.3.7. Note that Hλ(z,w) is rational function of z2 and w2 when g = 0.
We have
Hλ(z,w) = Hλ′ (w, z) and Hλ(−z,−w) = Hλ(z,w). (2.3.21)
The pure part of Hλ is
Hλ(0, √q) =
∏
a=0
qg(2l+1)
ql(ql+1 − 1)
∏
a,0
q(g−1)(2l+1)
=
q(g−1)(2n(λ)+|λ|)∏
i≥1(1 − 1/q)(1 − 1/q2) . . . (1 − 1/qmi)
,
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where mi is the multiplicity of i in λ. Hence
Hλ(0, √q) = q
g〈λ,λ〉
aλ(q) , (2.3.22)
where aλ(q) is the cardinality of the centralizer of a unipotent element of GLn(Fq) with Jordan form of type
λ [40, IV, (2.7)]. In particular, when g = 0, we have H(1n)(0, √q) = 1/|GLn(Fq)|.
It is also not difficult to verify that the Euler specialization of Hλ is
Hλ(√q, 1/√q) =
(
q−
1
2 〈λ,λ〉Hλ(q)
)2g−2
. (2.3.23)
2.3.6 Cauchy functions
As in the introduction let
Ω(z,w) :=
∑
λ∈P
Hλ(z,w)
k∏
i=1
˜Hλ(xi; z2,w2).
By (2.3.12) and (2.3.21) we have
Ω(z,w) = Ω(w, z) and Ω(−z,−w) = Ω(z,w). (2.3.24)
Lemma 2.3.8. With the specialization yi = qi−1, we have
Ω
(√
q,
1√q
)
=
∑
λ∈P
q(1−g)|λ|
(
q−n(λ)Hλ(q)
)2g+k−2 k∏
i=1
sλ(xiy).
Proof. Follows from Lemma 2.3.4 and (2.3.23). 
For µ = (µ1, · · · , µk) ∈ Pk, we let
Hµ(z,w) := (z2 − 1)(1 − w2)
〈
LogΩ(z,w), hµ
〉
. (2.3.25)
By (2.3.24) we have
Hµ(z,w) = Hµ(w, z) and Hµ(−z,−w) = Hµ(z,w). (2.3.26)
We may recoverΩ(z,w) from the Hµ(z,w)’s by the formula:
Ω(z,w) = Exp

∑
µ∈Pk
Hµ(z,w)
(z2 − 1)(1 − w2)mµ
 . (2.3.27)
If we want to work with partitions of length at most l1, . . . , lk, we can specialize the variables xi =
(xi,1, xi,2, . . . ) in Formula (2.3.27) to say (ui,1, ui,2, . . . , ui,li , 0, 0, . . . ) for some new independent variables
ui, j. Indeed, this specialization takes any mµ with l(µi) > li for some i to zero.
For instance, if k = 1 the specialization x = (x1, x2, . . . ) to (T, 0, 0, . . . ) in Formula (2.3.27) gives
∑
λ
Hλ(z,w)T |λ| = Exp

∑
n≥1
H(n)(z,w)
(z2 − 1)(1 − w2)T
n
 , (2.3.28)
since for a partition µ of n, we have
mµ(T, 0, 0, . . . ) =

T n if µ = (n),
0 otherwise.
and
˜Hµ(T, 0, 0, . . . ; q, t) = ˜K(n)µ(q, t)T n = T n.
The identity ˜K(n)µ(q, t) = 1 follows from [15, Formula (16)]. Comparing with the left hand side of (3.5.8)
in [23] we see that, in the notation of that paper H(n) = ¯Hn.
30
2.4 Mixed Hodge polynomials and polynomial count varieties
We refer the reader to [23] for details on this section. For a complex quasi-projective algebraic variety
X we let H(X; x, y, z) and Hc(X; x, y, z) be its mixed Hodge polynomial and compactly supported mixed
Hodge polynomial, respectively. They satisfy the following properties. The specialization H(X; 1, 1, z) is
the Poincare´ polynomial P(X; z) := ∑k dim Hk(X,C) zk and similarly with Hc and Pc. The E-polynomial
of X is E(X; x, y) = Hc(X; x, y,−1) = ∑i, j,k(−1)khi, j;kc (X) xiy j. The value E(X; 1, 1) is the compact Euler
characteristic
∑
i(−1)i dim Hic(X,C), which is equal to the ordinary Euler characteristic by [32]. We denote
it by E(X).
If X is non-singular of pure dimension d, i.e., if X is the disjoint union of its irreducible components all
non-singular of same dimension d, then Poincare´ duality implies that
hd−i,d− j;2d−kc (X) = hi, j;k(X), all i, j, k,
or, equivalently,
Hc(X; x, y, t) = (xyt2)dH(X; x−1, y−1, t−1). (2.4.1)
We recall the result of Katz given in the appendix to [23].
Theorem 2.4.1. Assume that X/C is polynomial-count with counting polynomial PX ∈ Z[t]. Then
E(X; x, y) = PX(xy).
If X is polynomial-count, we put E(X; q) := E
(
X; √q, √q
)
and just call it the E-polynomial of X to
simplify. Note that in this case
∑
k(−1)khi, j;kc (X) = 0 if i , j.
Proposition 2.4.2. Assume that X is polynomial-count and that the mixed Hodge structure on the com-
pactly supported cohomology H∗c (X) is pure. Then
E(X; q) = Pc(X; √q).
Proof. By the above remark we have ∑k(−1)khi, j;kc (X) = 0 if i , j. Since the only non-zero term of this
sum is when k = i + j, by the purity assumption, we get that (−1)i+ jhi, j;i+ jc (X) = 0 if i , j. Hence the
non-zero mixed Hodge numbers are all of the form hi,i;2ic (X) and E(X; q) =
∑
i hi,i;2ic (X)qi. 
2.5 Complex characters of GLn(Fq) and gln(Fq)
Here we recall how to construct the irreducible characters of GLn(Fq) and gln(Fq) using the Deligne-Lusztig
theory. We choose a prime ℓ which is invertible in the finite field Fq. Since Deligne-Lusztig theory uses
ℓ-adic cohomology it will be more convenient to work with Qℓ-characters instead of complex characters.
Note that there is a non-canonical isomorphism over Q between the two fields C and Qℓ. The counting
formulas (1.2.2) and (1.3.2), which involve character values, do not depend on the choice of such an
isomorphism.
For a finite group H, we denote by Irr (H) the set of irreducible complex characters of H.
2.5.1. Generalities Let n ∈ Z>0, we put GLn = GLn(Fq), and gln = gln(Fq). Unless specified, here the letter
G will always denote a Levi subgroup of a parabolic subgroup of GLn, i.e., a subgroup of GLn which is
GLn-conjugate to some H = ∏ri=1 GLni where ∑ri=1 ni = n. For short we will say that G is a Levi subgroup
of GLn. If ni = 1 for all i, then G is a maximal torus of GLn. The Lie algebra of G is isomorphic to the Lie
algebra H = ⊕i glni of H. Let Ad : G → GL(g) be the adjoint representation: we have Ad(g)x = gxg−1
for g ∈ G and x ∈ g. For g ∈ G, we denote by gs the semisimple part of g and by gu the unipotent part of g,
we have g = gsgu = gugs. If x ∈ g, we denote respectively by xs and xn the semi-simple part of x and the
nilpotent part of x. We then have x = xs + xn with [xs, xn] = 0. Let x ∈ g and let K be a subgroup of G, we
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denote by CK(x) the centralizer of x in K with respect to the adjoint action. If k is a Lie subalgebra of g, we
denote by Ck(x) the centralizer of x in k, i.e., Ck(x) = {y ∈ k| [x, y] = 0}. We denote respectively by ZG the
center of G and by z(g) the center of g. If L is a Levi subgroup of G (i.e., a Levi subgroup of GLn which is
contained in G), then we denote by WG(L) the finite group NG(L)/L where NG(L) denotes the normalizer
of L in G.
Finally, we denote by Guni, resp. gnil, the subvariety of unipotent elements of G, resp. the subvariety of
nilpotent elements of g.
2.5.2. Frobenius endomorphisms: We denote by F : GLn → GLn, and F : gln → gln the standard
Frobenius endomorphisms (ai j) 7→ (aqi j). Assume that G is F-stable. Then g ⊂ gln is F-stable and the
restrictions F : G → G, F : g → g are Frobenius endomorphisms on G and g. We also have F(Ad(g)x) =
Ad(F(g))F(x), therefore, Ad induces an action of the finite group GF on the finite Lie algebras gF . Since
G is conjugate to H, the Frobenius endomorphism F : G → G corresponds to some F′ : H → H which
we write (G, F) ≃ (H, F′). We then have GF ≃ HF′ . The Frobenius endomorphism F′ is of the form
wF : H → H, h 7→ wF(h)w−1 for some w ∈ NGLn (H). We say that an F-stable maximal torus T ⊂ G
of rank n is split if there exists an isomorphism T ≃
(
F
×
q
)n
defined over Fq. The Fq-rank of an F-stable
maximal torus of G is defined to be the rank of its maximal split subtori. An F-stable maximal torus of G
is said to be G-split if it is maximally split in G. The G-split F-stable maximal tori of G are those which
are contained in some F-stable Borel subgroup of G.
2.5.3. F-conjugacy classes: Let T be an F-stable maximal torus of G. The Frobenius F acts on the finite
group WG(T ) and we say that two elements w, v ∈ WG(T ) are F-conjugate if there exists h ∈ WG(T ) such
that w = hv(F(h))−1. Then we can parametrize the GF -conjugacy classes of the F-stable maximal tori of
G by the F-conjugacy classes of WG(T ) as follows. Let T ′ be an F-stable maximal torus of G. Then there
exists g ∈ G such that T ′ = gTg−1, i.e., g−1F(g) ∈ NG(T ). There is a well-defined map which sends the
GF-conjugacy class of T ′ to the F-conjugacy class of the image w of g−1F(g) in WG(T ), moreover this map
is bijective. This parametrization depends only on the GF-conjugacy class of T . If w ∈ WG(T ), then we will
denote by Tw an arbitrary F-stable maximal torus of G which is in the GF -conjugacy class corresponding
to the F-conjugacy class of w in WG(T ), and we will denote by tw its Lie algebra. Under the isomorphism
T → T ′, h 7→ ghg−1, the Frobenius F : T ′ → T ′ corresponds to F′ = wF : T → T, h 7→ w˙F(h)w˙−1 where
w is the image in WG(T ) of w˙ := g−1F(g) ∈ NG(T ).
Unless specified, we will always consider parameterizations with respect to G-split F-stable maximal
tori of G, in which case we will write WG instead of WG(T )
Example: Let n = 2, let x ∈ Fq2 − Fq, and let
T =
{(
a 0
0 b
) ∣∣∣∣∣∣ a, b ∈ F
×
q
}
, T ′ =
{
1
xq − x
(
axq − bx −a + b
(a − b)xxq −ax + bxq
) ∣∣∣∣∣∣ a, b ∈ F
×
q
}
.
Then T ′ is F-stable, T ′ = gTg−1 where g =
(
1 1
x xq
)
, and g−1F(g) = σ :=
(
0 1
1 0
)
. Therefore,
(T ′, F) ≃ (T, σF), and we have T F ≃ F×q × F×q and T ′F ≃ TσF ≃ F×q2 . Since |WGL2 (T )| = 2, any F-stable
maximal torus of GL2 is either GLF2 -conjugate to T or T ′.
2.5.4. Lusztig induction: Let ℓ ∤ q be a prime. Let L be an F-stable Levi subgroup of a (possibly non
F-stable) parabolic subgroup P of G. Following [8][37] we construct a virtual Qℓ[GF]-module RGL (M) for
any Qℓ[LF ]-module M as follows. Let UP be the unipotent radical of P and let LG : G → G, g 7→ g−1F(g)
be the Lang map. The variety L−1G (UP) is endowed with a left action of GF by left multiplication and
with a right action of LF by right multiplication. These action induce actions on the ℓ-adic cohomology
Hic
(
L−1G (UP),Qℓ
)
. The virtual Qℓ-vector space H∗c
(
L−1G (UP)
)
:=
∑
i(−1)iHic
(
L−1G (UP),Qℓ
)
is thus a virtual
Qℓ[GF]-module-Qℓ[LF]. We put RGL (M) := H∗c
(
L−1G (UP)
)
⊗
Qℓ[LF ] M.
32
Let C(GF ) be the Qℓ-vector space of all functions GF → Qℓ with are constant on conjugacy classes of
GF . If C is a conjugacy class of GF and x ∈ C, we denote either by 1C or 1Gx the characteristic function of
C that takes the value 1 on C and 0 elsewhere.
The Lusztig functor RGL defines a Z-linear map Z
(
Irr(LF)
)
→ Z
(
Irr(GF)
)
which by linearity extension
leads to the Deligne-Lusztig induction RGL : C(LF ) → C(GF ).
For an F-stable maximal torus T of G, let QGT : GFuni → Qℓ be the restriction to GFuni of the function
RGT (Id). The function QGT is called a Green function and its values are products of the Green polynomials
defined in [40, III (7.8)] (see 2.3.16). The following formula [8, Theorem 4.2] reduces the computation of
the values of RGT (θ) to the computation of Green polynomials.
RGT (θ)(g) = |CG(gs)F |−1
∑
{h∈GF | gs∈hTh−1}
QCG (gs)hTh−1 (gu)θ(h−1gsh) (2.5.1)
where θ ∈ C(T F), g ∈ GF .
2.5.5. Characters of GLn(Fq): The character table of GLn(Fq) was first computed by Green [16]. Here we
recall how to construct it from the point of view of Deligne-Lusztig theory [39].
Here we assume that G = GLn. Let L be an F-stable Levi subgroup of G and let ϕ be an F-stable
irreducible character of WL. Then there is an extension ϕ˜ of ϕ to the semi-direct product WL ⋊ 〈F〉 such that
the function XLϕ : LF → Qℓ defined by
XLϕ = |WL|−1
∑
w∈WL
ϕ˜(wF)RLTw(IdTw )
is an irreducible character of LF . The characters XLϕ are called the unipotent characters of LF .
For g ∈ GF and θ ∈ Irr(LF ), let gθ ∈ Irr(gLFg−1) be defined by gθ(glg−1) = θ(l). We say that a linear
character θ : LF → Q×ℓ is regular if for n ∈ NGF (L), we have nθ = θ only if n ∈ LF . We denote by Irrreg(LF)
the set of regular linear characters of LF . Put ǫL = (−1)Fq−rank(L). Then for θL ∈ Irrreg(LF ), the virtual
character
X := ǫGǫLRGL
(
θL · XLϕ
)
= ǫGǫL|WL|−1
∑
w∈WL
ϕ˜(wF)RGTw(θTw ) (2.5.2)
where θTw := θL|Tw , is an irreducible true character of GF and any irreducible character of GF is obtained
in this way [39]. An irreducible character of GF is thus completely determined by the GF -conjugacy
class of a datum (L, θL, ϕ) with L an F-stable Levi subgroup of G, θL ∈ Irrreg(LF) and ϕ ∈ Irr (WL)F .
The irreducible characters corresponding to the data (L, θL, 1) are called semisimple characters of GF .
This process of decomposing the irreducible characters is sometimes called Lusztig-Jordan decomposition.
By analogy with Jordan decomposition of conjugacy classes, the semisimple part of X would be θL and
the unipotent part would be XLϕ. It is indeed well-known that if C is a conjugacy class of GF , x ∈ C,
L = CG(xs), then RGL (1Lxs ∗ 1Lxu) = 1C where ∗ is the usual convolution product on C(GF ) defined by
( f ∗ h)(g) = ∑y∈GF f (y)h(gy−1).
2.5.6. Characters of gln(Fq): The characters of gln(Fq) were first studied by Springer [45].
We denote by Fun(gF) the Qℓ-vector space of all functions gF → Qℓ and by C(gF) the subspace of all
functions f : gF → Qℓ which are GF -invariant, i.e., for any h ∈ GF and any x ∈ gF , f (Ad(h)x) = f (x). If
O is a GF-orbit of gF and σ ∈ O, then we denote either by 1O or 1Gσ ∈ C(gF) the characteristic function of
O, i.e., 1Gσ(x) = 1 if x ∈ O and 1Gσ(x) = 0 otherwise. We are interested in the characters (non-necessarily
irreducible) of the abelian group (gF ,+) which are GF-invariant, i.e., which are in C(gF). We call them the
invariant characters of gF . We say that an invariant character of gF is irreducible if it can not be written as
a sum of two invariant characters. We denote by IrrGF (gF) the set of irreducible invariant characters of gF .
We now describe them in terms of Fourier transforms.
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We fix once for all a non-trivial additive character Ψ : Fq → Q×ℓ and we denote by µ : g × g → Fq the
trace map (a, b) 7→ Trace(ab). It is a non-degenerate G-invariant symmetric bilinear form defined over Fq.
We define the Fourier transform F g : Fun(gF) → Fun(gF) with respect to (Ψ, µ) by
F g( f )(x) =
∑
y∈gF
Ψ (µ(x, y)) f (y). (2.5.3)
Note that for σ, x ∈ gF ,
F g(1Gσ)(x) =
∑
y∈OGFσ
Ψ(µ(x, y)).
For a fixed y ∈ gF , the map gF → Qℓ, x 7→ Ψ (〈x, y〉) is an irreducible characters of the abelian finite group
(gF ,+). Therefore F g(1Gσ), being a sum of characters of (gF ,+), is a character of (gF ,+). Since the sum is
over a single adjoint orbit it is clearly an irreducible invariant character, i.e., F g(1Gσ) ∈ IrrGF (gF).
Let L be an F-stable Levi subgroup of G and let l be its Lie algebra. We also have a Deligne-Lusztig
induction C(lF) → C(gF) defined in [34]. Let ω : gnil → Guni be the G-equivariant isomorphism given by
v 7→ v + 1. For an F-stable maximal torus T of G with t := Lie(T ), the Deligne-Lusztig induction Rg
t
is
defined by the following character formula:
Rg
t
(θ)(x) = |CG(xs)F |−1
∑
{h∈GF | xs∈Ad(h)t}
QCG (xs)hTh−1 (ω(xn)) θ(Ad(h−1)xs) (2.5.4)
where θ ∈ C(tF ) and x ∈ gF . Note that CG(xs) is a Levi subgroup of G. For any semisimple element σ ∈ gF ,
we have the following character formula [35, 7.3.3]:
F g(1Gσ) = ǫGǫL |WL|−1
∑
w∈WL
qdL/2Rg
tw
(
F tw (1Twσ )
)
(2.5.5)
where L = CG(σ), dL = dimG − dim L.
Note that if X is a semisimple character of GLn(Fq), then it is given by Formula (2.5.2) with ϕ˜ = 1.
Hence the character formulas for semisimple characters of GLn(Fq) and gln(Fq) are similar and can be
computed in the same way.
3 Counting with Fourier transforms
Let K be an algebraically closed field isomorphic to C. Fixing such an isomorphism gives us an involution
K → K, x 7→ x such that ζ = ζ−1 for any root of unity ζ in K.
3.1 Group Fourier transform
Let G be a finite group. We construct an analogue of the Fourier transform for class functions of G. For
convenience we introduce the following notation. Let G• be the measure space consisting of G with its
Haar measure, i.e., such that the measure of {g} for g ∈ G is 1/|G|. Clearly, the total mass of G• is 1. Let
C(G•) be the K-vector space of class functions on G (a class function on G is a function which is constant
on conjugacy classes).
Similarly, let G• be the measure space on the set of irreducible characters of G with its Plancherel
measure, i.e., such that the measure of the set {χ} for an irreducible character χ of G is χ(1)2/|G|. Again,
the total mass of G• is 1. Let C(G•) be the K-vector space of functions on G•.
We now define maps F• and F • which are analogues of the Fourier transform for G. We describe some
of their formal properties leaving their proofs to the reader.
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Define F• : C(G•) → C(G•) by
F•( f )(χ) := |G|
∫
G•
f (g) χ(g)
χ(1) dg =
∑
g
f (g) χ(g)
χ(1)
and F • : C(G•) → C(G•) by
F •(F)(g) := |G|
∫
G•
F(χ)
(
χ(g)
χ(1)
)
dχ =
∑
χ
F(χ) χ(1)χ(g).
Up to a factor of |G| these maps are mutual inverses of each other. More precisely,
F • ◦ F• = |G| · 1G• , F• ◦ F • = |G| · 1G• . (3.1.1)
Consider the algebra structures on C(G•) and C(G•) defined by convolution and pointwise multiplica-
tion, respectively. I.e.,
( f1 ∗ f2)(g) :=
∑
g1g2=g
f1(g1) f2(g2), f1, f2 ∈ C(G•)
and
(F1 · F2)(χ) := F1(χ)F2(χ), F1, F2 ∈ C(G•)
(it is easy to check that f1 ∗ f2 is indeed a class function and hence belongs to C(G•)).
The maps F• and F • preserve these operations,
F•( f1) · F•( f2) = F•( f1 ∗ f2), f1, f2 ∈ C(G•),
and
F •(F1) ∗ F •(F2) = |G| · F •(F1 · F2), F1, F2 ∈ C(G•).
Proposition 3.1.1. For f ∈ C(G•) we have
f (1) =
∫
G•
F•( f )(χ) dχ.
Proof. This is just a special case of Fourier inversion (3.1.1) as both sides equal 1|G| F •(F•( f ))(1). 
Given a word w ∈ Fr, where Fr = 〈X1, . . . , Xr〉 is the free group in generators X1, . . . , Xr, we let n(w)
be the function on G defined by
n(w)(z) := #{(x1, . . . , xr) ∈ Gr | w(x1, . . . , xr) = z},
where w(x1, . . . , xr) is a shorthand for φ(w) ∈ G with φ : Fr −→ G the homomorphism mapping each Xi to
xi.
Since w(x1, . . . , xr) = z implies w(ux1u−1, . . . , uxru−1) = uzu−1 for any u ∈ G it is clear that n(w) is a
class function. For convenience we define
N(w) := F•(n(w)) ∈ C(G•).
The following lemma is straightforward and we omit its proof.
Lemma 3.1.2. 1) For a word w ∈ Fr
n(w)(1) =
∫
G•
N(w)(χ) dχ
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2) If w1,w2 are two words in separate sets of variables then
n(w1w2) = n(w1) ∗ n(w2).
3) Let C1, . . . ,Ck be conjugacy classes in G and w ∈ Fr. For z ∈ G the number of solutions to
w(x1, . . . , xr)y1 · · · yk = z, xi ∈ G, y j ∈ C j
is given by
n(w) ∗ 1C1 ∗ · · · ∗ 1Ck (z),
where for any conjugacy class C we denote by 1C ∈ C(G•) its characteristic function.
A proof of the following result can be found in [23, 3.2].
Lemma 3.1.3. For w = X1X2X−11 X−12 ∈ F2 we have
N(w)(χ) =
( |G|
χ(1)
)2
.
Finally, putting all the pieces together we see we have the following result.
Proposition 3.1.4. Let C1, . . . ,Ck be conjugacy classes in G. The number of solutions to
[x1, y1] · · · [xg, yg]z1 · · · zk = 1, xi, yi ∈ G, z j ∈ C j,
equals ∫
G•
L(χ)g fχ(C1) · · · fχ(Ck) dχ, (3.1.2)
where
L(χ) :=
( |G|
χ(1)
)2
and for any conjugacy class C
fχ(C) := F•(1C)(χ) = |C| χ(C)
χ(1) .
Remark 3.1.5. The proposition, as well as the introduction of the functions fχ, is due to Frobenius. Proofs
can be found in many places in the literature since then. The purpose of reproving here is to draw as close
a parallel as possible with the additive version of the next section.
3.2 Equivariant Fourier Transform
If the group G of the previous section is abelian what we have is the usual Fourier transform. Here we
consider the situation of an abelian group, which will now denote by A, together with an action of another
group G. We will describe a Fourier transform on A, which is equivariant with respect to the action of G
and parallels the one in §3.1. We will apply this to our main example: A = gln and G = GLn acting via the
adjoint action.
Let A• be as in §3.1 and let X := Hom(A, K×). We have a natural action of G on X as follows.
(g · φ)(a) := φ(g−1 · a).
Given a G-orbit X in X we let
χ :=
∑
φ∈X
φ.
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It is a G-invariant character of the group A. We let A• be the measure space on the set of such χ’s where
the measure of {χ} is χ(0)/|A|. The total measure of A• is 1 as χ(0) = #X.
In analogy with §3.1 we let C(A•) be the K-vector space of functions on A which are G-invariant and
let C(A•) be the K-vector space of functions on A•.
Define F• : C(A•) → C(A•) by
F•( f )(χ) := |A|
∫
A•
f (a) χ(a)
χ(0) da
and F • : C(A•) → C(A•) by
F •(F)(a) := |A|
∫
A•
F(χ)
(
χ(a)
χ(0)
)
dχ.
Note that if f : A → K is constant on G-orbits and φ ∈ X then
∑
a∈A
f (a) φ(a)
is constant on the G-orbit X of φ. Hence we can write this sum as
∑
a∈A
f (a) χ(a)
χ(0) ,
where χ corresponds to X. In other words, F• is (up to scaling) just the usual Fourier transform restricted
to G-invariant functions on A. Similarly, F • is the usual inverse Fourier transform (up to scaling) restricted
to G-stable characters of A. It follows that all the formal properties of the previous section also hold here.
In particular, we have
Proposition 3.2.1. For f ∈ C(A•) we have
f (0) =
∫
A•
F•( f )(χ) dχ.
Now let A = gln(Fq) and G = GLn(Fq) acting via the adjoint action on A. We consider the additive
analogue of Proposition 3.1.4. For x, y ∈ A let [x, y] := xy − yx. For fixed φ ∈ X and y ∈ A the map
x 7→ φ([x, y]) is in X. Let CA(φ) be the subgroup of y ∈ A for which this character is trivial. Its cardinality
only depends on the G-orbitX of φ and the order of A/CA(φ) is a square since it carries the non-degenerate
pairing induced from φ([·, ·]). Define c(χ) := |A/CA(φ)|
1
2 , where χ =
∑
φ∈X φ ∈ A• is associated to X.
Proposition 3.2.2. Let O1, . . . ,Ok be G-orbits in A. The number of solutions to
[x1, y1] + · · · + [xg, yg] + z1 + · · · + zk = 0, xi, yi ∈ A, z j ∈ O j,
equals ∫
A•
L(χ)g fχ(O1) · · · fχ(Ok) dχ,
where
L(χ) :=
( |A|
c(χ)
)2
and
fχ(O) := F•(1O)(χ) = |O| χ(O)
χ(0) .
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Proof. We may proceed exactly as with the proof of Proposition 3.1.4 thanks to the formal properties of
the Fourier transform. The analogue of Lemma 3.1.3 is the following calculation. Let n ∈ C(A•) be the
function whose value at a ∈ A is the number of solutions x, y ∈ A of [x, y] = a. Then with our previous
notation
F•(n)(χ) =
∑
a∈A
n(a) φ(a) =
∑
x,y∈A
φ([x, y]).
The sum
∑
x∈A φ([x, y]) vanishes unless y ∈ CA(φ) in which case it equals |A|. Hence F•(n)(χ) = |A| |CA(φ)|.

Remark 3.2.3. With the notation of §2.5.6, the GLn(Fq)-invariant characters of gln(Fq) are the functions
F g(1O) where O describes the set of adjoint orbits. Then note that
F•(1O ′ ) (F g(1O)) = F g(1O ′ )(O).
and c (F g(1O)) =
(
|gln(Fq)|q−dim CG (x)
) 1
2
where x ∈ O.
4 Sums of character values
In this section we obtain a formula which will be used, together with the results of §3, to compute the
number of Fq-rational points of character and quiver varieties over Fq. Here G = GLn(Fq).
4.1 Types of conjugacy classes, irreducible characters and Levi subgroups
Let C be a conjugacy class of GF . The Frobenius f : Fq → Fq, x 7→ xq acts on the set of eigenvalues of C,
therefore we may write the set of eigenvalues of C as a union of 〈 f 〉-orbits
{γ1, γq1, . . . }
∐
{γ2, γq2, . . . }
∐
· · ·
∐
{γs, γqs , . . . }
Put di = #{γi, γqi , . . . } and let mi be the multiplicity of γi. Clearly
∑
i midi = n. The unipotent part of an
element of C defines a unique partition λi of mi given by the Jordan blocks. Then λ = (d1, λ1) · · · (ds, λs) ∈
Tn is called the type of C. When q ≥ n, any type ω ∈ Tn arises as the type of some conjugacy class of GF .
The types of the semisimple conjugacy classes are of the form (d1, 1n1) · · · (dr, 1nr ) where n1, . . . , nr are the
multiplicities of the eigenvalues and (1ni) is the trivial partition (1, . . . , 1) of ni.
Lemma 4.1.1. Let ω ∈ Tn and let σ ∈ GF be an element of type ω. Then
Hω(0, √q) = q
g dim CG (σ)
|CGF (σ)|
where Hω(z,w) =∏i Hωi(zdi ,wdi ) for ω = (d1, ω1) · · · (dr, ωr).
Proof. This follows from Formula (2.3.22) and the identities dim CG(σ) = ∑ri=1 di〈ωi, ωi〉 and |CGF (σ)| =∏r
i=1 aωi(qdi) which are well-known.

Recall (see §2.5) that an irreducible character X of GF arises from a datum (L, θL, ϕ). There exist
positive integers di, ni, i ∈ {1, . . . , s} such that
L ≃
s∏
i=1
GLni (Fq)di .
We choose the indexing such that d1 ≥ d2 ≥ · · · ≥ ds, and ni ≥ n j if i > j and di = d j. Let Sn be the
symmetric group in n letters and let ν ∈ Sn ≃ WG, where WG is the Weyl group of G (with respect to some
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split F-stable maximal torus), be such that the map z 7→ νzν−1 acts on each component of ∏si=1 GLni(Fq)di
by circular permutation of the di blocks of length ni. Then
(L, F) ≃

s∏
i=1
GLni (Fq)di , νF
 (4.1.1)
and so LF is isomorphic to ∏si=1 GLni (Fqdi ). Moreover
(WL, F) ≃

s∏
i=1
(Sni)di , ν
 .
The F-conjugacy classes of WL are thus parametrized by the conjugacy classes of ∏i Sni , i.e., by the set
Pn1 × · · · × Pns . The set of F-stable irreducible characters of WL is in bijection with Irr(Sn1 )× · · · × Irr(Sns )
which, by the Springer correspondence, is parametrized by Pn1 × · · · × Pns in such a way that the trivial
character corresponds to the multi-partition ((n1), . . . , (ns)). Hence ϕ ∈ Irr(WL)F defines a partition λi ∈ Pni
for all i ∈ {1, . . . , s}. The type (d1, λ1)(d2, λ2) · · · (ds, λs) ∈ Tn is called the type of the irreducible character
X of GF . Note that when q ≥ n then any type in Tn arises as the type of some irreducible character of GF .
The type of the semisimple irreducible characters of GF are of the form (d1, (n1))(d2, (n2)) · · · (ds, (ns)).
It will be convenient to introduce the set ˆTn of non-increasing sequences (d1, n1) · · · (dr, nr) with di, ni ∈
Z>0 and
∑
i dini = n where (d, k) > (d′, k′) if d > d′, or d = d′ and k > k′.
The types of the semisimple conjugacy classes are in bijection with ˆTn by
(d1, 1n1) · · · (dr, 1nr ) 7→ (d1, n1) · · · (dr, nr).
Similarly ˆTn parametrizes the types of the semisimple irreducible characters of GF by
(d1, (n1)) · · · (dr, (nr)) 7→ (d1, n1) · · · (dr, nr).
The map which assigns to a semisimple element of G the Levi subgroup CG(σ) gives a natural bijection
between the types of the semisimple conjugacy classes of GF and the GF-conjugacy classes of the F-stable
Levi subgroups of G. We will use the set ˆTn to parametrize the GF-conjugacy classes of the F-stable Levi
subgroups of G. Namely if λ = (d1, n1) · · · (dr, nr) ∈ ˆTn, then a representative L of the corresponding
GF-conjugacy class will satisfy (4.1.1). In this case we say that L is of type λ.
4.2 Generic characters and generic conjugacy classes
Let L be an F-stable Levi subgroup of G. We say that a linear character Γ of ZFL is generic if its restriction
to ZFG is trivial and its restriction to ZFM is non-trivial for any F-stable proper Levi subgroup M of G such
that L ⊂ M. We put
(ZL)reg := {x ∈ ZL|CG(x) = L}.
We have the following proposition.
Proposition 4.2.1. Assume that L is of type ω = (d1, n1)(d2, n2) · · · (dr, nr) ∈ ˆTn and that Γ is a generic
linear character of ZFL . Then ∑
z∈(ZL)Freg
Γ(z) = (q − 1)Koω
with
Koω =

(−1)r−1dr−1µ(d)(r − 1)! if for all i, di = d
0 otherwise
where µ is the ordinary Mo¨bius function.
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Proof. Let νω be an element of Sn such that the map z 7→ νωzν−1ω induces an action on each component of
M :=
∏
i GLni (Fq)di by circular permutation of the di blocks of length ni. Then (L, F) ≃ (M, Fω) where Fω
is the Frobenius on G defined by Fω(g) = νωF(g)ν−1ω . Then the character Γ can be transferred to a generic
character ΓM of ZFωM . Its restriction to Z
Fω
G is also trivial. Then
∑
h∈(ZM )Fωreg ΓM(h) =
∑
h∈(ZL)Freg Γ(h). We denote
by P(ω) the set of Levi subgroups H of G such that M ⊂ H ⊂ G and P(ω)Fω the elements of P(ω) fixed
by Fω. We have the following partition ZM =
∐
H∈P(ω)(ZH)reg. Indeed, if z ∈ ZM , then CG(z) is a Levi
subgroup H of G and clearly z ∈ (ZH)reg. If H ∈ P(ω) then Fω(H) ∈ P(ω), and (ZH)reg ∩ (ZFω(H))reg = ∅
unless H ∈ P(ω)Fω . Therefore Fω preserves the above partition, and ZFωM =
∐
H∈P(ω)(ZH)Fωreg. We define a
partial order on P(ω) by, H1 ≤ H2 if ZH1 ⊂ ZH2 (i.e. if H2 ⊂ H1). Then G is the unique minimal element and
M is the unique maximal element. We have a map ǫ : P(ω)Fω → Qℓ that sends H ∈ P(ω)Fω to
∑
z∈ZFωH ΓM(z)
and a map ǫ′ : P(ω)Fω → Qℓ that sends H ∈ P(ω)Fω to
∑
z∈(ZH )Fωreg ΓM(z). Since Z
Fω
H =
∐
E≤H (ZE)Fωreg for all
H ∈ P(ω)Fω , we have ǫ(H) = ∑E≤H ǫ′(E) for all H ∈ P(ω)Fω . Then by inclusion-exclusion principle, we
have ǫ′(H) = ∑E≤H µω(E, H)ǫ(E) for all H ∈ P(ω)Fω where µω is the Mo¨bius function on the poset P(ω)Fω .
In particular ∑
z∈(ZM )Fωreg
ΓM(z) =
∑
H≤M
µω(H, M)
∑
z∈ZFωH
ΓM(z).
Using the assumption on Γ, we deduce that∑
z∈(ZM )Fωreg
ΓM(z) = (q − 1)µω(G, M)
Let us compute µω(G, M). An element of ZM is a diagonal matrix A ∈ ∏ri=1 GLni (Fq)di such that each
component of A in GLni (Fq) is central. We identify ZM with
∏r
i=1
(
F
×
q
)di in the obvious way. Then the
elements of (ZM)reg correspond to the elements of the form (ak,s)1≤k≤r,1≤s≤dk ∈
∏r
i=1
(
F
×
q
)di
where ai, j , ak,l
if (i, j) , (k, l). Let I = {i1,1, . . . , i1,d1 , i2,1, . . . , i2,d2 , . . . , ir,1, . . . , ir,dr} be a set whose elements are indexed
by the pairs (k, s) with 1 ≤ k ≤ r and 1 ≤ s ≤ dk. Then the partition ZM = ∐H∈P(ω)(ZH)reg is indexed by
the partitions of the set I. The part (ZM)reg corresponds to the unique partition of I which has |I| parts, i.e.
to {i1,1}, {i1,2}, . . . , {ir,dr }, and the part ZG = (ZG)reg which is the set of diagonal matrices with exactly one
eigenvalue corresponds to the unique partition of I which has one part. By abuse of notation we denote by
νω ∈ S|I| the element which acts by circular permutation on each subset {ik,1, . . . , ik,dk} of I. Then it induces
an action on the set P(I) of partitions of I which corresponds via the bijection P(I) ≃ P(ω) to the action of
Fω = νωF on P(ω). We denote by O the minimal element of P(I)νω and by 1 the unique maximal element
of P(I)νω . Then µω(G, M) = µ′ω(0, 1) where µ′ω is the Mo¨bius function on the poset P(I)νω . Now µ′ω(0, 1)
was computed by Hanlon [17], and we find that µ′ω(0, 1) = Koω. 
Definition 4.2.2. Let X1, . . . ,Xk be k-irreducible characters of GF . For each i, let (Li, θi, ϕi) be a datum
defining Xi. We say that the tuple (X1, . . . ,Xk) is generic if ∏ki=1 (giθi) |ZM is a generic character of ZFM for
any F-stable Levi subgroup M of G which satisfies the following condition: For all i ∈ {1, . . . , k}, there
exists gi ∈ GF such that ZM ⊂ giLig−1i .
Let C1, . . . ,Ck be k-conjugacy classes of GF . For each i ∈ {1, . . . , k}, let si be the semisimple part of
an element of Ci. Let ˜Ci be the conjugacy class of si in G. We say that the tuple (C1, . . . ,Ck) is generic if
( ˜C1, . . . , ˜Ck) is generic in the sense of Definition 2.1.1.
The proof of the following proposition is similar to that of Proposition 4.2.1.
Proposition 4.2.3. Let (C1, . . . ,Ck) be a generic tuple of semisimple conjugacy classes of GF , let si ∈ Ci
and put Li = CG(si). Assume that M is an F-stable Levi subgroup of G of type ω ∈ ˆTn which satisfies the
following condition: For all i ∈ {1, . . . , k} there exists gi ∈ GF such that ZM ⊂ giLig−1i . Then
∑
θ∈Irrreg(MF )
k∏
i=1
θ(gisig−1i ) = (q − 1)Koω.
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Note that gisig−1i is in the center of giLig
−1
i and so commutes with the elements of ZM , i.e., gisig−1i ∈
CG(ZM) = M. Therefore it makes sense to evaluate θ at gisig−1i in the above formula.
4.3 Calculation of sums of character values
For a partition ν, put Tν := Ttν , where tν ∈ S|ν| is an element in the conjugacy class of type ν . If uτ is a
unipotent element of GF whose Jordan form is given by the partition τ, then the Green polynomial (2.3.16)
Qτν(q) is the value QGTν(uτ) of the Green function QGTν of Deligne-Lusztig defined in §2.5.4.
For µ = (µ1, . . . , µk) ∈ (Tn)k and ω ∈ Tn, define
Hµω(q) :=
(q − 1)Koω
|W(ω)|
k∏
i=1
(−1)n+ f (µi)
∑
τ
z[τ] χ
µi
τ
zτ
∑
{ν| [ν]=[τ]}
Qων (q)
zν
,
ˆHµω(q) :=
(q − 1)Koω
|W(ω)|
k∏
i=1
(−1)n+ f (ω)
∑
τ
z[τ] χωτ
zτ
∑
{ν| [ν]=[τ]}
Qµiν (q)
zν
where Koω := Koπ(ω), for any type τ = (d1, τ1) · · · (dr, τr), f (τ) :=
∑
j |τ j|, and if we write ω = {md,λ}(d,λ), then
W(ω) =∏(d,λ)∈Z>0×P∗ (Z/dZ)md,λ × Smd,λ .
Let (C1, . . . ,Ck) be a generic tuple of conjugacy classes of GF of type µ and let (X1, . . . ,Xk) be a
generic tuple of irreducible characters of GF of type µ.
Theorem 4.3.1. We have
(1) ∑X∏ki=1 X(Ci) = ˆHµω(q) where the sum is over the irreducible characters of GF of type ω.
(2) ∑O∏ki=1 Xi(O) = Hµω(q) where the sum is over the conjugacy classes of GF of type ω.
Remark 4.3.2. Let us denote by Xω(1) the degree of an irreducible character of GF of type ω (the degree
depends only on the type). Hence Formula (3.1.2) in Proposition 3.1.4 applied to GLn reads
∑
X∈Irr(GF )
X(1)2
|GF |
( |GF |
X(1)
)2g k∏
i=1
|Ci|X(Ci)
X(1) =
∑
ω∈Tn
Xω(1)2
|GF |
( |GF |
Xω(1)
)2g 
k∏
i=1
|Ci|
Xω(1)

∑
X
k∏
i=1
X(Ci) (4.3.1)
where the second sum in the right hand side is over the irreducible characters of type ω. Theorem 4.3.1(1)
will be used in §5.2 to obtain an expression of this formula in terms of symmetric functions.
Theorem 4.3.1(2) will be used to prove Theorem 6.1.1.
Proof of Theorem 4.3.1. Let X be an irreducible character of type α ∈ Tn and let O be a conjugacy class of
GF of type β ∈ Tn. We have (see Formula (2.5.2))
X = ǫGǫM |WM |−1
∑
w∈WM
ϕ˜(wF)RGTw(θTw ).
The Fq-rank of M is f (α), so ǫGǫM = (−1)n+ f (α). Let σ ∈ O, and put L = CG(σs). Then for w ∈ WM ,
RGTw(θTw )(σ) = |LF |−1
∑
{h∈GF |σ∈h−1Twh}
QLh−1Twh(σu)θ
Tw (hσsh−1).
We have {h ∈ GF |σ ∈ h−1Twh} = {h ∈ GF |h−1Twh ⊂ L}. Put Aw := {h ∈ G|h−1Twh ⊂ L}. Note that the sum
over AFw depends only on the F-conjugacy class of w in WM . The F-conjugacy classes of WM , and so the
MF -conjugacy classes of the F-stable maximal tori of M, are parametrized by the set of types {τ| τ ∼ α} as
in §4.1. From its definition, the value ϕ˜(wF) depends also only on the F-conjugacy class of w in WM . For
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τ ∈ Tn, we write Tτ, Aτ, ϕ˜(τ) instead of Tw, Aw, ϕ˜(wF) if the F-conjugacy class of w is of type τ. Let c(τ)
be the cardinality of the corresponding F-conjugacy class in WM . Then
X(σ) = (−1)n+ f (α)|LF |−1
∑
τ∼α
∑
h∈AFτ
c(τ)
|WM | ϕ˜(τ)Q
L
h−1Tτh(σu)θ
Tτ (hσsh−1).
We have c(τ)/|WM | = z−1τ and ϕ˜(τ) = χατ . Hence
X(σ) = (−1)n+ f (α)|LF |−1
∑
τ
z−1τ χ
α
τ
∑
h∈AFτ
QLh−1Tτh(σu)θ
Tτ (hσsh−1).
Since by convention χατ = 0 if τ / α, we omit the condition τ ∼ α in the above sum. The map h 7→ h−1Tτh
is a surjective map from the set AFτ onto the set of F-stable maximal tori of L that are in the GF -conjugacy
class (of F-stable maximal tori of G) of type [τ] ∈ Pn. Therefore it induces a surjective map AFτ /LF →
{ν| ν ∼ β, [ν] = [τ]}. Hence
X(σ) = (−1)n+ f (α)
∑
τ
z−1τ χ
α
τ
∑
{ν| [ν]=[τ]}
Qβν(q)
∑
l∈Aν
θTτ (lσsl−1) (4.3.2)
where Aν is the set of elements lLF of AFτ /LF such that the LF -conjugacy class of l−1Tτl is of type ν.
Let us determine the set Aν. The LF -conjugacy classes of the F-stable maximal tori of LF are parametrized
by the set {ν| ν ∼ β}. Let Tν denote an F-stable maximal torus of L whose LF -conjugacy class is of
type ν ∈ {γ|γ ∼ β, [γ] = [τ]}. Then the GF-conjugacy class of Tν is of type [ν] = [τ] and so Tν is
GF-conjugate to Tτ, say Tτ = gTνg−1 with g ∈ GF . We put Bν = {h ∈ G|h−1Tνh ⊂ L}. Then the map
h 7→ g−1h induces a bijection
(
AFτ /LF
)
≃
(
BFν /LF
)
. Since the maximal tori of L are all L-conjugate, the
map NG(Tν) → (Bν/L), n 7→ nL is surjective and commutes with the Frobenius F. This map induces a
bijection (NG(Tν)/NL(Tν)) ∼→ (Bν/L) which commutes with F. We thus have a bijection
(WG(Tν)/WL(Tν))F ∼→ (Bν/L)F .
Since L is connected we get bijections
(WG(Tν)/WL(Tν))F ∼→
(
BFν /LF
)
≃
(
AFτ /LF
)
.
Under this bijection, the elements of Aν correspond to the elements u ∈ (WG(Tν)/WL(Tν))F such that
(Tν)u˙−1F(u˙), u˙ ∈ WG(Tν) being a representative of u, and Tν are LF -conjugate. Now saying that (Tν)u˙−1F(u˙)
and Tν are LF -conjugate is equivalent to saying that u˙−1F(u˙) is in the F-conjugacy class of 1 in WL(Tν),
i.e., u˙−1F(u˙) = w−1F(w) for some w ∈ WL(Tν). We know that WG(Tν)/WL(Tν) ≃ Sn/∏i (S|βi|)di . Under
this bijection, the automorphism F on WG(Tν) induces an automorphism on Sn which stabilizes ∏i(S|βi|)di .
Let us determine the automorphism obtained. Let vβ be an element of Sn such that the automorphism z 7→
vβzv−1β induces an action on each component of
∏
i
(
S|βi |
)di by circular permutation of the di blocks of length
|βi|. Then (WL, F) ≃ (∏i(S|βi|)di , vβ). Now let wν ∈ ∏i(S|βi|)di be in the vβ-conjugacy class of ∏i(S|βi|)di
corresponding to ν, then (WG(Tν), F) ≃
(
Sn,wνvβ
)
, where wνvβ : Sn → Sn, z 7→ wνvβz(wνvβ)−1. We deduce
that Aν is in bijection with the set Wν of elements x
(∏
i(S|βi|)di
)
with x ∈ Sn such that x−1(wνvβ)x =
t(wνvβ)t−1 for some t ∈∏i(S|βi|)di .
Let us determine the cardinality of Aν as we will need it later. Put H =
∏
i(S|βi|)di . We have a bijective map
CSn (wνvβ)/CH(wνvβ) →Wν, xCH(wνvβ) 7→ xH. But |CSn (wνvβ)| = z[τ] and |CH(wνvβ)| = zν, therefore
|Aν| = |Wν| = z[τ]z−1ν . (4.3.3)
Now let us compute
∑
X
∏
i X(Ci) and
∑
O
∏
i Xi(O). We first compute the second sum. Let (L,C) be a
pair of type ω where L is an F-stable Levi subgroup and C and F-stable unipotent conjugacy class of L. Let
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u ∈ C. We have a surjective map (ZL)Freg → {GF − orbits of type ω} that sends z to OGFzu . If s, s′ ∈ (ZL)Freg,
then s and s′ have the same image if there exists g ∈ GF such that g(sC)g−1 = s′C,i.e., gsg−1 = s′ and
gCg−1 = C. The identity gsg−1 = s′ implies that g ∈ NG(L). Therefore the fibers of our map can be
identified with WG(L,C) := {g ∈ GF |g ∈ NG(L) ∩ NG(C)}/LF which is of cardinality |W(ω)|. We thus have
∑
O
k∏
i=1
Xi(O) = 1|W(ω)|
∑
z∈(ZL)Freg
k∏
i=1
Xi(zu).
Applying the Formula (4.3.2) with (α, β) = (µi, ω), we get
∑
O
k∏
i=1
Xi(O) = 1|W(ω)|
∑
τ1,...,τk
∑
{(ν1,...,νk)| [νi]=[τi]}
k∏
i=1
χ
µi
τi z
−1
τi
Qωνi (q)
∑
(l1 ,...,lk)∈Aν1×···×Aνk

∑
z∈(ZL)Freg
k∏
i=1
θ
Tτi
i (lizl−1i )
 .
Put θl
−1
i Tτi li
i (z) := θ
Tτi
i (lizl−1i ) for all z ∈ ZFL . Then
∏
i θ
l−1i Tτi li
i is a linear character of Z
F
L . By assumption, it
is generic and so by Proposition 4.2.1, we have ∑z∈(ZL)Freg ∏i θl−1i Tτi li (z) = (q − 1)Koω, from which we deduce
that:∑
O
∏k
i=1 Xi(O) =
(q − 1)Koω
|W(ω)|
∑
τ1,...,τk
∑
{(ν1,...,νk)| [νi]=[τi]}
k∏
i=1
χ
µi
τi z
−1
τi
Qωνi (q)|Wν1 | · · · |Wνk |.
The assertion (2) of the theorem follows then from the Formula (4.3.3).
Let us now compute
∑
X
∏
i X(Ci). Let (L, χ) be of type ω with L an F-stable Levi subgroup of G and
χ an F-stable irreducible character of WL. Let XLχ be the unipotent character of LF associated to χ. The
map Irrreg(LF) → {X ∈ Irr(GF)| X of type ω} that sends θ to ǫGǫLRGL (θ · XLχ) is surjective and its fibers are of
cardinality |W(ω)|. We thus have
∑
X
k∏
i=1
X(Ci) = 1|W(ω)|
∑
θ∈Irrreg(LF )
k∏
i=1
ǫGǫLRGL (θ · XLχ)(Ci).
The value ǫGǫLRGL (θ · XLχ)(Ci) is of the form X(σ), see Formula (4.3.2), with (α, β) = (ω, µi). Hence
∑
X
k∏
i=1
X(Ci) = 1|W(ω)|
∑
τ1,...,τk
∑
{(ν1,...,νk)| [νi]=[τi]}
k∏
i=1
χωτ z
−1
τi
Qµiνi (q)
∑
(l1,...,lk)∈Aν1×···×Aνk

∑
θ∈Irrreg(LF )
k∏
i=1
θTτi (liσi,sl−1i )

where σi,s is the semisimple part of some fixed element σi ∈ Ci. Recall that for θ ∈ Irrreg(LF ), θTτi is
the restriction of θ to T Fτi . The assertion (1) of the theorem follows from Proposition 4.2.3 and Formula
(4.3.3). 
5 Character varieties
Fix a non-negative integer g and choose a generic tuple (C1,C2, . . . ,Ck) of semisimple conjugacy classes
of GLn(C) of type µ = (µ1, . . . , µk) where µi = (µi1, . . . , µiri) is a partition of n. Recall that the non-negative
integers µi1, . . . , µ
i
ri
are the multiplicities of the distinct eigenvalues of Ci. Let Mµ be the corresponding
complex character variety as defined in §2.1.
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5.1 Independence of the generic eigenvalues
Though the variety Mµ depends on the choice of generic eigenvalues our main Conjecture 1.2.1 predicts
that the mixed Hodge polynomial Hc(Mµ; x, y, t) should not. In general, in GIT problems depending on
parameters, it is normal to see change in cohomology as one crosses a wall of a certain chamber structure
in the space of parameters. In hyperka¨hler situations, however, it has been observed that no change takes
place; see for example [1] and [13].
Generalizing the argument of Corollary 2.2.4 of [23] here we prove that for a dense subset (in the
analytic topology) of generic eigenvalues of multiplicities µ the mixed Hodge polynomial of Mµ is con-
stant. In particular, at least on this dense subset, there is no change of behaviour across walls. We prove
in Corollary 5.2.2 below that the E-polynomial of Mµ is completely independent of the choice of generic
eigenvalues of multiplicities µ.
Proposition 5.1.1. There is a dense subset (in the analytic topology) of generic eigenvalues of multiplicities
µ for which the mixed Hodge polynomial Hc(Mµ; x, y, t) is constant.
Proof. Let r = r1 + · · · + rk be the number of distinct eigenvalues of the conjugacy classes Ci. With the
notation of the proof of Lemma 2.1.2 pick a′ ∈ A′  Gr−1m corresponding to r− 1 algebraically independent
transcendental complex numbers. By a general fact on automorphisms of C/Q any two such choices can be
conjugated by an element of Aut(C/Q). By functiorality the two corresponding varieties have isomorphic
mixed Hodge structures. This proves our claim. 
5.2 E-polynomial
In this section we prove that Mµ is polynomial-count and we give a closed formula for E(Mµ; q). This
formula will be used to compute the Euler characteristic ine §5.3 and later to prove the connectedness of
Mµ (see [20] [21]).
Theorem 5.2.1. The variety Mµ is polynomial-count and its E-polynomial is given by
E(Mµ; q) = q 12 dµHµ
(√
q,
1√q
)
where Hµ(z,w) is defined in (2.3.25) and dµ = dim(Mµ) (see (1.2.1)).
Proof. It is clear that Hµ(z,w) ∈ Q(z,w). Hence Theorem 5.2.3 below implies that there exists Q(x) ∈ Q(x)
such that for all r we have #{Mφµ(Fqr )} = Q(qr). In particular Q(x) is an integer for infinitely many integer
values of x, hence Q(x) ∈ Q[x]. ThereforeMµ is polynomial-count and so our claim follows from Theorem
2.4.1 and Theorem 5.2.3 below. 
The theorem has the following straightforward consequence:
Corollary 5.2.2. The E-polynomial of Mµ does not depend on the choice of the generic semisimple con-
jugacy classes C1, . . . ,Ck of a given type µ.
Let Uµ = Spec(A) be the R-scheme defined in Appendix A. Put Xµ = Spec
(
APGLn(R)
)
. Then the
R-scheme Xµ is a spreading out of Mµ, i.e., Xµ gives back Mµ after extension of scalars from R to C. If
φ : R → k is a ring homomorphism into a field k, we denote by Mφµ the k-scheme obtained from Xµ by
extension of scalars.
Theorem 5.2.3. For any ring homomorphism φ : R → Fq,
#{Mφµ(Fq)} = q
1
2 dµHµ
(√
q,
1√q
)
.
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Proof. Let k be an algebraic closure of Fq. Since PGLn(k) is connected any F-stable PGLn(k)-orbit of
Uφµ(k) contains an F-stable point, i.e., an Fq-rational point. Hence the natural map
Uφµ(Fq)/PGLn(Fq) →
(
Uφµ(k)/PGLn(k)
)F
=Mφµ(Fq)
is surjective. The k-tuple of conjugacy classes (Cφ1, . . . ,Cφk ) being generic, the group PGLn(Fq) acts freely
on Uφµ(Fq), and so the above map is injective. Hence
#{Mφµ(Fq)} =
#{Uφµ(Fq)}
|PGLn(Fq)| .
Let Irr(GF)ω denote the set of irreducible characters of type ω. We denote by Xω(1) the degree of the
irreducible characters in Irr(GF)ω. For i ∈ {1, . . . , k}, let Ci be the conjugacy class Cφi (Fq) of GF = GLn(Fq).
From Proposition 3.1.4 and Theorem 4.3.1(1) (see Remark 4.3.2), we have
#{Uφµ(Fq)} = |GF |2g−1
∑
X∈Irr(GF )
1
X(1)2g−2+k
k∏
i=1
|Ci|X(Ci)
=
∑
ω∈Tn
|GF |2g−1 ∏ki=1 |Ci|
Xω(1)2g−2+k
∑
X∈Irr(GF )ω
k∏
i=1
X(Ci)
=
∑
ω∈Tn
|GF |2g−1 ∏ki=1 |Ci|
Xω(1)2g−2+k
ˆHµ∗ω (q)
=
∑
ω∈Tn
|GF |2g−1(q − 1)Koω
∏k
i=1 |Ci|
|W(ω)|Xω(1)2g−2+k (−1)
kn+k f (ω)
k∏
i=1
A(ω, µi)
with A(ω, µi∗) as in Lemma 2.3.5 where µi∗ is the type in Tn corresponding to the partition µi, see beginning
of this section. For a type ω = (d1, ω1) · · · (dr, ωr), recall (see [40, IV, 6.7])
|GF |
Xω(1) = (−1)
f (ω)Hω(q)q 12 n(n−1)−n(ω).
By Formula (2.3.22) we have H0
µi∗
(0, √q) = |Ci|/|GF | and note that C0ω = Koω/|W(ω)|, see Formula (2.3.10)
and Proposition 4.2.1. Using also Lemma 2.3.5, we thus deduce that:
#{Uφµ(Fq)}
= |GF |(q − 1)
∑
ω∈Tn
(
(−1) f (ω)Hω(q)q 12 n(n−1)−n(ω)
)2g+k−2
C0ω(−1)kn+k f (ω)
k∏
i=1
〈
sω(xi),H0µi∗(0,
√
q) ˜Hµi∗(xi; q)
〉
= |GF |(q − 1)(−1)knq 12 n(n−1)(2g+k−2)
∑
ω∈Tn
C0ω
(
Hω(q)q−n(ω)
)2g+k−2 k∏
i=1
〈
sω(xi),H0µi∗(0,
√
q) ˜Hµi∗ (xi; q)
〉
= |GF |(q − 1)(−1)knq 12 (n2(k+2g−2)−kn)〈∑
ω∈T
C0ωq(1−g)|ω|
(
Hω(q)q−n(ω)
)2g+k−2 k∏
i=1
sω(xi),
k∏
i=1
H0
µi∗
(0, √q) ˜Hµi∗ (xi; q)
〉
= |GF |(q − 1)(−1)knq 12 (n2(k+2g−2)−kn)〈
Log

∑
λ∈P
q(1−g)|λ|
(
Hλ(q)q−n(λ)
)2g+k−2 k∏
i=1
sλ(xi)
 ,
k∏
i=1
H0
µi∗
(0, √q) ˜Hµi∗(xi; q)
〉
= |GF |(q − 1)q 12 (n2(k+2g−2)−kn)−
∑
i n(µi∗)
〈
Log

∑
λ∈P
q(1−g)|λ|
(
Hλ(q)q−n(λ)
)2g+k−2 k∏
i=1
sλ(xi)
 ,
k∏
i=1
hµi(xiy)
〉
.
45
In the third equality |ω| is defined as the size of ω, i.e., |ω| = n if ω ∈ Tn. The last equality follows from
Lemma 2.3.6. For any symmetric functions u and v, 〈u(xy), v(x)〉 = 〈u(x), v(xy)〉. This can be checked on
the basis of power symmetric functions. We deduce from Lemma 2.3.8 that
#{Uφµ(Fq)} = |GF |(q − 1)q
1
2 (n2(k+2g−2)−kn)−
∑
i n(µi∗)
〈
Log
(
Ω(√q, 1/√q)) ,
k∏
i=1
hµi (xi)
〉
.
We thus have
#{Mφµ(Fq)} = (q − 1)2q
1
2 (n2(k+2g−2)−kn)−
∑
i n(µi∗)
〈
Log
(
Ω(√q, 1/√q)) ,
k∏
i=1
hµi(xi)
〉
.
We have Hµ(√q, 1/√q) = (q−1)
2
q
〈
Log
(
Ω(√q, 1/√q)
)
,
∏k
i=1 hµi(xi)
〉
. It remains to check that the remain-
ing power of q is dµ/2, but this follows from the observation that 2n(µi∗) + n =
∑
j(µij)2. 
Here we can prove a consequence of the Curious Poincare´ duality Conjecture 1.2.2.
Corollary 5.2.4. The E-polynomial is palindromic, i.e., it satisfies the ”curious” Poincare´ duality:
E(Mµ; q) = qdµE(Mµ; q−1)
=
∑
i

∑
k
(−1)khi,i;k(Mµ)
 qi
Proof. By Theorem 2.1.5 the variety Mµ is non-singular of pure dimension dµ. Hence the second equality
is a consequence of Formula (2.4.1). From Theorem 5.2.1 we have
E(Mµ; q−1) = q−dµ/2Hµ(1/√q, √q)
= q−dµ/2
(q − 1)2
q
〈∏
i
hµi(xi),Log
(
Ω(1/√q, √q))
〉
From (2.3.24) we conclude that
E(Mµ; q−1) = q−dµ/2 (q − 1)
2
q
〈∏
i
hµi(xi),Log
(
Ω(√q, 1/√q))
〉
= q−dµE(Mµ; q)

5.3 Euler characteristic
The 2g-dimensional torus (C×)2g acts on the character variety Mµ by scalar multiplication on the first 2g
coordinates. Let ˜Mµ be the affine GIT quotient
(
Mµ
)
//(C×)2g. Exactly as in [23][Theorem 2.2.12] we can
argue that
H∗(Mµ)  H∗((C×)2g) ⊗ H∗( ˜Mµ)
as mixed Hodge structures, which implies that
Hc(Mµ; x, y, t) = Hc( ˜Mµ; x, y, t) · (1 + xyt)2g
and hence also
E(Mµ; q) = E( ˜Mµ; q) · (1 − q)2g.
It follows that E(Mµ) = 0 if g > 0. Here we compute E( ˜Mµ) for g > 0.
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Remark 5.3.1. Note, in particular, that Conjecture 1.2.1 (iii) implies that (z − w)2g should divide Hµ(z,w).
This is not readily visible from its definition (1.1.3).
Theorem 5.3.2. Assume that g > 1, then
E( ˜Mµ) =

µ(n) n2g−3 if µ = ((n), . . . , (n))
0 otherwise
where µ is the ordinary Mo¨bius function.
Proof. First note that
E( ˜Mµ) =
〈hµ,Log(Ω(√q, 1/√q))〉
(q − 1)2g−2
∣∣∣∣∣∣
q=1
, (5.3.1)
where, as before, hµ :=
∏k
i=1 hµi (xi). We have by §2.3.6
Ω(√q, 1/√q) =
∑
λ∈P
Aλ, Aλ :=
(
q−
1
2 〈λ,λ〉Hλ(q)
)2g−2 k∏
i=1
˜Hλ(xi; q, q−1). (5.3.2)
Let Un = Un(x1, . . . , xk; q) be defined by
log (Ω(√q, 1/√q)) =∑
n≥1
1
n
Un(x1, . . .xk; q)
then as in (2.3.6)
Un
n
=
∑
mλ
(−1)m−1(m − 1)!
∏
λ
Amλ
λ
mλ!
(5.3.3)
where m :=
∑
λ mλ and the sum is over all sequences {mλ} of non-negative integers such that
∑
λ mλ|λ| = n.
Since (q − 1)|λ| divides Hλ(q), (q − 1)(2g−2)n divides Un as it divides each term in the sum (5.3.3). Let
Vn = Vn(x1, . . . xk; q) be defined by
Log(Ω(√q, 1/√q)) =
∑
n≥1
Vn(x1, . . . , xk; q),
then by (2.3.5)
〈
hµ,Log(Ω(√q, 1/√q))
〉
= 〈hµ,Vn〉 = 1
n
∑
d|n
µ(d)
〈
hµ,Un/d(xd1, . . . , xdk ; qd)
〉
.
Since (q − 1)(2g−2)(n/d) divides Un/d(xd1, . . . , xdk ; qd) for all d, we have
〈hµ,Vn〉
(q − 1)2g−2
∣∣∣∣∣∣
q=1
= 1
n
µ(n)
〈
hµ,
U1(xn1, . . . , xnk ; qn)
(q − 1)2g−2
∣∣∣∣∣∣
q=1
〉
But
U1(xn1, . . . , xnk; qn) = qn(g−1)(qn − 1)2g−2
k∏
i=1
˜H(1)(xni ; qn, q−n)
and ˜H(1)(xn) = p(1)(xn) = p(n)(x). Hence
〈hµ,Vn〉
(q − 1)2g−2
∣∣∣∣∣∣
q=1
=
1
n
µ(n)n2g−3
k∏
i=1
〈hµi (xi), p(n)(xi)〉
=

1
n
µ(n)n2g−3 if µ = ((n), . . . , (n))
0 otherwise
.
The last equality follows from Lemma 2.3.1 
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Theorem 5.3.3. For g = 1
E( ˜Mµ) = 1
n
∑
d|gcd(µij)
σ(n/d)µ(d) ((n/d)!)
k∏
i, j(µij/d)!
.
where σ(m) = ∑d|m d.
Proof. By [40, VI, (8.16)], we have Kλµ(1, 1) = χλ(1n) = n!/h(λ) where h(λ) is the hook length of λ and so
for a partition µ of size n, we have [40, I, p.66]
˜Hµ(x; 1, 1) =
∑
λ
n!
h(λ) sλ(x) = e1(x)
n = h1(x)n.
Hence
Ω(1, 1) =
∑
λ
h|λ|(1,1,...,1) =
∏
m≥1
(
1 − hm1
)−1 (5.3.4)
by Euler’s formula. As before, let Un = Un(x1, . . . , xk) and Vn = Vn(x1, . . . , xk) be the coefficients of
log
(
Ω1(1, 1)
)
and Log
(
Ω1(1, 1)
)
respectively. Then Un = σ(n)h1 and
〈
hµ,Log (Ω(1, 1))
〉
=
〈
hµ,Vn
〉
=
1
n
∑
d|n
σ(n/d)µ(d)
k∏
i=1
〈h1(xdi )n/d, hµi(xi)〉
=
1
n
∑
d|n
σ(n/d)µ(d)
k∏
i=1
〈p(dn/d)(xi), hµi(xi)〉
=
1
n
∑
d|gcd(µij)
σ(n/d)µ(d) ((n/d)!)
k∏
i, j(µij/d)!
.
The last equality follows from Lemma 2.3.1. 
Remark 5.3.4. The task to evaluate the Euler characteristic when g = 0 is more complicated, due to the
presence of high order poles inH0
λ
(√q, 1/√q) at q = 1. See (1.5.8) for a computation in a specific example.
6 The pure part of Hµ(z,w)
In this section we fix once and for all a multi-partition µ = (µ1, . . . , µk) ∈ (Pn)k where µi = (µi1, . . . , µili ).
We give both a representation theoretical and a cohomological interpretation of the pure part Hµ(0,w) of
Hµ(z,w).
6.1 Multiplicities in tensor products
In this section G = GLn(Fq). For a partition µ = (n1, . . . , nr) we define µ† to be the type (1, (n1)1) · · · (1, (nr)1) ∈
T. Let (X1, . . . ,Xk) be a generic tuple of k-irreducible characters of type µ† := (µ1†, . . . , µk†) ∈ Tn. The irre-
ducible characters X1, . . . ,Xk are then semisimple. Put
Rµ :=
k⊗
i=1
Xi.
Let Λ : GF → Qℓ be defined by x 7→ qg dim CG (x). Note that the map x 7→ qdim CG (x) is the character of the
representation of GF in the group algebra Qℓ[gF] where GF acts on gF by the adjoint action.
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Let 〈·, ·〉GF be the non-degenerate bilinear form on C(GF) defined by
〈 f , g〉GF = |GF |−1
∑
x∈GF
f (x)g(x).
Theorem 6.1.1. We have 〈
Λ ⊗ Rµ, 1
〉
GF
= Hµ(0, √q).
Proof. Recall Lemma 4.1.1 which says that if C is a conjugacy class of GF of typeω ∈ Tn, thenHω(0, √q) =
qgdim CG (x)|C|/|GF | where x ∈ C. Hence by Theorem 4.3.1(2)
〈
Λ ⊗
k⊗
i=1
Xi, Id
〉
GF
=
∑
C
|C|
|GF |Λ(C)
k∏
i=1
Xi(C)
=
∑
ω∈Tn
Hω(0, √q)Hµ†ω (q)
=
∑
ω∈Tn
(q − 1)Koω
|W(ω)| Hω(0,
√
q)
k∏
i=1
(−1)n+ f (µi†)
〈
sµi†
(xi), ˜Hω(xi; q)
〉
= (−1)kn+
∑
i f (µi†)
∑
ω∈Tn
(q − 1)C0ωHω(0,
√
q)
〈∏
i
sµi†
(xi),
∏
i
˜Hω(xi; q)
〉
= (−1)kn+
∑
i f (µi†)(q − 1)
〈∏
i
sµi†
(xi),
∑
ω∈Tn
C0ωHω(0,
√
q)
∏
i
˜Hω(xi; q)
〉
= (q − 1)
〈∏
i
hµi (xi),Log
(
Ω
(0, √q))
〉
The last equality follows from the fact that f (µi†) = n and sµi† (x) = s(µi1)1 (x) · · · s(µili )1 (x) = hµi(x). 
6.2 Poincare´ polynomial of quiver varieties
Here we assume that µ is indivisible so that we can choose a generic tuple (O1, . . . ,Ok) of semisimple
adjoint orbits of gln(C) of type µ. Let Qµ be the corresponding complex quiver variety as in §2.2.
The aim of this section is to prove the following theorem.
Theorem 6.2.1. The compactly supported Poincare´ polynomial of Qµ is given by
Pc(Qµ; t) = tdµHµ (0, t) .
As we did for the character variety in Appendix 7.1, we define a spreading out Yµ/R of Qµ such that
for any ring homomorphism φ : R → K into an algebraically closed field K, the adjoint orbits Oφ1 , . . . ,Oφk
of gln(K) are generic and of same type as O1, . . . ,Ok. Let Qφµ denote the corresponding quiver variety over
K.
Theorem 6.2.2. For any ring homomorphism φ : R → Fq we have
#{Qφµ(Fq)} = q
1
2 dµHµ
(0, √q) . (6.2.1)
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Theorem 6.2.1 follows from Proposition 2.4.2, Proposition 2.2.6, and Theorem 6.2.2. Indeed, Theorem
6.2.2 implies that Qgµ/C is polynomial-count (see remark just after Theorem 5.2.3).
We now prove Theorem 6.2.2.
For i ∈ {1, . . . , k}, let Oi be the adjoint orbit Oφi (Fq) of gF = gln(Fq). As in the character variety case we
show that
#{Qφµ(Fq)} =
#{Vφµ(Fq)}
|PGLn(Fq)| .
Let Λ : gF → Qℓ, x 7→ qg dim CG (x). By Proposition 3.2.2 and Remark 3.2.3, we have
#{Qφµ(Fq)} = qn
2(g−1)(q − 1)
∑
O
|O|
|GF |Λ(O)
k∏
i=1
F g(1Oi)(O)
= qn
2(g−1)(q − 1)
∑
ω∈Tn
Hω(0, √q)
∑
O
k∏
i=1
F g(1Oi)(O)
where the second sum is over the adjoint orbits O of gF of type ω. The type of adjoint orbits is defined
exactly as for conjugacy classes, see §4.1. We need the following lemma
Lemma 6.2.3. Given ω ∈ Tn, we have
∑
O
k∏
i=1
F g(1Oi)(O) =
q1+
∑
i di/2
q − 1 H
µ†
ω (q)
where the sum is over the adjoint orbits of type ω, where µ† is as in §6.1 and where di = n2 −∑ j(µij)2.
Proof. We first remark that if C is a semisimple adjoint orbit of gF of type (1, 1n1)(1, 1n2) · · · (1, 1nr ), then
by Formula (2.5.5)
F g(1C) = ǫGǫL |WL|−1
∑
w∈WL
qdL/2Rg
tw
(
F tw (1Twσ )
)
where L =
∏r
i=1 GLni (Fq) and where σ ∈ C ∩ L.
If X is an irreducible character of type (1, (n1)1)(1, (n2)1) · · · (1, (nr)1), by Formula (2.5.2) we have
X = ǫGǫL|WL|−1
∑
w∈WL
RGTw
(
θTw
)
where L =
∏r
i=1 GLni (Fq). Hence from the formulae (2.5.1) and (2.5.4) we see that the calculation of
the values of X and F g(1C) is completely similar. We thus may follow the proof of Theorem 4.3.1(2) to
compute
∑
O
∏k
i=1 F g(1C)(O). To do that we need to use the Lie algebra analogue of Proposition 4.2.1
which is as follows. Let M be an F-stable Levi subgroup of G of type ω ∈ ˆTn with Lie algebra m. We say
that a linear character Θ : z(m)F → Qℓ is generic if its restriction to z(g)F is trivial and if for any proper
F-stable Levi subgroup H containing M, its restriction to z(h)F is non-trivial. Put
z(m)reg := {x ∈ z(m)|CG(x) = M}.
Then ∑
z∈z(m)Freg
Θ(z) = qKoω
where Koω is as in Proposition 4.2.1. The proof of this identity is completely similar to that of Proposition
4.2.1 except that here we are working with additive characters of Fq instead of multiplicative characters of
F×q . This explains the coefficient q instead of q − 1. 
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We thus have
#{Qφµ(Fq)} = qn
2(g−1)(q − 1)
∑
ω∈Tn
Hω(0, √q)q
1+
∑
i di/2
q − 1 H
µ†
ω (q)
= qdµ/2
∑
ω∈Tn
Hω(0, √q)Hµ†ω (q).
We may now proceed as in the proof of Theorem 6.1.1 to complete the proof of Theorem 6.2.2.
6.3 Quiver representations, Kac-Moody algebras and the character ring of GLn(Fq)
Let Γ be the comet-shaped quiver associated to g and µ as in §2.2 and let v be the dimension vector with
dimension ∑lj=1 µij at the l-th vertex on the i-th leg. Then
Theorem 6.3.1. For µ indivisible the two followings are equivalent:
(a)
〈
Λ ⊗ Rµ, 1
〉
, 0.
(b) The quiver variety Qµ is non-empty.
For g = 0 (a) or (b) hold if and only if v is a root of the Kac-Moody algebra associated to Γ.
Proof. The equivalence between (a) and (b) follows from the theorems 6.2.1 and 6.1.1. If g = 0, then it is
proved by Crawley-Boevey [3, §6] that Qµ is non-empty if and only if v is a root. 
As mentioned in the introduction, the problem of the non-emptiness of Qµ in the genus g = 0 case,
which is part of the Deligne-Simpson problem, was first solved by Kostov [29][30]. The equivalence of
(a) and (b) in Theorem 6.3.1 is formally similar to the connection between Horn’s problem (which asks for
which partitions λ, µ, ν does Hλ + Hµ + Hν = 0 have solutions in Hermitian matrices) and the problem of
the non-trivial appearance of the trivial representation in the tensor product Vλ ⊗ Vµ ⊗ Vν of the irreducible
representations Vλ,Vµ,Vν of GLn(C) [28].
We conclude with a naturally arising question: Can the identity Aµ(q) =
〈
Λ ⊗ Rµ, 1
〉
in §1.4 be strength-
ened by establishing an explicit bijection between the set of isomorphic classes of absolutely indecompos-
able representations of Γ and a basis of (VΛ ⊗ V1 ⊗ · · · ⊗ Vk)GLn(Fq) where VΛ :=
(
Qℓ[gln(Fq)]
)⊗g
and Vi is a
representation of GLn(Fq) which affords the characterXi?
7 Appendices
7.1 Appendix A
Fix integers g ≥ 0, k, n > 0. We now construct a scheme whose points parametrize representations of
the fundamental group of a k-punctured Riemann surface of genus g into GLn with prescribed images in
conjugacy classes C1, . . . ,Ck at the punctures. We give the construction of this scheme in stages to alleviate
the notation.
Fix µ = (µ1, µ2, . . . , µk) ∈ Pnk and let aij, for i = 1, . . . , k; j = 1, . . . , ri := l(µi), be indeterminates.
We should think of ai1, . . . , a
i
ri
as the distinct eigenvalues of Ci each with multiplicity µij; it will be in fact
convenient to work with the multiset Ai := {ai1, . . . , ai1, ai2, . . . , ai2, . . . , airi , . . . , airi}. To simplify we write
[A] :=∏a∈A a for any multiset A ⊆ Ai.
Let
R0 := Z[aij]/ (1 − [A1] · · · [Ak])
and consider the multiplicative set S ⊆ R0 generated by (the classes of) aij1 − aij2 for j1 , j2 and 1 −
[A′1] · · · [A′k] for A′i ⊆ Ai of the same cardinality n′ with 0 < n′ < n.
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Since R0 is reduced and S does not contain 0 the localization
R := S −1R0
is not trivial (R is a ring with 1). We refer to it as the ring of generic eigenvalues of type µ.
In the special case where k = 1 and µ = (n) we have
R0 = Z[a]/(1 − an)
and S ⊆ R0 is the multiplicative set generated by 1 − an′ for 1 ≤ n′ < n.
Lemma 7.1.1. For k = 1 and µ = (n) the ring R = S −1R0 is isomorphic to Z[ 1n , ζn], where ζn is a primitive
n-th root of unity.
Proof. The natural map ψ : R0 → R = S −1R0 has kernel the ideal generated by (1 − an)/(1 − an′) for
1 ≤ n′ < n. This means that ψ factors through Z[ζn] →֒ R with ψ(a) = ζn. Since
n−1∏
i=1
(1 − ζ in) = n
and each factor is in the image of S it follows that 1
n
∈ R. Hence Z[ 1
n
, ζn] →֒ R.
By the same token the map φ : R0 → Z[ 1n , ζn] sending a to ζn takes 1 − an
′
to a unit. Hence by the
universal property of R there is a unique extension φ : R → Z[ 1
n
, ζn]. This completes the proof. 
In general, we have a map Z[a]/(1−ad) →֒ R0, where d := gcd(µij), defined by sending a to
∏
i, j(aij)µ
i
j/d
.
By the lemma we get Z[ 1d , ζd] →֒ R.
Recall the definitions from §2.1. Note that up to a possible reordering of eigenvalues of equal mul-
tiplicity a map φ : R → K uniquely determines a k-tuple of semisimple generic conjugacy classes
(Cφ1 ,Cφ2 , . . . ,Cφk ) of type µ in GLn(K) satisfying (2.1.2) and conversely (Cφi has eigenvalues φ(aij) of multi-
plicities µij).
Consider the algebra A0 over R of polynomials in n2(2g + k) variables, corresponding to the entries of
n × n matrices A1, . . . , Ag; B1, . . . , Bg; X1, . . . , Xk, with
det A1, . . . , det Ak; det B1, . . . , det Bk; det X1, . . . , det Xk
inverted. Let In be the identity matrix and for elements A, B of a group put (A, B) := ABA−1B−1.
Define I0 ⊂ A0 to be the radical of the ideal generated by the entries of
(A1, B1) · · · (Ag, Bg)X1 · · · Xk − In, (Xi − ai1In) · · · (Xi − airi In), i = 1, . . . , k
and the coefficients of the polynomial
det(tIn − Xi) −
ri∏
j=1
(t − aij)µ
i
j
in an auxiliary variable t. Finally, let A := A0/I0 and Uµ := Spec(A).
Let φ : R → K be a map to a field K and let Uφµ be the corresponding base change of Uµ to K. A
K-point of Uφµ is a solution in GLn(K) to
(A1, B1) · · · (Ag, Bg)X1 · · · Xk = In, Xi ∈ Cφi ,
where, as before, Cφi is the semisimple conjugacy class in GLn(K) with eigenvalues φ(ai1), . . . , φ(airi) of
multiplicities µi1, . . . , µ
i
ri
.
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Hence, if Σg is a compact Riemann surface of genus g with punctures S = {s1, . . . , sk} ⊆ Σg then Uφµ(K)
can be identified with the set
{ρ ∈ Hom
(
π1(Σg \ S ),GLn(K)
)
| ρ(γi) ∈ Cφi },
(for some choice of base point, which we omit from the notation). Here we use the standard presentation
π1(Σg \ S ) = 〈α1 . . . , αg; β1 . . . , βg; γ1 . . . , γg | (α1, β1) · · · (αg, βg)γ1 · · · γk = 1〉
(γi is the class of a simple loop around si with orientation compatible with that of Σg).
Remark 7.1.2. A completely analogous construction works for the quiver case in the case that µ is indivis-
ible yielding an affine scheme Vµ with similar properties. For example, in the definition of R0 and R we
replace the product of elements in a multiset by their sum to guarantee genericity (see 2.2.1). The primes
p ∈ Z that become invertible in R are those that are smaller than mini max j µ ji (compare with (2.2.1)).
7.2 Appendix B
Here we prove a version of the smooth-proper base change theorem. A closely related result was obtained
by Nakajima [4, Appendix].
Theorem 7.2.1. Let X be a non-singular complex algebraic variety and f : X → C a smooth morphism, i.e.
a surjective submersion. Let C× act on X covering a positive power of the standard action on C such that
the fixed point set XC× is complete and for all x ∈ X the limλ→0 λx exists. Then the fibers have isomorphic
cohomology supporting pure mixed Hodge structures.
Proof. The proof is similar to that of [22, Lemma 6.1], we give the details to be self-contained. By base
change if necessary we can assume that the C×-action on X covers the standard action on C. Let C× act on
C2 by λ(z,w) = (λz,w). Then C2 → C given by (z,w) 7→ zw is C×-equivariant with the standard action on
C. Let now X′ denote the base change of X via this map, in other words X′ = {(x, z,w) ∈ X×C2| f (x) = zw}.
X′ then inherits the C× action given by λ(x, z,w) = (λx, λz,w). Then f induces the map f ′ : X′ → C by
f (x, z,w) = w which is equivariant with respect to the trivial action on the base. By [44, Theorem 11.2]
the set U ⊂ X′ of points u ∈ X′ such that limλ→∞ λu does not exist is open and there exists a geometric
quotient X := U//C× which is proper over C via the induced map f : X → C. Indeed it is a completion of
X over C as X ⊂ X naturally by the embedding x 7→ C×(x, 1, f (x)).
We now show that f is topologically trivial. It is not entirely straightforward, as X is only an orbifold,
because the action of C× on U may not be free, there could be points with finite stablizers. However the
multiplicative group R×+ of positive real numbers acts on U as a subgroup of C×. Therefore the action of
R× on U is free. It is properly discontinuous because the action of C× on U is properly discontinuous as
U → X is a geometric quotient. The quotient space U/R×+ is therefore a smooth manifold and the total
space of a principal T := U(1) orbi-bundle over the orbifold X, which is proper over C. Hence the induced
map f+ : U/R×+ → C is a proper submersion. Thus by choosing a T-invariant Riemannian metric on U/R×+
and flowing perpendicular to the projection, we find a T-equivariant trivialization of f+ in the analytic
topology. Dividing out by the T action yields a trivialization of f in the analytic topology. Consequently
the restriction H∗(X) → H∗(Xw) to the cohomology of any fibre of f is an isomorphism.
Note that Z := X \ X = {C×(x, 0,w)| limλ→∞ λx exists } is trivial over C, therefore H∗(Z) → H∗(Zw) is
an isomorphism. Applying the Five Lemma to the long exact sequences of the pairs (X, Z) and (Xw, Zw)
we get that H∗(X, Z)  H∗(Xw, Zw)  H∗cpt(Xw). Thus any two fibres of f have isomorphic cohomology, in
particular H∗cpt(Xw)  H∗cpt(X0) for all w ∈ C. As X0 is a proper orbifold (in particular a rational homology
manifold) [7, 8.2.4] implies that its cohomology has pure mixed Hodge structure. Finally, by standard
Morse theory arguments H∗(X0) → H∗(X0) is surjective thus H∗(X0) also has pure mixed Hodge structure.
The proof is complete. 
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