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Abstract— Deep dictionary learning seeks multiple dictionaries at different image scales to capture complementary coherent
characteristics. We propose a method for learning a hierarchy of synthesis dictionaries with an image classification goal. The
dictionaries and classification parameters are trained by a classification objective, and the sparse features are extracted by reducing a
reconstruction loss in each layer. The reconstruction objectives in some sense regularize the classification problem and inject source
signal information in the extracted features. The performance of the proposed hierarchical method increases by adding more layers,
which consequently makes this model easier to tune and adapt. The proposed algorithm furthermore, shows remarkably lower fooling
rate in presence of adversarial perturbation. The validation of the proposed approach is based on its classification performance using
four benchmark datasets and is compared to a CNN of similar size.
Index Terms—Image classification, deep learning, sparse representation.
F
1 INTRODUCTION
T HE key step to the complex task of classifying images isthat of obtaining features of these images which encompass
relevant information, e.g., label information. The two most well-
known research directions in this regard are Deep Neural Networks
and Dictionary Learning for Sparse Representation.
Deep Neural Networks: In recent years, Deep Neural Networks
(DNNs), and more specifically Convolutional Neural Networks
(CNNs) [5], [20], showed impressive results in many applications,
in particular, signal and image processing [6], [35]. A Convolu-
tional Neural Network consists of multiple layers and a different
number of filters in each layer. Despite these significant achieve-
ments, there is still little theoretical understanding of the learning
process in these networks. Invariant scattering convolution [4] is
among the few works to provide a theoretical perspective of CNN.
This technique specializes the filters in CNN to be fixed wavelet
functions. As the wavelet transform is invariant to translation and
rotation, the features from the scattering transform are invariant to
these transformations as well.
Dictionary Learning for Sparse Representation: Parsimonious
data representation by learning overcomplete dictionaries has
shown promising results in a variety of problems such as image
denoising [7], image restoration [39], audio processing [11], and
image classification [41]. This frame-like representation of each
data vector as a linear combination of atoms carries a sparse notion
of the associated coefficients. Using Sparse Representation-based
Classification (SRC) [37], one can represent an image as a com-
bination of a few images in the training dataset. This is followed
subsequently by a classifier based on these feature vectors. The
proposed refinements were task-driven dictionary learning [22]
and Label Consistent K-SVD (LC-KSVD) [17] which jointly learn
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an overcomplete dictionary, sparse representation, and classifica-
tion parameters.
The aforementioned dictionary learning methods are based on
entire images for training the dictionary and finding the sparse
representation, which can be computationally expensive. These
potentially lead to a poor performance when the training dataset is
small. Convolutional Neural Networks, however, learn the initial
features from small image patches and build a hierarchy of the
features at different scales. Contrary to conventional wisdom,
several experimental studies [12], [13] have reported that deeper
neural networks are more difficult to train, and adding more
layers, eventually leads to decreased performance. Part of the
this mentioned problem is due to the vanishing/exploding gradient
effect during training. This problem persists despite mitigations
such as batch normalization [13].
To cope with the CNN’s fore-noted limitations, and to exploit
the deep structure intrinsic to data, we propose a principled
hierarchical (deep) dictionary learning to be learned while achiev-
ing optimal classification. Within this framework, the front layer
dictionary is learned on small image patches, and the subsequent
layer dictionaries are learned on larger scales. Put simply, the
initial scale captures the fine low-level structures comprising the
image vectors, while the next scales coherently capture more
complex structures. The classification is ultimately carried out
by assembling the final and largest scale features of an image
and assessing their contribution. In contrast to CNN, we show
that the performance of the proposed DDL method improves with
additional layers, hence indicating an amenability to tuning, and a
better potential for more elaborate learning tasks such as transfer
learning.
Inspired by the study in [31] on neural networks, we show,
using an information theoretic argument that DDL is a sensible
approach to image classification. We show that under a cer-
tain generative model, DDL maximizes the mutual information
I(A∗,Y ) between the optimal representation of the observed
data/signals and the labels. The optimal representation, A∗, is
obtained by maximizing their mutual information I(X,A) with
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2the input signals. In the dictionary learning framework, we show
that the proposed model simplifies to a joint learning of the
dictionary and the classification parameter, which we subsequently
generalize into hierarchically/deeply learning the dictionaries over
different layers.
On account of the parsimony of our dictionary atom repre-
sentation of features at each layer, our proposed method exhibits
a remarkably lower fooling rate to adversarial perturbation and
random noises. In light of the limited performance of the state of
the art classifiers as a result of a single additive perturbation [9],
[27], [28], the robustness displayed by our proposed algorithm
is significant and points to a promise of the approach. Our
contributions in this paper are summarized as as follows:
• One of the novelties of this paper is in rigorously showing the
importance of aiming for a high mutual information between
the original signal and the output of each layer. This is in fact
in agreement with the conclusion of the Residual Network [13],
where a direct connection of increasing the number of layers in
CNN with the drop in performance has been made. Our paper
establishes that preserving a high fidelity to the input signal (by
way of a layer-based LASSO-regularization) is the key to having
deeper models with no performance loss in classification.
• The proposed algorithm is robust to adversarial perturbation and
random noises.
• A theoretical discussion on the model-hyperparameter selection
is provided. We established a relation between the second
moment of the input signal and the necessary width of each
layer.
The balance of the paper is organized as follows: In Section
2, we provide the problem statement as well as some background
information of relevance to this paper. We formulate and propose
our new approach in Section 3. The neural networks and the
proposed method are compared from an information theoretic
point of view in Section 4. The theoretical discussion about the
hyper-parameter selection is in Section 5. Substantiating exper-
imental results are presented in Section 6. Finally, we provide
some concluding remarks in Section 7.
2 PROBLEM STATEMENT AND PRELIMINARIES
Image classification is typically based on learning a synthesis
dictionary which yields representations of each image as a sparse
linear combination of the atoms of the learned dictionary [23].
This is typically followed by a classification technique, such as
SVM [15], a neural network, or a linear classifier operating on the
sparse feature vectors. With that goal in mind, one can vectorize
all training images into a matrix and perform dictionary learning
and sparse representation [24].
Given vectorized images, gi ∈ Rm i ∈ {1, .., n}, as a matrix
G, the optimal dictionary D∗ ∈ Rm×k and the optimal sparse
representations of the images, a∗i ∈ Rk (the columns of the matrix
A∗), can be be learned by minimizing the reconstruction loss
function LR(D,A,G):
{A∗,D∗} = arg min
A, D
LR(D,A,G),
LR(D,A,G) = 1
2
||G−DA||2F + λ||A||1 + λ′||A||2F ,
A ≥ 0, and D ∈ C,
(1)
where C is the convex set of matrices with unit L2-norm columns.
The regularizers of Eqn. (1) are for a sample setting and may
vary with the problem at hand. Different types of regularization
may be imposed on the feature vectors for specific task. Having
the optimal representation A∗, and the label information of the
images Y , the desired classifier can be trained by minimizing the
classification loss function LC(Y ,A∗,W ) over the classification
parameter W :
W ∗ = arg min
W
LC(Y ,A∗,W ). (2)
Although the formulation in Eqn. (1) can achieve a very low
error in reconstruction of the original image from the extracted
sparse features, these feature vectors are not necessarily optimal
for classification purposes. More generally, studies in recent years
have shown that isolating the dictionary learning from classifica-
tion yields suboptimal dictionaries for classification purposes [1],
[21]. Thus, more advanced methods have been proposed to jointly
train the dictionary and the classification models. These methods,
in general, attempt to learn a dictionary for the purpose of
classification. Among these, figure supervised dictionary learning
methods [26]. Aside from the subtle differences among the latter
methods, they are commonly based on jointly learning classifi-
cation parameters, a dictionary and sparse representations from a
loss function, which is usually a summation of a reconstruction
loss (similar to LR in Eqn. (1)) and a classification loss:
{W ∗,D∗,A∗} = arg min
W ,D,A
LR(D,A,G) + LC(Y ,A,W ).
(3)
Task-driven dictionary learning methods [22], on the other hand,
seek the optimum dictionary and classification parameters by min-
imizing a loss function which is based on only the classification
loss. The feature vectors in these cases are, however, conditioned
to form optimal sparse representation:
{W ∗,D∗} = arg min
W ,D
LC(Y ,A∗,W ),
s.t. : A∗ = arg min
A
LR(D,A,G). (4)
Despite the similarities to formulation Eqns. (2) & (3), the latter
one is relatively more general, achieves a higher performance for
large image datasets and is easier to train by a gradient decent
approach [22].
Our work here, is in line with the task-driven dictionary
learning methods with an additional set of deep dictionaries to
capture structure at different scales [21].
3 PROPOSED SOLUTION
Our approach to classifying images starts by learning a classi-
fication model with input features/coefficients obtained from the
last layer of a sequential hierarchy of dictionaries. Specifically,
for an s-layer hierarchy, the classification parameters, and the
dictionaries are learned by minimizing the following classification
loss functional:
{W ∗, {D∗(r)}sr=1} = arg min
W , {D(r)}sr=1
LC(Y ,X∗(s),W ),
(5)
where W , D(r), and Y are respectively the classification pa-
rameters, the dictionary for layer r, and the labels of the training
images. X∗(s) is the input to the classifier which is calculated
by concatenating the output vectors A∗(s) of the last layer as
shortly explained. More generally, X∗(r) denotes the input to the
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Fig. 1: Sequential steps of a deep dictionary with s layers.
(r + 1)th layer while A∗(r) refers to the output of the rth layer.
These vectors are the result of the following recursive relation:
A∗(r) = arg min
A(r)
LRr (D(r),A(r),X∗(r−1)),
s.t. :
LRr (D(r),A(r),X∗(r−1)) =
1
2
||X∗(r−1) −D(r)A(r)||2F
+ λ||A(r)||1,+λ′||A(r)||2F ,
X∗(r) = Pr(A∗(r)),
D(r) ∈ C, A(r) ≥ 0,
(6)
where each column of the matrix X∗(0) is a vectorized image
patch, and Pr is an operator which concatenates the feature vectors
of adjacent patches from the previous layer. In other words, Pr is
an operator which reshapes the output of layer r as the input to
layer (r + 1). Eqn. (6) is similar to an elastic net regularization
problem with a non-negativity condition on the feature vectors.
We emphasize that the objective functional in Eqn. (5) implicitly
depends on all dictionaries, since the computation of X∗(s) in
Eqn. (6) requires them.
We show in Fig. 1 the sequence of computational steps
exploiting matrices from Eqn. (6) and their associated structures.
The white arrows in the figure depict the forward computing path
of the sparse representation of each input layer. A set of images
are first segmented into small image patches and vectorized into
matrix X(0) as the input of the first layer. For a given first layer
dictionary D(1), the sparse representations of the image patches
are learned as the columns of the A∗(1) matrix, by solving Eqn.
(6) via the sparse encoding algorithm FISTA [2]. The patches of
A∗(1) (3 × 3 window) are next reshaped by operator P1 to yield
input X∗(1) to the second layer. This analysis is sequentially
carried on to scale s where A∗(s) yields X∗(s) as an input to
a classifier (such that each column of this matrix represents an
image). The class label information of the images in matrix Y ,
together with X∗(s) provide the classification parameters W as a
solution to Eqn. (5).
The blue arrows in Fig. 1 highlight the backward training
path, reflecting the updates on the dictionaries as a result of the
optimized classification, by way of gradient descent on Eqn. (5).
Optimizing the classification loss LC in the forward pass (path of
Fig. 1), is followed by updates on the backward pass (path of Fig.
1).
In summary, the relevant parameter vectors of the images
are learned through multiple forward-backward passes through
the layers. The dictionaries are updated such that the resulting
representations are suitable for the classification. Moreover, the
representations are learned by minimizing the reconstruction loss
at each layer. The search for the optimal classifier is not only
carried out by accounting for the deep structure of images, it is
additionally regularized by preserving the fidelity of image content
representation. We further discuss the derivation rationale of our
purposed approach in Section 4.
3.1 Algorithm
Algorithm 1, discusses the details of the updating procedure of the
parameters in our method.
Lines 1-4: We randomly initialize the dictionaries and the
classification parameter.
Lines 6-12: During the training phase, we randomly select a
subset of images, and we construct the representation of the im-
ages by sequentially solving the problem in (line 9) and preparing
the input for the next layer in (line 10). Our solution to the problem
in (line 9) is obtained via the sparse coding algorithm FISTA [2].
In (line 12), we calculate the classification loss for the selected
subset of the images.
Lines 13-15: The classification parameter and the dictionaries
are updated via the gradient of the computed loss in (lines 13 and
15), respectively. η is the step size.
3.2 Optimization by Gradient Descent
Depending on the choice of the classification functional, comput-
ing the gradient of the loss functional with respect to the classi-
fication parameter, ∂L
C
∂W , can conceptually be straightforward. To
ensure an updating step of the stochastic gradient descent for the
dictionary at layer r, we require ∂L
C
∂D(r)
.
Claim: The matrix form of ∂L
C
∂D(r)
is given by,
∂LC
∂D(r)
= −D(r)β(r)a∗(r)T + (x¯∗(r−1) −D(r)a∗(r))β(r)T ,
β
(r)
Λ = (D
(r)T
Λ D
(r)
Λ + λ
′I)−1 · ∂L
C
∂a
∗(r)
Λ
,
β
(r)
ΛC
= 0,
(7)
where Λ is the active set of a∗, Λ , {j | a∗[j] 6= 0, j ∈
{1, .., k}}, ΛC is the complement of set Λ, I is an identity matrix,
1 is a one-vector, and x¯∗(r) is an arbitrary column of X∗(r).
4Algorithm 1
Initialization:
1: for r in {1, s} do:
2: Initialize D(r)0 randomly.
3: end for
4: Initialize W 0 randomly.
Training:
5: for t in {1, T} do:
Forward pass:
6: Randomly select a set of images from the training dataset.
7: Patch and vectorize the images as the columns of X(0)t .
8: for r in {1, s} do:
9: A∗(r)t = argminA(r)t
LRr (D(r)t ,A(r)t ,X∗(r−1)t ).
10: X∗(r)t = Pr(A
∗(r)
t ).
11: end for
12: LCt = LC(Y t,X∗(s)t ,W t).
Backward pass:
13: W t+1 = W t − η ∂L
C
t
∂W t
.
14: for r in {1, s} do:
15: D
(r)
t+1 = D
(r)
t − η ∂L
C
t
∂D
(r)
t
.
16: end for
17: end for
The aforementioned gradient derivation is built on the work in
[22] for a deep network. The steps of deriving this gradient by the
chain rule is as follows,
∂LC
∂D(r)
= (
∂LC
∂x¯∗(r)
)T · [∂x¯
∗(r)
1
∂D(r)
, ..,
∂x¯
∗(r)
m
∂D(r)
],
∂x¯∗(r)
∂D(r)
= Pr(
∂A¯
∗(r)
∂D(r)
),
(8)
where x¯∗(r) is an arbitrary column of X∗(r), and A¯∗(r) are
the corresponding output feature vectors from layer r such that
Pr(A¯
∗(r)
) = x¯∗(r). In addition, x¯∗(r)i , is the i
th element of the
vector x¯∗(r). The term ∂A¯
∗(r)
∂D(r)
, is the gradient of a matrix with
respect to a matrix, it is organized as a tensor with rank 4. ∂x¯
∗(r)
∂D(r)
is also a tensor of rank 3. Because x¯∗(r) is obtained as a result
of a reshaping operator on A¯
∗(r)
, the same reshaping operator
can be applied to compute the gradient. The term ∂L
C
∂x¯∗(r) can be
computed by applying the chain rule.
In order to compute ∂A¯
∗(r)
∂D(r)
, we temporarily drop the su-
perscripts for simplicity. Consider dj as the jth column of the
D(r) matrix, x as a column of X∗(r−1) matrix, and a as the
corresponding feature vector. The vector a∗ is an optimal solution
of Eqn. (6) if and only if,
(DTΛDΛ + λ
′I)a∗Λ = D
T
Λx− λ1, (9)
We carry out element-wise computation of ∂a
∗
∂D , by taking the
gradient of both sides of Eqn. (9) with respect to the elements of
the D matrix:
∂a∗Λ
∂d(i,j)
= (DTΛDΛ+λ
′I)−1(
∂DTΛx
∂d(i,j)
− ∂D
T
ΛDΛ
∂d(i,j)
a∗Λ). (10)
Feature Extraction/ 
Coder Classifier
A model with parameter 𝜽𝜽
𝑿𝑿 𝑨𝑨 �𝒀𝒀
Fig. 2: X and A are respectively, the images and the associated
feature vectors. Y represents the class labels, and Yˆ is the
estimated class labels by the classifier.
Further simplifying the equation above and restoring the su-
perscripts, we can write the ∂L
C
∂D(r)
in matrix format as follows,
∂LC
∂D(r)
= −D(r)β(r)a∗(r)T + (x¯∗(r−1) −D(r)a∗(r))β(r)T ,
β
(r)
Λ = (D
(r)T
Λ D
(r)
Λ + λ
′I)−1 · ∂L
C
∂a
∗(r)
Λ
,
β
(r)
ΛC
= 0.
(11)
4 AN INFORMATION THEORETIC PERSPECTIVE OF
DEEP LEARNING
The goal of this section is to compare neural network with
dictionary learning by the proposed method in an information-
theoretic framework.
Consider a setting with X = [x1, ..,xn] as the original input
signals and Y = [y1, ..,yn] as the true label information of the
original signals (Fig. 2). Starting with the original input signals,
the favorable classification model, in this case, is expected to yield
the feature vectors A = [a1, ..,an], whose mutual information
with the labels Y = [y1, ..,yn] is maximal. In addition to
seeking the maximum mutual information with the labels, our
method additionally seeks to attain maximum mutual information
between the feature vectors and the original signals. To this end,
and from an information theoretic point of view, we characterize
our classifier as follows,
θ∗ = arg max
θ
I(A∗(s),Y ), (P1)
st : A∗(r) = arg max
A(r)
I(X∗(r−1),A(r)), r ∈ {1, .., s} (12)
where I(X,A) is the mutual information between X and A,
and θ is the model parameter. The optimization problem in Eqn.
(12) seeks θ, by maximizing the mutual information between the
labels and the optimal feature vectors, A∗, which by virtue of
the constraint, have maximal mutual information with the original
signal.
Proposition: Considering the following generative model, we
show that the favorable classification model in (P1) is approxi-
mately equal to a single-layer DL followed by classification by the
proposed method:
• The generated signals {xi} are independent and follow a
Gaussian distribution p(xi|ai) ∝ e−||xi−Dai||22 .
• The features {ai} are non-negative latent variables with a
prior as a compromise between the Gaussian and Laplace
priors: p(ai) ∝ e−λ||ai||1−λ′||ai||22 .
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Fig. 3: Mutual informations of output of each layer with the input signal
Proof. Denoting the Kullback-Leibler divergence measure as
DKL, I(X,A) can be rewritten as,
I(X,A) = Exi∈X
{
DKL(p(ai|xi)||p(ai))
}
,
= Exi∈X
{∫
ai∈A
p(ai|xi)log p(ai|xi)
p(ai)
dai
}
,
(13)
where E is the expectation operator. Eqn. (13) can be further
simplified by using Bayes’ rule as follows,
Exi∈X
{∫
ai∈A
p(xi|ai)p(ai)
p(xi)
log
p(xi|ai)
p(xi)
dai
}
. (14)
Maximizing Eqn. (14) with respect toA is equivalent to maximiz-
ing the following expression,
Exi∈X
{∫
ai∈A
p(xi|ai)p(ai) log p(xi|ai)dai
}
. (15)
After some manipulations and maximizing the “log” of the above
expression with respect A, we approximately get the following
minimization problem:
arg min
{ai}
n∑
i=1
(
||xi −Dai||22 + λ||ai||1 + λ′||ai||22
+log||xi −Dai||22
)
, st : ai ≥ 0,
(16)
which is within an order of log factor different from our formula-
tion in Eqn. (6).
In other words, in contrast to neural networks, preserving a
low reconstruction error by minimizing Eqn. (6) or (16), leads
to higher mutual information between the images and the feature
vectors. We can indeed show that this is due to the smaller condi-
tional entropy of the original signals, H(X|A), in comparison to
that achieved by the neural network, H(X|A′):
I(X,A) = H(X)−H(X|A),
= H(X)− Ea∈A
{
−
∫
x∈X
p(x|a) log p(x|a)dx
}
.
(17)
First assume that the conditional probability distribution of the
data given the feature vector obtained from our proposed method
is p(x|a) ∝ e−||x−Da||22 and p(x|a′) ∝ e−||x−ϕ−1(F−1a′)||22
for that of the single-layer neural network with a filter F , and a
nonlinear function ϕ such that, a′ = ϕ(Fx). Thus, H(X|A)
and H(X|A′) can be written as,
H(X|A) = Ea∈A
{∫
x∈X
||x−Da||22 e−||x−Da||
2
2 dx
}
,
H(X|A′) =
Ea∈A′
{∫
x∈X
||x− ϕ−1(F−1a′)||22 e−||x−ϕ
−1(F−1a′)||22 dx
}
.
(18)
Neural networks, generally, seek a filter F to estimate the ideal
classifier γ(x). This may be written as follows,
arg min
F
||ϕ(Fx)− γ(x)||22. (19)
Hence, the feature vector obtained from a neural network, ϕ(Fx),
is not optimal to reconstruct the original signal and rather only
optimal for classification. Our method, however, actively reduces
a reconstruction loss (Eqn. (16)) to compute the feature vector.
Therefore, in Eqn. (18), the reconstruction loss from a neural
network, ||x− ϕ−1(F−1a′)||22, is larger than ||x−Da||22. This
is consistent with experimental results obtained by the authors.
Furthermore, we conducted an experiment to measure the
empirical mutual information of the output of each layer with
the input signal. This experiment compares All-CNN [33] and a
9-layer DDL over MNIST dataset [20]. The mutual information is
estimated (from samples [30], [19]) at different snapshots. As one
can see in Fig. 3, our proposed method, over iterations, maintains
a higher mutual information between the features and the original
signal. This experiment verifies that sequentially conserving the
mutual information of input of a layer and output of the layer
(Eqn. 12), results in an overall high mutual information between
the extracted feature vectors and the input signal.
In summary, this supports the well-known empirical fact about
the increasing difficulty of training deeper networks, as the re-
sulting feature vectors become increasingly independent from the
original signal (this has also been reported by [31]). Thus, securing
the maximum mutual information between the feature vectors and
the input signals is important to training deep networks.
5 WIDTH OF THE NETWORK
A necessary and important step in designing machine learning
algorithms is to set/tune the model-hyperparameters. In a deep
learning framework, the number of filters in each layer is an
important model-hyperparameter which in turn, determines the
width of each layer, and consequently the fitting capability of
the model. It is always desirable to design a minimal model
6with a sufficient number of parameters in each layer to learn
the true structure of the data. In most computer vision problems,
the real structure of the data is generally unknown, and picking
the number of parameters in each layer is not straightforward.
An experimentally-proven rule for designing CNN is that, wide
layers are good at memorization of the output value for a training
dataset, but not so good at generalization in the inference phase.
While the selection of model-hyperparameters for CNN remains
largely heuristic, e.g., random selection search [3], or visualization
techniques [40], we provide in this section, some principle in
selecting the width of layers in the proposed DDL. Specifically,
we propose a rationale for a wider first layer (with a larger number
of dictionary atoms) relative to the subsequent layers.
We show that the second moment of the input signal to each
layer is an important factor for selecting the number of dictionary
atoms in that layer. More specifically, we show that input signals
with higher second moments require a larger number of dictionary
atoms to keep the reconstruction error small. This consequently,
secures a maximal mutual information between the input signal
to the layer and the resulting sparse representations. Consider a
least-squares optimization problem as follows,
min
a
1
2
||x−Da||22 + λ||a||1, (20)
where x is assumed to consist of independent and centered Gaus-
sian entries, with equal variances σ2, and the matrix D ∈ Rm×n
is a known dictionary. Then, it is desired to characterize the
statistical behavior of the optimal solution aˆ of Eqn. (20), also
called the estimate.
Theorem 1. Considering the least-square optimization problem
of Eqn. (20), the asymptotic value of E(aˆ2) is characterized as
follows,
E[aˆ2] = 2(pˆ2 +
λ2pˆ2
βˆ2
)Q(
λ
βˆ
)− 2λpˆ
2
βˆ
√
2pi
exp(− λ
2
2βˆ2
), (21)
where the function Q(.) is the Gaussian tail Q-function, pˆ and βˆ
are the solutions of the following two-dimensional optimization,
max
β≥0
min
p>0
{pβ(γ − 1)
2
+
γσ2β
2p
− γβ
2
p
+ pF (β)}, (22)
F (q) =
λe
− λ2
2q2
2
√
2pi
− q
2
(1 +
λ2
q2
)Q(
λ
q
) +
q
4
, (23)
and γ = m/n determines the ratio of the number of rows to the
number of columns (atoms) of the dictionary.
Proof. See Appendix A.
Using the above theorem, Fig. 4 depicts the value of E[aˆ2]
over 50 independent realizations of the LASSO, including in-
dependent Gaussian sensing matrices with λ = 0.5, and Fig. 5
depicts the reconstruction error for different values of σ2. As can
be seen from Fig. 5, an input with a higher second moment leads to
a higher reconstruction error, and thus amounts to a lower mutual
information between the input signal and the sparse code I(x,a).
Refer to Eqn. (17) and Eqn. (18) for the relation between the
reconstruction error and the mutual information. We can also see
from Fig. 4, that decreasing the value of γ (increasing the number
of dictionary atoms) decreases the second moment of the sparse
representation.
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Fig. 4: Effect of γ on the second moment of the sparse repersen-
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Fig. 5: Reconstruction error with varying γ.
In summary, the input signal, x0, to the first layer of DDL has
a high second moment thus requires a higher number of dictionary
atoms (smaller γ in Fig. 5) to maintain a low reconstruction error.
Inputs of the next layers of DDL are sparse representations from
the output of the previous layers. With a wide first layer in place,
the input to the next layers have smaller second moments (Fig.
4), and a small reconstruction error is assured even when using a
smaller number of dictionary atoms.
6 EXPERIMENTS
Our evaluation of the proposed methodology was carried out on
handwritten digits, face images, and object images for recognition
tasks using standard datasets. The performance of our proposed
method is compared to the state-of-the-art methods both in the area
of dictionary learning/sparse representation and Convolutional
Neural Networks.
Among the dictionary learning/sparse representation meth-
ods we compared our model to are the Sparse Representation-
based Classification (SRC) [38], Label Consistent K-SVD (LC-
KSVD) [17], Discriminative K-SVD (D-KSVD) [42], Locality-
constrained Linear Coding (LLC) [36], and task-driven dictionary
learning [22]. In addition, we compared our approach to the
CNN methods such as invariant Scattering convolution Networks
(ScatNet) [4], Residual Network (ResNet) [13], and Convolutional
Kernel Networks (CKN) [25]. Furthermore, to have a fair compar-
ison to CNN methods, we designed deep dictionaries with the
same number of parameters and layers as the All-CNN [33] and
performed detailed experiments on both methods.
7TABLE 1: Structure of the designed deep dictionaries
Section 1 M1, 2M1, 4M1,M1
Section 2 M2, 2M2, 4M2,M2
Section 3 M3, 2M3, 4M3,M3
Section 4 M4, 2M4, 4M4
The classification is based on the features of the last layer
of the hierarchy, with a linear classifier followed by a ReLU
non-linearity (ϕ(x) = max(0, x)). The classification loss for n
images can be written as follows,
LC(Y ,X∗(s),W ) = 1
n
(||Y − ϕ(WX∗(s))||2F + λC ||W ||2F ),
(24)
where Y is a matrix with the class label information of images.
The (j, i)th element of this matrix is one if image i belong to
Class j, and zero otherwise. Columns of X∗(s) are the inputs to
the classifier, andW is the classification parameter. We regularize
the classification parameter using an L2 norm to prevent overfit-
ting. To choose the regularization parameters λ, λ′, and λC , we
employed a grid-search on these parameters using 5-fold cross-
validation. We increased these parameter values exponentially and
selected the set of values which results in the highest performance
in the validation set.
Except for the face recognition experiment, the experiments
are carried out on a 15-layer network which can be divided
into four sections. The overall architecture of the designed deep
dictionaries can be found in Table 1. Each row of this table show
the number of atoms in a set of layers. For example, assuming
M1 = 15, the first row of the table shows that the first layer
dictionary has 15 atoms, and it is followed by dictionaries with
30, 60 and 15 atoms in the next layers.
Except for the face recognition application, the images are
patched into 3 × 3 atoms with an overlapping stride of 1 in
sections one and two, and of stride 2 in sections 3 and 4. Batch
normalization is also used at each layer to prevent very small/very
large gradients.
6.1 Face recognition
In this regard, we evaluated our proposed algorithm on the
Extended YaleB dataset [8]. This database contains 2,414 face
images from 38 individuals. Each individual has about 64 images,
and the size of each image is 192 × 168 pixels. Compared to
other datasets, images in this dataset are easier to classify. We are
therefore, training deep dictionaries with only two layers. Half of
the images per individual are randomly chosen for training, and
the other half are used for testing. Due to varying illumination
conditions and face expressions, this dataset is a challenging
dataset for classification.
In our approach, the images are partitioned into non-
overlapping patches of 24 × 24 pixels with 200 atoms in the
first layer dictionary. Four adjacent patches are concatenated to
learn the sparse representations as well as the dictionary in the
second layer. The second layer dictionary has 1000 atoms, and
the sparse representations have at most 300 non-zero entries. We
compare the performance of our method with the state of some
art methods in Table 2. Even though the LC-KSVD [18] approach
is learning discriminative dictionaries via joint classification and
dictionary learning, as may be seen from Table 2, our approach
still registers the highest accuracy. This is due to using the
hierarchical approach. On the first layer the elementary details
TABLE 2: Recognition results on the Extended YaleB dataset
Method Accuracy (%)
SRC [38] 97.2
LLC [36] 90.7
LC-KSVD [17] 96.7
DDL 99.1
TABLE 3: Recognition results on the MNIST dataset
Method Error percentage (%)
SRC [38] 4.31
D-KSVD [42] 9.67
LC-KSVD [17] 7.42
Task-driven [22] 0.54
Invariant scattering [4] 0.43
CKN [25] 0.39
DDL 0.32
of the images are learned, and the higher level characteristics of
the images are learned via the second layer dictionary.
6.2 Handwritten digit recognition
To show the performance of our method on handwritten digit
recognition, we use the MNIST dataset [20]. There are totally
70,000 images in this dataset which are divided into 60,000 images
for training and 10,000 images for testing. The images in this
dataset are of size 28 × 28. The number of images in the dataset
are very limited, and to avoid overfitting, many state of the art
methods learn the features with only a few layers. We decided to
learn a deep hierarchy of dictionaries to show that the proposed
method is not very prone to the overfitting (further discussed in
Subsection 6.5).
This experiment is carried out on a 15-layer hierarchy of
dictionaries with M1 = 10,M2 = 20,M3 = 30, and M4 = 40.
Table 3 compares the results of our method with the state of the art
methods. As may be seen from this table, our approach registers
the highest accuracy. The first group of algorithms, SRC [38], D-
KSVD [42], LC-KSVD [17], and task-driven dictionary learning
[22], learn the sparse features from the entire image. While, the
second group, invariant scattering convolution [4], Convolutional
Kernel Networks [25], and our proposed method, learn the feature
vectors over multiple scales. Comparing the performance of the
first group of works and the second group shows the necessity of
learning sparse features over multiple scales.
6.3 Object classification
For an object classification task, we evaluated our method on
two challenging datasets of CIFAR-10 and CIFAR-100. There are
60,000 color images in CIFAR-10 dataset which are divided into
50,000 training images and 10,000 test images. The size of images
in this dataset is 32×32 for a total of in 10 classes. The images in
CIFAR-100 are also 32×32. However, this dataset has 100 classes
with 500 training images and 100 testing images per class. This
experiment is carried out on a 15-layer hierarchy of dictionaries
with M1 = 15,M2 = 30,M3 = 45, and M4 = 60.
Fig. 6 shows the learning curve of the proposed method over
the CIFAR-10 dataset, and Table 4 compares the accuracy of the
proposed method with other state of the art methods which have all
approximately comparable number of parameters. As may be seen
from the table, our proposed method obtains a higher accuracy in
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Fig. 6: Changes in the classification accuracy of the proposed
method on the CIFAR-10 dataset over different epochs.
TABLE 4: Recognition accuracy (in percentage) on the CIFAR-10
and CIFAR-100 datasets
Method #Params CIFAR-10 CIFAR-100
All-CNN [33] ≈1.4M 92.75 66.29
CKN [25] ≈0.32M 78.30 -
ResNet [13] ≈0.85M 93.59 72.78
DDL 9-layers ≈1.4M 93.04 68.76
DDL 15-layers ≈0.76M 94.17 80.62
both datasets with a smaller number of training parameters. To
have a fair comparison with classical CNN, and be independent
of the number of layers and parameters, the 4th row of the table
shows the accuracy of the proposed method in a 9-layer design
(and a similar architecture to the All-CNN [33]). As may be seen,
with the same number of parameters, the deep dictionary achieves
a higher accuracy. The lower accuracy of the All-CNN is primarily
due to the difficulty in tuning deeper networks rather than their
intrinsic capacity. Fig. 7 displays a subset of reconstructed images
via DDL and their corresponding original images in CIFAR-10.
The reconstructed images are obtained by sequentially reshaping
and multiplying the feature vectors to each layer’s dictionary.
As may be seen from this figure, the reconstructed images are
very similar to the original images, which is due to the effect of
minimizing the reconstruction loss while constructing the feature
(a) Original images
(b) Reconstructed images
Fig. 7: comparison between the reconstructed images form DDL
and the original images form CIFAR-10 dataset
TABLE 5: Fooling rate (in percentage) on the CIFAR-10 dataset
Classifier Fooling rate
VGG-19 [32] 0.67
RES Net-101 [14] 0.84
Dense Net [16] 0.77
DDL 0.09
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
 = Ratio of the random noise energy
   to the average image energy
0
0.05
0.1
0.15
0.2
Fo
ol
in
g 
ra
te
DDL
VGG16
ResNet18
FC500-150-10
GoogleNet
MobileNet
LeNet
Fig. 8: Fooling rate in MNIST dataset
vectors and preserving maximum mutual information with the
original images.
6.4 Robustness to adversarial perturbations
Many researchers have recently reported the vulnerability of state-
of-the-art deep learning techniques to adversarial perturbations
[9], [27], [28]. These studies have shown that one can find a
single small additive image perturbation to fool deep learning
algorithms. The additive adversarial perturbation v (based on the
definition in [27], [28]) should satisfy the following constraint,
||v||2 ≤ ρ Ex||x||2. This constraint controls the magnitude of
the additive noise, where ρ is usually a small number, and Ex
is the expected value of the magnitude of images. Upon inducing
noise, the fooling rate can be calculated as, Px(θˆ(x+v) 6= θˆ(x)),
where θˆ(x) is the estimated label for image x.
To investigate the robustness of our algorithm, we used the
algorithm in [27] with ρ = 0.04 to compare the fooling rate of
our proposed algorithm in presence of an adversarial perturbation
(Table 5). Our proposed algorithm displays great resilience with
a much lower fooling rate in comparison to the other algorithms
(DenseNet [14], VGG-19 [32], and RES Net [14]). We further
study the robustness of our algorithm, by adding a single random
noise to the images. Figs. 8 and 9 compare the robustness of
our algorithm to the state of the art deep learning classifiers
in presence of random additive noise in MNIST and CIFAR-
10 datasets respectively. In Convolutional Neural Networks the
additive noise propagates through the layers. In contrast to CNN,
the image features in our proposed algorithm are represented
by parsimoniously selecting a minimum number of basis vectors
(dictionary atoms). This improves the robustness of our proposed
approach and its tolerance to adversarial perturbations.
6.5 Generalizability to deeper networks
In this section, we trained 4 different networks with a different
number of layers to test their performance on the CIFAR-10
dataset. The design of the 15-layer network is shown in Table.
1. The 11-layer network is similar to the 15-layer network but
trimmed at the 11th layer. The 19-layer network is built by
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Fig. 9: Fooling rate in CIFAR-10 dataset
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Fig. 10: Learning curves of the proposed method with different
number of layers on the CIFAR-10 dataset.
putting the M4,M4, 2M4, and 4M4 layers at the end of the 15-
layer network, and the 23-layer is similarly, built by repeating the
M4,M4, 2M4, and 4M4 layers at the end of the 19-layer network.
As Fig. 10 shows, the accuracy of our proposed approach increases
as the structure depth increases. By adding more layers, the
extracted feature vectors are maintaining high mutual information
with the original signal thereby facilitating the training of the deep
dictionaries in contrast to the Convolutional Neural Networks, and
making this method a better candidate for more elaborate learning
tasks such as transfer learning.
7 CONCLUSIONS
In this paper, we used four image datasets to evaluate the clas-
sification performance of our proposed deep dictionary learning
method. We demonstrated the importance of representing images
by learning image characteristics at multiple scales via deep
dictionaries. The importance of preserving the maximum mutual
information between the feature vectors and the input signals
is discussed from an information theoretic perspective, and is
tested empirically. We also showed that refining the dictionary
learning and feature selection by accounting for the target task
improves performance. The evaluation results show the merit of
the proposed method for classifying images.
APPENDIX A
PROOF OF THEOREM 1:
Consider the following regularized least-square optimization prob-
lem,
min
a
1
2
||z −Da||22 + f(a), (25)
where matrix D ∈ Rm×n is the dictionary matrix, z ∈ Rm
and a ∈ Rn respectively are the signal and the coefficient in
the dictionary of atoms, and f(a) is a real and convex function.
Understanding the asymptotic behaviour of the solution of the
regularized least squares problem where m and n grow to infinity
with a constant ratio γ = m/n is an interesting case. A scenario
which is widely considered in the literature is when z is generated
by a linear model as follows,
z = Da0 + v, (26)
where a0 is the true structured vector and v is a noise vector with
centered Gaussian entries, with equal variance σ2. Using Gordon’s
min-max Theorem ( [10], Lemma 3.1 ) the authors in [34] showed
that the empirical distribution of aˆ converges to that of Aˆ,
Aˆ = arg min
a
βˆ
2pˆ
(a− a0 + pˆΓ)2 + f(a), (27)
where Γ is a standard Gaussian vector and (βˆ, pˆ) are the results of
the following optimization,
argmax
β≥0
min
p>0
{pβ(γ − 1)
2
+
γσ2β
2p
−γβ
2
2
+E[(Sf (
β
p
, pΓ+A))]}.
(28)
Further, Sf (., .) denotes the proximal function of f which is
defined as,
Sf (q, y) = min
x
q
2
(x− y)2 + f(x). (29)
For f(a) = λ||a||1, the solution to Eqn. (28) was derived for
LASSO and is given in Eqn. (30) [29].
E[(Sf (
β
p
, pΓ+A))] = k
√
1 + p2F (
β
p
√
1 + p2)+(1−k)pF (β),
(30)
where
F (q) =
λe
− λ2
2q2
2
√
2pi
− q
2
(1 +
λ2
q2
)Q(
λ
q
) +
q
4
. (31)
The entries of the true vector a0 are assumed to be non-zero and
standard Gaussian with probability 0 ≤ k ≤ 1. In other words,
the distribution of a a0 is ξ = kN + (1− k)σ0, where N and σ0
are standard Gaussian and the Dirac measures on R, respectively.
The function Q(.) is a Gaussian tail Q-function. Replacing
the above expression in Eqn. (28), we can obtain pˆ and βˆ.
The asymptotic value of E[(aˆ − a0)2] can thus be obtained as
following term:
E[(aˆ− a0)2] = kJ(λp
β
, p, 1) + (1− k)J(λp
β
, p, 0), (32)
where
J(, p, α) =α2 + 2(p2 + 2 − α2)Q( √
α2 + p2
)−
− 2
√
α2 + p2
2pi
exp(− 
2
2(α2 + p2)
).
(33)
Upon setting k = 0 in the above equation and some simplifi-
cations, we can finally calculate E[aˆ2] as Eqn. (21).
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