There is much research that shows people's mood can affect their activities. This paper argues that this also applies to programmers, especially their debugging. Literature-based framework is presented linking programming with various cognitive activities as well as linking cognitive activities with moods. Further, the effect of mood on debugging was tested in two experiments. In the first experiment, programmers (n = 72) saw short movie clips selected for their ability to provoke specific moods. Afterward, they completed a debugging test. Results showed the video clips had a significant effect on programmers' debugging performance; especially, there was a significant difference after watching low-and high-arousalevoking video clips. In the second experiment, programmers' mood was manipulated by asking participants (n = 19) to dry run algorithms for at least 16 min. They performed some physical exercises before continuing dry running algorithms again. The results showed a significant increase in arousal and valence that coincided with an improvement in programmers' task performance after the physical exercises. Together, this suggests that programmers' moods influence some programming tasks such as debugging.
Introduction
About 27% of system failures in various companies are being because of software defects according to a survey conducted by Gartner Data quest (Rocco and Igou 2001) . Errors in software result in low performance of application and are an indication of poor performance of programmers. There are various reasons that can result in low performances (Smith and Keil 2003) , including psychological causes. Attention deficits and lapses in attention are well known to cause a decline in work performance (Coetzer and Richmond 2007; Cheyne et al. 2006) , personal productivity, and the quality of life as well as are the cause of accidents (Cheyne et al. 2006) . Cognition studies traditionally deal with concepts such as reasoning, perception, intelligence, learning, and various others properties that describe numerous capabilities of the human mind. Cognitive functions also include moods, emotions and feelings (Schmitt 1969; Izard et al. 1984) . This poses therefore the question of whether mood might also affect the performance of programmers. Literature reports that moods affect various different activities of people like creativity (Russ and Kaugars 2001; Kaufmann 2003) , memory tasks (Lewis and Critchley 2003) , reasoning (Chang and Wilson 2004) , behavior (Kirchsteiger et al. 2006) , cognitive processing (Rusting 1998), information processing (Armitage et al. 1999) , learning (Weiss 2000; Ingleton 1999) , decision-making (Gardner and Hill 1990; Kirchsteiger et al. 2006 ) and performance (Chang and Wilson 2004; Lowther and Lane 2006; Lane et al. 2005) . Also, Affective Event Theory presented by Weiss and Cropanzano (1996) establishes that organizational events can cause affective reactions (moods, emotions) that in turn influence job performance and satisfaction. It is evident from the literature that moods influence people's activities and performance. However, there is very limited research on the impact moods might have on information technology professionals (Shaw 2004) . A better understanding of this might help to improve the performance of programmers and by doing so reduce software defects.
Programmers create software. Their task is to transform general informal understanding of a goal into a formal model using operators and components so that it is interpretable by the computer (Fisher 1987) . This transformed task is what people normally refer to as programming. Programming is one of the tasks of the Software Development Life Cycle (SDLC) among various different tasks like analysis, design and implementation. Programmers like other humans make errors and may therefore introduce errors in software applications. Absentmindedness and attention diversions like distractibility, poor selective attention and mental errors can all be caused by cognitive failures (Larson et al. 1997; Reason 1995) . Several studies (Cheyne et al. 2006; Danaher 1980) have shown that cognitive aspects affect attention and the human focus. According to a survey conducted in 2006 by PK500 1 , 86% people believe that their performance at work is related to their mood (Pearnkandola 2007) . Sad feelings at someone's death or joyful and happy feelings on the birth of a child or at a wedding are the example of moods. Similarly, in almost every task from flying a plane to performing an operation or programming a real-time system, one would expect to feel a wide range of positive and negative feelings (Martin 2001) . Researchers for example Ekman (2003) argued that moods affect thinking, e.g., it narrows alternatives people tend to consider. He continues that mood can make it difficult to perform tasks, and may affect performance indirectly while someone is at work, as moods make it difficult to control what we do. These disruptions with interference in energy, sleep, and thinking are common, painful, and too often fatal (Jamison 2003) . On the other hand, relaxation, happiness and mood pleasantness can increase someone's creativity (Norman 2004) . In other words, programmers in a less pleasant mood might be less able to consider software problems from different angles and therefore less able to find a viable solution.
The above section illustrates that moods might have an impact on programmers' performance, the main position taken in this paper. The following section will elaborate on this, by first establishing a framework using the literature. This framework gives indirect support for a link between programmers' mood and their performance. After this, two empirical experiments are presented showing a direct link between moods and programmers' performance. As one of the many activities of programmers, the experiments concentrated on debugging as a process that especially focuses on removing error in the software. Besides improving understanding about human factors that might affect programmers' performance, this study also makes a more practical contribution as it suggests how programmers can improve their performance. This study also shows how software support tools can be designed to evoke moods that could enhance performance. These scientific contributions and practical implications will be discussed in more detail at the end of the paper. Kleinginna and Kleinginna (1981) in a review on the definitions of emotion explained difficulties in defining emotions but agreed on most of the Plutchik's definitions for emotions. Plutchik (1980) defined emotions as states that are aroused by external stimuli and are directed toward the particular stimulus in the environment by which they are aroused. He further added that emotions may be, but are not necessarily or usually, activated by a psychological state. There are no 'natural' objects in the environment toward which emotional expression is directed, and an emotional state is induced after an object is seen or evaluated, and not before.
Moods and emotions
The definition of emotion from Plutchick is being used quite extensively in most of the latest research, e.g., Gendolla (2000) , Cowie et al. (2001) and Izard (2007) . According to Parkinson et al. (1996, p. 4) , both moods and emotions are considered as affective states as they defined moods as ''Affects that refer to mental states involving evaluative feelings''. In other words, moods are psychological conditions in which the person feels good or bad, and either likes or dislikes what is happening. Moods are assumed to be affective states that tend to last a little longer and are weaker states of uncertain origin, whereas emotions last for a short time, are more intense, and have a clear object or cause (Fridja 1993) . Moods may last from a few minutes to days, whereas emotions come and go in minutes and sometimes even in seconds (Ekman 2003) . Most psychologists consider mood and emotion as the same entity. For example, Dow (1992) considers mood as a type of emotion. Most studies also use the terms mood and emotions interchangeably without differentiating between them (Kirchsteiger et al. 2006; Kaufmann and Vosburg 1997) . According to Ekman (2003) , mood is a continuous emotional state, whereby moods differ from emotions on the basis of the time they are retained and on the variation in the intensity. Furthermore, given an emotion, it is possible to identify the events that caused it; however, the event responsible for causing a mood is rarely known. Moods can just happen; for example, one can wake up in morning with some particular mood. Zimmermann et al. (2003) stated that moods might result in preconceived emotions, as people may not be aware of their moods until attention is drawn toward their mood.
Besides thinking of moods as discrete states (Ekman 2003) , mood is also often described as two-dimensional having with dimensions: valence and arousal (Lang 1995; Russell and Barrett 1999) . Valence is defined as the degree of happiness or sadness, whereas arousal is defined as a subjective state of feeling activated or deactivated (Sanchez et al. 2005) . Figure 1 explains some affective states and their correspondence to some valence-arousal combinations. For example, the ''Rejoice'' state could be mapped as very pleasant and high aroused, whereas ''gloomy'' could be mapped as unpleasant and low aroused. Similarly ''terrified'' could be mapped as unpleasant but high aroused, whereas ''soothing'' could be mapped as pleasant but low aroused (Sanchez et al. 2005) .
Although there are researchers who believe moods to be discrete in structure and trace it back to Charles Darwin's theories (Darwin 1965) , there are various other researchers who consider moods as dimensional (Dienstbier 1984 ). An in-depth discussion about discrete versus dimensional moods is provided by Remington and Fabrigar (1995) . Still, the use of two-dimensional models to examine mood is gaining increasing acceptance (Thayer et al. 1994) . Various researchers consider mood as, at least, a twodimensional construct, with an evaluation (valence or pleasure) dimension and an arousal dimension. For example, Almagor and Ben-Porath (1989) divided two dimensions as arousal/activation dimension and hedonic tone/ pleasantness dimension. Others like Morris (1995) prefer an additional third dimension to express the dominance (controlled, un-controlled) . This study used only a bi-dimensional model, with the two dimensions: valence and arousal as these two dimensions are primary and are used in most emotional judgments (Bradley and Lang 1994) .
Besides differentiating between moods and emotions, another issue is how mood variations might be observed on a daily basis. Further, several researchers have considered way to change people's mood. Robelin and Rogers (1998) found a significant effect of coffee on energetic mood as well as on psychometric performance. Shepard (1997) found that the learning ability of children, in their curricular time, increased after substantial physical activity. He also found physical activity to be related with increased cerebral blood flow, higher arousal changes in hormone level, changes in body built, etc. Jarvis (1993) found significant improvements in simple reaction time, choice reaction time, incidental verbal memory and Visio-spatial reasoning after the intake of coffee. Similarly, Smith et al. (1993) found significant effects of intake of coffee on alertness and performance. Various studies also targeted the use of a computer in mood regulation and the improvement of performance. For example, Silvestrini and Gendolla (2007) used computer to display film on the computer screen to change the mood of participants.
Programming, cognition and mood
Moods and emotions are considered to be cognitive (Schmitt 1969; Izard et al. 1984) . Cognitive activities are important for different programming tasks. For example, Schneiderman and Mayer (1979) related program comprehension with memorization. Iron (1982) found induction and syllogistic reasoning to be related. He also found a strong relationship of induction with program composition and its production. Next, Iron also found that spatial scanning and debugging are interrelated. Similarly, Lui and Chan (2004) related learning and memorization with efficient task processing as well as a means for the production of various solutions in repeated tasks. Literature 2 suggests that Programming Tasks (PTs) are related with Cognitive Tasks (CTs) and so these can be mapped to each other in a two-dimensional framework as illustrated below in Table 1 . 3 Several reports in the literature suggest that moods can influence cognitive processes. For example with respect of (1982) as well as Lewis and Critchley (2003) found that the mood dimensions valence and arousal are related to memory performance. Zheng (2008) also argued with the help of literature that valence and arousal are related to implicit and explicit memory, whereas Mujica-Parodi et al. (2004) found that arousal had a significant impact on cognitive performance. Chang and Wilson (2004) found that valence and arousal affect reasoning capabilities. Based on this literature, it seems that moods (valence, arousal) and cognitive tasks (CTs) are related and can be mapped onto each other in a two-dimensional framework as illustrated in Table 2 .
The literature provides direct support for a link between programming task and cognitive processes (Table 1) and for a link between mood and cognitive process (Table 2) . Logically, taking these two together provides indirect support for a link between the programming task and mood. Thus, another two-dimensional framework with one axis representing moods (valence, arousal) and the other axis representing programming tasks can be formulated as represented in Fig. 2 . This supports the hypothesis put forward in this paper. The symbols in the cells indicate a possible relation between specific programming task and the specific mood dimension. For example, Lewis and Critchley (2003) presented a case to show that valence (positive or negative) has an effect on memory. Similarly, Schneiderman and Mayer (1979) found that memory plays Tables 1, 2 showing moods might have an impact on Programming Tasks (PT's).
Ticks in the respective cell represent the relations a vital role in programming tasks like definition (D), program comprehension and understanding (PC), program construction and modeling (PM) and debugging (DG). As valence affects memory and memory affects programming tasks (D, PC, PM, DG), there might be a relation between the programming tasks (D, PC, PM, DG) and valence. The framework also shows that all cognitive tasks mentioned here (induction, closure, memory, induction and reasoning) are related with debugging, thus indicating the impact of moods on debugging. Debugging is a task that focuses on finding and correcting errors in a program. Debugging is a difficult task and requires a large part of a programmer's effort (Brooks 1975) . It is a complex but important activity and is the combined process of testing and code correction (Shaochun and Rajlich 2004) . Debugging has received some attention from software psychology (Rugaber and Tisdale 1992) , but there is still a lack of research in the scope of cognitive abilities and debugging performance. Therefore, the main focus of this study will be on debugging.
The literature-based framework provides indirect support for a link between moods and programming task. Still, no direct support was found in the literature. Based on the literature, the study puts forward a relationship between moods and debuggers' performance. Therefore, the main research question for this study is divided into two directional hypotheses:
1. High valence will increase debuggers' performance, while low valence will cause degradation in debuggers' performance. 2. High arousal will increase debuggers performance, while low arousal will decrease debuggers' performance.
The next sections therefore address these hypotheses. Two experiments are presented, one conducted over the Internet, the other in the lab.
Study 1
The idea behind the first study was to give programmers a debugging test after they watched mood-inducing movie clips and compare programmers' performance. The experiment involved five movie clips to induce moods and a multiple-choice debugging exercise to measure the programmer's performance on recognizing errors in pieces of software code.
Methods
The study was conducted over the Internet. Results from web experiments and surveys have been reported to yield the same conclusions as studies done in lab conditions despite great differences between the subject characteristics (Krantz and Dalal 2000) . Conducting the experiment on the web provides additional benefits like (1) Participants are recruited locally and globally and therefore more representative of the population (generalizable demographically). (2) Web studies have high external validity and depict original behavior (Gosling et al. 2004) . (3) The experiment can be taken at any time at participant convenience (time generalizeable). (4) The costs are low in web studies. (5) Web studies can give high statistical power by enabling access to larger samples (Krantz and Dalal 2000) . In addition, participation of the participants in web experiments is completely voluntary (Reips 2000) .
Of course, there are also some disadvantages to this type of experimentation like little control of the environmental conditions and a high dropout rate from Internet experimentation. Despite disadvantages, data gathered using Internet experiments seem trustable because of the high correspondence of results between Internet experiments and laboratory setting experiments. Similarly, a high dropout rate is an indication that participation in the experiment is voluntary (Krantz and Dalal 2000) . Given these considerations, conducting the experiment on the web increased the chances of involvement of professional programmers required for the study, which is relatively difficult to obtain in a lab setting.
The experiment was set up with a two-by-two factorial design with valence (low/high) and arousal (low/high) levels as two between-subjects variables. The participants' debugging performance measured in a less extreme, or other words, neutral mood condition was included as a covariate in order to control variance caused by individual difference in debugging skill. Each participant watched a neutral movie clip of one minute duration. This movie clip was expected to induce neutral mood before actual experiment. The dependent variables were participants' performance on debug task, operationally in the number of correct answers and time needed after seeing one of the four mood evoking video clips.
Materials
A total of five movie clips were used to induce moods in this study. Mood induction procedures are widely used in various studies like Kirchsteiger et al. (2006) and Nasoz et al. (2003) . Four movie clips represented the four quadrants of two-dimensional (valence, arousal) model with one movie clip selected as neutral condition. These movies and the neutral movie had previously been empirically tested (Khan et al. 2007 ) on their ability to evoke specific valence and arousal responses.
To measure the debugging performance, two sets of six debug questions were created. Each set contained three easy and three medium questions. These questions were taken from a textbook on C?? (Deitel et al. 2000) . To avoid floor or ceiling effects of the questions too simple or too difficult, three questions were selected as easy that were rated medium by one and easy by two computer science lecturers. Similarly, three questions were selected as medium that were rated as medium by two and difficult by one computer science lecturer. The overall time to complete the debug test was limited in order to ensure that the effect of the movie clips remained throughout the test. Every question had a separate timing, which was allocated based on the text and the number of calculations involved in a question. For example, if a question contained 7 lines of code, then this question was allocated 70 s. A question involving a computation like (x = 2 ? 2 9 10/2 -2) was allocated 50 s, although it only contained one line of code since it contained five different executable statements as shown in the example below. The minimum time allocated to any question was 30 s. If participants answered the question before the time deadline, they were moved automatically to the next question in the test. Total time allowed answering the entire questions set was 250 s. Two example questions for the programming language C/C?? can be found in ''Appendix I''. Finally, the questions were translated into C#, Java and Visual Basic dot net, allowing programmers to take the debugging tests in their preferred programming languages.
Participants
Data were obtained from 372 cases in which people started the experiment; however, in only 75 cases was the experiment completed with a dropout percentage of 80%. In the start of the experiment, an input item also asked participants to enter the number of times that they had previously done this experiment. Three out of 75 participants indicated that they had done the experiment at least twice. Therefore, the analysis was done on 72 cases in which participants took the experiment for the first time.
4 Five participants were females and 67 were males. Participants' age ranged from 18 to 44 years with a mean of 26.3 and SD of 5.2. Programming experience ranged from 0.5 to 25 years with a mean of 4.8 years and SD of 5.6. Participants included 81% professionals, 8% postgraduates, 6% undergraduates, 4% PhD students and 1% hobby programmers. Of the participants who took the debug test, 58% took it in C/C??, 24% took it in C#, 11% used Java and 7% used Visual basic dot net.
Procedure
The experiment was conducted on the Internet with invitations being sent via various programming forums. At the start of the experiment, participants saw an introduction page, which explained the nature of the experiment and requested the participants to give their consent for participating in the experiment and for the collection of data. The participants went through a training session, so that they should be familiar with the sequence of the test. The training session consisted of watching a neutral mood video clip, followed by a series of debug questions that they had to answer within a fixed time. After completing the training session, participants continued with the actual test, which consisted of two cycles of the movie and debugging test. There were two fixed debugging tests of six questions. The movie clips were either the neutral movie clip or one of the four mood-inducing movie clips. To control for potential training effects, the order of the neutral movie and the moodinducing movie clip as well as the selection of the specific mood movie clip was systematically controlled. The system assigned participants in the cycles of eight to the eight possible sequences (four clips, two orders for each). Furthermore, the assignment of the two versions of the debug test to the first or the second cycle was counter balanced.
Results
The first preparation step toward the analysis was to examine a potential self-selection bias between the conditions of the experiment, e.g., less motivated people that drop out of the experiment after seeing the low arousing movie, leaving only highly motivated people in that specific condition. Especially for web experimentation, with its truly voluntary nature, it is important to examine the distribution of the dropout rates across the experimental conditions (Reips 2000). A systematic difference between the conditions would confound the interpretation of any causal effect between the experimental conditions and the programmers' performance. A total of 72 (20%) participants completed the study, and rest of 80% decided to drop out. An analysis on dropout data showed that 93% participants decided not to participate after reading the project description, while only 7% decided to terminate participation half way in the experiment when they were assigned to an experimental condition. Table 3 shows the distribution across the experimental conditions of the 7% dropout and the number of people that participated. A Fisher's exact test 5 on this 7% dropout rate revealed no significant (p [ 0.05) variation between the experimental conditions, and therefore canceling out self-selection as an alternative explanation for any causal effect found. Still examination of Table 3 did reveal a significant (v 2 (3, N = 72) = 17.2, p = 0.001) deviation from an equal distribution of participant that allocated to specific condition and completed the experiment. Although this does not confound any potential statistical results, it constrains possible statistical analyses such as a full orthogonal factorial 2 9 2 analysis.
A number of Multivariate Analysis of Covariance were conducted to examine the effect the videos had on the performance of the debug task. The individuals' ability to complete these debug tasks was controlled by looking at performance after seeing the neutral movie, i.e., the neutral mood condition. The covariate was therefore the number of correct answers in neutral mood condition. As mentioned before, the numbers of participants from the quadrant low valence low arousal (LVLA) were too low to conduct a 2 9 2 analysis. Therefore a Multivariate Analysis of Covariance was carried out on only the movies from the other three quadrants (HVHA, HVLA, and LVHA), creating therefore a design for the analysis with only one fixed independent variable, with 3 levels for the movies, besides the covariate.
The two dependent variables were the number of correct answers and the number of tasks completed within the time set. To control for a potential inflated Type I error rate, the first step was to conduct an overall multivariate analysis to examine whether a significant main effect could be found across the two dependent variables. Only if this was the case, univariate analyses on the individual measures were considered using a Bonferroni correction for per comparison alpha level.
The multivariate analysis results showed a significant main effect (F (2, 65) = 3.54, p = 0.036) for the videos. Examining the results of the univariate analyses showed that this effect could be found in the number of correct answers (F (3, 65) = 6.35, p = 0.001) and in the number of tasks completed within the time set (F (3, 65) = 5.18, p = 0.003), which were both significant for a Bonferroni correction of a per comparison alpha level of 0.025, for a family wise alpha of 0.05. These results suggest that mood could affect participants' performance in the debug tasks.
The next step was to examine this effect on both the arousal and valence dimension. To study the arousal dimension, the previous analyses were repeated. However, this time the only fixed independent variable movie had only two levels (high valence/low arousal HVLA and high valence/high arousal HVHA). In other words, valence was kept constant at the high level condition, while arousal level varied. The results of the multivariate analysis showed a significant effect for the movies (F (2, 49) = 5.12, p = 0.01), and when applying a Bonferroni correction of alpha 0.025, this main effect was only found in univariate analysis on the number of tasks completed within time (F (1, 50) = 10.01, p = 0.003), but not on the number of correct answers (F (1, 50) = 3.70, p = 0.06). Examination of the averages, corrected for the effect of the covariate, showed that the participants completed 3.03 tasks within time set in the low arousal condition and 4.59 in the high arousal condition. This therefore suggests that arousal level can affect programmers' debug performance, and in this experiment, performance was improved with increased arousal level.
Similar analyses were conducted for the valence dimension. This time the independent fixed variable only Table 3 The number of participants that complete the test, number of dropouts and dropout rate of participants dropping out after being allocation to experimental conditions included the low valence/high arousal (LVHA) condition and the high valence/high arousal (HVHA) condition; thus, arousal was kept constant at high arousal condition. The results of the multivariate analysis this time found no significant effect for movies (F (2, 33) = 1.86, p = 0.17, g 2 = 0.1). Although this does not suggest that valence will never affect debug performance, it was simply not found in this experiment. The relative small sample size and the effect size of g 2 = 0.1 might have been determining factors 6 in this case. Potential violations of the assumption for the covariance analyses were also tested such as (1) the linearity of the relationship between the covariate and the dependent variable 7 and (2) homogeneity of covariatedependent variable slopes.
8 No indication of a violation was found.
To conclude, the results of the first study suggests that moods, particularly, arousal affected the programmers' performance. A second study was then developed to confirm the finding, this time invoking a mood change in a different way.
Study 2
In this study, participants were under arousal while tracing algorithms. Using an intervention to increase the arousal level allow for studying the effect of this on programmers' performance. There are various strategies to affect people's arousal level. For example, Watters et al. (1997) used caffeine to arouse participants in an experiment to test the validity of Yerkes-Dodsons' Law. Similarly, physical exercises are also known for their positive impact on performance. For example, McMorris and Graydon (1997) found that exercise could significantly increase the speed of visual search, speed of decision-making and accuracy of decision-making. Physical exercises are also known to have an impact on moods. For example, Steptoe and Cox (1988) found that moderate physical exercises result into positive moods. Gowans et al. (2001) after an experiment involving physical exercises concluded that exercises had improved the moods and physical functions of their subjects.
Therefore, physical exercises were introduced in the second study to manipulate the participants' arousal level.
Methods
The aim of the experiment was to determine the impact of an intervention in the form of some physical exercises, on the programmers' program understanding and debugging performance. Therefore, a total of 24 algorithms were selected and divided into three categories of easy, medium and difficult. Different levels of difficulty were selected to ensure that programmers with different programming skill could participate in the experiment. The variation in difficulty would reduce potential floor or ceiling effects in programmers' performance.
The aim of the experiment was to decrease the arousal level of participants over time by asking them to trace various algorithms for a period of at least 16 min. Some degree of boredom would set in causing a low level of arousal. After 16 min, an intervention was introduced. The intervention was in the form of a video in which participants were asked to participate in some simple warming up exercise. After the intervention, the participants continued with tracing algorithms for about another 8 min. Analyzing the performance before and after intervention provided an insight into the impact of the computer-based mood changing intervention on participants' performance. The design of this study might introduce task-induced fatigue on the participants. This study was designed to induce boredom or sleepiness; therefore, task-induced fatigue and low arousal might not be different. Researchers like Desmond and Matthews (2001) showed that fatigue proneness is negatively associated with energetic arousal and may be cause of the boredom. This means that an increase in fatigue can cause a low arousal level or sleepiness.
Materials
The algorithms were selected mainly from Parberry and Gasarch (2002) along with a basic algorithm book ''Data structures and Algorithms in Java'' from Lafore (1998) . Parberry and Gasarch (2002) classified their algorithms into three difficulty levels. The algorithms taken from Lafore (1998) were categorized into three difficulty levels according to the type of tracing and reasoning involved and the data structures used in the algorithm. For example, an algorithm with a single or nested loop was categorized as 'easy' if it involved simple tracing and if no complex computations were involved. An example of an easy algorithm is one that contained simple loops and if-else structures. A medium algorithm was a mixture of loops with some basic reasoning and logic required in order to create the trace table. An example of a medium algorithm 6 Nancy et al. (2005) termed an effect size of g 2 = 0.1 as small effect. With sample size of N = 37 and p [ 0.05 the difference in a sample might be attributed to chance alone. 7 Significant correlations were found between the number of correct answer in the neutral condition (covariant) and in mood condition (dependent) (r (72) = 0.42, p \ 0.001) and between the number of correct answers in the neutral condition and number of task completed with in time (dependent) in neutral condition (r (72) = 0.45, p \ 0.0001) and in mood condition (r (72) = 0.32, p \ 0.01). 8 No significant interaction effect was found between the covariant and other independent variable (mood).
is one that contained several nested loops or nested if-else structures in addition to some mathematical computations that increased the complexity of algorithm and tracing steps. A difficult algorithm was composed of algorithms with un-orthodox looping styles like recursion. These algorithms also contained some complex data structures, which might prove to be difficult to trace. An example of an algorithm for each level of complexity can be found in ''Appendix II''.
For the mood changing intervention, a special exercise video was prepared. The video had playtime of 2 min and 17 s. It contained some very simple exercises like warming up by moving hands, legs and jumping. Background music was played with the exercise instruction video. Furthermore, to validate that the actual mood change had occurred, participants were asked to rate their valence and arousal level on Self-Assessment Manikin (SAM) scale (Lang 1980) . The scale ranged for valence from 1 being happy to 9 being sad. Similarly, arousal ranged from 1 being excited to 9 being calm and sleepy.
Participants
Invitations to the participants were sent via email. Participants were also approached via personal contacts. A total of 19 participants participated in the study. The mean age of participants was 28.1 years with a standard deviation of 4.5. There was only one female participant. A total of 79% of the participants categorized themselves as programmers; 16% categorized themselves as expert computer users and 5% categorized themselves as medium computer users. The mean programming experience of the participants was 8.3 years with a standard deviation of 2.9 years.
Procedure
The experiment was a controlled experiment with no one going in or out of the room during the experiment. All other distracting devices like mobiles phones were also switched off. The experiment started with a training session. Algorithms appeared on the screen in proper indentation and formatting to make them easy to read. Participants were required to produce a trace table for each algorithm. Participants could write their answers in a separate text box in the application. Participants had four minutes to complete each algorithm. Participants were able to go to the next algorithm by clicking the 'Next button' if they wanted to or if they completed tracing the algorithm. If participants were not able to complete the algorithm within the required time, any input in the answer text box was automatically saved in the database and participants were presented with the next algorithm. Algorithms kept on appearing for about 16 min. Participants were asked to rate their mood on the self-reporting two-dimensional SAM scale after 16 min.
After rating their mood, a video was displayed on the participant's screen. Participants were asked to repeat some simple physical exercises as shown in the video. The exercise was followed by another mood rating dialog box. This was followed again by the next sequence of algorithms. Algorithms always appeared in a cycle of easy, medium and difficult before the intervention. However, after intervention, this order was reversed. For example, a participant answering an easy, a medium and a difficult algorithm would receive after the intervention the sequence difficult, medium and easy. This arrangement ensured that performance before and after the intervention was balanced as the level of difficulty was spread equally.
Results
Two markers marked 147 algorithm traces from the 19 participants on two criteria: correct output and correct flow. Pearson correlation between the markings of the two markers indicated high level of consistency (correct output: r (146) = 0.88, p \ 0.0001; correct flow: r (146) = 0.72, p \ 0.0001). The averages of the markings of the both markers were therefore taken as final markings for these two measures. The other performance measures used were 'time left to complete tracing', 'total number of correct variables identified' and 'total lines of correct output'. These measures were automatically calculated ensuring consistency in the marking.
A paired samples t-test conducted on arousal rating immediately before and after the intervention indicated that the participants' arousal level was significantly higher (t(18) = 6.7, p \ 0.0001) after the exercises (M = 4.4, SD = 1.9) than before it (M = 6.3, SD = 1.6). Similar t-tests conducted on valence rating also showed that valence level was significantly more positive (t(18) = 6.9, p \ 0.0001) after the exercises (M = 4.2, SD = 1.8) than before exercises(M = 6.0, SD = 1.6). These findings suggest that the physical exercises had a significant impact on the participants' mood-the mediating factor that was expected to influence the participants' performance.
To examine the effect of the intervention on performance, a repeated multivariate analysis was conducted on the measures: 'total correct variables identified', 'total correct lines of output', 'correct flow', 'correct output' and 'time left' just before and after intervention, which was the only independent within-subjects variable in this analysis. Results showed that participants' performance improved significantly after the intervention (F (5, 19) = 3.51, p = 0.03). Follow-up univariate analyses on the individual measures only revealed a significant effect in the correct output (F (1, 19) = 13.81, p = 0.002) measure, which is significant for a Bonferroni correction (alpha = 0.01). Figure 3 shows the mean marks given to correct output of the algorithms just completed before (I) and after (I ? 1) the intervention. The marks are presented in z-values. The mark for the correct output was slightly below the average mark (-0.07) just before the intervention (I), whereas participants got the highest mark of 0.60 SD above the average marking for the first algorithm complete just after the intervention (I ? 1). Looking at Fig. 3 , it seems that up to I -1 performance was still improving as part of learning effect, and after this point, possible fatigue or boredom might have set in. The effect of the intervention also seems temporary as performance seems again to drop in the second (I ? 2) and the third (I ? 3) completed algorithm after the intervention.
The findings of the study suggest that an increase in arousal and/or valence after computer-based intervention in the form of physical exercise coincided with an increase in the performance in the algorithm-tracing task. This is an effect that could not simply be explained by learning effect over time, as a decline in performance seems to have set in just before the computer-generated intervention. Still, another limitation could be the time pressure as participants had to complete the algorithms within 4 min. However, time pressure is not unrealistic for an industrial environment.
In theory, the observed performance improvement could also be attributed to a reduction in fatigue caused by the physical exercise or a temporally change of the mental demands. Still, this would have been coincided with a change in the participants' mood.
Conclusion, limitations and future research
Both the Internet study and the controlled lab study showed that mood could have an effect on programmers' debugging performance. Although this effect was indirectly supported by literature, the scientific contribution of this works is to demonstrate this hypothesized effect directly in empirical settings. An additional contribution is the presented framework as it can lead future research to study the effect of mood on other programming tasks besides debugging such as program comprehension or program modeling. Enhanced insight could lead to software support tools for programmers that would take into consideration this mood effect. A mood aware development environment could use mood information to help programmers to regulate their mood and enhance their performance. The second study already demonstrated intervention delivered by a computer to be effective. Besides using self-reported moods instrument, this environment should also consider using other methods for measuring mood, for example, physiological measures (e.g., heart rate, perspiration) or behavioral measures (e.g., keyboard use) (Khan et al. 2008) . Besides monitoring mood levels, the program might also be able to monitor performance level to decide when to suggest a mood changing intervention. In addition, research on the presentation of the interventions, their usability, their social acceptability and side effects also need to be studied in detail in order to implement a development environment that could really help programmers to improve their performance in the context of their moods.
As the high arousal conditions always coincided with the high performance level in the studies, a logical practical implication would be to aim for the high levels of arousal. However, considering the Yerkes-Dodson Law (Yerkes and Dodson 1908) , too much arousal might again have a negative impact on the performance. This law suggests an inverted-U shape relationship between arousal and performance. Figure 4 shows that in the two studies, the low arousal condition might have been on the left side of this optimum and the high arousal condition slightly more to the right. Increasing the arousal level even further might again lead to a drop in performance possibly even below the low arousal conditions. This, however, was not examined in this experiment and therefore would require future research.
Various reports in the literature suggest that valence (positive and negative moods/happiness or sadness) does have an impact on performance. Unfortunately, this could not directly be concluded for the debugging task in the two studies. The first study found no significant effect, and in the second study, the effects of arousal and valence could not be separated. One of the reason for this could be that vigilance/attentiveness is more associated with arousal than valence. Researchers like Isen (2008) indicated that negative affect (low arousal and anxiety) narrows the focus of attention and therefore can degrade performance. Dickman (2000) , referring to attentional-fixity theory, indicated that high arousal is related with better performance in attentional-fixity conditions, whereas low arousal is related with degradation in performance. Therefore, the impact of valence on programmers' debug task remains an interesting open question, which future research might be able to answer. As emotions are more intense than being in a certain mood, possible future research could also be to measure the impact of emotions on the debuggers' performance.
Like any empirical study, these studies also have a number of limitations. For example, in exercising Internetbased data collection, it is difficult to make sure that participants should properly be exposed to the experimental conditions. It was difficult to know whether participants actually watched the mood-inducing video clips or not, which in turn might have affected the experiment outcomes. Another limitation is that the task given to the programmers might not be representative of the entire industrial debugging task where most of the efforts are used to locate and identify relevant code while ensuring that these changes did not create any ripple effect. Besides studying the effect of valence and arousal on performance in lab and online, it is also important to study them in an industrial environment where programmers might be more attentive to avoid risks of introducing bugs into the software (Isen 2008) .
To our knowledge, no work has been published about risk and its affect on the attention of debuggers or IT personnel. However, various researchers discussed the affects of risks on other types of work like driving. For example, Vaa (2007) discussed drivers' risk compensation as an unconscious behavior, e.g., if a certain risk-reducing measure is introduced in the road traffic system, the expected reduced risk is compensated by certain behavioral changes like increase in driving speed (Vaa 2007) . People in mild positive affect when are in a high-risk situation have more thoughts about losing and therefore behave more conservatively to avoid loss (Isen 2008) . Thus, when debuggers feel that there is a hight risk of bugs in the software, they might be more attentive. However, Isen (2008) also indicated that people often pay less attention to the task which are boring and are not profitable or are not a cause of loss to them. Therefore, experiments in this study might be less externally validate-able, as the tasks in these studies may not be of benefit to the participants or cause of loss to them. Damasio (1994) divided emotions and feeling into three levels: (1) Primary emotions, (2) Secondary emotions and (3) Feelings. He considered primary emotions as innate, unconscious and predominantly corresponding to infants. He defined secondary emotions as emotions that are learnt with experience and develop into 'the emotion of adult'. They are also unconscious or preconscious. Feelings were defined as a process of bringing emotions to conscious. As this study was conducted on adults, secondary emotions are of concern here. As feelings are defined as a conscious process and can be reported at a given time, they might be an equivalent of moods in this study as participants were consciously aware of their moods and therefore rated their moods on mood rating scale. Primary and secondary emotions are unconscious processes that can be represented by SCR (Skin Conduction Response) Bechara et al. (1997) . SCR can be utilized to measure moods and emotions unconsciously which can also reduce the bias of the participants while rating the mood scale. Therefore, there is a need for future research that could measure emotions through the use of SCR and their effect on debuggers' performance. Various studies like Khan et al. (2008) used GSR (Galvanic Skin Response) to measure moods and found significant correlations with the keyboard and mouse use.
The findings presented here could be regarded as a first step in developing a deeper understanding, as the experiments show that moods have at least an impact on programmers' debugging tasks. For the moment, on a more practical level, the findings suggest that programmers when their arousal level drops could consider doing some simple physical exercises, as for the short term, this seems to have a positive effect on their debugging performance.
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