Abstract. Several classes of baric algebras studied by different authors will be given a unified treatment, using the technique of gametization introduced by Mallol et al. [13] . Many of these algebras will be shown to be either Jordan algebras or to be closely related to them.
Introduction
In [5] the class of commutative algebras satisfying the condition ('adjoint identity') x 2 x 2 = N (x)x for any x, where N denotes a nonzero cubic form, were shown to be closely related to certain Jordan algebras of generic degree at most 4. Among these algebras, it was noticed in the last remarks of [5] that those in which the cubic norm N takes the form N (x) = ω(x) 3 , for a nonzero algebra homomorphism ω into the ground field, may have a signification in genetic. These algebras had been considered in [17] , where ker ω was shown to be a Jordan algebra. However, Mallol and Varro showed that, in general, these algebras are not power-associative [14] .
In the following, let F be a ground field of characteristic = 2 containing at least 4 elements (we are just excluding the field of three elements in characteristic 3). This will insure that the conditions satisfied by the algebras under consideration remain valid when extending scalars. A baric algebra over F is a nonassociative but commutative algebra A over F endowed with a nonzero algebra homomorphism ω : A → F. Baric algebras were introduced by Etherington [6, 7] , as an algebraic framework for certain problems in genetic.
In [1] the class of baric algebras satisfying x 2 x 2 = ω(x)x 3 for any x was considered. It was shown that these algebras are always Jordan algebras, with arguments based on the study of Peirce decompositions relative to idempotents. Also, in [11] another class of baric algebras, those satisfying x 2 x 2 = 3ω(x)x 3 − 3ω(x) 2 x 2 + ω(x) 3 x for any x, were shown to be Jordan algebras too.
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In this paper, all these baric algebras will be given a unified treatment. More precisely, the baric algebras (A, ω) satisfying one of the following conditions will be considered:
for any x ∈ A.
It was shown in [2] how to move from algebras satisfying (2) to algebras satisfying (3) and back. Actually, this is a particular case of the gametization process considered in [13] , which will play a key role here. Next section will be devoted to this process.
As mentioned above, algebras satisfying (1) were considered in [17] and in [5] . In [14] these algebras were shown not to be Jordan algebras in general, idempotents were shown to exist and properties of the Peirce decompositions relative to idempotents of these algebras were studied.
Peirce decompositions of the baric algebras satisfying (3) were considered in [11] . Later on, it was proved in [12] that if A is a baric algebra satisfying an equation of the form x 2 x 2 = αw(x)x 3 + βw(x) 2 x 2 + γw(x) 3 x, for scalars α, β, γ ∈ F (which must satisfy α + β + γ = 1), then A is power-associative if and only if it is a Jordan algebra, if and only if A satisfies either (2) or (3).
As for baric algebras satisfying (4), the following example in [2] shows that they are not Jordan algebras in general. Example 1.1. Let A be the commutative algebra with a basis {e, u 1 , u 2 , u 3 , u 4 , s, t} and multiplication determined by
, other products being zero.
Then (A, ω) is a baric algebra satisfying (4). But it is not a Jordan algebra, since for x = u 1 +s and y = u 2 , we have (x 2 y)x = 4u 3 = x 2 (yx) = 0.
We will use the technique of gametization introduced in [13] to find relations among the baric algebras considered here. The gametization process will be reviewed in Section 2. Then, in Section 3, the way to obtain a Jordan algebra of generic degree at most 4 in [5] will be reviewed, and this will be used to prove in a very simple way that baric algebras satisfying (2) or (3) are always Jordan algebras, while algebras satisfying (1) are very close to being such. A characterization of the nonzero idempotent elements in the algebras satisfying (1), (2) or (3) will be given in Section 4. Finally, Section 5 will be devoted to the baric algebras satisfying equation (4).
Gametization
In this section the process of gametization in [13] will be reviewed in a way suitable for our purposes. Given a baric algebra (A, ω) over a field F, with multiplication denoted by juxtaposition, and a scalar 1 = γ ∈ F, the γ-gametization of A is the algebra A γ , where A γ coincides with A as a vector space, but with the new multiplication given by
for any x, y ∈ A. It is clear that ω is a homomorphism too from A γ into F, so (A γ , ω) is again a baric algebra.
Proof. Denote by • the multiplication in A γ and by ⋄ the multiplication in (A γ ) δ . Then, for any x ∈ A:
whence the result.
Given an algebra A, the unitization of A is the algebra A ♯ obtained by adding a formal unity to A: A ♯ = F1 ⊕ A, with multiplication obtained by extending the multiplication on A by the condition 1x = x1 = x for any x ∈ A ♯ . The algebra A becomes then an ideal of its unitization A ♯ .
Algebras obtained by 2-gametization are close to the original ones:
Proposition 2.2. Given a baric algebra (A, ω), the unitizations of A and its 2-gametization A 2 are isomorphic.
Proof. Consider the linear map ϕ :
Since A is commutative, it follows that ϕ is a homomorphism, which is clearly bijective.
Corollary 2.3. Let (A, ω) be a baric algebra. Then A is a Jordan algebra if and only if so is its
Proof. An algebra A is a Jordan algebra if and only if so is its unitization. Now the result follows from the preceding proposition.
The next result relates the conditions (1), (2) and (3) and the gametization process.
Proposition 2.4. Let (A, ω) be a baric algebra. Then the following conditions hold:
• A satisfies (2) if and only if A −1 satisfies (1).
• A satisfies (2) if and only if A 2 satisfies (3).
Proof. Denote by juxtaposition the multiplication in A, and by • and ⋄ the multiplications in the gametizations A −1 and A 2 respectively. Then for any x ∈ A:
so that A satisfies (2) if and only if A −1 satisfies (1).
In the same vein we compute:
and hence, since
so that A satisfies (3) if and only if A 2 satisfies (2). As (A 2 ) 2 = A, this finishes the proof.
Jordan baric algebras
Recall from [5] that if A is a commutative algebra over an infinite field of characteristic different from 2, endowed with a symmetric bilinear form . | . which is 'associative' (i.e., xy | z = x | yz for any x, y, z), satisfies x 2 x 2 = x | x 2 x for any x, and such that the cubic form x | x 2 is nonzero, then by linearization we obtain:
for any x, y ∈ A. Substitute x by x 2 in (5) to get:
The set of those elements x ∈ A with x | x 2 = 0 is dense in the Zariski topology, so we conclude:
for any x, y ∈ A. (For the definition and main features of the Zariski topology on not necessarily finite dimensional spaces, the reader may consult [15] .) On the formal direct sum J(A) = F1 ⊕ A define ([5, Equation (20)]) the commutative multiplication given by:
for any x, y ∈ A. Then it is shown in [5] that J(A) is a Jordan algebra. Let us include the proof for completeness. Take
and this is 0 by equations (5) and (6) .
As an immediate consequence we have the following result:
Proposition 3.1. Let (A, ω) be a baric algebra satisfying (1), then the vector space J(A) = F1 ⊕ A, with multiplication given by
is a Jordan algebra.
Proof. We may extend scalars to insure that the ground field is infinite, and then the hypotheses above are satisfied with x | y = ω(x)ω(y).
Therefore, the baric algebras satisfying (1) are close to be Jordan algebras. For the baric algebras satisfying (2) or (3) the situation is even better: 
This map Φ extends trivially to an algebra isomorphism Φ : A ♯ → J(A −1 ) by taking Φ(1) = 1, thus proving the first part. For the second part note that if (A, ω) satisfies (3), then its unitization A ♯ is isomorphic to the unitization (A 2 ) ♯ (Proposition 2.2), and we apply the first part.
Finally, the third part is a direct consequence of the previous two parts and Proposition 3.1.
As mentioned in the Introduction, this theorem provides a unified and simple proof of the fact that the baric algebras satisfying either (2) or (3) are indeed Jordan algebras, with no need to rely on properties of Peirce decompositions.
Idempotents
Let (A, ω) be a baric algebra satisfying (2) . If e is a nonzero idempotent of A, then e = e 2 e 2 = ω(e)e 3 = ω(e)e, so that ω(e) = 1 and e = e 3 . On the other hand, since A is a Jordan algebra (Theorem 3.2), it is powerassociative, so for any x ∈ A we have x 3 x 3 = x 6 = (x 2 x 2 )x 2 = ω(x)x 3 x 2 = ω(x)(x 2 x 2 )x = ω(x) 2 x 4 = ω(x) 3 x 3 . In particular, if ω(x) = 1 we obtain that x 3 is an idempotent. This proves the first part of the following result: Theorem 4.1. Let (A, ω) be a baric algebra.
• If (A, ω) satisfies (2), then the set of nonzero idempotents of A is the set {x 3 : ω(x) = 1}.
• If (A, ω) satisfies (1), then the set of nonzero idempotents of A is the set { Proof. Note first that if (A, ω) is a baric algebra satisfying one of the conditions (2), (1) or (3), then any nonzero idempotent e satisfies ω(e) = 1. Also, if e is an idempotent of a baric algebra (A, ω) with ω(e) = 1, then e remains an idempotent in any gametization A γ . Now, the first part has already been proved. For the second part, if (A, ω) satisfies (1) and e is an idempotent in A, then e = x •3 for some x ∈ A with ω(x) = 1, where x • y denotes the multiplication in the gametization A In particular, this theorem proves the existence of idempotents for all these baric algebras.
Given a nonzero idempotent e in a baric algebra satisfying (2), we may use the well-known properties of the Peirce decomposition for idempotents in Jordan algebras, but the situation here is very simple. The equation
for any x, y, z ∈ A. • N (
• The set of nonzero idempotents is {e + u + u 2 : u ∈ N ( 1 2 )}. Proof. Equation (8) with x = e and y ∈ N gives 2e(ey) − ey = 0 for any y ∈ N , and hence N = N ( 1 2 ) ⊕ N (0) as required, while with y = e gives x 3 = 0 for any x ∈ N ( 1 2 ) ∪ N (0), and with x = y ∈ N gives x 2 (xy) = 0 for any x, y ∈ N . Now equation (9) with x = e and y ∈ N (
). Equation (9) with x = u ∈ N ( 1 2 ) and y ∈ N (0) gives u 2 v 2 = −2(uv) 2 for any u ∈ N ( 1 2 ) and v ∈ N (0). Equation (10) with z = e, x = u ∈ N ( 1 2 ) and y = v ∈ N (0) gives u 2 v = 2u(uv), with z = e x = v ∈ N (0) and y = u ∈ N ( Finally, if x is a nonzero idempotent, then ω(x) = 1 so x = e + u + v for some u ∈ N ( 1 2 ) and v ∈ N (0). Then e + u + v = (e + u + v) 2 = e + (u + 2uv) + (u 2 + v 2 ), so u = u + 2uv and uv = 0, and u 2 + v 2 = v. Multiply this last equation by v to get v 2 = u 2 v = 2u(uv) = 0, so v = u 2 . Conversely, given any u ∈ N ( 1 2 ), u 3 = 0 = eu 2 , so e + u + u 2 is a nonzero idempotent. Now the properties of the Peirce decompositions of those baric algebras satisfying either (1) or (3) (which have been studied in [17] and [11] ) follow immediately by gametization: Corollary 4.3. Let (A, ω) be a baric algebra, and let e be a nonzero idempotent of A. Denote ker ω by N , and for any λ ∈ F write N λ = {x ∈ N : ex = λx}. Then:
). Moreover, the following conditions hold:
• N (
• The set of nonzero idempotents is {e
. Moreover, the following conditions hold:
and v ∈ N (1).
• The set of nonzero idempotents is {e + u − u 2 : u ∈ N ( The proof of the second item is similar, but now one has to consider the gametization (A 2 , ω).
Baric algebras satisfying (4)
Identity (4) appeared for the first time in [7] , where it was excluded from the analysis, as well as in [12] , [9] and [4] .
These algebras are characterized in the next result, which uses a variant of the gametization process.
Theorem 5.1. Let (A, ω) be a baric algebra satisfying (4) . Define a new commutative multiplication on A by x * y = xy − Conversely, let A, with multiplication x * y, be a commutative algebra satisfying A * 2 = A and x * 2 * x * 2 = 0 for any x ∈ A. Let ω be any nonzero linear form with A * 2 ⊆ ker ω. Then A, with multiplication given by xy = x * y − 1 2 (ω(x)y + ω(y)x) is a baric algebra satisfying (4). Proof. If (A, ω) is a baric algebra satisfying (4) and x * y = xy − 1 2 (ω(x)y + ω(y)x) for any x, y ∈ A, then ω(x * y) = 0 for any x, y ∈ A, so A * 2 = A. Besides, since x * 2 ∈ ker ω, we have
because of (4). The arguments can be reversed to give the converse part.
Given a baric algebra (A, ω) satisfying (4), and the multiplication x * y in the previous theorem, a nonzero element e ∈ A is an idempotent if and only if e 2 = e * 2 + ω(e)e = e. But ω(e) = ω(e) 2 , so either ω(e) = 1 and hence e * 2 = 0, or ω(e) = 0 and e = e * 2 = (e * 2 ) * 2 = 0, a contradiction. Hence the nonzero idempotent elements in A are those elements e ∈ A with ω(e) = 1 and e * 2 = 0.
Example 5.2. Let V be a vector space and let S 2 (V ) be its second symmetric power. On A = V ⊕ S 2 (V ) define a commutative multiplications * by letting x * x be the class of x⊗x in S 2 (V ) = V ⊗V /ideal u⊗v−v⊗u : u, v ∈ V , and A * S 2 (V ) = 0. Then (A * 2 ) * 2 = 0. Hence, if ω is any nonzero linear form with S 2 (V ) ⊆ ker ω, (A, ω) is a baric algebra with multiplication xy = x * y − 1 2 (ω(x)y + ω(y)x), which satisfies (4) . If e is any element satisfying ω(e) = 1, then e does not belong to S 2 (V ), and hence e * 2 = 0. Therefore, the baric algebra (A, ω) contains no nonzero idempotents.
We finish the paper posing the following natural conjecture: Conjecture: Any finite dimensional commutative algebra satisfying the identity (x 2 ) 2 = 0 is solvable. This conjecture has been checked for low dimensional algebras in [3] .
Example 5.3. Let A be the two-dimensional algebra with a basis {a, b} and commutative multiplication given by a 2 = ab = b, b 2 = 0. Then (A 2 ) 2 = 0 (so A is solvable), but A is not a nil algebra, since a n = b for any n, where a n+1 = a n a for any n.
In [18, pp. 82, 84 and 127] there are examples of Jordan and alternative algebras A satisfying (A 2 ) 2 = 0 which are not nilpotent.
Example 5.4. Let A be the commutative algebra with a basis {a, b, c, d, e, f } and multiplication given by a 2 = d, b 2 = e, ab = c, c 2 = f , de = −2f and all the other products equal to 0. Then A 2 = span {c, d, e, f }, (A 2 ) 2 = span {f } = 0 and ((A 2 ) 2 ) 2 = 0. Moreover, for x = αa+βb+γc+δd+ǫe+ϕf , x 2 = α 2 d + β 2 e + 2αβc − 4δǫf , and (x 2 ) 2 = 2α 2 βde + (2αβ) 2 c 2 = (−4α 2 β 2 + 4α 2 β 2 )f = 0. Thus A satisfies (x 2 ) 2 = 0 for any x, but (A 2 ) 2 = 0.
Remark 5.5. If A is a commutative algebra over a field of characteristic = 2, 3 satisfying (x 2 ) 2 = 0 for any x ∈ A, then the subalgebra alg {x} generated by any x satisfies (alg {x} 2 ) 2 = 0.
Proof. Define x n+1 = x n x for any n ≥ 1. By linearization we have (x 2 )(xy) = 0 for any x, y ∈ A, and hence x 2 (yz) = −2(xz)(xy) for any x, y, z ∈ A. Let us prove that for n, m ≥ 2, x n x m = 0 for any x ∈ A. If n = 2, x n x m = x 2 (xx m−1 ) ∈ x 2 (xA) = 0. In the same vein, if m = 2, x n x m = 0. Finally, if n, m > 2, x n x m = (xx n−1 )(xx m−1 ) = − 1 2 x 2 (x n−1 x m−1 ), and an inductive argument gives x n x m = 0.
We conclude that alg {x} 2 = span {x n : n ≥ 2}, and (alg {x} 2 ) 2 = 0.
