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RÉSUMÉ. – La minimisation de fonctionnelles définies sur un espace vectoriel est
étudiée en encadrant à ε-près différentes de leurs caractéristiques : gradient, borne
inférieure ou contraintes. Une relation entre formule de Itô et méthode variationnelle
est présentée. Des classes de problèmes aux limites illustrent chaque résultat.  2001
Éditions scientifiques et médicales Elsevier SAS
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ABSTRACT. – Minimization of functionals defined on a vector space is studied. Some
of their characteristics (gradient, lower bound or constraints) are enclosed up to terms
less than ε. Relation between Itô formula and variational method is presented. Classes of
boundary value problems illustrate each result. 2001 Éditions scientifiques et médicales
Elsevier SAS
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1. Introduction
Dans cette note, nous traitons de la minimisation de fonctionnelles
définies sur un espace vectoriel. Le gradient, les bornes inférieures ou
les contraintes sont encadrés à ε-près. Ces notions sont à rapprocher de
celles de quasi-minima au sens d’Ekeland (se reporter à [7] par exemple).
Ces fonctionnelles se présentent lors de l’étude d’équations aux dérivées
partielles telles qu’il n’existe pas actuellement d’espaces fonctionnels
assurant l’existence d’une solution (cette notion est à rapprocher de
celle introduite dans [2]). De plus, nous considérons une relation entre
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méthode variationnelle et formule de Itô. Chaque résultat est illustré par
une application à une classe de problèmes aux limites.
2. Evaluation du gradient
Soit V un espace vectoriel et J une fonctionnelle de V à valeurs
réelles. On pose
m= inf{J (v), v ∈ V }.
PROPOSITION 1. – On suppose que m ∈R
J(u+ λv)= J (u)+ λA(u).v + λ2B(u, v).v2,(1)
où
A(u) :
{
V →R,
v→A(u).v,
et
B(u, v) :
{
V × V →R,
z,w→ B(u, v).z.w,
on a alors
(∀ε > 0) (∃uε ∈ V )/(∀v ∈ V ) (|A(uε).v| ε(B(uε, v).v2)1/2).(2)
Démonstration. – Soit ε > 0, on a
(∃uε ∈ V )/(J (uε)m+ ε),
de plus
m J (uε + λv)
et
J (uε) J (uε + λv)+ ε;
(1) entraîne
λA(uε).v + λ2B(uε, v).v2 + ε 0.
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La majoration (2) est obtenue en écrivant que le discriminant du trinôme
λ2B(uε, v).v
2 + λA(uε).v+ ε
= |A(uε).v|2 − 4εB(uε, v).v2
est négatif ou nul, c’est-à-dire
|A(uε).v| 2(εB(uε, v).v2)1/2. ✷
On retrouve des résultats à ε-près de [3,10] par une méthode différente.
Application 1. – Soit G⊂R2 un ouvert borné tel que ∂G est de classe
Lipschitz. Etant donné f :R2 → [a,+∞[, a ∈ R, de classe C2, on note
f ′ et f ′′ ses dérivées et on suppose que f ′′ est bornée uniformément
sur R2. Etant donné h : ∂G→ R telle que h ∈ H−1/2(∂G), on suppose
〈h,1〉 = 0 où 〈 , 〉 désigne la dualité (H 1/2, H−1/2). On considère le
problème aux limites :
{
div(f ′(∇u))= 0 (G),
f ′(∇u).n= h (∂G),(3)
où n désigne la normale unitaire extérieure à G. L’utilisation de la
proposition 1 avec
J (u)=
∫
G
f (∇u)dx − 〈h,u〉
conduit à
∀ε > 0, ∃uε ∈H 1(G),
{
div(f ′(∇uε)− fε)= 0 (G),
(f ′(∇uε)− fε).n− h= 0 (∂G),
avec |fε|0  ε, (|.|0, norme usuelle de L2(G)).
3. Minimisation avec contraintes
Soit V un espace vectoriel. On considère les fonctionnelles
J :V →[a,+∞[, a ∈ R,
F :V →R+.
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On introduit K = {v ∈ V ;F(v)= 0}, et on suppose que K = ∅, on note
mK = inf{J (v);v ∈K}.
On pose
∀n ∈N, Jn = J + nF, mn = inf{Jn(v);v ∈ V }.
PROPOSITION 2. –
(∀ε > 0) (∃uε ∈ V ) solution de
{
J (uε)mK + ε,
F (uε) ε.
(4)
De plus, (∃N  0)/(∀nN), les solutions unε ∈ V de
Jn(unε)mn + ε
sont solutions de (4).
Démonstration. – Par définition de la borne inférieure de Jn, on a
(∀ε > 0) (∃unε ∈ V )/(mn  J (unε)mn + ε.(i)
Comme
(∀v ∈K) (Jn(v)= J (v))
on a
mK = inf{Jn(v);v ∈K}.
De plus, K ⊂ V entraîne
inf{Jn(v);v ∈ V } inf{Jn(v);v ∈K}
c’est à dire
mn mK.(ii)
Les relations (i) et (ii) impliquent
Jn(unε)mK + ε,
J (unε)+ nF(unε)mK + ε.
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On a
F  0 ⇒ J (unε)mK + ε,(iii)
et
a + nF(unε)mK + ε,
qui peut s’écrire :
F(unε)
mK − a + ε
n
.(iv)
De (iii) et (iv), on a
(∃N > 0)/(∀nN)
{
J (unε)mK + ε,
F (unε) ε.
✷
Application 2. – On considère le problème aux limites (3) avec les
mêmes hypothèses qu'à l'application 1. De plus, la solution doit satisfaire
la contrainte
(−∇u,∇v)0  C(1, v)0(C  0),(5)
∀v ∈D+(G)= {v ∈D(G), v  0}
où ( , )0 est le produit scalaire usuel dans L2(G). L’utilisation de la
proposition 2 avec
J (u)= ∣∣PW (f ′(∇u)−∇z)∣∣0
où W = {∇v, v ∈H 1(G)} et z telle que{−z= 0 (G),
∇z.n= h (∂G),
F(u)= sup
{
a(u, v)
|∇v|0 , v ∈H
1
0 (G)
}
,
où
a(u, v)= (−(∇u,H(v)∇v)0 − (C, v+)0)+
où H est la fonction de Heaveside et s+ =max(s,0) pour s réel, conduit
à
∀ε > 0, ∃umε ∈H 1(G),
{−div(f ′(∇umε)− r)= 0 (G),
(f ′(∇umε)− r).n− h= 0 (∂G),
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avec |r|0 m+ ε
−(∇umε,∇v)0  (C, v)0 + ε|∇v|0 ∀v ∈D+(G).
A notre connaissance, on ne sait pas démontrer que m= 0 pour ce type
de problèmes. Néanmoins, pour les écoulements transsoniques en petites
perturbations (modélisés par un problème aux limites analogue à (3)–(5)),
des essais numériques montrent que m s'annule (voir [1] par exemple et
[8] où l'on minimise les Jn de la proposition 2).
4. Relations entre formule de Itô et méthodes variationnelles
On désigne par
‖.‖ la norme usuelle dans H 1(G),
|.|s la norme usuelle dans Hs(∂G), s ∈R.
On pose Xxt = x +Wt où Wt est un processus de Wiener à valeurs dans
R2. Le temps d'atteinte de R2\G est noté τ .
PROPOSITION 3. – Sous les hypothèses
f ∈ L2(G), g ∈H 1/2(∂G),
le problème aux limites {−u= f (G),
u= g (∂G),(6)
a une solution unique
u ∈H 1(G)(7)
caractérisée par l’équation variationnelle
(∇u,∇v)0 = (f, v)0 ∀v ∈H 10 (G),(8)
u= g (∂G),
de plus, pour tout ε > 0, on a la représentation par la formule de Itô
u(x)= 1
2
{
E
( τ∫
0
f (Xxt )dt
)
+E(g(Xxτ ))
}
+ rε(x)(9)
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où
f = f + fε, g = g+ gε,
avec
fε =−w, |gε|1/2  ε, ‖rε‖ ε, ‖w‖ ε.
Démonstration. – On se reportera, par exemple, à [4] pour la démons-
tration de (6)–(7). On démontre (9).
La relation (7) implique
(∃u1 ∈ C2(G)) tq(‖u− u1‖ ε).
Soit
w = u− u1,
en reportant dans (6)
{−u1 = f−w (G),
u1 = g−w (∂G).
L’application de la formule de Itô (voir par exemple [5,6]) donne
u1 =E(Y ) où Y = 12
{ τ∫
0
(f −w)(Xxt )dt + (g−w)(Xxτ )
}
c’est à dire (9). ✷
La proposition (3) valide les résultats numériques de [9] où la formule
de Itô est utilisée même dans le cas où les solutions des problèmes aux
limites n'appartiennent qu'à un espace de Sobolev d'ordre 1 et ne sont pas
nécessairement de classe C2.
5. Conclusion
Si on suppose que V est un espace pré-Hilbertien et W un sous-espace
vectoriel, la proposition 1 permet de généraliser à ε-près la définition de
la projection sur un sous-espace vectoriel fermé d'un espace de Hilbert.
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On observera que dans les propositions 1 et 2, on n’exige pas que
les termes non-linéaires des fonctionnelles induisent des propriétés de
compacité, convexité ou semi-continuité. Ces résultats sont établis sous
forme générale afin de pouvoir être éventuellement utilisés pour d’autres
problèmes aux limites.
Les résultats de la proposition 2 s’appliquent encore si f ′ est rempla-
cée par une fonction qui n’est pas une dérivée.
Dans le cas où les données G,f,g (6) sont suffisamment régulières
pour que la solution u soit de classe C2, on obtient les représentations
de la formule de Itô sans les restes. Les représentations à ε-près (8) et
(12) s’étendent pour des problèmes aux limites avec condition de type
Neumann (dans le cas régulier, voir [6] pour la représentation).
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