We propose two methods of estimating a systematic error in extrapolation to the infinite-size limit in the study of measuring the Haldane gaps of the one-dimensional Heisenberg antiferromagnet with the integer spin up to S = 5. The finite-size gaps obtained by numerical diagonalizations based on Lanczos algorithm are presented for sizes that have not previously been reported. The changes of boundary conditions are also examined. We successfully demonstrate that our methods of extrapolation work well. The Haldane gap for S = 1 is estimated to be 0.4104789 ± 0.0000013. We successfully obtain the gaps up to S = 5, which make us confirm the asymptotic formula of the Haldane gap in S → ∞.
Introduction
Extrapolation is a fundamental technique in a lot of studies in physics. In particular, the technique is often carried out in the condensed-matter physics when one attempts to know a quantity in the thermodynamic limit from several finite-size data. One of the reliable ways to obtain such finite-size data is the numericaldiagonalization method applied to the Hamiltonian matrix describing a system. This method provides us with very precise finite-size data although available system sizes are limited to being very small. This method is non-biased against the effects of interaction; thus it contributes much to the understanding of many-body problems. Typical examples are the quantum spin systems, in which there often appear nontrivial quantum states due to the presence of interactions between spins. One of them is the ground state of the integer-spin onedimensional Heisenberg antiferromagnet. In this system, an energy gap exists between the unique ground state and the first excited state; this gap is called the Haldane gap.
1, 2
The magnitude of the Haldane gap has been estimated by various numerical methods.
3 There are three representative approaches. The first one is the numerical Lanczos diagonalization of finite-size clusters. In the S = 1 case, system sizes up to 22 sites were treated under the periodic boundary condition. 4 Since the available system sizes are small, an appropriate extrapolation is required. Unfortunately, it is difficult to estimate a systematic error due to the extrapolation. The second one is the density matrix renormalization group (DMRG) method.
5
The calculation was carried out under a peculiar boundary condition, namely, each edge of the S = 1 chain connecting with an S = 1/2 spin. In this way, it is necessary to tune the artificial interaction at the edges. The third one is a quantum Monte Carlo (QMC) simulation.
6 Since this simulation was performed by the loop algorithm together with a continuous imaginary time technique, cal- * E-mail address: hnakano@sci.u-hyogo.ac.jp † E-mail address: terai@a-phys.eng.osaka-cu.ac.jp culations of very large systems are available. However, a statistical error due to a Monte Carlo sampling cannot be avoided. Up to the present time, these approaches give consistent estimates of the Haldane gap with their own errors of the same order.
Under such circumstances, we attempt again to estimate the Haldane gaps of the Heisenberg antiferromagnetic spin chain as precisely as possible. Our main method is the numerical diagonalization. A primary purpose of this paper is to propose a procedure to obtain a reliable error in extrapolation of finite-size data toward the infinite size of the system.
In the extrapolation, the weak system-size dependence of the finite-size gap is favored. The system-size dependence of the gap is determined by the choice of the boundary condition. It is known that the dependence becomes suppressed when one twists the boundary condition from the periodic boundary condition.
7 Under this background, we examine boundary conditions in the case of S = 1 to know which boundary condition is appropriate. We then find that the twisted boundary condition is the most appropriate one among periodic, twisted, and open boundary conditions. The twisted boundary condition gives a good sequence of finite-size excitation gaps for the sake of the extrapolation. Next, we develop a method to obtain a reliable error when the convergence of the data sequence can been accelerated. Thereby, a very precise estimation of the S = 1 Haldane gap is successfully obtained. When one imposes the twisted boundary condition for S = 2, 3, 4, and 5, the Haldane gaps can be obtained to be nonzero values in the thermodynamic limit in spite of the fact that the Lanczos method can treat only the extremely small system sizes. When S becomes larger, the convergence acceleration becomes more difficult. In such a case of the acceleration in failure, we also develop another procedure to estimate an error to the excitation gap of the infinite system. This paper is organized as follows. In the next section, the model Hamiltonian and the method of calculation will be explained. In the first half of §3, the numerical results of the S = 1 system are presented and discussed. Boundary conditions are examined and the extrapolation based on the convergence acceleration is performed. We propose its error estimation and demonstrate the validity. In the second half of §3, the cases of S ≥ 2 are studied. Another procedure of obtaining an error is introduced. The final section is devoted to the summary and some remarks.
Hamiltonian and Method
The Hamiltonian of the present model is given by
where S m is a spin operator with its amplitude S at site m. Here N is the number of spin sites. The system size N is supposed to be an even integer. The amplitude of the exchange interaction is denoted by J m which will be defined later when the boundary conditions is explained.
In this paper, we carry out numerical diagonalizations for finite-size clusters of systems of S = 1, 2, 3, 4, and 5. We calculate the ground-state energy E 0 and excitation energies (the first excitation E 1 and the second excitation E 2 ) by the method of Lanczos algorithm. 8 We have successfully developed a code for parallel calculations of the Lanczos algorithm. The maximum sizes in this paper are N = 24 for S = 1, N = 16 for S = 2, N = 12 for S = 3, N = 12 for S = 4, and N = 10 for S = 5. These sizes have not been treated in the Lanczos calculations as long as the present authors know. Note that we only assume the conservation of the z-component of the total spin. Thus, arbitrary shapes of clusters can be treated. The dimensions of the Hilbert space are very large. For example, the dimension of the largest subspace, namely S z tot = 0, of N = 24 for S = 1 is 27 948 336 381, where S z tot is the z component of the total spin. It is worth to emphasize that the parallelization makes it possible to carry out the Lanczos calculations.
Result and Discussion

Case for S = 1
Boundary Conditions
Let us consider differences from the choice of boundary conditions. The differences from boundary conditions appear in results of calculations of finite-size systems. On the other hand, the differences are supposed to disappear in the limit of N → ∞. Finite-size effects depend on the choice of a boundary condition. Namely, a different type of boundary condition gives a different finite-size sequence concerning with a physical quantity. In order to obtain precisely the information in the thermodynamic limit that is not affected by boundary conditions, one should employ an appropriate boundary condition. Such a condition is not necessarily the periodic boundary condition. The appropriate condition depends on systems and physical quantities. Therefore, the examination of various boundary conditions is important. Here we focus our attention on the problem of the Haldane gaps and begin with such an examination in the S = 1 case. In this paper, we examine three types of the boundary conditions: the open, periodic, and twisted boundary conditions. The open boundary condition is given by
The periodic boundary condition is given by S N +1 = S 1 and J m = 1 for arbitrary m. The twisted boundary condition is given by
and J m = 1 for arbitrary m. Note here that energies are measured in units of nonzero J m ; therefore we take it unity. First, we show numerical results of system size dependence of energy differences in Under the open boundary condition, the Haldane gap appears above these degenerate ground states; the energy difference E 2 − E 1 decreases gradually when N is increased and seems to converge around 0.4. Under the twisted boundary condition, on the other hand, the energy difference E 1 − E 0 increases with increasing N . This dependence will also be very useful when we study gaps for the cases of S ≥ 2. In this section, let us compare the speed of the convergence of the finite-size sequence under each boundary condition. In order to achieve it, we consider the ratio defined as
Here G ζ (N ) is the energy difference with system size N under the ζ boundary condition which converges to the Haldane gap in the limit of N → ∞; namely, G ζ (N ) = 
This suggests that the sequence under the periodic boundary condition converges faster than that under the open boundary condition. (See appendix.) Thus the periodic boundary condition is more appropriate than the open boundary condition to measure the Haldane gap within the system sizes that are available in numerical diagonalization calculations. On the other hand, the ratio of ξ = twisted and ζ = periodic in the limit of N → ∞ seems not to vanish but to converge to a nonzero value. This means that concerning with the convergence of the sequence, the speeds of cases of the twisted and periodic boundary conditions are almost the same with each other. Even though the speeds are comparable, the absolute values of the ratios are much smaller than unity (|R ξζ (N, m)| < 1/4). This suggests that each datum of the sequence under the twisted boundary condition is closer to the Haldane gap ∆(S = 1) than the corresponding datum under the periodic boundary condition. In this meaning, we can conclude that the twisted boundary condition is more appropriate than the periodic boundary condition. Therefore, the twisted boundary condition is the most appropriate among the present three conditions.
Extrapolation
In this subsection, we attempt to extrapolate the above sequences of the S = 1 finite-size energy differences by means of the technique of convergence acceleration. We here apply Wynn's epsilon algorithm 9 given by
when α = 1. Here the initial condition is given by A Table I . Note here that a part up to N = 22 in Table I 
in order to examine converging behavior of the sequence A N increases monotonically. This means that the convergence becomes slower when N is getting larger. This is a source of difficulties in estimating the extrapolated gap. In order to overcome this difficulty, an acceleration is introduced. To examine whether the acceleration of A 
N for each k is monotonically increasing, namely, the following condition holds,
III The following condition holds,
Conditions I and II suggest that properties of the initial sequence are preserved even though the acceleration is carried out. Condition III means whether an element with a long decay length is successfully removed by the acceleration. ref. 4 considered that A
N =22 = 0.410498 is successfully accelerated and that it is reliable as an Table I . Sequence of finite-size gaps for the S = 1 case under the periodic boundary condition and the convergence acceleration based on Wynn's algorithm (eq.(6) with α = 1). approximate for the gap value. In ref. 4, the region of α where all the three conditions hold was found around α = 1 within data up to N = 22 even when one applies the acceleration iteratively up to k = 5. Finally, the obtained region of α gave a systematic error. Let us examine the situations in all the presently available data up to N = 24. In Table I , ξ N =22 = 0.410498 is appropriate as a reliable estimate or not according to the criteria of the above three conditions. At least for α = 1, the acceleration of A N gives an upper bound for the true Haldane gap. Even though the value of α is tuned, one obtains only an assembly of upper bounds. There is no evidence to show that the true gap value is in the region of the assembly. Thus, tuning α is not an appropriate way to obtain a reliable error of the Haldane gap. Therefore, we have to develop another strategy without tuning α to achieve it.
Next, we present the result of the convergence acceleration of our gap data under the twisted boundary condition. The table for α = 1 is shown in Table II . One can observe that all the above conditions hold. It is reasonable to consider that all of A N are lower bounds. In order to obtain a reliable error only from the data under the twisted boundary condition, it is required to create another sequence that is monotonically decreasing. Here let us consider a new sequence defined as
where
N is successfully accelerated from A N whose dependences are confirmed to be opposite to play safe. Namely, the S = 1 Haldane gap is expected to be between A 
This estimate agrees with the estimate from the QMC method 6 and that from the DMRG one. 5 Note that our estimate (11) is more precise than any other estimates as long as the present authors know. Before finishing this paragraph, we illustrate A N is a general way to estimate a reliable error; the case of the periodic boundary condition in Table I is applicable. In this case, B N =24 ; we have 0.41050 ± 0.00005 as an estimate in the periodic boundary condition. This result is also consistent with the estimate (11), the one from the QMC method, 6 and the one from the DMRG one.
5 This indicates that the present procedure makes it Table II . Sequence of finite-size gaps for the S = 1 case under the twisted boundary condition and the convergence acceleration based on Wynn's algorithm (eq.(6) with α = 1). possible to estimate the gap value irrespective of boundary conditions. The difference of systematic errors between the cases of the periodic boundary condition and the twisted boundary condition originates from the characteristics of the initial sequences. In this meaning, the twisted boundary condition is better than the periodic boundary condition to estimate the Haldane gap.
Cases for S ≥ 2
In this subsection, we estimate the Haldane gap for S ≥ 2. We employ the twisted boundary condition to obtain the finite-size gap G(N ). Since the sequence G(N ) is increasing with N , it is easy to distinguish whether the gap survives or not in the limit of N → ∞ even though the gap value is extremely small.
Let us extrapolate our finite-size gaps for the S = 2 case by eqs. (6) and (10). The result is summarized in Table IV . One finds that data for small N disturb the table. In Table IV (1) 15 . Therefore our conclusion of the estimates for ∆(S = 2) is 0.0886 ± 0.0018,
for S = 2. This estimate agrees with ∆ = 0.08917 ± 0.00004 from the QMC simulation in ref. 6 and ∆ = 0.0876 ± 0.0013 from the DMRG calculation in ref.
12. Next, we study the cases for S ≥ 3. Our numerical results under the twisted boundary condition are presented in Table V . One can observe that the decay length in S = 4 and 5 is not monotonically increasing. Although the decay length ξ N is successfully accelerated within the present data. Thus, we do not apply the above acceleration procedure to these finite-size gaps of S ≥ 3 in this study.
For S ≥ 3, a serious behavior of the finite-size deviations appears when one draws a plot of G(N ) versus the inverse of the system size as a way that is usually applied. In this plot, the 1/N -dependence of G(N ) reveals concave upwards for small sizes. For S = 3 and Table IV . Sequence of finite-size gaps for the S = 2 case under the twisted boundary condition, the convergence acceleration based on Wynn's algorithm, and upper-bound sequence B Table V . Finite-size gaps and decay lengths for the S ≥ 3 cases under the twisted boundary condition. For S = 3, the convergence acceleration based on Wynn's algorithm is also applied. 4, the dependence becomes convex upwards for larger sizes. For S = 5, the dependence is still concave upwards in the range up to N = 10. If the dependence is concave upwards, it is difficult for us to capture a converging behavior.
Under these circumstances, we take a strategy composed of the following two steps. The first step is to draw a plot of G(N ) so that a shape which is concave upwards does not appear. The second step is to create a decreasing sequence from G(N ) that is an increasing sequence in the new plot.
In order to carry out the first step, we here introduce a renormalized system sizeÑ defined as N + N 0 so that three data for N = 4, 6, and 8 reveal a linear dependence in the plot of G(N ) versus 1/Ñ . The results are depicted in Fig. 4 . One can observe the 1/Ñ -dependence of G(N ) is always convex upwards in every S of Fig. 4 (a)-(d) . Note in Fig. 4 (a) and (b) that G(N ) approaches an estimate obtained from QMC in ref. (6) for S = 2 and 3. On the other hand, we do not have other estimates with which we can compare our G(N ) for S = 4 and 5. All of G(N ) in Fig. 4 are increasing with N . Thus, our finitesize gaps G(N ) under the twisted boundary condition are appropriate to estimate the Haldane gaps even for S ≥ 2. One finds that G(N ) gives lower bounds for the Haldane gaps.
Next, we perform the second step. We focus on neighboring three data points of system sizes N −2, N , and N +2 in each panel of Fig. 4 . When we apply the fitting curve of
to the three data points, it is possible to determine the parameters C, D, and E uniquely for a given N . Then we use C(N ), D(N ), and E(N ) hereafter. Due to the above first step, E(N = 6) is necessarily the unity. Note that D(N ) is monotonically decreasing with increasing N and that E(N ) is monotonically increasing. The result of C(N ) are also depicted at the correspondingÑ in Fig. 4 . One can observe that C(N ) is monotonically decreasing with increasing N in Fig. 4 (a)-(d) . At least for S = 2 and 3, C(N ) seems to converge from the upper side to the gap value estimated from QMC calculations. 6 It is reasonable to consider that the sequence C(N ) becomes an upper bound of the gap value. We choose C(N ) for the largest system sizes as the best upper bound in the analysis of Fig. 4 (a)-(d) . From the above argument of the lower and upper bounds of the gap value, we obtain ∆(S = 2) = 0.0868 ± 0.0034,
∆(S = 3) = 0.0092 ± 0.0010,
∆(S = 5) = 0.000047 ± 0.000010.
The estimate (14) for S = 2 is consistent with the above result (12). We can also compare our estimate of ∆(S = 3); our estimate agrees with ∆ = 0.01002 ± 0.00003 from the QMC simulation in ref.
6. There is no other numerical estimate for S ≥ 4 to the best of our knowledge. Our estimate (16) and (17) will be inspected in future if other methods become available. Note here that the analysis without convergence acceleration is also applicable to the case of S = 1; the result is ∆(S = 1) = 0.41028 ± 0.0042.
This estimate is consistent with the gap (11). One of the differences is that the error of (18) is wider than the one of (11). The same situation appears between (14) and (12) in the case of S = 2. These agreements for S = 1 and 2 suggest that both the methods successfully lead to the common estimate that is irrespective of analyzing methods. Another difference is that the central value of the estimate (18) is slightly smaller than that of the estimate (11). One can also in the case of S = 2 observe that the central value of the estimate (14) is smaller than that of the estimate (12). The estimate from the QMC simulation in ref. 6 is larger than the central value of the estimate (15) in the case of S = 3. These facts suggest that the present method using eq. (13) may give us the central value that is closer to the data of the original sequence. One of the reason may be that C(N ) of eq. (13) is closer to the true quantity in the thermodynamic limit because C(N ) is a kind of extrapolated results. It is not so easy to know where within the error the true infinitesize quantity is only from the data of this work without referring other information. However, this question is beyond the present study because a primary purpose of this work is the development of a method that makes us possible to obtain a reliable systematic error within which there exists the true infinite-size quantity. Here, we examine the asymptotic formula of the Haldane gap,
for S → ∞ from our estimate of the gaps for finite S.
In order to do it, we introduce new parameters x = S −1 and y = S −1 log(S 2 /∆(S)) when we take the amplitude of each spin to be |S| = S in the present analysis.
13 The asymptotic formula (19) is rewritten as
Let us input our estimates of the Haldane gaps to ∆(S) in y and plot the x dependence of y. The result is depicted in Fig. 5 . One can find a linear behavior for finite but large S up to S = 5. We have fitted our data for S = 4 and 5 with the straight line (20); the best fit is produced by β = 12.8 ± 1.5. The linear behavior suggests that the asymptotic formula (19) holds well for large S. Note here that if one uses the formula (19) and our estimate of β, one can predict the magnitude of the Haldane gap for S > 5.
Summary and Remarks
We have developed methods to estimate a systematic error in the extrapolation of finite-size data obtained from numerical diagonalizations of small clusters. The methods have been applied to study the Haldane gaps of the one-dimensional integer-S Heisenberg antiferromagnet. We have demonstrated that the methods work well to the finite-size data under the twisted boundary condition. Our best estimate of the S = 1 case is ∆ = 0.4104789 ± 0.0000013. We are also successful in obtaining the gaps up to S = 5 even though the magnitudes of the gaps are extremely small. Our estimates of the gaps for large S make us confirm that the asymptotic formula of the gap holds well. We have found that the twisted boundary condition is more appropriate than the periodic and open boundary conditions in order to extrapolate finite-size data of the Haldane gaps to the thermodynamic limit. However, the most appropriate boundary condition is not always the twisted boundary condition. The most appropriate boundary condition depends on the model and physical quantities.
14 The present work strongly suggests that the examination of various boundary conditions is useful to know reliable quantities in the thermodynamic limit. It should be examined in future studies whether the methods work or not in extrapolations of other quantities, like the correlation functions of a system. The present method could give detailed information about the quantum state, which contributes much to a deeper understanding of properties of the system.
Finally, it is noticeable that to produce a new sequence by eq.(10) is a quite versatile way. Only Wynn's transformation is employed in this work, but eq.(10) is available irrespective of acceleration methods. The parameter of sequences is not limited to the system size. Usefulness of this way for other parameters should be examined. In principle, the way of B 
Appendix: Convergence acceleration and new sequence
Let us consider monotonic scalar sequences T n and S n that share the common limit S. According to ref. 17 , the convergence of T n is faster than that of S n when the following condition is satisfied
In a practical problem, however, lengths of the sequences are finite; S is not a known quantity but the one that should be obtained. Therefore, the condition (A·1) cannot be examined directly. A substitute condition for (A·1) is given by
for an arbitrary integer m(> 0). eq. (A·2) suggests that
for n in the region where a converging behavior appears in (T n −T n+m )/(S n −S n+m ). Note here that this equation with δn = m = 2 is related to eq. (9). Let us get back to eq. (A·1). Suppose that both S n and T n approach S from the same side. The equation (A·1) suggests that
for sufficiently large n and positive m. This inequality is rewritten as
because S n is monotonic. When T n is obtained from S n through a successful acceleration procedure and when S n and T n are monotonically increasing, one can find
The right hand side of this inequality can be written to be
which is easily found to converge to S in the limit of n → ∞ with a help of the limit (A·2). Let us consider the case of T n = A n+1 . From the inequality (A·6) and the limit of (A·7), B (k) n+1 defined as eq. (10) is found to converge to S from the upper side. Note that the direction of the Table A·1 . An application of the convergence acceleration to the sequence (A·8) having its limit as π. The decay lengths obtained from each sequence by eq. (7) are also acompanied. n+1 is opposite to that of T n and that of S n .
The above argument is applicable when S n and T n are monotonically decreasing. In this case, B n+1 is opposite to that of T n and that of S n irrespective of the direction of T n and S n .
Finally, a numerical example is presented for a demonstration of the procedure proposed in this paper. We consider the sequence {A 
where (2k)!! = (2k)(2k − 2) · · · 4 · 2 and (2k − 1)!! = (2k − 1)(2k − 3) · · · 3 · 1. This initial sequence is obvious to increase monotonically. It is easily understood that the limit of N → ∞ is given by 3 arcsin( √ 3/2) = π(= 3.14159265 · · · ) if one remembers the Taylor exapansion of arcsin x in a neighborhood of x = 0. If we apply Wynn's transformation (6) and create a new sequence B Table A·1,  Table A·2 , and Fig. A·1 . One can confirm a successful acceleration of convergence of A N which decreases monotonically with respect to N can be observed in Table A·2 . Figure A·1 is presented in order to confirm that the features of A N is a lower bound and a upper bound, respectively, for the rigorous limit π. 
