We consider the motion of a discrete random surface interacting by exclusion with a random wall. Two cases are considered: rarefied walls and walls of random height. The dynamics is given by the serial harness process. In the first case, we prove that the process delocalizes iff the mean number of visits to the set of sites where the wall is present by a random walk is infinite. When the surface delocalizes, bounds on its average speed are obtained. In the case of walls of random height, we study the effect of the distribution of the wall heights on the repulsion speed.
Introduction
Harnesses were introduced by Hammersley in [17] to model long range correlations in crystalline structures. The serial harness describes the evolution of a hypersurface of dimension d embedded in a (d + 1)-dimensional space. At each site i ∈ Z d at time n ≥ 0 we have the variable Y n (i) which denotes the height of a random surface at site i. The initial configuration can be taken as the flat surface Y 0 (i) = 0 for all i (other initial conditions will also be considered). At each (discrete) moment n ≥ 0 the height at each site is substituted by a weighted average of the heights at the previous moment plus a symmetric random variable (the noise).
Denote by |i − j| the number of edges in a minimal path connecting i and j (we will use this definition not only for Z d , but also for other graphs). Let P = {p(i, j)} i,j∈Z d be a symmetric stochastic matrix which satisfies p(i, j) = p(0, j−i) =: p(j−i) = p(i−j) (homogeneity) and p(j) = 0 for all |j| > v for some v (finiteness). Assume also that P is truly d-dimensional: {j ∈ Z d : p(j) = 0} generates Z d . Let E := {ε, ε n (i), i ∈ Z d , n ∈ Z} be a family of i.i.d. integrable symmetric random variables with unbounded support.
The serial harness (Y n , n ≥ 0) is the discrete time Markov process in R (1.1)
So, the evolution can be written as
where ε n = (ε n (i) , i ∈ Z d ). As the "noise variable" ε is symmetric and thus has zero mean, we have that EY n (i) = 0 for all i, n. The weights p(i, j) can be interpreted as transition probabilities of a random walk on is the expected number of encounters up to time n of two independent copies of a random walk starting at 0 with transition matrix P. Since s(n) ∼ √ n for d = 1, s(n) ∼ log n for d = 2 and s(n) is uniformly bounded in n for d ≥ 3 (see, for example, [22] ), the surface has unbounded fluctuations in dimensions d ≤ 2 and bounded ones in dimensions d ≥ 3. Here
The serial harness interacting by exclusion with a wall located at the origin was studied in [13] . There, the following dynamics was considered. The wall process (Z n , n ≥ 0) is the Markov process in (R + )
, where a + = a ∨ 0 = max(a, 0); this can be rewritten as
The following is one of the main results of that paper; it will be relevant here as well.
Theorem 1.1 (Theorem 1.2 from [13] ). Let F be the law of ε,F (x) = P(ε > x) and define
and
There exist constants c and C that may depend on the dimension such that
log n; (1.11)
(1.14)
We note that in the case (ii) and (iii) above, the lower and upper bounds are of the same order in the case that d ≥ 3, 1 ≤ α < 1 + d/2 (which includes the Gaussian case α = 2 for all such dimensions), and also in the case that d = 2, α = 1.
The bound (slightly weaker than) (1.11) was proved in [12] for a one dimensional interface related to the phase separation line in the two dimensional Ising model at zero temperature.
We note that the results of Theorem 1.1, vis-a-vis the results for the free process, (at least in d ≥ 2) capture an effect of repulsion of the surface on the wall. This is comparable in some sense to the entropic repulsion of models in equilibrium statistical mechanics, such as those considered in [1, 2, 3, 4, 5, 9, 10] (Gaussian free field), and in [6, 7, 8, 11, 14, 18, 20] (Ising, SOS and related models); a stochastic dynamical model was studied in [16] .
The massless free field interacting with a wall of random height was studied in [3] , and estimates similar to those in [4, 5, 9] for the wall with fixed height case were obtained, showing in some cases an effect of the wall height distribution. In Section 3 we study serial harnesses interacting with a wall of random height showing an analogous effect, with analogous quantitative estimates to those of [3] . In Section 2 we consider a modification of the serial harness interacting with a wall, but a this time a rarefied one: it is present only at some sites (in which it is at fixed height), and absent in the other sites. We do not know of references for the latter case in the literature, in or out of equilibrium. Some of the results of the present work have been announced in [15] .
Rarefied wall
Let us place a piece of flat wall located at height 0 at some sites of Z d , thus defining the environment
there is a wall in i}.
The set W can be either random or deterministic. Then, with the environment fixed, we start the serial harness which is not allowed to go below the wall (in the sites where the wall is present). So, the wall process
Denote by ξ i n the position at time n of a random walk with transition matrix P starting from i, and independent of E.
Suppose that the set W is such that either for all i ∈ Z d the mean number of visits to the set W by {ξ i n } n∈N is infinite, or there exists a constant C such that for all i ∈ Z d the mean number of visits to the set W by {ξ i n } n∈N is less than C. (So, the following situation is impossible: there exists a sequence i 1 , i 2 , . . . ∈ Z d such that the mean number of visits to the set W by {ξ
This assumption is not very restrictive and it holds e.g. in the particular case considered in Theorems 2.1 and 2.2.
For fixed W, we say that the process localizes (and that there occurs localization), if E(X W n (i) | W) ≤ const for all n and i, and delocalizes (there occurring delocalization) if there exists at least one site
is unbounded as n → ∞ (the next theorem shows that those two alternatives cover in fact all the possible cases for which W satisfies the assumption on the latter paragraph). Our first result is quite general.
Theorem 2.1 Under the above assumption on W, the process delocalizes iff the mean number of visits to the set W by {ξ i n } n∈N is infinite.
Remark 2.1 This results actually holds not only for Z
d , but for any homogeneous graph G, if G and P are such that ( besides P being symmetric, homogeneous and of finite range) either k i∈G
2) is important for localization, as it guarantees the localization of the free process, used in (2.10). For example, Theorem 2.1 is valid for a simple random walk on a regular d-ary tree (which obviously satisfies (2.2)).
We study in more detail the case when the wall is placed at each site i ∈ Z d with probability q i , independently of all other sites, where
. If q i = 1 for all i, we get the process considered in [13] . It can be easily shown that all upper bounds obtained in [13] are valid for this modification also. In this case the fact that the mean number of visits to the set W is finite (a.s. with respect to W) is equivalent to a.s. transience of W (see [19, 21] ).
In the case when the process delocalizes, we are able to obtain lower bounds on EX W n (i) (here the expectation is taken with respect to W also), which depend on the tail of the distribution of ε and on q(x), under a technical restriction on the transition matrix P.
2d , if |i| = 1, and q is nonincreasing. Let d ≥ 3 and F ε ∈ L + α for some α > 0. Then, there exist constants c 1 and c 2 such that for all i, n ≥ 1 
Remark 2.2
The size 1 of the range of P is adopted for convenience. The restrictions on p(0, 0) and q are on the other hand substantial, but technical.
Remark 2.3
The expected value on the left hand side of (2.3) is with respect to the probability distributions of both W and ξ 0 . It can also be expressed as
where the expected value is with respect to ξ 0 .
To compare the model with rarefied wall to the solid wall model, we consider two specific functions q(x). The results below follow readily from the lower bound in (2.3), or alternatively (2.4).
Corollary 2.1 Under the assumptions of Theorem 2.2, let
In both cases above, q is convex, so the results follow from the following lower bound to (2.4). By Jensen
Note that in the case (i) the lower bound is of the same order as in the process with q i ≡ 1. If α < 1 + d/2, then Theorems 1.1 and Corollary 2.1 give upper and lower bounds of the same order. So, the case when q(x) ≥ x −β , β < 2, is similar to q i ≡ 1 from the point of view of the repulsion speed. The case β = 0 is that of a wall with constant positive density (less than one) of holes.
Another remark is that under the assumption of Corollary 2.1, if β > 2, then Theorem 2.1 implies localization, which together with the results of Corollary 2.1, establish a transition delocalization/localization at β = 2.
A further point is that again under the assumption of Corollary 2.1, our better upper bound for case (ii) is by using the same bound as for the case q i ≡ 1 of Theorem 1.1. Thus we do not resolve the issue of whether or not there is a difference in repulsion speed (in leading order) between the cases treated in Theorems 1.1 and in Corollary 2.1(ii). We can nevertheless establish a difference between the case of Theorem 1.1 and some of the ones treated in the following result.
Corollary 2.2 Under the assumptions of Theorem 2.2, let
From Theorem 1.1 and Corollary 2.2, when α ≥ 1 and γ > (α − 1)/α, we can differentiate between the repulsion speeds of the two cases.
Note that under the hypotheses of Corollary 2.2, there is a delocalization/localization transition at γ = 1, the localization upper bounds for the case γ > 1 following from Theorem 2.1.
Proof of
where C is a positive constant; the latter inequality following from the bound-
Iterating (2.12), we obtain
and the latter double sum represents the mean number of visit to W by {ξ i n } n∈N , thus establishing necessity.
For sufficiency, suppose that the process localizes, and thus E(X W n (i) | W) ≤ const for all n and i. This implies that there exists K > 0 such that P[PX W n (i) > K | W] < 1/2 for all n and i. As ε has infinite support, P[ε < −K − 1] > δ for some δ > 0. Those two facts imply P[PX
− ≥ 1. We can couple X W n and the free process Y n using the same ε k (i), so that X W n (i) ≥ Y n (i) for all n and i. Thus,
So, if i ∈ W, we have
(2.14)
(2.15) So, in general,
Iterating (2.16), we get
is bounded, the mean number of visits to W by the random walk with transition matrix P is also bounded. Theorem 2.1 is proved.
Proof of Theorem 2.2. We have
where 
We want now to estimate EX
n (free process), all coupled together by using the same ε k (j). We have that X
for all j. So, if j = i, using (2.1) and the fact that for a ≥ c it holds (a + b)
We have
(here we used the fact that for a ≥ c ≥ g it holds (a + b) 
for some C 0 > 0, for all n, i, and j. Define now an auxiliary family of variables ν n (i) by the recursive relation:
whereG(x) = G(x + C 0 ) and ν 0 (i) = 0 for all i.
To proceed, we need the following
and for all n;
(ii) for all i ∈ Z d , ν n (i) is non-decreasing in n;
(iii) for all n, ν n (i) non-increasing in |i|.
Proof. Note thatG(x) is decreasing, but x +G(x) is increasing (and thus, H(x) := x +G(x)q i is also increasing). This fact and (2.18) imply (i) and (ii).
To prove (iii), suppose ν n−1 (i) ≤ ν n−1 (j), if |i| ≥ |j|. If |j − i| > 1, it is immediate that Pν n (i) ≤ Pν n (j). If |j − i| = 1, then, as δ > 1 2d+1 ,
So,
as q is nonincreasing. Lemma 2.1 is proved. We continue the proof of Theorem 2.2. For j = 0, we have
where the inequalities follow from the monotonicity properties of ν n (i) in n and i. (We recall that ξ 0 k is a random walk with transition matrix P starting from site i.)
Below, c and c ′ are positive constants which may be different in different
Using the fact that log ν n (0) ≤ cν α n (0), where c does not depend on ν n (0), we get
For general j, we have for n ≥ |j| 27) and the left hand side of (2.3) follows.
As for the upper bound, using (2.13) we have (note that C in (2.13) is independent of W)
where
is the Green's function and (2.29) is based on the well known behavior of G under our assumptions on P. Theorem 2.2 is proved.
Remark 2.4 Equation (2.28) holds for any homogeneous graph G with k i∈G 
(2.32)
Wall of random height
In this section we study the case a random wall with heights given by a family of i.i.d. random variables W = {W (i)} i∈Z d , independent of E, where W (i) represents the height of the wall at site i. We are interested in the effect of the wall distribution on the repulsion speed of the serial harness. In [3] the equilibrium analogue of this issue (related to entropic repulsion) is analysed for the massless free field and it is shown that if the distribution of W is super-Gaussian, then there is no major effect (the entropic repulsion is of the same order as in the flat wall case), and if the distribution of W is sub-Gaussian, then the entropic repulsion is enhanced.
We fix a realization of W and start the serial harness interacting with W defined by
if n = 0,
We allow W (i) to take the value −∞ (with positive probability), in which case the expression for n ≥ 1 in (3.1) is
Remark 3.1 Notice that X W n (i) so defined is nondecreasing in (the natural partial order for) W.
Then there exist c and C such that c(log n)
The lower bound in (3.3) is valid for α, θ > 0, and the upper bounds are valid for α > 1, θ > 0.
Proof. Lower bound. Let nextŴ = {Ŵ (i)} i∈Z d , wherê 
. As the dynamics of the process can be re-written as
we have
We then have (since x + (a − x) + is nondecreasing in x for all a) that µ
It follows that ν W n (i) ≥ νW n (i) for all W, n, i. We will estimate νW n (i). Let us decomposeW in the following way.W =
Lemma 3.1 For all n and j it holds
Proof. We prove the lemma by induction. For n = 0 (3.8) is evident. Suppose (3.8) holds for n − 1. For j = i, we have
and νW
Note that induction assumption implies PνW i n−1 (j) ≤ PνW n−1 (j) and PνW i n−1 (j) ≤ PνW n−1 (j). So, νW i n (j) ≤ νW n (j), and, as x + (a − x) + is increasing, νW i n (j) ≤ νW n (j). Also by induction assumption,
As (a − x)
+ is decreasing, we have
Thus,
The case j = i is similar.
Let us now estimate PνW 0 n (0). We suppose that W (0) =: W > 0, otherwise νW 0 n ≡ 0. We have 
where, for any j, p {0} k (j, 0) is the probability that the random walk with transition matrix P starting from j returns to 0 for the first time at step k. It follows that n−1 (0)) = PEνW n−1 (0) + G(PEνW n−1 (0)) = EνW n−1 (0) + G(EνW n−1 (0)), (3.13) where G(x) = E((1 − a)W − x) + , and we have used the equidistribution ofW andW ′ , and the translation invariance of the joint distribution ofW and E. We then see that ν n ≡ EνW n (0) is of the same form as (3.3) in [13] , and a lower bound of O((log n) 1/θ ) for ν n follows as in the proof of (3.4) in [13] .
Upper bound. Similarly to [13] , in order to obtain an upper bound we compare the wall process with a free process started sufficiently high. Let X Note that P(R n > K(log n)
θ . Take r n = a n /2. We have P(X W n (0) ≥ a n ) ≤ P(X W,rn n (0) ≥ a n ) = P(X W,rn n (0) ≥ a n , X In Section 5 of [13] it was shown that P(Y rn n (0) ≥ a n ) ≤ kn c3−c4K . As for P(X and, by taking K large enough, this implies that EX W n (0) ≤ C 2K a n (see end of Section 6 of [13] for the reasoning in a similar situation).
