Abstract. We provide a high-dimensional semi-supervised inference framework focused on the mean and variance of the response. Our data are comprised of an extensive set of observations regarding the covariate vectors and a much smaller set of labeled observations where we observe both the response as well as the covariates. We allow the size of the covariates to be much larger than the sample size and impose weak conditions on a statistical form of the data. We provide new estimators of the mean and variance of the response that extend some of the recent results presented in low-dimensional models.
Introduction
In many applications, we want to use as much relevant data as possible to draw inferences about a population parameter of interest. For example, when estimating a causal parameter such as average treatment effect or the effect of its size, the practitioner is tempted to try to collect as much relevant data as possible. Nowadays most of the datasets are equipped with a large number of features that represent relevant genetic, medical, consumer, economic or social behavior. However, most of them have a relatively small number of responses of interest; in particular, the number of responses tends to be of one or multiple order of magnitude smaller preventing meaningfully statistical inferences about say causal parameter of interest. At the same time, there has been an explosion of many open datasets containing additional information about the features of interest.
The practitioners are therefore tempted to try to incorporate this additional information that is available to them. How to best do that, to provide inferential statistical guarantees on the parameter of interest? Statistical inference is particularly challenging in the presence of a large number of features. An impediment to providing optimal inferences is the fear that the researchers will try to "compress" the high dimensional feature space usually by employing some generic unsupervised method thus, highlighting the heterogeneity that is potentially purely spurious. The dimensionality reduction is usually made in an ad-hoc manner while keeping only sufficient statistics of the auxiliary information for example. Evidently, this may not be an optimal way of utilizing the information at hand. In this paper, we seek to address this challenge by developing a method that will use all of the auxiliary features and therefore potentially borrowing strength across all of the available data in order to provide statistical guarantees regarding inferences about the mean and variance of the response vector. Among other applications, this work has strong implications for inference regarding the average treatment effect and the size of the treatment effect.
Approaches to semi-supervised estimation and inference regarding the response population distribution includes the work of Zhang et al. (2016) . Although their method will perform well when the number of features is small it will quickly break down in the presence of a large number of features; after all, it is based on a least squares estimates that cannot be computed in the high-dimensional settings. In this paper, we explore the ideas of high-dimensional statistical methods to improve the performance of semi-supervised approaches in the presence of many covariates. We focus on the family of regularized algorithms but do not specify necessarily which particular regularization is used. This allows for flexible modeling in high dimensions by selecting regularization most suitable for the application in mind. Regularized methods are powerful in explaining sparse interactions among covariates, something that is especially important in environments with many covariates.
Regardless of their widespread success at prediction and model selection, there are essential difficulties that need to be cleared before regularized methods can directly be useful for semi-supervised inference. Preferably, an estimator should have a well-understood asymptotic distribution. Asymptotic normality results are especially important in inferential tasks because regularized estimates can be difficult to evaluate using, e.g., cross-validation directly. Moreover, in the setting of semi-supervised inferential tasks, it is widely recognized that additional information arising from the augmented dataset can provide better estimates when the data generating model is possibly misspecified. The asymptotics of regularized methods for misspecified models has mainly been left open, even in the case of moderate covariate dimensions. This paper addresses these limitations, by developing a regularized method for estimation of the mean and variance of the response that allows for a tractable asymptotic distribution and therefore justifiable inference. Our proposed method is composed of simple, oracle-like bias correction step that allows for successful inference with weak assumptions on the model specifications, such as sparsity for example. We utilize sample-splitting to guarantee optimality.
We begin by developing the consistency and asymptotic normality regarding the mean of the response in the context of high-dimensional linear models. We prove these results for many variants of regularized methods each of which can be arbitrarily slow at achieving consistency in the estimation of a population l 2 projection. We then discuss the case of the variance of the response. Under the same conditions, we also develop asymptotic normality results regarding estimates of the asymptotic variance. We are then able to use these general results and show that our asymptotic normality extends to the setting of estimation of heterogeneous treatment effects in the potential outcomes framework with unconfoundedness (Rubin, 1974) .
1.1. Related Work. There has been an implicit understanding in the statistical literature that additional knowledge or data accumulated ought to lead to an improved estimation and inference: if the goal is inferential, then additional data should lead to smaller asymptotic variance at estimation. However, it is unclear if and to what extent this understanding would hold in the semi-supervised setting where we can collect additional information regarding the design of the model but not the response. In the linear regression framework, estimation of the mean and variance of the population may bring in information about the structure of the population of interest. In the presence of additional covariates, one would like to showcase an improved understanding of the population distribution by utilizing the information of the covariates. When evaluating the quality of the estimation, asymptotic distribution plays a much more critical role than in the standard prediction tasks.
The main contribution of our work is both construction of new estimates as well as an asymptotic normality results that accommodate semi-supervised as well as a highdimensionality phenomenon. Recent results of Wasserman and Lafferty (2008) ; El Alaoui et al. (2016); Mai and Couillet (2017) consider the class of graph-oriented semi-supervised learning algorithms and proceed to establish estimation or prediction properties of semisupervised estimators when the number of observed responses was much higher than the number of features in the data. New work of Chakrabortty and Cai (2017) ; Cheng et al. (2018) ; Gronsbell and Cai (2018) develops semi-supervised approaches for estimation of the conditional mean of the responses. They utilize the additional information to obtain information about the marginal distribution of the covariates in order to then reduce the bias of the local linear estimator. Meanwhile, Cai and Guo (2018) proposed a semisupervised estimator of the explained variance; apart from discussing a different question, their task requires exact model specification. Semi-supervised inference in the context of classification has had a long tradition; see Chapelle et al. (2009) ; Grandvalet and Bengio (2005) ; Zhu and Goldberg (2009); Moscovich et al. (2016) . A major limitation of this line of work is that it has lacked formal statistical inference results.
A small but growing literature, including Zhang et al. (2016) ; Azriel et al. (2016) have considered the development of semi-supervised estimators. Much of their work is inspired by model-free regression framework; see for example Kuchibhotla et al. (2018) . These papers discuss estimation of the mean and variance and use least-squares methods for which they report confidence intervals as well as asymptotic distribution. To our knowledge, however, we provide a set of conditions under which efficient estimation of the response parameters is established without firm guarantees on the model specification as well as without strong restrictions on the dimensionality of the feature space.
We, therefore, view our contribution as complementary to this growing literature, by showing that regularized methods can be effectively utilized for efficient semi-supervised inferences. The theoretical results developed here are general in that many regularized methods are considered simultaneously. Besides, we only require mild conditions on dimensionality as well as sparsity. We believe that the new estimating tools developed here will be useful beyond the specific class of environments studied in our paper. We illustrate this point, by applying our findings to the settings of estimation and inference of heterogeneous treatment effects in the framework of potential outcomes.
Several papers use generalized methods for estimating heterogeneous treatment effects as well as treatment effect size. Random forests approaches appear in Wager and Athey (2017) . Other related approaches include those of Künzel et al. (2017) and Chernozhukov et al. (2017) , which build learners of sorts that can conform to many types of nonparametric or machine learning methods; however, these papers do not analyze semi-supervised settings and possible improvements therein over using labeled observations only. In improving treatment effects estimates over the labeled observations, we follow our work on semi-supervised estimation of the mean closely whereas for the case of treatment effect size we build further on our work on semi-supervised estimation of the variance of the responses. As we will show we can achieve asymptotic normality under relaxed assumptions, in particular, a consistent estimation is no longer needed for both of the unknowns; one consistency suffices.
1.2. Notation. With a slight abuse of notation, throughout the article a constant c > 0, independent of n, p, m may change value from a line to a line. A vector e 1 denotes a p-dimensional vector (1, 0, 0, . . . , 0) . For any vector a ∈ R p , a 2 = p j=1 a 2 j , a ∞ = max j |a j |. For any matrix A ∈ R p×p , we denote A 2 = sup z =0 Az 2 / z 2 . Moreover, we denote a 2 A = a Aa. For all a, we denote with a −j a vector a whose j-coordinate has been deleted. For a covariate X, with the mean µ, we denote Z = C − 1 2 (X −µ). Moreover, a matrix C, denotes C = CovX.
1.3. Organization. In Section 1, we introduce the high-dimensional semi-supervised setting and related work. In Section 2, we propose the new estimators and asymptotic confidence intervals for the mean and variance of the response distribution. In Section 3, we provide theoretical results pertaining to consistency as well as asymptotic normality of the newly introduced semi-supervised estimators. We discuss their benefits in comparison to sample mean and variance as well as sufficient conditions for attaining them. In Section 4, we apply our semi-supervised approach to heterogeneous average treatment effects estimation as well as inference. In Section 5, we illustrate the finite-sample behavior of the introduced estimators in several simulations settings and a real dataset regarding HIV drug resistance.
Efficient estimation of the mean
Suppose that we have access to n independent and identically distributed training examples labeled i = 1, . . . , n, each of which consists of a covariate vector X i ∈ R p−1 and a response Y i ∈ R. Semi-supervised structure of the data allows for an additional set of unlabeled observations. Namely, we assume that an additional set of m independent and identically distributed training examples labeled i = n + 1, . . . , n + m is available and consists of only covariate vectors, X i ; specifically, we do not observe a set of responses Y i for i = n + 1, . . . , n + m. We will consider the setting of τ := lim m,n→∞ n/m < ∞ where the case τ < 1 is particularly useful. Although our methods apply more broadly, we will be particularly interested in a case when p n; to the best of our knowledge even low-dimensional settings provide new results; we provide asymptotic normal result regarding the mean of the response even when conditional mean function estimates may not be asymptotically normal. Lastly, we will assume that our covariates are random. It is worth pointing that in a high-dimensional setting, a random design is a necessary step for providing inferential results.
Let (Y, X) ∼ P denote the population response and covariate vector. We posit the existence of a vector β * as a l 2 projection in the population space, defined as
where β * ∈ R p could be called the population slope. Let ε i be the noise not explained by the linear model, i.e., ε i := Y i − β * 1 − X i β * −1 . We denote with σ 2 ε := Varε the unexplained variance. Under this setting, E[ε|X] = 0 is not required and the design and the error are possibly dependent. Consequently, this setup does not assume necessarily that the regression model is indeed a linear model.
We observe that the mean of the response, i.e., the parameter of interest that we wish to perform inferences on can be expressed now as a linear combination
The main objective is to preform efficient inferences without assuming correct model specification and also identifying what kind of specifications allow for efficient procedures. In general, it may seem plausible to estimate θ efficiently we only need to consider a √ n consistent estimate of β. Although this observation holds in low-dimensional setting (Zhang et al., 2016) , high-dimensional setting presents with unique challenges. Obtaining such estimator comes with a set of restricted assumptions; even if P X is known and a de-biased lasso β db is performed, √ n consistency of β db µ is guaranteed only when s = O( √ n/ log p). Here, we propose to utilize the fact that µ is the mean of the covariate vectors and then propose a direct estimation of θ that allows both efficient estimation as well as n −1/2 inference about θ under weaker set of assumptions.
2.1. Estimation of the mean in high-dimensional settings. At a high level, the parameter of interest, θ, can be seen as the linear contrast of the parameter β * . Recent literature on inference in high-dimensional setting has illuminated the significance of knowledge of the distribution of the covariate X; see for example Cai et al. (2017); Dicker (2014) ; Janson et al. (2017) ; Barber et al. (2015) . The overwhelming conclusion is that when inference is a goal, the knowledge of the distribution of X allows for significant relaxation of the distributional assumption on Y |X, i.e., moving from model Y |X to model X alone.
We begin by considering the simplest case of known Σ = E X X . For that setting, we know that a bias corrected estimator
should be asymptotically normal for some suitable choice of β. In this case an oracle estimator would then take the form of
where due to construction, Σ −1 µ = e 1 and e 1 X i = 1. In this section, we seek to build an estimate that would resemble the right hand side above. We proceed to formulate a cross-fitted formulation that requires separate sets of observations for computing the estimate of β * and that of evaluating the size of the bias correction factor; this enables us to disentangle their dependencies better. What is remarkable is that we would show that such a construction can be stable even for leave-one-out estimates of β * ; see Figures 5, 6. We start by splitting the labeled observations into sets I k each of size N (for the sake of simplicity) for k = 1, · · · , K. Let β (−k) denote an estimate of β * computed on the all but the I k labeled observations,
Then, it is natural to estimate θ by the cross-fitted estimate
where an estimate of the location of X, µ, is defined on an un-labeled observations
. Finally, given a procedure for generating a single estimate of θ, our method generates a family of K such estimates, each of which outputs θ (k) estimate. Our procedure then aggregates the estimates by averaging them:
The advantage of the averaged estimate is that it is not clear how to best split the data to perform cross-fitting. In this case, it is better to average over potentially many estimates than to seek the best highly optimized case. One can also randomize the partition of the index set and then further average the estimate over the different generated partitions. 
However, the estimate above is not utilizing any knowledge of the covariate vectors. A naive estimate that utilizes X is
where θ utilizes both the labeled as well as un-labeled observations. However, we will show that both of these estimates can be improved upon if we utilize the availability of the additional data of X as well as presence of the projection β * . Out theoretical results regarding θ illustrate
where T is a mean-zero component,
2 we can add a correction term that utilizes the knowledge of X and β * effectively so that the term on the right hand side above disappears. Therefore, we propose a new estimator
where the estimates of the de-meaned covariates, V i , are defined as V i := X i − µ whereas their covariance matrix is estimated on a set of unlabeled observations
Then, a simple averaging leads to the final estimate of the variance
2.3. Asymptotic inference for the mean. Our results require some conditions on the estimating scheme used to obtain estimates β. Moreover, the conditions will change depending on the goal of interest: estimation or inference. In general, the plug-in estimates need to be evaluated on a data that was not used to create terms of the bias-correction.
For estimation efficiency, the linear estimator of β * does not have to be a consistent estimator, but the estimation efficiency will reach the parametric rate nonetheless. For efficient confidence interval constructions, the linear estimator of β * needs to only be consistent, with the rate of consistency being significantly slower than the √ n and yet the resulting estimator would be asymptotically normal with a parametric rate. Given these high-level conditions, we obtain a widely applicable consistency and asymptotic normality results that apply to several different algorithms used to estimate β.
Our first result is that the proposed estimator, θ achieves smaller mean squared error than that ofȲ . Such result only requires that C 2 > 0 and β is such that KE β
, the explained variance. One can see that for models that are not linear but for which a linear approximation holds in such a way that the explained variance, b 2 is large, the above condition will be satisfied. Our second result is that θ is √ n consistent for the true mean of Y . To achieve square root consistency, we need to assume that β − β * 2 = O P (1), as n, p → ∞. In particular, β can be an asymptotically biased estimator; as long as that bias is not diverging, θ will still be an asymptotically consistent estimate.
Beyond consistency, in order to do statistical inference, we need to understand the asymptotic distribution of θ. We showcase that as long as β is asymptotically unbiased estimate, regardless of the rate at which it achieves, consistency,
In particular, whenever, τ = 0 as n → ∞, and at least one of the covariates has positive absolute correlation with the response Y , then θ is a more efficient estimator thanȲ as it's asymptotic variance is always smaller than that ofȲ ; note that a simpler requirement of τ < 1 is allowed. Moreover, this result is blind to the distribution of X and ε as long as the second 2 + c, c > 0 moments are bounded. Lastly, we showcase that the asymptotic variance above can be consistently estimated and therefore confidence intervals about the true mean of Y be constructed as
Our results for the theoretical guarantees of CI(θ) only require consistency of β at an arbitrarily slow rate. To consistently estimate the variance, we estimate separately σ 2 ε as well as b 2 . To do so, we define the cross-fitted residuals in the following form
The motivation behind this careful construction, is that, given high-dimensional observations, the residual as defined above guarantees that the estimated residuals are √ nconsistent. This, in turn, provides a more stable estimates and enables theoretically weak conditions. To see that the naive estimate Y i − β X i may not guarantee √ n consistency, we just need to observe that in such case
and the term (θ − β µ) is not necessarily √ n consistent when p n. Our cross-fitted construction can be seen as a bias corrected estimate of the residuals. Now we define the estimate of the variance of the noise as a simple average of the squared cross-fitted residuals
To consistently estimate parameter b 2 we utilize the framework of bias-corrected estimate as developed in Cai and Guo (2018) . We enrich the original proposal of the authors with the corrected, cross-validated residuals
Then, the final estimate of the variance of θ is a simple linear combination
The choice of the partition
is not vital when n is large. However, we can utilize the randomness induced by sample splitting to improve the estimated variance in finite samples. Suppose we have randomly generated T partitions {P t } T t=1 . Based on each partition P t , we have a semi-supervised estimator θ t , (4), and it's estimated variance V ( θ t ), (11). Then, we take the average of θ t 's as a new averaged estimate of θ
With it we propose an estimate of its variance that includes a finite sample correction
With this the new confidence intervals can be defined as
2.4. Asymptotic inference for the variance. When we are interested in estimating and perhaps constructing confidence intervals regarding the variance of Y , our procedure requires the same set of simple assumptions used in obtaining inferential statements regarding the mean of Y . Even when β is a biased estimate whose bias is bounded asymptotically (but is not diminishing) we are able to guarantee √ n consistency of the estimate,
. For consistent β (without specified rate assumptions) we can guarantee more,
We note that the result above remains correct even when there is large dependence of ε i on V i . The result simplifies a lot if both the covariates X i and the errors ε i have Gaussian distribution; in that case, the asymptotic variance becomes 2σ 
Then we set
and show that it estimates well Var(β * V ) 2 . Next, we wish to estimate Var ε 2 + 2β * V ε .
For that end we define
and observe that σ Y is an average of η 2 i . Then, we create a cross-fitted residuals of the following form (17) ν
We showcase that as long as any consistent estimate of β is used, the confidence intervals
will be asymptotically correct.
Asymptotic Theory
Recall that β * is defined as the l 2 projection, (1). In the interest of generality, we develop asymptotic theory of the proposed semi-supervised estimates in the context where the model relating Y to X is not necessarily linear. In this section we are still able to provide traditional √ n asymptotics on inferring E[Y ] and σ 2 Y . The true conditional mean function E[Y |X] (regression surface) is assumed to be unknown and parameter β * describes the population best linear approximation of the unknown mean function (best linear approximation of the working model). Random design can still provide an asymptotically unbiased estimate of β * ; such slope is an unbiased estimate of the average slope over the full range of the unknown true response surface. We showcase that even in this setting, efficient inference regarding the distribution of Y is still achievable in the presence of very many covariates.
Theorem 1. Suppose that we have n independent and identically distributed samples (Y i , X i ) ∼ P whose marginal distributions are (P Y , P X ). In addition, suppose that we observe a supplementary set of m independent and identically distributed samples X i that are drawn from the same distribution P X . Moreover, suppose that P X is such that sup a 2 =1 E|a Z| 2+c < ∞ for some c > 0 as well as C 2 < C for some C < ∞ and that P Y is such that E|Y | 2+c < ∞. Then, for any K < ∞ and any estimator β such that β − β *
. Moreover, the asymptotic variance can be consistently estimated using (12),
Lastly, if in addition for some c > 0 and ,
Moreover, the results above remain accurate regardless of the particular structure of the covariance matrix of the design. In particular, the case of correlated (or densely correlated) covariates is still permissible under the asymptotic regime above as the semi-supervised estimate is not requiring any sparsity structure on Σ −1 . For example, covariates with constant and large correlation are allowed. More broadly, any group or block correlation structure does not require a specifically tailored estimate β in order to achieve optimal inference; simple, naive, least-squares type estimates β suffice.
We note that Theorem 1 does not depend much on the choice of β as long as it is estimating the population slope sufficiently well. The condition, β − β * 2 = o P (1) is easily satisfied by many popular estimators. For example, Lasso, Dantzig selector, squareroot Lasso (Belloni et al., 2011; Stucky and Van De Geer, 2017) , elastic-net (Hebiri et al., 2011; De Mol et al., 2009) or Slope (Bogdan et al., 2015) estimator would all satisfy this condition provided a weak condition on the l 0 sparsity of the best linear approximation i.e., s = o(n/ log(p)). Note that Theorem 1 does not require homogeneity of the errors ε; semi-supervised inference is robust to the heterogeneity.
The proof of this result is organized as follows. In Section 3.2 we provide results regarding the √ n consistency of the semi-supervised estimators. Section 3.3 establishes asymptotic normality of the proposed estimators. We show that the bias decays slower than the variance and that high-dimensional accumulation of errors can be successfully ignored without requiring model selection consistency or correct model specification.
3.1. Theoretical background. There have been considerable efforts drawn to understand the impact and potential for understanding semi-supervised estimation and inference. In the context of binary classification, estimation properties through various forms of dimension reduction have been studied by, among others Chapelle et al. (2009) (2005); Wasserman and Lafferty (2008) . However, to the best of our knowledge, our Theorem 1 is the first result that establishes conditions under which additional high-dimensional observations can be utilized to estimate the mean and variance of the response and provide estimates that are asymptotically normal.
Probably the closest result to ours is that of Zhang et al. (2016) , where the authors tackle the same questions but consider observations with a finite or slowly growing number of features. They have shown that least squares estimates can be corrected by auxiliary dataset to provide normal distribution; they, require the sample size to grow at least faster than that of p 2 . When the number of features is much larger than the number of samples, the corrected least-squares estimate will not be asymptotically normal as it is variance would grow too fast. Hence, their results cannot be used in high-dimensional settings of our interest.
In the high-dimensional setting, Cai and Guo (2018) discuss estimation of explained variance. Explained variance is primarily a property of the conditional distribution of the response with respect to the covariates. We are interested in the properties of the distribution of the responses themselves. They establish asymptotically normal results but only in the context of well-specified linear models; the error of the model is independent of the feature vector. However, the impact of semi-supervised settings is greatly amplified when the response model is not fully specified in that it represents only an approximation of the true, unknown model. Our work focuses specifically on such settings and establishes consistency and normality without relying on correct model specification.
Semi-supervised estimators have also been developed for estimating properties of the conditional distribution of the responses. For example, Azriel et al. (2016) ; Chakrabortty and Cai (2017) proposed semi-supervised estimators for β * . Their estimators are adaptive to model misspecification, with improved efficiencies over simple least-squares under model misspecification. Cross-fitting seems to be extremely beneficial in the high-dimensional setting. Rinaldo et al. (2016) use it to develop confidence intervals for β * and show that sample splitting increases the accuracy and robustness of inference. Fan et al. (2012) use it to develop consistent unexplained variance estimates in the high-dimensional setting. Recently, Chernozhukov et al. (2017) utilized cross-fitting ideas for developing doublerobust machine learning estimates. In addition, Cheng et al. (2018) use cross-fitting to construct semi-supervised estimators for β * . Cross-fitting can be traced back to the natural ideas of cross-validation. We observe that cross-fitting is especially powerful in avoiding bias accumulation and therefore avoiding the many pitfalls of high-dimensional regularized estimates.
An interesting question for the further theoretical study is that of the impact of a growing number of cross-fitted estimates. Our results discuss the fixed choice of K. Growing K, for example, at the same order of n, would result in studying leave-one-out estimates. In practice, we have observed that they lead to smaller variance. Hence, it seems plausible that under similar conditions, one can study a diverging number of sample fitting; however, that remains even to be studied in low-dimensional settings first.
3.2.
√ n consistency. We start by showing the √ n consistency of the proposed semisupervised estimator. Our approach relies on showing that the correction to the naive estimator allows consistency in estimation even when the estimator of the model parameter is not consistent. In order to state a formal result we need two simple conditions: one on the model, Condition 1 or 2 and one on the candidate estimates of β * , Condition 3.
Condition 1. Let the covariance matrix C be such that λ min (C) > 0 and λ max (C) ≤ c 1 and sup a 2 =1 E|a Z| 2+c < c 2 as well as E|Y | 2+c < c 3 , for some bounded constants c, c 1 , c 2 , c 3 > 0.
Condition 2. The responses are such that E|Y | 4+c < c 1 whereas the covariance matrix C satisfies, λ min (C) > 0 and λ max (C) ≤ c 2 and sup a 2 =1 E|a Z| 4+c < c 3 for some bounded c, c 1 , c 2 , c 3 > 0.
Condition 1 or 2 are the only conditions imposed on the data-generating process and are used one at a time. Well-conditioned covariance matrix allows for a well-defined linear approximation model and the parameter β * . A bounded variance of Y is needed for convenience of exposition only; all of the results remain to hold even if this condition is removed, however, the results would be less interpretable. Condition 2 is only needed for the analysis of the estimate of the variance.
Condition 3. β is an estimator for β * that satisfies β − β * 2 = O P (1), as n, p → ∞ This formalism allows us to consider a wide variety of candidate estimates of β * . Flexibility is again as the estimators of β * in the semi-supervised algorithm do not have to match the features of the data and the underlying model well. Semi-supervised estimator utilizes all the information from the unlabeled observations to improve over supervised or regression estimates. For example, regularized least-square estimators will satisfy the above condition as long as s = O(n/ log(p)); for example if n = 300 and p = 1000, s can be as large as 100 in which case we know that Lasso estimate for example is not consistent.
Theorem 2. Let Conditions 1 and 3 hold. Then, m, n, p → ∞, θ − θ = O P (n −1/2 ). Moreover, if Condition 2 hold as well, we have σ
Theorem 2 includes simpler results related to the consistency of the introduced estimates. Namely, to guarantee θ − θ = o P (1) we only require bounded 1 + c moments (weaker than Condition 1) together with Condition 3. Regarding, σ 2 Y , Conditions 1 and 3 are sufficient to guarantee consistency of σ 2 Y . An important property of the semi-supervised estimator is that it does not rely on a strong signal-to-noise ratio to achieve √ n consistency; for example, even if the correct model is not at all sparse, it can be shown that Lasso estimate will be equal to zero with high-probability in which case the proposed estimate will be the same as the naiveȲ . Hence, there is no loss in efficiency, and it seems that the semi-supervised mean estimate is advantageous in almost all cases.
Finally, we believe that this property will extend when estimating many moments of the distribution of Y ; however, that task is beyond the scope of the current paper.
3.3. Asymptotic normality. In the previous section, we established consistency properties of the proposed estimators. In this section, we proceed to prove a stronger result; namely, that they are asymptotically normal and that they improve the efficiency of estimation by borrowing strength from the additional dataset.
3.3.1. The mean. In order to achieve asymptotic normality results, we need a slightly stronger condition on the quality of the estimate β; it is now required to be consistent, albeit at an arbitrary rate that is potentially much smaller than n −1/2 .
Condition 4. β is an estimator of β * that satisfies β − β *
This assumption is satisfied for the case of Lasso estimator whenever s = o(n/ log(p)), i.e., for moderately sparse regimes; notice that the β * is still just a linear approximation of the mean of Y |X. However, we do not require necessarily the restricted eigenvalue condition; see for example Raskutti et al. (2010) ; Van De Geer et al. (2009); Bühlmann et al. (2015) . This assumption is also satisfied for the case of elastic-net estimates β as long as β * is a sparse vector composed of mixed weak and strong signals. Observe that moderate sparsity it not sufficient to guarantee √ n consistency of β and indeed our semi-supervised method does not need such a condition. Another example is that of a ridge estimator which allows for high multicollinearity among the features. Recall that, in Conditions 1 and 2, we only assumed bounded 2 + c and 4 + c moments, which allows heavy-tailed distributions for the features and noises. Adaptive Huber estimates β can be used in the case that X and ε do not have sub-gaussian tails (Sun et al., 2018) . In general, we observe that β can be a biased estimate as long as the bias is decaying with n and p. 
A few comments are in order. Observe that
where we observe that the semi-supervised estimator θ is asymptotically at least as accurate asȲ and is often more accurate, namely, the additional unlabeled data reduce the asymptotic variance by (1 − τ )b 2 . As τ decreases, i.e., as more unlabeled data we observe, the more accurate the proposed estimator θ becomes. When τ = 0, the asymptotic variance is equivalent to the case of known marginal distribution P X , where we see clear improvements in the size of the variance.
We illustrate next that the value of the explained variance b 2 depends on the correlation coefficient between the covariates and the responses. With the standardization
We can see that the behavior of θ depends on the sum of square of the correlations
, when at least one of the covariates has positive marginal correlation with the response, then the semi-supervised estimator θ is asymptotically more accurate thanȲ . 
It is worth noting that many estimators can provide consistency of b 2 and σ 2 ε ; simple plug-in estimates would suffice whenever estimates of β * are consistent. However, we will show that the estimates above have smaller error rate. To illustrate that, let x * 2 C = x * Cx * Under the Condition 2 we showcase that
with T 1 being the term that is asymptotically normal; T 1 = 2n
Under the same conditions, a plug-in estimate of
, is equal to b 2 up to the order of O P β − β * C . Based on Theorems 3 and 4 it is not difficult to see that the constructed confidence interval for E[Y ], CI(θ) as presented in (8) is asymptotically more accurate in the sense of having smaller width asymptotically, than the interval that is solely based on
This in turn, implies that the proposed semi-supervised estimator, θ is asymptotically more accurate than the sample mean,Ȳ . Moreover, the expected length of CI(θ), (8), is of the order
whenever β is a lasso estimate and β * is an s sparse vector. Cai et al. (2017) proved that the minimax expected length of the confidence intervals for θ = ξ β * over a s-sparse parameter space has the order O(1/ √ n + s log p/n) when C and σ ε are unknown. When both C and σ 2 ε are known, they showed that the order should be O(1/ √ n). In our setting, σ 2 ε is unknown, but we have additional information for the covariance matrix C from the unlabeled observations. As a result, we can see that the length of our proposed confidence interval for θ has the order O P (1/ √ n) when m ≥ n and in that sense it reaches optimal length.
Throughout the paper we mainly focus on the case of the signal to noise ratio, snr = b 2 /σ 2 ε , being bounded away from 0 and ∞. However, observe that the two extremes are not particularly informative. Namely, the case of snr = 0 illustrates that no estimator can improve the naiveȲ . Conversely, the case of snr = ∞ and τ = 0, illustrates that the semi-supervised estimator can potentially lead to a better than √ n convergence rate; an example includes a Lasso estimate with σ ε = O P (1/ √ n) that leads to the rate of O P ( s log(p)/n). If l 2 estimation error of β is of a smaller order than σ ε then the confidence interval is still valid. However, whenever such l 2 estimation error is at least as the same order of σ ε , one can construct new outcomes whose variance will match that of the estimation error and use those pseudo-outcomes to construct valid confidence sets.
3.3.2. The variance. Our analysis of the variance estimate, σ Y builds upon establishing the following asymptotic representation
Observe that, asymptotic distribution of the variance, does depend on the fourth-order moments, hence the condition above does not seem unreasonable.
Theorem 5. Let Conditions 2 and 4 hold Then, as m, n, p → ∞,
2 > c for some constant c > 0. Moreover, for σ ν and σ ξ defined in (15) and (18), respectively, we have
Based on Theorem 5, when the data follows Gaussian distribution, it is not difficult to see that
. Namely, the constructed confidence interval for σ 2 Y as presented in (19) is asymptotically more accurate in the sense of having smaller width asymptotically, than the interval that is solely based on
or its robust alternatives (see for example Hummel et al. (2005) ) where γ is any consistent estimator for the kurtosis. One of the choices for γ can be
This in turn, implies that the proposed semi-supervised estimator, σ 2 Y is asymptotically more accurate than the sample variance, S 2 Y . A general efficiency of the proposed semi-supervised estimator σ 2 Y would depend on the particular model of non-linearity i.e., on the particular deviations from the linear model. We illustrate the discussion with two specific examples. For that end, we introduce a proportionality coefficient r as the proportion of the decrease achieved by the semisupervised estimator compared to S 2 Y . We define such coefficient with
Here, we have assumed that m n and the effect of τ is negligible. The first example, discusses heteroscedastic linear model where the variance of the error depends quadratically on the covariates. The second, discusses a larger deviations of normality, where the response model is highly non-linear. In particular, we consider
where a measures the size of the deviation from the linear model. In the above X i , η i ∼ N (0, 1). When r > 0 we see that the proposed estimator is more efficient than S 2 Y . From Example 1 we observe precisely that. The result persists over a broad range of heteroscedastic model specifications. We also observe that the larger the magnitude of Figure 1 where we also showcase the Signal to Noise ratio corresponding to each setting.
Heterogeneous treatment effects
Suppose we have access to n independent and identically distributed training examples, labeled i = 1, · · · , n, each of which consists of a feature vector X i ∈ R p , a response Y i ∈ R and a treatment indicator D i ∈ {0, 1}. In addition to that we assume that we have access to m additional unlabeled training examples, each of which consists of a feature vector X i ∈ R p , i = n + 1, . . . , n + m as well as treatment indicator D i ∈ {0, 1}. Following the potential outcomes framework, (Neyman, 1923; Rubin, 1974; Holland, 1988) we then hypothesize the presence of potential outcomes Y i (0) and Y i (1) corresponding to respectively to the response the i-th subject would have experienced with and without the treatment; however, we only get to observe one of the them for each i. Our goal is to estimate and develop asymptotic normality for the average causal treatment effect from observational data, adjusting appropriately for confounding.
Similarly as in Section 2, we hypothesize the existence of the l 2 slopes (24) β * w := min
defined at the population level for w ∈ {0, 1} . The response Y i (w) is the "factual outcome" which we observe in the data, whereas Y i (1−w) is the unrealized "counterfactual outcome." We then observe that the average treatment effect takes the linear form
A standard way for construction of estimates related to the average treatment effects is to posit a model on the treatment assignment and then adjust for possible confounding. Treatments are assigned to subjects according to an underlying scheme that depends on the subjects' features, i.e. D i ⊥ X i . Their dependence can be captured by the following model
where e(X i ), an unknown function, is typically regarded as the propensity score (Rosenbaum and Rubin, 1983) . In the following we assume two primitive conditions. The first, widely regarded as an overlap condition, i.e., that the propensity score be uniformly bounded away from 0 and 1 for all values in the support of the covariates. The second, can be thought as an identifiability condition.
Condition 5. Let P(c ≤ e(X) ≤ 1 − c) = 1 with some constant c ∈ (0, 1).
In this section, similar to before, we would like to consider a large family of estimates of the unknowns. Therefore, β 1 , β 0 and e are estimators for β * 1 , β * 0 and e, respectively, which satisfy
= O P (a n,p ), and E P X ( e(X) − e(X))
where P X is the marginal distribution of X, and E P X denotes the conditional expectation with respect to P X . Here, a n,p and b m,p are two non-negative sequences of numbers.
4.1. Inference regarding average treatment effects. We explore the representation (25) when constructing an efficient estimate of the ATE, δ. As our framework above adjusts for the presence of possible confounding, the semi-supervised estimator 2 also needs to be adjusted for the confounding effects. For that end, we introduce
In the above the weights, ω i will be corresponding to the ratio of the observed treatment proportion; then, the framework from Section 2.1 will still lead to √ n consistent estimates. We denote these weights for the treated and control, respectively, as
and propose weighted semi-supervised estimates of the mean effects in the treated and control group as (29)
Note that µ is defined much in the same way throughout the paper. Then the estimate of the ATE can be simply defined as a difference of the two estimates
Of course since the choice of the sample split is arbitrary, we average the estimates
With the above we are ready to present the main result of this section.
Theorem 6. Let Conditions 1, 5 and 6 hold. Then, under the setting of this section
whenever a n,p = O(1), b m,p ≤ c 1 for a constant c 1 < c ∈ (0, 1), where c is the constant in Condition 5. Therefore, whenever a n,p b m,p = o(1), δ is consistent. If however, a n,p b m,p = O(n
n-consistent estimate of δ. Additionally, the asymptotic normality follows
with an asymptotic variance
A few remarks are in order. Suppose the sparsity of the outcome model and the treatment model are s Y and s D , respectively. For illustration purposes suppose that both models are parametric and linear. Then, rates a n,p , b m,p can be computed for a Lasso regularized estimates: a n,p = O P ( s Y log p/n), b m,p = O P ( s D log p/m) are required to achieve asymptotic normality. Therefore, according to (32) 
2 ). We can see that, when m is large enough that s D n log p/m → 0, the sparsity assumption we need for the outcome model is only s Y = o(n/ log p), which is extremely mild. For large enough m this would amount to only requiring consistency, at any arbitrary rate, of the propensity model. Note that most high-dimensional inferential tools require stronger sparsity assumptions and usually the rate of o( √ n/ log p) for both the outcome as well as the propensity model. At the same time, we achieve a more efficient estimator, i.e. reduction in the size of the asymptotic variance (Chernozhukov et al., 2018) .
Besides, if one is only interested in obtaining a √ n consistent ATE estimator, as long as m/n → 0, surprisingly our conditions do not require consistent estimation of the nuisance parameters -both for the outcome as well as the propensity model. This is a significant reduction of conditions compared to the existing literature; where one or the other or both of them need to be at least consistently estimated. In the context of high-dimensional or complex models, provided we have enough additional covariate information, our method allows for the outcome or propensity to be completely dense models or to be estimated using many of the machine learning methods, such are random forests, Bayesian CART or deep neural networks for example. 4.1.1. Construction of confidence sets. We provide a consistent estimate of the asymptotic variance V δ with the purpose of constructing confidence sets regarding δ. For that purpose we represent V δ as a sum of two terms; corresponding to (33),
We discuss the second component first. Observe that
2 . Hence, we propose
Here, we have evaluated the size of the vectors ξ δ,i on an out-of-sample to compute V
2 . Next, we consider the first term, where we observe
Hence a natural estimate is then constructed by
where e δ,i := δ − ( β
Finally, our proposed estimator for V δ is (36)
Theorem 7. Assume the same setting as in Theorem 6. Then, as m, n, p → ∞,
Hence, an asymptotic (1 − α)-level confidence interval for the ATE δ could be defined as:
4.2. Signal-to-noise ratio. We now turn to estimating and constructing inference regarding the signal-to-noise ratio, defined as
where σ 2 = VarY . This quantity is also related to the treatment effect size and can be interpreted as what fraction of the outcome is explained by the average treatment effect. We aim to provide a consistent and asymptotically normal estimate for which we can also construct confidence intervals. Let δ be defined as (31). We next discuss the estimate of σ. We take on the perspective similar to Section 2.2 with minor clarifications. Notice that for each i,
we can define the population l 2 projection
as the population slope. Then, from Section 2.2, we have a semi-supervised estimator σ 2 defined as in (7). Our proposed estimator for d is then defined as
Here, we set d to be zero when σ = 0 in order to make d well defined. Notice that σ is a √ n consistent estimator under the assumptions in Theorem 8 and σ is assumed to be positive; hence, we can easily argue P( σ = 0) = o(1).
Theorem 8. Assume the same setting as in Theorem 6. Moreover, assume Condition 2 holds. Then, as m, n, p → ∞,
where
In the above display we used the following notation
To construct confidence intervals, we next provide an estimate of the asymptotic variance V d . Let σ 2 and δ denote the semi-supervised estimators as in (7) and (30). For each i ∈ I k , set
where ν i and ξ i are defined as
similarly as in (17) and (14) and σ is the semi-supervised estimate of VarY as mentioned before (40). Here, θ is the semi-supervised estimator for θ = EY proposed in (4). In addition, µ W and C W are the sample mean and the sample variance of { W i } m+n i=n+1 , respectively. Besides, ν δ,i and ξ δ,i are defined as in (35) and (34), respectively. Let
and V 
The next result showcases consistency of such estimate Theorem 9. Assume the same setting as in Theorem 8. Then, as m, n, p → ∞,
Now we are able to construct an asymptotic (1 − α)-level confidence interval for d
Finite-sample experiments
In this section, we showcase the finite-sample estimation properties of the proposed estimates. Numerical experiments consist of two different model settings: linear and nonlinear. We focus on somewhat difficult cases where even if the model is linear, the inverse of the covariance or covariance matrix itself lacks strong sparsity structures. Sparsity in covariance leads to good prediction properties of Lasso estimates, whereas sparse inverse covariance matrix leads to good inferential results. We avoid them both and yet observe the excellent performance of the proposed estimates.
5.1. Numerical experiments. Model 5.1. We first consider a setting that X 1 and ε 1 are both Gaussian and the linear model is correct. However, the model does not have sparse feature correlations or sparse precision matrix. We generate
where C 1 is a matrix that is not quite sparse. We generate the covariance matrix C 1 as follows:
. . .
By eigen-decomposition, A = U ΛU , where U is an orthogonal matrix. Define the covariance matrix as C 1 := U D 1 U . The matrix C 1 has the smallest eigenvalue λ min (C 1 ) = 0.1 and the largest eigenvalue λ max (C 1 ) = 2. We plot the heatmaps for the first 50 rows and 50 columns of the Correlation matrices converted by C 1 and C −1 1 in Figure 2 . We can see that neither of C 1 and C −1 1 are sparse. Now, we generate the n labels:
where δ 1 , δ 2 , . . . , δ n ∼ iid N (0, 1) and β 0 = (β 0 1 s 0 , 0 ) ∈ R p−1 . As claimed before, we consider the case that the signal-to noise ratio is bounded away from 0 and ∞. Hence, for a fixed σ 2 ε > 0 and P X , as the sparsity s = β * 0 grows, the individual signals (|β * j |) j∈{β * j =0} should decrease so that SNR is bounded away from ∞. β 0 is a constant such that Var(X 1 β 0 ) = 1, so the signal-to-noise ratio b 2 /σ 2 ε = 1. Fix K = 2, set β (−k) as the square-root Lasso estimator with tuning parameter λ = log p/(n − N ). Let θ and σ 2 Y be the semi-supervised estimators for θ = EY 1 and σ 2 Y = VarY 1 defined as in (4) and (7), respectively. Then, we propose the confidence intervals for θ and σ 2 Y as in (8) and (19).
We repeat the simulation for 500 times. Table 1 shows the mean squared error (MSE), the average length (AL) and the average coverage (AC) of confidence intervals for θ estimated byȲ and θ. Table 2 shows the mean squared error (MSE), the average length (AL) and the average coverage (AC) of confidence intervals for σ Figure 2. The snapshots of the first 50 columns and rows of the covariance and inverse covariance matrix showcasing strong correlation structure and lack of strong sparsity (large numbers of empty squares) still exhibiting better performance than that of sample mean. Figures 3a and 3b showcase that the size of the labeled samples does not impact previous findings. 
Lasso estimator with tuning parameter λ = log p/(n − N ). Let θ and σ 2 Y be the semisupervised estimators for θ and σ 2 Y defined as in (4) and (7), respectively. Then, we propose the confidence intervals for θ and σ 2 Y as in (8) and (19).
We repeat the simulation for 500 times. Table 3 shows the mean squared error (MSE), the average length (AL) and the average coverage (AC) of confidence intervals for θ estimated byȲ and θ. Besides, Table 4 shows the mean squared error (MSE), the average length (AL) and the average coverage (AC) of confidence intervals for σ It is worth noting that the Lasso estimate of the actual parameter β 0 is not consistent in this quadratic model; Lasso was fitted assuming a linear model is valid. Nevertheless, our estimate of the mean of the response is still universally better than that of sample mean; smaller MSE, shorter length as well as close to nominal coverage probability. Estimates of the second moment and therefore variance, deteriorate more with significant departures from the model; however if the sparsity is strongly present in the model, we still see a reduction in variability compared to the sample variance estimate. Model 5.3. We compare the behavior of our semi-supervised estimators under different choices of K's when the linear model is correct. We generate Z ij ∼
iid Exp(1) − 1 for all
, where the covariance matrix C 1 is defined as in Model 5.1. Set
Fix n = 48, p = 50, m = 96, s 0 ∈ {1, 3, 5} and let K varies from {2, 3, 4, 6, 8, 12, 16, 24, 48}. Set β (−k) as the Lasso estimator with 10-fold cross-validation. Let θ and σ 2 Y be the semisupervised estimators for θ and σ 2 Y defined as in (4) and (7), respectively. We repeat the simulation for 500 times, Figure 5a and 5b show the MSE's of θ and σ 2 Y as K varies for several choices of s 0 . We observe that with larger K, MSEs do not increase and in fact tend to stabilize with larger values of K.
Model 5.4. Now we compare the behavior of the semi-supervised estimators under different choices of K's when the linear model is not correct and the sparsity s 0 is relatively large. Generate Z ij ∼
iid Pois(1)-1 for all (i, j) ∈ {1, 2, . . . , m + n} × {1, 2, . . . , p − 1}. Let
Fix n = 48, m = 96, s 0 = {5, 10, 15} and let K varies from {2, 3, 4, 6, 8, 12, 16, 24, 48} . Set β (−k) as the square-root Lasso estimator with λ = log p/(n − N ). Let θ and σ 2 Y be the semi-supervised estimators for EY 1 and VarY 1 defined as in (4) and (7), respectively. We repeat the simulation for 500 times, Figure 6a Figure 6. Stability of the proposed estimates as number of folds, K, varies leading to lastly a leave-one-out updates. Data used n = 48, m = 96. Different colors correspond to different sparsity levels of the l 2 projection. The left plot corresponds to the mean whereas the right to the variance.
K varies for several choices of s 0 . Therein, it seems clear that both estimates have nearly decreasing MSE's; note that with K = 48, we obtain leave-one-out estimates.
5.2. Real data. We use our semi-supervised procedure to estimate the average treatment effect and the Treatment Effect Size of a genotype mutation on Human Immunodeficiency Virus (HIV) drug resistance. We consider the dataset derived from Baxter et al. (2006) , the dataset is available on the Stanford University HIV Drug Resistance Database (Rhee et al., 2003) (https://hivdb.stanford.edu/pages/genopheno.dataset.html). The outcome variable Y is the drug resistance, here we consider the 3TC (lamivudine) nucleoside/nucleotide RT inhibitor. The treatment Z k is an identity variable denotes whether there is a mutation on the T -th position of the HIV reverse transcriptase (RT). Each of the explanatory variable X j (j ∈ {1, 2, . . . , 240}/{T }) is also an identity variable which denotes whether there is a mutation on the j-th position. Here, we only consider the subtype B sequence. Besides, redundant viruses obtained from the same individual were excluded. We are assuming that the the outcome variable is independent of whether it is observable or not.
From the dataset, we have n = 518 pairs of supervised data ({X i,j } j =T , Z i,T , Y i ) (i ∈ {1, 2, . . . , n}) and m = 2428 pairs of additional unlabeled covariates ({X i,j } j =T , Z i,T ) (i ∈ {n + 1, n + 2, . . . , m + n}). Fix T ∈ {1, 2, . . . , 240}. We only consider the covariates that the corresponding mutations occur for at least 10 times in the supervised data for each group (treatment and control).
We apply the semi-supervised procedure as in Section 4. Split the supervised dataset into K = 3 folds, let β (−k) 0 and β (−k) 1 be the Lasso estimators for the slopes, the tuning parameters are chosen by 10-fold cross-validation. As for the choice of e (−k) , we use 1) Logistic Regression (LR) with Lasso penalty and 10-fold cross-validation; 2) Support Vector Machine (SVM) with linear kernel; 3) Random Forest (RF). In order to improve the stability of the estimator, we trim each e (−k) (X i ) to [0.01, 0.99]. Let δ s and d s denote the sample average treatment effect and the sample Treatment Effect Size, respectively. Let δ LR , δ SVM and δ RF denote the semi-supervised estimators for the ATE. Let d LR , d SVM and d RF denote the semi-supervised estimators for the TES. We compare our results with Chernozhukov's supervised estimator. Chernozhukov et al. (2018) In order to reduce the variation derived from the randomness of sample splitting, we repeat the sample splitting procedure for t max = 5 times. Figure 7 and 8 show the confidence intervals for δ and d on several positions based on the different estimators. There are several relatively long confidence intervals in Figure  7 and 8, such as δ RF on position 98, δ LR and δ SVM on position 151. This is because the procedure is not stable enough that some of the e (−k) (X i )'s are close to 0 or 1. We can see that, there is a very large TES on position 184, a small TES on position 69, 75, 151 and potentially a very small TES on position 203 and 215. As stated in Rhee et al. (2003) , nearly all drug-resistance mutations are found between positions 40-240. Moreover, the NRTI Mutation Pattern and Susceptibility can be found https://hivdb.stanford.edu/pages/phenoSummary/Pheno.NRTI.Simple.html. On position 41, 44, 74, 98 and 203 , the sample estimator δ s is obviously different from the supervised and semi-supervised estimator of ATE based on propensity score. This is because that the sample estimator is estimating
. This result suggests that, the mutations on position 41, 44, 74, 98 and 203 usually occur simultaneously with the mutations on other positions who potentially contribute an enhancement of the 3TC drug resistance. 
Discussion
In this paper, we presented a new way of estimating the mean and variance of the outcomes of interests in the setting of semi-supervised observations. Observations are allowed to be much larger compared to the size of the labeled outcomes. The key idea is to replace the linear or quadratic forms with appropriate bias correction terms that try to utilize as much as possible the dependence of the outcomes to the covariates. Additional observations are utilized to estimate the first and second moments of the covariate distribution. We showed that this strategy leads to significant improvements in efficiency (reduction in asymptotic variance) of the naive estimates. Moreover, we identified a set of conditions in a high-dimensional setting that is weaker than those of methods depending on only labeled observations and accommodate for large uncertainties in the selection of possibly important variables. Our work builds upon similar results obtained in Zhang et al. (2016) in the low-dimensional setting. However, we have observed that our simple, modified estimator improves on their results by providing better control even in the low-dimensional setting. This allows greater flexibility in estimating the dependence of the outcomes and covariates and leaves many open questions; for example, can fully non-parametric methods like those of random forests, deep neural networks and such be also utilized? Zhu, X. (2005) . Semi-supervised learning literature survey. Zhu, X. and A. B. Goldberg (2006 All results and notation are numbered and used, as in the main text unless stated otherwise. Recall, that for any a ∈ R p and A ∈ R p×p , let a A = a Aa. Throughout the article constants c, C > 0, independent of n, p, m, may change value from line to line.
With a slight abuse of notation, for any function g,
in the proof of Theorems 1, 2, 3, 4, 5;
in the proof of Theorems 6, 7, 8, 9. We begin by presenting two simple results that we will be useful throughout the document.
Lemma 1 (Lemma B.1 in Chernozhukov et al. (2017) ). Let {X n } and {Y n } be sequences of random variables. If for any c > 0, P(|X n | > c|Y n ) = o P (1). Then, X n = o P (1). In particular, this occurs if E(|X n | q |Y n ) = o P (1) for any q ≥ 1. Typical examples we used in our proofs are a) E(X 2 n |Y n ) = o P (1), b) X n = n i=1 Z n,i /n, where (Z n,i ) is a row-wise independent and identical distributed triangular array with E(|Z n,1 ||Y n ) = o P (1).
Lemma 2. Let {X n } and {Y n } be sequences of random variables. If for any c > 0, there exists M, N > 0 such that for any n > N , P(|X n | > M |Y n ) < c. Then, X n = O P (1). In particular, this occurs if EX n = 0 and E(X 2 n |Y n ) < C for some C < ∞. Proof of Lemma 2. For any c > 0,
Lemma 3. Let (Z n,i ) be a row-wise independent and identical distributed triangular array with EZ n,1 = 0 and E|Z n,1 | q < C for q ≥ 1 and C < ∞.
Hence,
Proof of Theorem 1. Theorem 1 is a simple corollary of all of the main results as presented in Theorems 2, 3, 4, 5.
Proof of Theorem 2. This proof provides √ n consistencies of θ and σ 2 Y . We first assume Condition 1 and 3 and show that θ − θ = O P (n − 1 2 ). By the definition of θ (k) as in (2), we can see that
By the definition of β * , as in Lemma 1 of Zhang et al. (2016) , we have
From Condition 1 and 3, we have
and hence by triangle inequality,
Then, it is easy to see
Therefore,
Now we assume Condition 2 and 3 and show that σ
as in (5), we can see that
By (53)- (56) and the fact that
Similarly as before, utilizing Condition 2, we observe
and with that
Therefore, by Lemma 2,
Lastly, we obtain
Now the proof is finalized by noticing that for finite K, the rate above is inherited for the averaged estimator σ
Proof of Theorem 3. This proof provides an asymptotic normal result for √ n( θ − θ) by assuming Condition 1 and 4. Recall (52),
by Lemma 1,
By Condition 1,
With a slight abuse of notation, assume that
i.e. the Lyapounov condition holds. By Lindeberg-Feller Central Limit Theorem,
By Slutsky's Theorem and multivariate delta method,
In this case, by Lemma 1 and Lindeberg-Feller Central Limit Theorem,
By Slutsky's Theorem, (59) holds. c) When τ b 2 = 0, similarly as in b), (59) holds.
Proof of Theorem 4. This proof provides consistency results for σ 2 ε and b 2 by assuming Conditions 1 and 4. We first show that σ 2 ε = σ ε + o P (1). By the definition of σ
Remember that
and hence
and by Lemma 1,
By the fact that
By Conditions 1 and 4,
By Lemma 3,
By (57) and Condition 4,
.
By (53)-(56) and the fact that ac = bd
Hence, 
By Lemma 2,
Now we show the consistency result for b 2 . By Conditions 2 and 4,
Proof of Theorem 5. This proof provides an asymptotic normal result for √ n( σ 2 Y − σ 2 Y ) and a consistent estimate for the asymptotic variance. By Conditions 2 and 4,
Therefore by Lemma 2,
Recall (58),
By the fact that a 2 = b 2 + (a − b) 2 + 2(a − b)b,
Similarly,
When 
By Conditions 2 and 4,
By Lemma 1,
Let A = V V − C, then
2 ) =o(1),
E(a Z) 4 = O(1).
By the fact that Ea
2 = Eb 2 + E(a − b)(a + b) = Eb 2 + O((E(a − b) 2 E(a 2 + b 2 )) 1 2 ), E I c k ( β (−k) ( V V − C) β (−k) ) 2 =E I c k ( β (−k) ( V V − C) β (−k) ) 2 + O P ((E I c k (( β (−k) V ) 2 − ( β (−k) V ) 2 ) 2 ) 1 2 ), E I c k ( β (−k) ( V V − C) β (−k) ) 2 =E I c k ( β (−k) ( V V − C) β (−k) ) 2 + O P ( β (−k) ( C − C) β (−k) ) =E I c k ( β (−k) ( V V − C) β (−k) ) 2 + o P (1), E I c k ( β (−k) ( V V − C) β (−k) ) 2 =E I c k ( β * ( V V − C)β * ) 2 + O P ((E I c k ( β (−k) A β (−k) − β * Aβ * ) 2 ) 1 2 ) =E I c k ( β * ( V V − C)β * ) 2 + o P (1).
By the fact that E((a
Combining all the previous results,
=Var P X ( ε 2 + 2 β (−k) V ε) 2 + o P (1) (61) =Var P X (ε 2 + 2 β * V ε) 2 + o P (1). Proof of Theorem 6. This proof provides consistency rates of δ and a asymptotic normal result for √ n( δ − δ) when some specific rates are satisfied. Assume a n,p = O(1), b m,p O(1), a n,p b m,p = O(n =O P (a n,p b m,p ).
Hence, τ
(k) 1 = β * 1 µ + O P (a n,p b m,p + (1 + a n,p + b m,p )N − 1 2 ).
Similarly, τ (k) 2
= β * 2 µ + O P (a n,p b m,p + (1 + a n,p + b m,p )N − 1 2 ). When K < ∞, δ = τ 1 − τ 2 = δ + O P (a n,p b m,p + (1 + a n,p + b m,p )n
Moreover, if a n,p = o P (1), b m,p = o P (1), a n,p b m,p = o P (n 
