In this note, I show how to fit a generalised linear model to N observations on p variables stored in a relational database, using one sampling query and one aggregation queries, as long as N 1 2 +δ observations can be stored in memory. The resulting estimator is fully efficient and asymptotically equivalent to the maximum likelihood estimator, and so its variance can be estimated from the Fisher information in the usual way. A proof-of-concept implementation uses R with MonetDB and with SQLite, and could easily be adapted to other popular databases. I illustrate the approach with examples of taxi-trip data in New York City and factors related to car colour in New Zealand.
Introduction
Generalised linear models became one of the basic tools of statistical modelling in part because the Newton-Raphson/Fisher scoring algorithm is easy to implement and behaves well. In this note, I take advantage of the simple form and good behaviour of the algorithm to propose an implementation for large data sets based on in-core fitting to a small subsample followed by a SQL aggregation query. I present an implementation in R(R Core Team, 2017) using MonetDB, a column-store database designed for scientific computing (Muehleisen et al., 2017) , and a second implementation using SQLite. The R packages for both these systems allow for zero-configuration database setup and neither requires interprocess communication; they differ in that
MonetDBLite directly accesses the R heap and so requires less data copying, and also has an efficient primitive for random subsampling.
The algorithm has two steps 1. Extract a random subsample of the data into R and compute the maximum likelihood estimatorβ 2. Evaluate the score function atβ on the full data set, and perform a one-step
Fisher scoring update
In section 2 I describe the computation and the theory behind it in more detail, explaining why the one-step estimator is fully efficient. Section 4 gives two examples of the use of the method, with comparison to other approaches. Section 5 discusses possible extensions beyond simple random sampling and generalised linear models.
Suppose we have a sample of size N and want to estimate a finite-dimensional parameter β 0 in a generalised linear model, and that a starting estimatorβ is available. It is well known that whenβ is √ N -consistent, one step of the Newton-Raphson or Fisher scoring algorithms will give an efficient estimator, one that differs by o p (N −1/2 ) from the maximum likelihood estimator. It is less well known that the same is true for a wide range of models whenβ (Cheng, 2013) and that it is true for many generalised linear models whenβ−β 0 = o p (N −1/4 ). The Appendix gives a proof of the latter case, based on the proof for robust linear-regression M-estimators by Simpson et al. (1992) ; the key step in the proof is that a first-order Taylor expansion of the score has remainder term
I take advantage of this result by using the maximum likelihood estimator in a random sample of size n = N 5/9 as a starting value. With this exponent, when N is one billion n is only 100,000, and a subsample of size n can easily be handled in memory. It is necessary to be able to take a random sample: in my implementation, I use MonetDB's SAMPLE n qualifier to the SELECT keyword for returning random subsamples, making this step easy. In many other systems it is possible to use a qualifier of the form WHERE RAND()< k or WHERE RANDOM()< k, with k chosen to give the correct sampling probability. The SQLite implementation uses the latter approach); the resulting subsample size n will be random, but with standard deviation small
The second key point is that in a generalised linear model the likelihood score is of the form terms, since it is of the form
for a scalar v i (). I will writeβ for the one-step estimator using I n (β) computed from the subsample, andβ full for the one-step estimator using I N (β) from the whole sample. It turns out thatβ full andβ are asymptotically equivalent, as demonstrated theoretically in the Appendix and empirically in Section 4, so that computing the information on the full sample is not necessary.
Implementation
Proof-of-concept code in the form of an R package is at github.com/tslumley/dbglm.
The tidypredict (Ruiz, 2018) and dbplyr packages (Wickham, 2017) are used to simplify the second aggregation query, but the sampling query, which is not supported by dbplyr, is written directly in SQL using the DBI interface(R Special Interest Group on Databases (R-SIG-D 2017).
The code has certain limitations for speed and simplicity. First, indicator variables will be defined to represent categorical variables, but only for those levels that are present in the subsample; other values will effectively be combined with the reference category. Second, because different databases use different syntax for pseudorandom number generation, the code works only with the MonetDBLite database connectors. It should be straightforward to add other databases. Third, the code supports only a specific list of generalised linear models and does not allow userdefined link and variance functions. Adding a specific additional link/variance combination that uses only functions supported by the database should be straightforward. Fourth, the code does not support transformations. Variables corresponding to transformations need to be created before dbglm is called.
Example and timings
All analyses were conducted on a Macbook Air laptop with Intel i7-4650U processor at 1.7GHz, 8GiB of memory, and a solid state drive, running OS X 10.13. 2 using R version 3.4.0. Instructions for obtaining the data and scripts for analysing it are in the dblgm package, which can be obtained from https://github.com/tslumley/dbglm.
Are red cars faster?
The I fitted a logistic regression model with outcome variable 1 if the basic_colour variable was RED and 0 otherwise, using power_rating, number_of_seats, and gross_vehicle_mass as predictors. Table 4 .1 shows the results from three realisations of the one-step estimator and from a fit to the whole data. We see that cars with higher power are more likely to be red, and that this is not due to red cars being bigger; they have lower mass and fewer seats on average.
The one-step estimator took between 1.3 and 1.4 seconds using MonetDBLite and 3.1-3.4s using RSQLite. The full maximum likelihood estimator is feasible with a data set of this size; it took 7.6 seconds, not including time for data transfer from the database. The bigglm from the biglm package, (Lumley, 2013) which computes the full maximum likelihood estimator by reading the data set in chunks within each iteration, took 15s using the MonetDBLite package and 26s using RSQLite.
New York Taxis
In response to Freedom of Information requests, the New York City Taxi Commission has provided data on taxi trips in New York. Here, I analyse the data from street anywhere in the city. The data were downloaded on 2017-12-14 and -15 from https://s3.amazonaws.com/nyc-tlc/trip+data/yellow_tripdata_2016-XX.csv, with XX=01 to 12. There are 131 million records. I filtered the data to only the trips paid by credit card (because these have tip information), and excluded trips of over 50 miles, leaving 86 million records.
I defined the response variable bad_tip to indicate a tip of less than 20%, and defined night to be from 8pm to 4am, and weekend to be from 8pm Friday until midnight Sunday. Table 2 compares the one-step approach to using bigglm with MonetDBLite. A low tip is less likely at night, and for airport flights. Long trips are more likely to attract a low tip, but the relationship is not strong. There is little difference between weekend and weekday trips, or with number of passengers. A low tip is much more likely for 'negotiated rate' trips: presumably either the rate includes the tip or the customer believes it should. In this relatively large data set the agreement between the estimators is mostly good, though the coefficent for rate code 3, "Newark", does differ.
Discussion
If the data can be regarded as in random order, so that the first n observations can be used as the subsample, a true one-pass implementation is possible; however, it is important that the subsample truly be representative.
In a cluster or cloud context It would clearly be straightforward to parallelise both database queries. Parallelising the aggregation query is likely to be helpful;
whether parallelising the sampling query is helpful depends on whether the database already has efficient sequential sampling algorithms. The ideal size of the subsample will depend on available memory on the local machine, and on the speed of data transfer compared to in-database computation.
When data transfer is fast, as in my examples, a larger n might have been desirable; if data had to come across a network connection from a separate database server it would be desirable to keep n as small as possible.
The same general approach can be used for other regression models fitted by maximum likelihood, such as those considered by Yee and Wild (1996) 
A Theorem and proof
Suppose we are fitting a generalised linear model with regression parameters β, outcome Y , and predictors X. Let β 0 be the true value of β. Assume the second partial derivatives of the loglikelihood have uniformly bounded second moments on a compact neighbourhood K of β 0 . Let U N (β) be the score evaluated at β on N observations and I N (β) be the expected Fisher information evaluated at β on N observations. Let ∆ 3 be the tensor of third partial derivatives of the log likelihood, and assume its elements
have uniformly bounded second moments on K.
+δ for some δ ∈ (0, 1/2], and letβ be the maximum likelihood estimator of β on a subsample of size n. DefineĨ(β) = N n I n (β), the estimated full-sample information based on the subsample The one-step estimatorŝ
are first-order efficient
Proof:
The score function at the true parameter value is
By the mean-value form of Taylor's theorem we have
where β * is on the interval betweenβ and β 0 . With probability 1,β and thus β * is in K for all sufficiently large n, so the remainder term is O p (Nn −1/2 n −1/2 ) = o p (N 1/2 ). soβ is also asymptotically efficient.
Thus

