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Abstract
We reformulate some of Moeglin’s results on the correspondence for the dual pairs (Sp(2n,R),
O(p, q)) with p and q even, and ﬁll in the cases where p and q are both odd. We arrive
at a complete and detailed description, in terms of Langlands parameters, of the dual pair
correspondence for the cases p + q = 2n and p + q = 2n + 2. In addition, we point out and
suggest a way to correct an error in Moeglin’s paper.
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1. Introduction
Let (G,G′) be a reductive dual pair in Sp(2n,R), let S˜p(2n,R) be the connected
double cover of Sp(2n,R), and let G˜ and G˜′ be the inverse images of G and G′ in
S˜p(2n,R) by the covering map. If  and ′ are irreducible admissible representations of
G˜ and G˜′, respectively, we say that  and ′ correspond if ⊗′ is a quotient of the os-
cillator representation  of S˜p(2n,R), restricted to G˜×G˜′. (To be precise,  ↔ ′ if the
Harish-Chandra module of ⊗ ′ may be realized as a quotient of the Harish-Chandra
module associated to .) Howe [7] showed that this deﬁnes a one-to-one correspondence
between subsets of the admissible duals of G˜ and G˜′. It is of interest to compute this
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correspondence explicitly, e.g., in terms of Langlands parameters. One reason is given
by applications to automorphic forms. Moreover, Li [12] showed that for a dual pair in
the stable range (roughly, this means that the rank of G′ is at least twice the rank of G),
the correspondence preserves unitarity from G to G′. This provides a way to express
part of the unitary dual of one group in terms of the unitary dual of a smaller group, so
that knowing the stable range correspondence is especially important. One of the most
powerful tools available at this point, the induction principle (due to Kudla [11]), is
more suited to the equal rank case. However, knowing the equal rank correspondence
can be a starting point for computing large parts the full correspondence (in terms of
Langlands parameters). In [13], for example, the correspondence for all dual pairs of
the form
(
Sp(p, q),O∗(2n)
)
with p+ qn followed fairly easily from the equal rank
correspondence. The full correspondence for the type II dual pairs, as well as for the
dual pairs of the form
(
O(n,C), Sp(2m,C)
) [2,14,13] are additional examples of such
cases. In this paper, we investigate the equal rank correspondence for dual pairs of the
form
(
Sp(2n,R),O(p, q)
)
, and as a corollary (Theorem 38) we obtain a substantial
part of the correspondence for p + q2n.
Knowing the correspondence for equal rank dual pairs is interesting in its own right.
In [3], Adams and Barbasch show that the dual pair correspondence for the pairs(
Sp(2n,R),O(p, q)
)
with p+q = 2n+1 gives rise to a bijection between the genuine
representations of the metaplectic group and the representations of the odd special
orthogonal groups of the same rank. This suggests a way to apply machinery that exists
for linear groups only (e.g. the L-group) to the non-linear metaplectic group. As another
application, we use in [4] both the same rank and the stable range correspondence to
determine part (the ‘pseudospherical’ part) of the genuine unitary dual of S˜p(2n,R) by
expressing it in terms of the spherical unitary dual of SO(n + 1, n) (which is known
due to Barbasch [5]).
Consider the dual pairs
(
Sp(2n,R),O(p, q)
)
with p + q even. Moeglin [14] has
computed a signiﬁcant part of the full correspondence for the case where p and q
are both even; in particular, her results include the complete correspondence for the
cases p + q = 2n and 2n + 2. In this paper, we reformulate her results and ﬁll in
the cases p + q = 2n and 2n + 2 for p and q odd, arriving at a complete (and even
more explicit) description of the correspondence for symplectic–orthogonal dual pairs of
these relative sizes. This completes the explicit description of the Howe correspondence
for all dual pairs of equal and almost equal rank; see [2,3,16,17,13] for the other
dual pairs.
We use the following notation (see also §2.1): If  and ′ are irreducible admissible
representations of Sp(2n,R) and O(p, q) which correspond to each other, we write
p,q() = ′ or n(′) =  to take into account that Sp(2n,R) is a member of many
dual pairs, and similarly for O(p, q). If  does not occur in the correspondence for
the dual pair
(
Sp(2n,R),O(p, q)
)
we write p,q() = 0, and similarly for ′.
Since p+ q is even, we can interpret the Howe correspondence as a correspondence
between representations of Sp(2n,R) and representations of O(p, q) (as in [14]). The
picture that emerges when looking at all dual pairs with p + q = 2n or 2n+ 2 at the
same time is much cleaner than the one that was apparent before. In particular, we
have the following result.
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Theorem 1 (Corollary 23). Let  be an irreducible admissible representation of Sp(2n,
R). There are precisely four pairs of integers (p, q) with p + q = 2n or 2n+ 2 such
that p,q() = 0.
If we start with a ﬁxed representation of the orthogonal group, we get the following
result which Moeglin already noticed for the case p and q even.
Theorem 2. Let p and q be non-negative integers such that p + q = 2n is even,
and let  be an irreducible admissible representation of O(p, q). Then either 
or  ⊗ det (possibly both) occur in the correspondence for the dual pair(
Sp(2n,R),O(p, q)
)
.
For comparison recall from [3] the analogous results for the case p + q = 2n+ 1.
Theorem 3 (Adams and Barbasch). (1) Let  be a genuine irreducible admissible rep-
resentation of S˜p(2n,R). Then there are precisely two pairs of integers (p, q) with
p + q = 2n+ 1 such that p,q() = 0.
(2) Let ′ be an irreducible admissible representation of O(p, q) with p+q = 2n+1.
Then precisely one of ′ and ′ ⊗ det occurs in the correspondence for the dual pair(
Sp(2n,R),O(p, q)
)
.
Notice that in contrast to the case of odd orthogonal groups, in the even case we need
to look at groups of two different sizes simultaneously in order to obtain a uniform
statement. The explanation lies probably on the dual side; the groups considered by
Adams and Barbasch are essentially duals of each other; however, if p + q = 2n and
r + s = 2n + 2 then although O(p, q) and Sp(2n,R) have the same rank, the dual
group SO(2n,C) of SO(p, q) is properly contained in the dual group SO(2n + 1,C)
of Sp(2n,R); in fact, we have a chain SO(2n,C) ⊂ SO(2n + 1,C) ⊂ SO(2n + 2,C)
of dual groups for SO(p, q), Sp(2n,R), and SO(r, s). From this point of view, it is
reasonable to expect a more symmetric picture when considering both p+ q = 2n and
2n+2. There are similar pictures (of dual groups and correspondences) for the dual pairs(
Sp(p, q),O∗(2n)
)
with p+q = 2n or 2n+2, and for the dual pairs (U(p, q), U(r, s))
with p + q = r + s ± 1.
Using Adams’ deﬁnition [1] of the dual and L-groups for the disconnected orthog-
onal groups, we get a corresponding (although in general not completely canonical)
containment of L-groups. One can check that in terms of L-parameters (i.e., admissible
homomorphisms from the Weil group of R into the L-group as described in [6]) the
Howe correspondence for
(
Sp(2n,R),O(p, q)
)
with p + q = 2n, 2n+ 2 is essentially
the composition of the Langlands map with inclusion of L-groups. (See [15] for a
similar result in the non-archimedean case.)
The paper is organized as follows. After setting up notation and reviewing some facts
about the correspondence, in particular those concerning the space of joint harmonics,
we give in §3 a careful and explicit description of the Langlands parametrization for
the admissible duals of Sp(2n,R) and O(p, q), using the version set up in [20], and
explain how to compute the lowest K-types. In §4, we display the full correspondence
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for p + q = 2n and 2n + 2 in terms of this parametrization, starting with limits
of discrete series representations. After discussing and proposing how to remove an
error in [14], we set up the induction principle for these dual pairs, and perform the
calculations needed for the proof of the correspondence. Our proof relies heavily on
Moeglin’s results, combined with the techniques of [2].
2. Preliminaries and notation
2.1. Notation and root systems
Let n, p, and q be non-negative integers such that p+q is even, and let G = Sp(2n,R)
or O(p, q), the group of isometries of the bilinear form on Rn or Rp+q given by
(
On In
−In On
)
or
(
Ip Op×q
Oq×p −Iq
)
, (1)
where Im and Om are the m×m identity and zero matrices, respectively, and Or×s is
the r × s zero matrix. We let g0 be the Lie algebra of G, and g its complexiﬁcation.
Let KU(n) or O(p)×O(q) be the maximal compact subgroup of G corresponding
to the Cartan involution X → −tX, with Lie algebra k0 and complexiﬁcation k. We
choose a Cartan subgroup T of K with Lie algebra t0 and complexiﬁcation t as follows:
if G = Sp(2n,R) then
t0 =
{(
On diag(t1, . . . , tn)
diag(−t1, . . . ,−tn) On
)
: ti ∈ R, 1 in
}
. (2)
If G = O(p, q) then
t0 = {diag(g(t1), . . . , g(tp0), g(s1), . . . , g(sq0) : ti , si ∈ R}
or
t0 = {diag(g(t1), . . . , g(tp0), 1, 1, g(s1), . . . , g(sq0) : ti , si ∈ R}, (3)
depending on whether p and q are even or odd, and where p0 = [p2 ], q0 = [ q2 ], and
g(t) =
(
0
−t
t
0
)
for all t ∈ R.
The roots of t in g are
(g, t) = {±ei ± ej : 1 i < jn} ∪ {±2ei : 1 in} (4)
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if G = Sp(2n,R),
(g, t)= {±ei ± ej : 1 i < jp0} ∪ {±fi ± fj : 1 i < jq0}
∪ {±ei ± fj : 1 ip0, 1jq0} (5)
if G = O(p, q) and p, q are even, and
(g, t)= {±ei ± ej : 1 i < jp0} ∪ {±fi ± fj : 1 i < jq0}
∪ {±ei ± fj ,±ei,±fj : 1 ip0, 1jq0} (6)
with the roots of the form ±ei and ±fj each occurring twice if G = O(p, q) with p,
q odd. We denote the sets of compact and non-compact roots c and n, respectively,
and ﬁx a set of positive compact roots
+c = {ei − ej : 1 i < jn} (7)
if G = Sp(2n,R),
+c = {ei ± ej : 1 i < jp0} ∪ {fi ± fj : 1 i < jq0} (8)
if G = O(p, q) with p, q even, and +c as in (8) with {ei, fj : 1 ip0, 1jq0}
added if G = O(p, q) with p, q odd.
We write 〈, 〉 for the trace form on g, and we use the same notation for its restrictions
and dualization.
If H is a Lie group with maximal compact subgroup KH , we will refer to KH -types
(i.e., irreducible representations of KH ) as K-types for H, or, if the group is clearly
understood from the context, as simply as K-types. We identify K-types for connected
groups with their highest weights, and for a representation  of H, we will use the
abbreviation LKT to refer to a lowest K-type of  (in the sense of Vogan [19]).
We identify inﬁnitesimal characters of representations of G with elements of the dual
of a Cartan subalgebra of g (modulo the Weyl group action), via the Harish-Chandra
map. For Sp(2n,R) and O(p, q) with p and q even, we can choose t for our Cartan
subalgebra, for O(p, q) with p and q odd we choose a maximally compact CSA t⊕ac.
If pq = 0 then O(p, q) has four one-dimensional representations: the trivial rep-
resentation 11, the sign or determinant representation det, and two characters whose
restriction to SO(p, q) is nontrivial, which we denote +,− and −,+ depending on
whether the restriction to O(p) is trivial or not.
On a number of occasions, we will construct new parameters from pairs of parameters
by “tacking’’ them together, so we set up some notation for this process. If  =
(a1, a2, . . . , ak) ∈ Ck and  = (b1, b2, . . . , bm) ∈ Cm, then (|) will be the element
of Ck+m given by
(|) = (a1, a2, . . . , ak, b1, b2, . . . , bm). (9)
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Given a dual pair of the form
(
Sp(2n,R),O(p, q)
)
, let  and ′ be irreducible
admissible representations of Sp(2n,R) and O(p, q), respectively. Let n,p,q be the
oscillator representation of S˜p(2n(p+ q),R). (There are two oscillator representations;
we make the same choice as Moeglin does in [14].) We say that  corresponds to ′
if the Harish-Chandra module associated to  ⊗ ′ may be realized as a quotient of
the Harish-Chandra module associated to n,p,q ; i.e., if there is a non-zero
(
(g,K)×
(g′,K ′)
)
-map from the Harish-Chandra module of n,p,q to the Harish-Chandra module
of ⊗ ′. Here g and g′ are the complexiﬁed Lie algebras of Sp(2n,R) and O(p, q),
respectively, and K and K ′ are maximal compact subgroups. We denote the Howe
correspondence by ; if  corresponds to ′ we write p,q() = ′ and n(′) = . If
 does not occur in the correspondence, we write p,q() = 0, and similarly n(′) = 0
if ′ does not occur.
2.2. K-Types and the space of joint harmonics
Let p and q be non-negative integers, and recall that p0 = [p2 ], and q0 = [ q2 ]. As
in [3], we list irreducible representations of O(p) by parameters  = (0; ), where
0 = (a1, . . . , ap0) ∈ it∗0 and  = ±1, with the ai integers such that a1a2 · · · ap00.
The parameters (0; ) and (0;−) correspond to the same representation of O(p) if
and only if p is even and ap0 > 0. The weight 0 is the highest weight of (one of the
representations in) the restriction of  to SO(p). If p is odd then −Id in O(p) acts by
(−1)
∑p0
i=1 ai ; if p is even then we use the convention of [8, §6]. For example, the trivial
representation corresponds to (0, . . . , 0; 1), the sign representation of O(p) corresponds
to (0, . . . , 0;−1), and (a1, . . . , ap0; ) ⊗ det = (a1, . . . , ap0;−). We parametrize the
representations of O(q) in a the same way, and we write K-types for O(p, q) in the
form (a1, . . . , ap0; ) ⊗ (b1, . . . , bq0; 	). We will refer to (a1, . . . , ap0; b1, . . . , bq0) as
the highest weight, and to (; 	) as the signs of the K-type.
We parametrize K-types for Sp(2n,R), i.e., irreducible representations of U(n), by
non-increasing n-tuples of integers (a1, a2, . . . , an).
We now describe the correspondence of K-types in the space of joint harmonics H,
a subspace of the Fock space F associated to the oscillator representation for the dual
pair (G,G′) (see [7]). Recall that each K-type  which occurs in F has associated to
it a degree (the minimum degree of polynomials in the -isotypic subspace), and that
if  and ′ are representations of G and G′, respectively, which correspond to each
other, then each K-type for G which is of minimal degree in  will occur in H and
correspond to a K-type for G′ of minimal degree in ′.
Proposition 4. Let p, q, and n be non-negative integers such that p + q is even.
The correspondence of K-types in the space of joint harmonics H for the dual pair(
Sp(2n,R),O(p, q)
)
is given as follows.
(1) Let
 = (a1, a2, . . . , ax, 0, . . . , 0; )⊗ (b1, b2, . . . , by, 0, . . . , 0; 	) (10)
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be a K-type for O(p, q), with ax > 0 and by > 0. Then  occurs in H if and only
if nx + 1−2 (p − 2x)+ 1−	2 (q − 2y)+ y. In that case,  corresponds to(
p − q
2
,
p − q
2
, . . . ,
p − q
2
)
+ (a1, . . . , ax, 1, . . . , 1︸ ︷︷ ︸
1−
2 (p−2x)
, 0, . . . , 0,
−1, . . . ,−1︸ ︷︷ ︸
1−	
2 (q−2y)
,−by, . . . ,−b1). (11)
(2) If a K-type  for O(p, q) as in (10) occurs in the Fock space, then the degree of
 is
x∑
i=1
ai +
y∑
i=1
bi + 1− 2 (p − 2x)+
1− 	
2
(q − 2y). (12)
For a K-type for Sp(2n,R) 
 which occurs in F , write

 =
(
p − q
2
,
p − q
2
, . . . ,
p − q
2
)
+ (a1, a2, . . . , an). (13)
Then the degree of 
 is ∑ni=1 |ai |.
Proof. This is well known, and may be easily obtained from [8] using the theory of
[7] (see also Corollary I.4 of [14]). 
Remark 5. Notice that if p + q2n then every K-type for O(p, q) with signs (1; 1)
occurs in H. Moreover, it follows from Proposition 4(1) that if 
 is a K-type for
Sp(2n,R), and

=
(
p − q
2
,
p − q
2
, . . . ,
p − q
2
)
+ (a1, . . . , ax, 1, . . . , 1︸ ︷︷ ︸
k
, 0, . . . , 0,
−1, . . . ,−1︸ ︷︷ ︸
l
,−by, . . . ,−b1) (14)
with ax > 1 and by > 1, then 
 occurs in H if and only if xp0, kp− 2x, yq0,
and lq − 2y.
3. Langlands parameters and lowest K-types
We describe the Langlands classiﬁcation (using Vogan’s version [20]) for Sp(2n,R)
and O(p, q), and explain how to compute the lowest K-types.
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3.1. The representations of Sp(2n,R)
Let G = Sp(2n,R), g the complexiﬁed Lie algebra of G with k and t the complexiﬁed
Lie algebras of a maximal compact subgroup K of G and Cartan subgroup T of K,
respectively. Limits of discrete series  of G may be parametrized by pairs (d ,)
where d ∈ it∗0 is the Harish-Chandra parameter of  and  ⊂ (g, t) the corresponding
set of positive roots. The parameter d is of the form
d = (a1, . . . , a1︸ ︷︷ ︸
k1
, a2, . . . , a2︸ ︷︷ ︸
k2
, . . . , ab, . . . , ab︸ ︷︷ ︸
kb
, 0, . . . , 0︸ ︷︷ ︸
z
,
−ab, . . . ,−ab︸ ︷︷ ︸
lb
, . . . ,−a1, . . . ,−a1︸ ︷︷ ︸
l1
), (15)
where ai ∈ Z, a1 > a2 > · · · > ab > 0, and |ki − li |1 for all i. The root system
 satisﬁes that +c ⊂ , d is dominant with respect to , and for all simple roots
 ∈  we have that if 〈d , 〉 = 0 then  is non-compact (this is condition F-1 of
[20]). Consequently, there are 2r non-equivalent limit of discrete series representations
of Sp(2n,R) with Harish-Chandra parameter d as in (15), where r is the number
of indices i such that 0 < ki = li , plus 1 if z > 0. These representations may be
distinguished by their (unique) LKTs, given by
 = d + n − c, (16)
where n and c are one-half the sums of the non-compact and compact roots in ,
respectively. The representation  = (d ,) is a discrete series representation if z = 0
and ki + li = 1 for all i.
Cuspidal parabolic subgroups (i.e., those of the form P = MAN such that the Lie
algebra m0 of M has a theta stable Cartan subalgebra in k0) of Sp(2n,R) are of the
form P = MAN with
MASp(2v,R)× GL(2,R)s × GL(1,R)t (17)
and n = v + 2s + t .
Relative limits of discrete series of GL(2,R) are parametrized by pairs (, ), where
 is a non-negative integer and  a complex number. We denote the equivalence
class of this representation (, ). The representation (, ) has inﬁnitesimal character
( 12 (+), 12 (−+)) (as an element of the dual of the diagonal, split Cartan), and LKT
(+ 1; 1). The character x → sgn(x) −12 |x| of GL(1,R) will be denoted ,.
Every irreducible admissible representation  of Sp(2n,R) is equivalent to the unique
irreducible quotient of a standard module
IndSp(2n,R)P (⊗ ⊗ ⊗ 11) , (18)
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where P = MAN is a cuspidal parabolic subgroup of Sp(2n,R) with MA as in (17),
 = (d ,) a limit of discrete series of Sp(2v,R),  = ⊗si=1 (i , i )
a relative limit of discrete series representation of GL(2,R)s ,  =⊗ti=1 i ,i a charac-
ter of GL(1,R)t , and 1 the trivial representation of N. We use normalized induction so
that inﬁnitesimal characters are preserved. Write  = (1, . . . , s) ∈ Zs , and similarly
for  ∈ Cs ,  ∈ {±1}t , and  ∈ Ct . We can regard  and  as elements of a∗, where
a is the Lie algebra of the vector group A. Then we assume that P = MAN is chosen
so that we have Re〈, 〉0 and Re〈, 〉0 for all roots  in (g, a). The non-parity
condition (F-2 of [20]) amounts to the following requirements:
for 0 is if i = 0 then i is odd, (19)
for 0 i t if i = 0 then i = (−1)v , (20)
for 0 i, j t if i = ±j then i = j . (21)
We write  = (d ,, , , , ), and refer to the data (d ,, , , , ) as the Lang-
lands parameters of . Two representations (d ,, , , , ) and (′d ,′, ′, ′, ′, ′)
are equivalent if and only if d = ′d ,  = ′, (′, ′) is obtained from (, ) by a
simultaneous permutation of the coordinates of  and , and by possibly multiply-
ing some of the entries of  by −1, and similarly (′, ′) is obtained from (, ) by
permutations and multiplying coordinates of  by −1. Parameters that do not occur
will be written 0, or ∅ for ; for example, a limit of discrete series of Sp(2n,R)
has Langlands parameters of the form (d ,, 0, 0, 0, 0), a principal series looks like
(0,∅, 0, 0, , ).
The inﬁnitesimal character  of (d ,, , , , ) is the element of t∗ given by
 = (d |) (see (9) for notation), where
= ( 12 (1 + 1), 12 (2 + 2), . . . , 12 (s + s), 1, 2, . . . , t ,
1
2 (−s + s), 12 (−s−1 + s−1), . . . , 12 (−1 + 1)). (22)
To each irreducible admissible representation (or set of Langlands parameters) we assign
a parameter a ∈ it∗0 (this is Vogan’s  of [19, §5.3]) as follows: Let
 =

1
2
,
2
2
, . . . ,
s
2
, 0, 0, . . . , 0︸ ︷︷ ︸
t
,−s
2
,−s−1
2
, . . . ,−1
2

 . (23)
Then a is obtained from (d |) by reordering of the coordinates so the resulting
parameter is +c -dominant (i.e., non-increasing entries). Write
a = (1, . . . , 1︸ ︷︷ ︸
u1
, . . . , m, . . . , m︸ ︷︷ ︸
um
, 0, . . . , 0︸ ︷︷ ︸
w
,−m, . . . ,−m︸ ︷︷ ︸
rm
, . . . ,−1, . . . ,−1︸ ︷︷ ︸
r1
) (24)
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with 1 > 2 > · · · > m > 0. Then we have for all i that |ui − ri |1, i ∈ 12Z, and
if ui = ri then i is an integer. Let u =∑mi=1 ui and r =∑mi=1 ri .
Let q = l⊕ u be the theta stable parabolic subalgebra of g associated to a , and
L
m∏
i=1
U(ui, ri)× Sp(2w,R) (25)
the Levi subgroup of G corresponding to l. By the standard theory of [19,9], the LKTs
of  = (d ,, , , , ) (and of the standard module (18)) are those of the form
 = a + (u ∩ p)− (u ∩ k)+ L. (26)
Here (u ∩ p) and (u ∩ k) are one-half the sums of the non-compact and compact
roots in (g, t) with respect to which a is strictly dominant, respectively, and L is a
ﬁne K-type for L (see [19, Deﬁnition 4.3.9]), given explicitly below.
Proposition 6. Retain the notation of this section. Let  = (d ,, , , , ) be an
irreducible admissible representation of G = Sp(2n,R), write d as in (15) with ki , li ,
b, and z as deﬁned there, and let k˜j =∑jc=1 kc and l˜j =∑bc=j lc for 1jb. Write
a + (u ∩ p)− (u ∩ k) from (26) as
(1, . . . , 1︸ ︷︷ ︸
u1
, 2, . . . , 2︸ ︷︷ ︸
u2
, . . . , m, . . . , m︸ ︷︷ ︸
um
, u− r, . . . , u− r︸ ︷︷ ︸
w
,
m, . . . , m︸ ︷︷ ︸
rm
, . . . , 1, . . . , 1︸ ︷︷ ︸
r1
). (27)
Then the LKTs of  are precisely those of form (26) with
L = (1, . . . , 1︸ ︷︷ ︸
u1
, . . . , m, . . . , m︸ ︷︷ ︸
um
, 	1, 	2, . . . , 	w, m, . . . , m︸ ︷︷ ︸
rm
, . . . , 1, . . . , 1︸ ︷︷ ︸
r1
) (28)
satisfying the following conditions:
(1) If i is an integer then i = 0.
(2) Suppose i ∈ Z+ 12 . Then i = 12 or − 12 ; if i does not occur as an entry in d
then both choices occur. If i = aj , then i = 12 if ek˜j−1+1+ el˜j ∈ , and i = − 12
otherwise.
(3) We have 	i ∈ {−1, 0, 1}. Let h be the number of indices j such that j =
(−1)k˜b+l˜1+1 = (−1)u−r+1, plus the number of indices j such that j = 0, plus
[ z+12 ]. Then (	1, 	2, . . . , 	w) = (1, . . . , 1︸ ︷︷ ︸
h
, 0, . . . , 0) or (0, . . . , 0,−1, . . . ,−1︸ ︷︷ ︸
h
). If
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z = 0 then both choices occur. If z > 0 then (	1, . . . , 	w) is of the ﬁrst form
whenever e
k˜b+1 + ek˜b+z ∈  (this includes the case z = 1 where the condition
becomes 2e
k˜b+1 ∈ ), and of the second form otherwise.
Proof. Using the deﬁnition, one can check that the ﬁne K-types for L
∏m
i=1 U(ui, ri)
×Sp(2w,R) are those of form (28) with i ∈ {0,± 12 } and i = 0 if ui = ri , and
(	1, 	2, . . . , 	w) = (1, . . . , 1︸ ︷︷ ︸


, 0, . . . , 0) or (0, . . . , 0,−1, . . . ,−1︸ ︷︷ ︸


) (29)
for some 0
w. Part (1) follows from integrality considerations. Also, if  is a limit
of discrete series representation then this is a straightforward calculation using (16).
The general case uses Frobenius’ Reciprocity and Proposition 8.1 of [21] (“the lowest
K-types of the induced are contained in the induced from the lowest’’). Consequently,
if  is a LKT of  then  must be of form (26) and contained in the induced
representation of the LKT of ⊗ ⊗  (see (18)) to U(n). This means that the entries
of  consist of those of the LKT of the limit of discrete series  = (d ,), plus
a pair of entries for each factor GL(2,R), plus an entry for each factor of GL(1,R),
subject to the following conditions: for GL(2,R), if the corresponding i is an even
integer, we get a pair of entries in  with opposite parity, if i is odd then the pair
of entries has the same parity; for GL(1,R), the entry is even or odd depending on
whether the corresponding i = 1 or −1. For example, the number h of non-zero
entries in (	1, 	2, . . . , 	w) is [ z+12 ] from the LKT of , plus one for each GL(2,R)
factor with i = 0 (since these yield an entry each of parity the same and opposite
to that of u − r), plus one for each GL(1,R) factor with i = (−1)u−r+1. The form
of (28) implies then that (	1, 	2, . . . , 	w) is as in (29) with 
 = h, and if [ z+12 ] = 0,
i.e., the limit of discrete series parameter d contains a zero, then  determines the
choice. 
Example 7. Let G = Sp(22,R), v = 4, s = 2, and t = 3. Suppose d = (2, 2, 0,−2),
 such that 2e3 ∈ ,  = (4, 2), and  = (1, 1,−1). Then h = 3 (notice that k˜b = 2
and l˜1 = 1),
a = (2, 2, 2, 1, 0, 0, 0, 0,−1,−2,−2),
a + (u ∩ p)− (u ∩ p)= (3, 3, 3, 52 , 1, 1, 1, 1,− 12 ,−2,−2),
and the possible ﬁne K-types are
L = (0, 0, 0, 12 , 1, 1, 1, 0, 12 , 0, 0) and L = (0, 0, 0,− 12 , 1, 1, 1, 0,− 12 , 0, 0), (30)
so that  has LKTs
1 = (3, 3, 3, 3, 2, 2, 2, 1, 0,−2,−2) and
2 = (3, 3, 3, 2, 2, 2, 2, 1,−1,−2,−2). (31)
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Example 8. Let n = 5, s = 1, t = 3,  = (0) so that a = a + (u ∩ p) − (u ∩
p) = (0, 0, 0, 0, 0). If  = (1, 1, 1) then h = 1 and  has LKTs (1, 0, 0, 0, 0) and
(0, 0, 0, 0,−1). If  = (−1,−1,−1) then h = 4 and the LKTs are (1, 1, 1, 1, 0) and
(0,−1,−1,−1,−1).
3.2. The representations of O(p, q)
For this section, let p and q be non-negative integers such that p + q is even, and
let G = O(p, q). Let n = p+q2 , p0 = [p2 ], and q0 = [ q2 ]. As in the last section, we
let g be the complexiﬁed Lie algebra of G with k and t the complexiﬁed Lie algebras
of a maximal compact subgroup K of G and a Cartan subgroup T of K, respectively.
In describing the irreducible admissible representations of G, we must account for the
fact that G does not belong to Harish-Chandra’s class. If G is realized as the set of n
by n real invertible matrices preserving the symmetric form on Rn given by the matrix
Ip,q = diag(1, . . . , 1︸ ︷︷ ︸
p
,−1, . . . ,−1︸ ︷︷ ︸
q
), let J = diag(1, . . . , 1,−1) ∈ O(p, q) − SO(p, q),
and let  be the automorphism of O(p, q) or SO(p, q) given by conjugation by J. Note
that  also acts on representations, Cartan and parabolic subgroups, and on Langlands
parameters for SO(p, q). Recall that O(p, q)SO(p, q){Id, J }. We can parametrize
the irreducible admissible representations of SO(p, q) using the theory of [20]. Then
using Frobenius’ reciprocity, the representations of O(p, q) are obtained as follows:
for each representation  of SO(p, q) such that () is equivalent to  we get two
representations  and  ⊗ det of O(p, q), both of which restrict to  on SO(p, q);
if ()′ with  and ′ non-equivalent, then we get one representation of O(p, q)
whose restriction to SO(p, q) is ⊕ ′.
If p and q are even then  acts on the Harish-Chandra parameter of a limit of
discrete series representation of SO(p, q) by changing the sign of one of the entries.
Since the Weyl group can act by changing two signs at a time, we may parametrize the
limit of discrete series representations  of O(p, q) by triples (d , 
,) as follows.
The parameter d ∈ it∗0 is of the form
d = (a1, . . . , a1︸ ︷︷ ︸
k1
, a2, . . . , a2︸ ︷︷ ︸
k2
, . . . , ab, . . . , ab︸ ︷︷ ︸
kb
, 0, . . . , 0︸ ︷︷ ︸
z
;
a1, . . . , a1︸ ︷︷ ︸
l1
, a2, . . . , a2︸ ︷︷ ︸
l2
, . . . , ab, . . . , ab︸ ︷︷ ︸
lb
, 0, . . . , 0︸ ︷︷ ︸
z′
), (32)
where ai ∈ Z, a1 > a2 > · · · > ab > 0, |ki − li |1, and |z− z′|1. As for Sp(2n,R)
we have that  ⊂ (g, t) is a positive root system containing +c , such that d
is dominant with respect to , and satisfying condition F-1 of [20]. The parameter

 takes values +1 or −1, and we sometimes absorb it into d by writing d =
(a1, . . . , a1, . . . , 0, . . . , 0; b1, . . . , 0)
. The representation  = (d , 
,) is one of the
irreducible representations of O(p, q) whose restriction to SO(p, q) contains the limit
of discrete series with Harish-Chandra parameter d and positive root system . The
highest weight of the LKT  is given by 0 = (0; 0) = d +n−c with n and c
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as for Sp(2n,R). If z+z′ = 0 then the entries of 0 are all non-zero, so the signs of 
are arbitrary; in this case we choose 
 = 1, and there is only one limit of discrete series
of O(p, q) corresponding to (d ,). If z + z′ > 0 then there are two; in this case,
precisely one of 0 and 0 has a zero entry (0 if −ep0 + fq0 ∈ , and 0 otherwise),
so there are two possible LKTs, corresponding to two representations of O(p, q). We
choose 
 = 1 for the representation whose LKT has signs (1; 1), and 
 = −1 for
the other one. For a given parameter d as in (32), there are 2r limit of discrete
representations of O(p, q), where r is the number of indices i such that 0 < ki = li ,
plus 1 if 0 < z = z′, plus 1 if z + z′ > 0. The representation  = (d , 
,) is a
discrete series if ki + li = 1 for all i, and z+ z′1.
Example 9. Let G = O(6, 8), and d = (1, 0, 0; 2, 1, 0, 0). Then r = 3 since k2 =
l2 = 1, z = z′ = 2, and z + z′ = 4 > 0, so there are 8 limit of discrete series
representations of O(p, q) with parameter d . We list them by giving the four sets
of simple roots determining distinct positive root systems i , along with the highest
weights i they determine, and the two possible pairs of signs each.
{f1 − e1, e1 − f2, f2 − e2, e2 − f3, f3 − e3, e3 − f4, e3 + f4} ⊂ 1,
1 = (2, 1, 1; 2, 1, 0, 0); signs (1; 1) or (1;−1);
{f1 − e1, e1 − f2, f2 − f3, f3 − e2, e2 − f4, f4 − e3, e3 + f4} ⊂ 2,
2 = (2, 0, 0; 2, 1, 1, 1); signs (1; 1) or (−1; 1);
{f1 − f2, f2 − e1, e1 − e2, e2 − f3, f3 − e3, e3 − f4, e3 + f4} ⊂ 3,
3 = (1, 1, 1; 2, 2, 0, 0); signs (1; 1) or (1;−1);
{f1 − f2, f2 − e1, e1 − f3, f3 − e2, e2 − f4, f4 − e3, e3 + f4} ⊂ 4,
4 = (1, 0, 0; 2, 2, 1, 1); signs (1; 1) or (−1; 1).
Up to conjugation, the theta-stable Cartan subalgebras of SO(p, q) are
{
h
r,s,t
 : 0r = 2s + tmin{p, q}, p − r is even,  = ±1
}
, (33)
where an element of hr,s,t is of the form


A
Z
Y X′
−Y X
X −Y ′
X′ Y ′
Z
B


. (34)
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Here A = diag(g(t1), . . . , g(t p−r
2
)), B = diag(g(s1), . . . , g(s q−r
2
)) (see (3) for no-
tation), Z = diag(z1, . . . , zt ), X = diag(x1, . . . , xs), Y = diag(y1, . . . , ys), X′ =
diag(x1, . . . , xs−1, xs), and Y ′ = diag(y1, . . . , ys−1, ys) with all entries real num-
bers. We have that hr,s,t is conjugate to hr,s,t− by an element of O(p, q) − SO(p, q).
The cuspidal parabolic subgroups of SO(p, q) have Levi factors of the form
MASO(p − r, q − r)× GL(2,R)s × GL(1,R)t . (35)
Here the subscript  refers to the embedding of the last GL(2,R)-factor. If we choose
a limit of discrete series  of SO(p − r, q − r), a relative limit of discrete series 
of GL(2,R)s, and a character  of GL(1,R)
t
, the effect of  on these data will be
(up to the Weyl group action of SO(p, q)), to change the sign of one entry in the
Harish-Chandra parameter of , to change the embedding of the last GL(2,R), or to
change the sign of one entry of the continuous part of . Two sets of data which differ
by an even number of such changes are conjugate by the Weyl group. Consequently,
the parametrization of irreducible admissible representations of O(p, q) is as follows.
Cuspidal parabolic subgroups of O(p, q) are of the form P = MAN with
MAO(2a, 2d)× GL(2,R)s × GL(1,R)t , (36)
p = 2a + 2s + t , and q = 2d + 2s + t .
Every irreducible admissible representation  of O(p, q) is equivalent to an irre-
ducible quotient of a standard module
IndO(p,q)P (⊗ ⊗ ⊗ 11), (37)
where P = MAN is a cuspidal parabolic subgroup of O(p, q) with MA as in (36),  =
(d , 
,) a limit of discrete series representation of O(2a, 2d),  =⊗si=1 (i , i ) a
relative limit of discrete series representation of GL(2,R)s ,  =⊗ti=1 i ,i a character
of GL(1,R)t , and 11 the trivial representation of N. Let , , , and  be as in §3.1,
and we assume that we have chosen P = MAN as we did there (according to the real
parts of the parameters  and ). For O(p, q), the non-parity condition F-2 becomes:
for 0 is if i = 0 then i is odd, (38)
for 0 i, j t if i = ±j then i = j . (39)
Under the above conditions, the induced representation (37) has a unique irreducible
quotient unless i = 0 for some 0 i t , and either a = d = 0 or the parame-
ter d satisﬁes z + z′ = 0 (i.e., contains no zero entry). In this case, we have two
irreducible quotients which may be distinguished by the signs of their LKTs (as de-
scribed in Proposition 13 below), and which we denote +1(d , 1,, , , , ) and
−1(d , 1,, , , , ), respectively. In the ﬁrst case, we denote the unique irreducible
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quotient +1(d , 
,, , , , ). In either case, we refer to the corresponding data as
the Langlands parameters of the representation. We have
1(d ,−
,, , , , ) = 1(d , 
,, , , , )⊗ det (40)
and
−1(d , 1,, , , , ) = 1(d , 1,, , , , )⊗ det. (41)
As for representations of Sp(2n,R), we have that two representations (d , 
,, , ,
, ) and ′(
′
d , 

′,′, ′, ′, ′, ′) are equivalent if and only if d = ′d , 
 = 
′,
 = ′,  = ′, (′, ′) is obtained from (, ) by a simultaneous permutation of the
coordinates of  and , and by possibly multiplying some of the entries of  by −1, and
similarly (′, ′) is obtained from (, ) by permutations and multiplying coordinates of
 by −1. As for Sp(2n,R), parameters that do not occur (e.g.,  for a discrete series)
are written 0 or ∅.
The inﬁnitesimal character of  = (d , 
,, , , , ) is the element of t∗ (or
(t⊕ ac)∗ if p and q are odd) given by  = (d |), where
= ( 12 (1 + 1), 12 (2 + 2), . . . , 12 (s + s), 1, 2, . . . , t ,
1
2 (1 − 1), 12 (2 − 2), . . . , 12 (s − s)). (42)
The Vogan parameter a ∈ it∗0 which we assign to  is again obtained by reordering
according to +c , of (d |), where
 =

12 , 22 , . . . , s2 , 0, 0, . . . , 0︸ ︷︷ ︸
[ t2 ]
; 1
2
,
2
2
, . . . ,
s
2
, 0, 0, . . . , 0︸ ︷︷ ︸
[ t2 ]

 . (43)
Write
a = (1, . . . , 1︸ ︷︷ ︸
u1
, . . . , m, . . . , m︸ ︷︷ ︸
um
, 0, . . . , 0︸ ︷︷ ︸
x
; 1, . . . , 1︸ ︷︷ ︸
r1
, . . . , m, . . . , m︸ ︷︷ ︸
rm
, 0, . . . , 0︸ ︷︷ ︸
y
) (44)
with 1 > 2 > · · · > k > 0. Then we have for all i that |ui − ri |1, |x − y|1,
i ∈ 12Z, and if ui = ri then i is an integer. Let u =
∑m
i=1 ui and r =
∑m
i=1 ri .
Let q = l⊕ u be the theta stable parabolic subalgebra of g associated to a , and
L
m∏
i=1
U(ui, ri)×O(p − 2u, q − 2r) (45)
the Levi subgroup of O(p, q) corresponding to l. Notice that (p−2u, q−2r) = (2x, 2y)
or (2x + 1, 2y + 1) depending on whether p and q are even or odd. Up to signs, the
LKTs of  are again given by (26), with (u ∩ p), (u ∩ k), and L deﬁned as they
are there. We describe the ﬁne K-types below.
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Proposition 10. Retain the notation of this section. Let  = (d , 
,, , , , )
be an irreducible admissible representation of G = O(p, q). If d is as in (32) let
k˜j =∑jc=1 kc and l˜j =∑jc=1 lc for 1jb. Write a + (u∩ p)− (u∩ k) from (26)
as
(1, . . . , 1︸ ︷︷ ︸
u1
, 2, . . . , 2︸ ︷︷ ︸
u2
, . . . , m, . . . , m︸ ︷︷ ︸
um
, 0, . . . , 0︸ ︷︷ ︸
x
;
1, . . . , 1︸ ︷︷ ︸
r1
, . . . , m, . . . , m︸ ︷︷ ︸
rm
, 0, . . . , 0︸ ︷︷ ︸
y
). (46)
Then the highest weights of the LKTs of  are precisely those of form (26) with
L = (1, . . . , 1︸ ︷︷ ︸
u1
, . . . , m, . . . , m︸ ︷︷ ︸
um
, 	1, 	2, . . . , 	x;
−1, . . . ,−1︸ ︷︷ ︸
r1
, . . . ,−m, . . . ,−m︸ ︷︷ ︸
rm
, 
1, . . . , 
y) (47)
satisfying the following conditions:
(1) If i is an integer then i = 0.
(2) Suppose i ∈ Z+ 12 . Then i = 12 or − 12 ; if i does not occur as an entry in d
then both choices occur. If i = aj then i = 12 if ek˜j − fl˜j ∈ , and i = − 12
otherwise.
(3) We have 	i , 
i ∈ {0, 1}. Let h = min{z, z′}, plus the number of indices js such
that j = 0, plus min{, }, where  and  are the numbers of indices j t
such that j = 1 and j = −1, respectively. Then (	1, 	2, . . . , 	x; 
1, 
2, . . . , 
y) =
(1, . . . , 1︸ ︷︷ ︸
h
, 0, . . . , 0; 0, . . . , 0) or (0, . . . , 0; 1, . . . , 1︸ ︷︷ ︸
h
, 0, . . . , 0). If z = z′ = 0
(i.e., no zero entry in d ), then both choices occur. If z+ z′ > 0 then only the ﬁrst
possibility occurs whenever e
k˜b+z − fl˜b+z′ ∈ , the second possibility otherwise.
Proof. The proof is similar to that of Proposition 6. The ﬁne K-types for L∏m
i=1 U(ui, ri) × O(p − 2u, q − 2r) are those of the form (47) with i ∈ {0,± 12 }
and i = 0 if ui = ri , and
(	1, 	2, . . . , 	x; 
1, 
2, . . . , 
y)= (1, . . . , 1︸ ︷︷ ︸


, 0, . . . , 0; 0, . . . , 0) or
(0, . . . , 0; 1, . . . , 1︸ ︷︷ ︸


, 0, . . . , 0) (48)
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for some 
0, with only the ﬁrst form allowed if x < y, and only the second if
y < x. This time each GL(2,R) factor with i = 0 and each pair of GL(1,R) factors
with corresponding (i , j ) = (1,−1) contribute a pair of entries with opposite parity
in the LKT  of . 
Example 11. Let G = O(17, 13), a = 4, d = 2, s = 3 = t , d = (3, 2, 0, 0; 2, 0) with
f1 − e2 ∈ ,  = (6, 4, 0), and  = (1, 1,−1). Then h = 3,
a = (3, 3, 2, 2, 0, 0, 0, 0; 3, 2, 2, 0, 0, 0),
a + (u ∩ p)− (u ∩ p)= (2, 2, 32 , 32 , 0, 0, 0, 0; 5, 72 , 72 , 0, 0, 0),
L = (0, 0,− 12 ,− 12 , 0, 0, 0, 0; 0, 12 , 12 , 1, 1, 1),
so that  has a LKT with highest weight
 = (2, 2, 1, 1, 0, 0, 0, 0; 5, 4, 4, 1, 1, 1). (49)
Example 12. Let G = O(8, 8), a = d = 0, s = 2, t = 4,  = (2, 0), and  =
(−1,−1,−1,−1). Then h = 1, a = (1, 0, 0, 0; 1, 0, 0, 0), a + (u∩ p)− (u∩ p) =
( 32 , 0, 0, 0; 32 , 0, 0, 0), and we have 4 choices for L, given by (± 12 , 1, 0, 0;∓ 12 , 0, 0, 0)
and (± 12 , 0, 0, 0;∓ 12 , 1, 0, 0), resulting in LKTs with highest weights (2, 1, 0, 0; 1, 0, 0,
0), (1, 1, 0, 0; 2, 0, 0, 0), (2, 0, 0, 0; 1, 1, 0, 0) and (1, 0, 0, 0; 2, 1, 0, 0).
If we change  to (1, 1, 1, 1), we get the same four highest weights.
Proposition 13. Let  = (d , 
,, , , , ) be an irreducible admissible repre-
sentation of O(p, q), and 0 = (1;2) the highest weight of a LKT of , as in
Proposition 10. Let z and z′ be as in (32),  the number of indices is such that
i = 0,  be the number of indices i t such that i = 1,  the number of indices i t
such that i = −1. Then  has a LKT  with highest weight 0 and signs given as
follows:
(1) Suppose z + z′ = 0 and i = 0 for all i. If  then both (1; 1) and (−1;−1)
occur as signs with 0. (The resulting two K-types may coincide.) If  <  then
both (1;−1) and (−1; 1) occur as signs with 0.
(2) Suppose z + z′ = 0 and (i , i ) = (1, 0) for some i. If  then the signs of 
are (; ). If  <  then the signs are (;−) if 1 has more zeros then 2, and
(−; ) otherwise.
(3) Suppose z + z′ = 0 and (i , i ) = (−1, 0) for some i. If  then the signs are
(; ) if 1 has more zeros than 2, and (−,−) otherwise. If  <  then the
signs are (;−).
(4) Suppose z+ z′ > 0 and . Then  has signs (
; 
).
(5) Suppose z + z′ > 0 and  < . The signs of  are (
;−
) if 1 has more zeros
than 2, and (−
; 
) otherwise.
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Proof. We can take parts (2) and (3) as the deﬁnition of (d , . . .), but we need
to show that this deﬁnition makes sense. We defer this proof and the proof of parts
(1),(4), and (5) to Section 5 since most of these assertions may be deduced from the
full correspondence, along with the correspondence of K-types in the space of joint
harmonics. 
Example 11 (continued). The representation  = 1(d , 1,, , , , ) of O(17, 13)
has as a LKT
(2, 2, 1, 1, 0, 0, 0, 0; 1)⊗ (5, 4, 4, 1, 1, 1; 1), (50)
and  = 1(d ,−1,, , , , ) has as a LKT
(2, 2, 1, 1, 0, 0, 0, 0;−1)⊗ (5, 4, 4, 1, 1, 1;−1). (51)
Example 14. The one-dimensional representations of O(t, t) (see §2.1) have Langlands
parameters as follows: Let  = (0, 1, 2, . . . , t − 1). Then 11 = +1(0, 1,∅, 0, 0, , )
and det = −1(0, 1,∅, 0, 0, , ) with  = (1, . . . , 1); the characters whose restric-
tion to SO(t, t) is non-trivial are given by +,− = +1(0, 1,∅, 0, 0, , ) and −,+ =
−1(0, 1,∅, 0, 0, , ), with  = (−1, . . . ,−1).
4. The correspondence
We now describe the correspondence for the dual pairs
(
Sp(2n,R),O(p, q)
)
with
p+ q = 2n and p+ q = 2n+ 2 explicitly, in terms of Langlands parameters as in §3.
We ﬁrst ﬁx a limit of discrete series  of Sp(2n,R) and give four theta lifts at ranks n
and n+ 1. Only one of these four lifts will occur at rank n if the parameter does not
contain any zeros, and two if it does. If p and q are both even then p,q() is again
a limit of discrete series of O(p, q).
Theorem 15. Let  = (d ,) be a limit of discrete series representation of Sp(2n,R),
with d as in (15). Let k =∑bi=1 ki , l =∑bi=1 li , and w = [ z2 ]. Let p1 = k + w and
q1 = l + w.
(1) If z = 2w then 2p1,2q1() = (0,0, 1,0,0), where
0,0 = (a1, . . . , a1︸ ︷︷ ︸
k1
, . . . , ab, . . . , ab︸ ︷︷ ︸
kb
, 0, . . . , 0︸ ︷︷ ︸
w
;
a1, . . . , a1︸ ︷︷ ︸
l1
, . . . , ab, . . . , ab︸ ︷︷ ︸
lb
, 0, . . . , 0︸ ︷︷ ︸
w
), (52)
and 0,0 is obtained from  as follows: for 1 ip1 and 1jq1, the root
ei − fj ∈ 0,0 if and only if ei + en−j+1 ∈ . (This determines 0,0 completely.)
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We also have 2p1+1,2q1+1() = 1(0,0, 1,0,0, 0, 0, (1), (0)), i.e., it is obtained
from 2p1,2q1() = (0,0, 1,0,0) by adding a factor of GL(1,R) with the trivial
character to the data.
(2) If z = 2w > 0 then we have a second occurrence of  at rank n, depend-
ing on the root system . If ek+1 + ek+z ∈  then 2p1+1,2q1−1() = 0, and
if −ek+1 − ek+z ∈  then 2p1−1,2q1+1() = 0. In the ﬁrst case, the lift is
1(1,−1, 1,1,−1, 0, 0, (−1), (0)), where 1,−1 is obtained from 0,0 (52) by re-
moving the last zero, and 1,−1 ⊂ 0,0. Then 2p1+2,2q1() = (2,0, 1,2,0) is
the limit of discrete series of O(2p1+2, 2q1) with Harish-Chandra parameter 2,0
obtained from 0,0 by adding a zero on the left, and 0,0 ⊂ 2,0. Similarly for
the second case, where a zero is removed from 0,0 on the left to get −1,1, a zero
is added on the right to get 0,2, and the root systems are obtained by restriction
or (unique) extension.
(3) If z = w = 0 then 2p1+2,2q1() = (2,0, 1,2,0) and 2p1,2q1+2() = (0,2, 1,
0,2), where 2,0 and 0,2 are obtained from 0,0 by adding a zero on the left and
right, respectively, and 0,0 ⊂ 2,0,0,2.
(4) If z = 2w + 1 is odd then 2p1+1,2q1+1() = (0,0, 1,0,0, 0, 0, (−1), (0)) with
0,0 and 0,0 as in (1) above. Here  = −1 if w = 0 and 2ek+1 ∈ , and  = 1
otherwise. If ek+1 + ek+z ∈  then 2p1+2,2q1+2() = (1,1, 1,1,1), the limit of
discrete series of O(2p1+2, 2q1+2) with 1,1 obtained from 0,0 by adding a zero
on each side of the semicolon, and 0,0 ∪ {ek+w+1 − fl+w+1} ⊂ 1,1. Moreover,
2p1+2,2q1() = (1,0, 1,1,0) with 1,0 obtained from 0,0 by adding a zero on
the left, and 0,0 ⊂ 1,0; and 2p1+3,2q1+1() = 1(1,0, 1,1,0, 0, 0, (1), (0)).
Similarly, if −ek+1 − ek+z ∈ , we get 2p1+2,2q1+2() = (1,1, 1,1,1) (with
−ek+w+1 + fl+w+1 ∈ 1,1), 2p1,2q1+2() = (0,1, 1,0,1), and 2p1+1,2q1+3()
= 1(0,1, 1,0,1, 0, 0, (1), (0)) in an analogous way.
Moreover, in all the above cases we have that the LKT of  is of minimal degree and
corresponds in the space of joint harmonics to a LKT of p,q().
Example 16. The limit of discrete series 1 of SL(2,R) with LKT (1) occurs at ranks
1 and 2 as given below:
O(3, 1) O(2, 2),
O(2, 0) O(1, 1). (53)
We have that 1,1(1) = −,+, 2,0(1) = 11, 2,2(1) is a limit of discrete series with
Harish-Chandra parameter (0; 0) and LKT (1; 1)⊗ (0; 1), and 3,1(1) is the spherical
representation with inﬁnitesimal character zero.
Example 17. The occurrence of the discrete series 2 of SL(2,R) with LKT (2) is
given by
O(4, 0) O(3, 1) O(2, 2),
O(2, 0). (54)
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Now 2,0(2) is the representation with highest weight (1), 4,0(2) = 11, 2,2(2) is
the discrete series of O(2, 2) with parameter (1; 0)1 (and LKT (2; 1) ⊗ (0; 1)), and
3,1(2) is the constituent + of the principal series Ind
O(3,1)
O(2)×GL(1,R)((1)⊗11) with LKT
(1; 1)⊗ ( ; 1). (This induced has a second constituent − with LKT (1;−1)⊗ ( ;−1).).
The general case is determined by the correspondence for limits of discrete series so
that the picture for occurrence at ranks 2n and 2n+ 2 will look like
O(p + 1, q + 1) O(p, q + 2)
O(p, q) O(p − 1, q + 1)
or
O(p + 2, q) O(p + 1, q + 1) O(p, q + 2),
O(p, q).
(55)
as in (53) and (54), depending on whether the limit of discrete series parameter contains
a zero or not.
Theorem 18. Let  = (d ,, , , , ) be an irreducible admissible representation
of Sp(2n,R), let v, s, and t be as in (17), and let  = (d ,) be the limit of discrete
series representation of Sp(2v,R) determined by d and . Let p1 and q1 be integers
such that p1+q1 = 2v or 2v+2 and  occurs in the correspondence for the dual pair
(Sp(2v,R),O(p1, q1)), as in Theorem 15. Let p = p1 + 2s + t , q = q1 + 2s + t , and
write p1,q1() = (′d , 1,′, 0, 0, 0, 0). Let p,q = (1(−1)
p−q
2 , . . . , t (−1) p−q2 ),
′ = (0|p,q), and ′ = (0|). Then
p,q() = (′d , 1,′, , , ′, ′). (56)
Moreover, some LKT of  is of minimal degree and corresponds in the space of joint
harmonics to a LKT of p,q(). If p+ q = 2n then this last statement applies to every
LKT of .
Remark 19. It is straightforward to check that the correspondence as given in Theorem
18 preserves the non-parity condition; i.e., if the parameters for  are such that (19)–
(21) hold, then (38) and (39) hold for (′d , 1,′, , , ′, ′).
The following results about the correspondence are standard (see Lemmas 1.5, 1.7 and
1.8 of [3]; the proofs outlined there will go through with no or little adjustment).
Lemma 20. Let n, p, and q be non-negative integers with p + q even. Let  be an
irreducible admissible representation of Sp(2n,R), and ∗ the contragredient of .
Then q,p() = p,q(∗).
Lemma 21. Let n, p, q, p′, and q ′ be non-negative integers such that p+q and p′+q ′
are even. Let n,p,q be the oscillator representation of S˜p(2n(p+ q),R), restricted to
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the dual pair
(
Sp(2n,R),O(p, q)
)
, and similarly for n,p′,q ′ and n,p+p′,q+q ′ . Then
n,p,q ⊗ n,p′,q ′n,p+p′,q+q ′ (57)
as representations of Sp(2n,R)×O(p, q)×O(p′, q ′), with Sp(2n,R) acting diagonally
on the left-hand side.
Proposition 22. Let n, p, and q be non-negative integers such that p+q is even, and 
an irreducible admissible representation of Sp(2n,R) such that p,q = 0. If r and s are
integers such that r+s is even, r−p, s−q, |r−s|4, and min{r, s} < 2n−p−q,
then p+r,q+s() = 0.
Proof. The proof is similar to that of Lemma 1.8 of [3]; we just outline the main
steps. If p+r,q+s() = 0, then by Lemma 20, q+s,p+r (∗) = 0. Then it follows
using Lemma 21 that p+q+s,p+q+r (11) = 0. Using the correspondence of K-types in
the space of joint harmonics (Proposition 4), for example, one sees easily that with
|r − s|4, the trivial representation of Sp(2n,R) does not occur below stable range,
i.e., we must have min{p + q + s, p + q + r}2n. The proposition follows. 
Let  be an irreducible admissible representation of Sp(2n,R), and suppose p and
q are such that p + q = 2n and  occurs with the following groups:
O(p + 1, q + 1), O(p, q + 2),
O(p, q), O(p − 1, q + 1) (58)
as given by Theorem 18. Then 2n − p − q = 0, so Proposition 22 with r = −2 and
s = 2 gives that p−2,q+2() = 0, and similarly p−j,q+j () = 0 for j3. Replacing
(p, q) by (p − 1, q + 1) in the argument yields that p+j,q−j () = 0 for j1 as
well, so we have no additional occurrence at rank n. Moreover, p−1,q+3() = 0 (with
r = −1, s = 3), and so are all other lifts at rank n+ 1. We leave it as an exercise for
the diligent reader to check that if the occurrence of  looks like the second diagram
of (55), no other occurrences are possible at ranks n and n+ 1 in that case either. So
we have the following result.
Corollary 23. Every irreducible admissible representation of Sp(2n,R) occurs pre-
cisely four times at ranks n and n + 1; i.e., Theorems 15 and 18 give the complete
correspondence for the dual pairs (Sp(2n,R),O(p, q)) with p+ q = 2n and p+ q =
2n+ 2.
Now that we know the full correspondence at equal rank, we can turn things around
and look at which representations of O(p, q) occur.
Corollary 24. Let  = (d , 
,, , , , ) be an irreducible admissible repre-
sentation of G = O(p, q), with d , z, and z′ as in (32), and let n = p+q2 .
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We have
(1) n() = 0 if and only if  = 
 = 1, or z+ z′ = 0 and (i , i ) = (−1, 0) for some
i t .
(2) n−1() = 0 if and only if n() = 0 and the parameters (d , 
,, , , , )
satisfy z+ z′ > 0 or (i , i ) = (1, 0) for some i t (see §3.2).
5. The proof of Theorems 15 and 18
5.1. Some comments about Moeglin’s paper
Theorems 15 and 18 are restatements of results of Moeglin [14] plus extensions of
these results to the groups O(p, q) with p and q odd. Much of the proof amounts to
checking that Moeglin’s proof can be adapted to cover these cases. Before proceeding,
we take this opportunity to point out an error in [14], and to suggest a way to ﬁx it.
In [14], Moeglin deﬁnes conditions (†) and (∗) (depending on p0 and q0) for repre-
sentations of Sp(2n,R), and (†)′ and (∗)′ (the latter depending on n) for representations
of O(2p0, 2q0). We state conditions (†), (†)′ and (∗) here.
Deﬁnition 25. Let n, p = 2p0, and q = 2q0 be given. Let  be an irreducible admis-
sible representation of Sp(2n,R) with associated Vogan-parameter a as in (24). Write
u =∑mi=1 ui and r =∑mi=1 ri , and let  = 0 if p0 − q0 + r − u = 0,  = 1 otherwise.
Let ′ be an irreducible admissible representation of O(p, q).
(1) We say that  satisﬁes (†) if  has a LKT  = (c1, c2, . . . , cn) such that the
following three conditions are satisﬁed:
() p0 − q0 + r − u = 1, 0, or −1.
() If n > u+ r (i.e., if w > 0) then |cj + q0 − p0|1 for u+ 1ju+ w.
() p0u, q0r , 0{u + 1ju + w : cj + q0 − p0 > 0}2(p0 − u), and
0{u+ 1ju+ w : cj + q0 − p0 < 0}2(q0 − r).
We will sometimes say that the pair (,) satisﬁes (†) since it may happen that
some but not all LKTs of  satisfy conditions () and ().
(2) We say that ′ satisﬁes (†)′ if ′ has a LKT ′ = (a1, . . . , a
, 0, . . . , 0; ) ⊗
(b1, . . . , bh, 0, . . . , 0; 	) with a
 > 0, bh > 0, and (p0 − 
)+ 	(q0 − h)0.
(3) We say that  satisﬁes (∗) if np0 + q0, and if  is a LKT constituent of an
induced representation of the form IndSp(2n,R)P (0⊗), where P = LN is a parabolic
subgroup of Sp(2n,R) with Levi factor LSp(2(p0+q0−),R)×GL(n−p0−q0+
,R), 0 an irreducible admissible representation of Sp(2(p0+q0−),R), and  is
the character of GL(n−p0−q0+,R) given by  = |det|
n−p0−q0−+1
2 sgn(det)p0−q0 .
Notice that (†) and (†)′ are conditions which can be checked by looking at the LKTs
only (since a may be recovered using the Vogan algorithm), while (∗) is a condition
on the inducing data, and requires knowledge of the continuous parameter.
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The strategy is then to deﬁne maps n and p0,q0 ; for p0 + q0n, n assigns
to each representation of O(2p0, 2q0) satisfying (†)′ a representation of Sp(2n,R)
satisfying (†) and (∗), and for np0 + q0, p0,q0 assigns to each representation of
Sp(2n,R) satisfying (†) a representation O(2p0, 2q0) which then satisﬁes (†)′ and (∗)′.
Moreover, every representation of Sp(2n,R) satisfying (†) and (∗) is in the image of
n, and similarly for O(2p0, 2q0). Theorem III.13 then says that the maps n and
p0,q0 give the Howe correspondence; in particular, that if np0 + q0 then every
representation  of Sp(2n,R) satisfying (†) occurs in the correspondence for the dual
pair
(
Sp(2n,R),O(2p0, 2q0)
)
, and 2p0,2q0() = p0,q0(), and a similar statement
for p0 + q0n and representations of O(2p0, 2q0). In particular, occurrence can be
determined by looking at the LKTs only. Implicit in these statements is the assertion
that for n = p0 + q0, condition (†) implies condition (∗) (and similarly for (†)′ and
(∗)′). A simple example shows that this is not true in general.
Example 26. Let n = 1, p0 = 1, and q0 = 0, and let  be a non-spherical principal
series of SL(2,R) with generic continuous parameter . Then u = r = 0,  = 1, and
 has LKTs (1) and (−1). It is easy to check that using the K-type (1), condition
(†) is satisﬁed. However, condition (∗) is not (condition (∗) requires the representation
to be a principal series with  = 0), and it is easy to see (by using the inﬁnitesimal
character correspondence as given in [18], for example) that  does not occur in the
correspondence for the dual pair
(
SL(2,R),O(2, 0)
)
.
More generally, if n = p0 + q0 and  = (d ,, , , , ) is a representation of
Sp(2n,R) satisfying (†) and with the associated a as in (24), then whenever w is
odd then the parameter  deﬁned in Deﬁnition 25 equals 1. In this case, the deﬁnition
of p0,q0 in §III.3 does not make sense since we would need p0 + q0 − n −  = −1
GL(1)-factors in the Levi factor of P0 ⊂ O(2p0, 2q0). Condition (∗) then amounts
to there being an index i such that (i , i ) = ((−1)p0−q0 , 0), which certainly does
not follow from (†), a condition on a LKT that is independent of the continuous
parameter.
However, if n < p0 + q0 then condition (†) does indeed imply (∗), so one might
correct the error by changing the condition np0 + q0 in Theorem III.13(i) to n <
p0 + q0, and by making the analogous changes throughout the paper; most notably
in the introduction, in conditions (∗)′ and (∗∗)′ in §III.1, in the deﬁnition of p0,q0
in §III.3, in Lemma III.12(i), and in Theorem IV.3 (since for given n, p0, and q0,
only one of n and p0,q0 is deﬁned). Unfortunately, though not completely surpris-
ingly in light of our discussion of dual groups in the introduction, this diminishes the
beautiful symmetry of Moeglin’s statements. However, because of the redundancy con-
tained in the present statements, we will still get the complete correspondence for the
equal rank case.
For the purposes of this paper, we reformulate some of the results of Lemmas II.3,
II.6, II.7, and II.12, and Theorem III.13 of [14] below. Moeglin deﬁnes the map p0,q0
as follows: If  is an irreducible admissible representation of Sp(2n,R) with LKT 
such that (,) satisﬁes (†) (and (∗)), she assigns to  a standard module (induced from
discrete series) of O(2p0, 2q0), and speciﬁes that p0,q0() is the unique subquotient
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containing as LKT the K-type corresponding in H to . Analogously for the map n.
Using the LKT calculations of §3, one can check that for the cases p + q = 2n and
2n + 2 with p and q even, the map described in Theorems 15 and 18 coincides with
−1n and p0,q0 , respectively.
Theorem 27 (Moeglin). Let n, p, and q be non-negative integers such that p = 2p0
and q = 2q0 are even.
(1) Let  be an irreducible admissible representation of Sp(2n,R), and  a LKT of
 such that (,) satisﬁes (†). Then  is of minimal degree in . Suppose that
in addition 2np + q, and if 2n = p + q then we also have that  satisﬁes (∗).
Then p,q() = p0,q0(), and  corresponds in the space of joint harmonics to
a LKT of p0,q0().
(2) Let ′ be an irreducible admissible representation of O(p, q), and ′ a LKT of ′
such that (′,′) satisﬁes (†)′. The ′ is of minimal degree in ′. If in addition
p+q2n then n(′) = n(′), and ′ corresponds in the space of joint harmonics
to a LKT of n(′).
5.2. The induction principle
Let
(
W, 〈, 〉) be a symplectic space over R of dimension 2n with isometry group
Sp(W)Sp(2n,R), and
(
V, (, )
)
a real vector space with non-degenerate symmetric
bilinear form (, ) of signature (p, q), with isometry group O(V )O(p, q) (p + q
even). Let
{0} ⊂ W1 ⊂ W2 ⊂ . . . ⊂ Wr (59)
be an isotropic ﬂag in W, and let
{0} ⊂ V1 ⊂ V2 ⊂ . . . ⊂ Vr (60)
be an isotropic ﬂag in V. For 1 ir , let di be the dimension of Wi , and d ′i the
dimension of Vi . Set d0 = d ′0 = 0, and for 1 ir , ni = di −di−1 and n′i = d ′i −d ′i−1.
Let P = MAN be the stabilizer of the ﬂag (59) in Sp(W), and let P ′ = M ′A′N ′ be
the stabilizer of the ﬂag (60) in O(V ). Then P has Levi factor
MASp(2v,R)×
r∏
i=1
GL(ni,R) (61)
with v = n− dr , and P ′ has Levi factor
M ′A′O(a, b)×
r∏
i=1
GL(n′i ,R) (62)
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with a = p − d ′r and b = q − d ′r . For 1 ir , let 
i and 
′i be the characters of
GL(ni,R) and GL(n′i ,R), respectively, given by

i (g)= sgn(det(g))
p−q
2 |det(g)| p+q2 −n−d ′i−1−
n′
i
2 +di−1+ ni2 − 12 for g∈GL(ni,R), (63)

′i (g′)= |det(g′)|n−
p+q
2 −di−1− ni2 +d ′i−1+
n′
i
2 + 12 for g′ ∈ GL(n′i ,R). (64)
Theorem 28 (Induction principle, ﬁrst version). Let  and ′ be irreducible admissi-
ble representations of Sp(2v,R) and O(a, b), respectively, such that  corresponds
to ′ in the correspondence for the dual pair (Sp(2v,R),O(a, b)). For 1 ir , let
i and ′i be irreducible admissible representations of GL(ni,R) and GL(n′i ,R), re-
spectively, such that i corresponds to ′i in the correspondence for the dual pair(
GL(ni,R),GL(n′i ,R)
)
. Write 
 = ⊗ri=1 i
i and ′
′ = ⊗ri=1 ′i
′i . Let  be
the oscillator representation for the dual pair (Sp(2n,R),O(p, q)). Then there ex-
ists a non-zero (Sp(2n,R) × O(p, q))-equivariant map (on the level of
(g,K)-modules)
 :  −→ IndSp(2n,R)P (⊗ 
⊗ 11)⊗ IndO(p,q)P ′ (′ ⊗ ′
′ ⊗ 11). (65)
Proof. The proof is very much like that of Corollary 3.21 of [2], Theorem 4.5.5 of
[16], and Theorem 4.20 of [13], using ideas of [11] (see also Corollary III.8 of
[14]). 
The correspondence for the dual pairs
(
GL(k,R),GL(l,R)
)
is described in Proposi-
tion III.9 of [14]. For convenience, we record it for the case k = l here.
Proposition 29. The correspondence for the dual pairs (GL(k,R),GL(k,R)) is given
as follows. Let  be an irreducible admissible representation of GL(k,R). Then 
occurs in the correspondence and corresponds to ∗, the contragredient representation.
The unique LKT of  is of minimal degree and corresponds in the space of joint
harmonics to the unique LKT of ∗.
Taking the oscillator representation of S˜p(0,R)Z/2Z to be the non-trivial character,
we get the dual pair correspondence for
(
GL(k,R),GL(0,R)
)
as 11 ↔ 11; this allows
us to choose ni or n′i to be zero for some i in Theorem 28. Keeping in mind that

′i = 
∗i sgn(det(g))
p−q
2 , and that ⊗ sgn(det) for a relative limit of discrete series
of GL(2,R), we can deduce the following result.
Theorem 30 (Induction principle, second version). Let n, p, and q be non-negative in-
tegers such that p+q is even,  an irreducible admissible representation of Sp(2n,R),
and ′ an irreducible admissible representation of O(p, q) such that p,q() = ′. Let
s, t, and m be non-negative integers,  a relative limit of discrete series representation
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of GL(2,R)s , and  a character of GL(1,R)t . Write p,q = ⊗ti=1sgn
p−q
2 , a character
of GL(1,R)t .
(1) Let G = Sp(2(n+ 2s+ t +m),R), G′ = O(p+ 2s+ t, q+ 2s+ t),  the oscillator
representation for the dual pair (G,G′), and let 
 be the character of GL(m,R)
given by

(g) = |det(g)| p+q−2n−m−12 sgn(det(g)) p−q2 . (66)
Then there are parabolic subgroups P = MAN and P ′ = M ′A′N ′ of G and G′
with Levi factors
MASp(2n,R)× GL(2,R)s × GL(1,R)t × GL(m,R) (67)
and
M ′A′O(p, q)× GL(2,R)s × GL(1,R)t (68)
such that there exists a non-zero G×G′-equivariant map (on the level of (g,K)-
modules)
 :  −→ IndGP (⊗ ∗ ⊗ ∗ ⊗ p,q ⊗ 
⊗ 11)⊗ IndG
′
P ′ (
′ ⊗ ⊗ ⊗ 11). (69)
(2) Let G = Sp(2(n + 2s + t),R), G′ = O(p + 2s + t + m, q + 2s + t + m),  the
oscillator representation for the dual pair (G,G′), and let 
′ be the character of
GL(m,R) given by

(g) = |det(g)| 2n−p−q−m+12 . (70)
Then there are parabolic subgroups P = MAN and P ′ = M ′A′N ′ of G and G′
with Levi factors
MASp(2n,R)× GL(2,R)s × GL(1,R)t (71)
and
M ′A′O(p, q)× GL(2,R)s × GL(1,R)t × GL(m,R) (72)
such that there exists a non-zero G×G′-equivariant map (on the level of (g,K)-
modules)
 :  −→ IndGP (⊗ ⊗ ⊗ 11)⊗ IndG
′
P ′ (
′ ⊗ ∗ ⊗ ∗ ⊗ p,q ⊗ 
′ ⊗ 11). (73)
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Proposition 31. In the setting of Theorem 30 (2) with m = 0, let I and I ′ be the
induced representations of G and G′ given in (73). Suppose  ⊗  ⊗  has a LKT
 that is of minimal degree for the dual pair (MA,M ′A′). Suppose also that I is
a subquotient of I containing a LKT I of the induced representation such that the
highest weight of I restricts to the highest weight of . If I is of minimal degree for
the dual pair
(
G,G′
)
, occurs in the space of joint harmonics for the dual pair (G,G′)
and corresponds to the K-type I ′ then I ⊗I ′ is in the image of . Consequently,
if I is a quotient of I then I occurs in the correspondence, and corresponds to a
constituent of I ′ containing the K-type I ′ .
Proof. This follows from the analogue of Proposition 3.25 of [2] (the extended induc-
tion principle of Adams/Barbasch); the proof given there goes through in the case of
real symplectic–orthogonal dual pairs. 
Lemma 32. In the setting of Proposition 31, the restriction of the highest weight of
I is always the highest weight of a LKT of ⊗ ⊗ . In particular, if ⊗ ⊗  has
a unique LKT  then this condition is satisﬁed for all LKTs of I.
Proof. This is a straightforward calculation using the explicit description of LKTs for
Sp(2n,R) given in Proposition 6. 
Remark 33. There is a result analogous to Proposition 31 for LKTs of ′ and I ′.
5.3. The proofs
We are now ready to prove Theorems 15 and 18. We start with the case where 
is a limit of discrete series representation of Sp(2n,R), using Moeglin’s results for
the case p, q even, and applying the induction principle to the even case to obtain the
cases p, q odd. Moeglin parametrizes irreducible admissible representations by inducing
data for representations induced from discrete series, rather than from limits of discrete
series. The resulting standard module may have several irreducible quotients which
may be distinguished by their LKTs. Recall (see, e.g., [10]) that a limit of discrete
series may be obtained by induction from a discrete series by violating the non-parity
condition F-2 of [20] (see (19)–(21), and (38) and (39)); one such induced module
will then be the direct sum of all limit of discrete series representations with the same
Harish-Chandra parameter d , but different root systems . We illustrate using an
example.
Example 34. Let  = (d ,) be the limit of discrete series representation of Sp(12,
R) with parameter d = (2, 1, 0, 0,−1,−3) and positive root system  containing
as simple roots {−e1 − e6, e1 − e2, e2 + e5, e4 − e5,−e3 − e4, 2e3}. (So  has LKT
 = (2, 2, 0,−1,−1,−4).) Then  is a summand of the induced representation
I = IndSp(12,R)P1 (1 ⊗ 1 ⊗ 11)Ind
Sp(12,R)
P2
(1 ⊗ 2 ⊗ ⊗ 11), (74)
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where P1 = M1A1N1 and P2 = M2A2N2 are parabolic subgroups of Sp(12,R) with
Levi factors M1A1Sp(4,R)×GL(2,R)2 and M2A2Sp(4,R)×GL(2,R)×GL(1,R)2,
1 is the discrete series of Sp(4,R) with Harish-Chandra parameter 1 = (2,−3), 1 =
(2, 0)⊗(0, 0), 2 = (2, 0), and  = 1,0⊗−1,0. These induced representations have
three more summands, corresponding to the other three positive root systems (see the
comments after (15)).
Notice also that if 3 = (3,3) is the limit of discrete series representation
of Sp(10,R) with 3 = (2, 1, 0,−1,−3) and 3 containing {−e1 − e5, e1 − e2, e2 +
e4,−e3−e4,−2e3} (this representation has LKT (2, 2,−1,−1,−4)), and P3 = M3A3N3
is a parabolic subgroup of Sp(12,R) with M3A3Sp(10,R)×GL(1,R), then we have
IndSp(12,R)P3 (3 ⊗ 1,0 ⊗ 11). (75)
More generally, we can add coordinates to the Harish-Chandra parameter by adding
GL(1,R) and GL(2,R) factors and using parabolic induction, and if the new coefﬁcients
already occur in the parameter for the smaller group (here we added a 0 which already
occurred in the parameter 3), then the induced representation is irreducible.
Lemma 35. Let  = (d ,) be a limit of discrete series representation of Sp(2n,R).
Theorem 15 gives a list of four pairs (p, q) of integers, depending on d and ,
with p + q = 2n or 2n + 2 and such that p,q() = 0. (E.g., if d does not contain
any zeros then this list consists of (2p1, 2q1), (2p1 + 1, 2q1 + 1), (2p1 + 2, 2q1), and
(2p1, 2q1+2).) Choose such a pair (p, q) and let ′ be the asserted theta lift p,q().
(1) The LKT  of  corresponds in the space of joint harmonics H to a LKT of ′.
(2) If p and q are even then  satisﬁes condition (†) of [14]; if p + q = 2n then 
also satisﬁes (∗).
(3) Let p,q be as in §III.3 of [14] and Theorem 27. If p and q are even then
′ = p0,q0(), so that Theorem 15 for this case follows from Theorem 27.
Proof. We use unprimed letters for parameters associated to  and Sp(2n,R), and
primed ones (′d , M ′A′, etc.) for those associated to ′ and O(p, q).
Since  is a limit of discrete series representation of Sp(2n,R), we have a = d ,
and if d is given by (15) then
a + (u ∩ p)− (u ∩ k) = (k − l.k − l. . . . , k − l)
+(a1 + 1 + 12 , . . . , a1 + 1 + 12︸ ︷︷ ︸
k1
, . . . , ab + b + 12 , . . . , ab + b + 12︸ ︷︷ ︸
kb
, 0, . . . , 0︸ ︷︷ ︸
z
,
−ab + b − 12 , . . . ,−ab + b − 12︸ ︷︷ ︸
lb
, . . . ,−a1 + 1 − 12 , . . . ,−a1 + 1 − 12︸ ︷︷ ︸
l1
), (76)
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where for 1 ib,
i = li − ki2 +
b∑
j=i+1
(lj − kj ). (77)
Now suppose ﬁrst that p−q2 = k− l, so that the Vogan-parameter associated to ′ is of
the form
′a = (a1, . . . , a1︸ ︷︷ ︸
k1
, . . . , ab, . . . , ab︸ ︷︷ ︸
kb
, 0, . . . , 0︸ ︷︷ ︸
d
; a1, . . . , a1︸ ︷︷ ︸
l1
, . . . , ab, . . . , ab︸ ︷︷ ︸
lb
, 0, . . . , 0︸ ︷︷ ︸
e
) (78)
with d = e. (Notice that even if p and q are both odd so that ′ is not a limit of
discrete series, we have ′a = ′d .) Then
′a + (u′ ∩ p′)− (u′ ∩ k′)
= (a1 + 1 + 12 , . . . , a1 + 1 + 12︸ ︷︷ ︸
k1
, . . . , ab + b + 12 , . . . , ab + b + 12︸ ︷︷ ︸
kb
, 0, . . . , 0︸ ︷︷ ︸
d
;
a1 − 1 + 12 , . . . , a1 − 1 + 12︸ ︷︷ ︸
l1
, . . . , ab − b + 12 , . . . , ab − b + 12︸ ︷︷ ︸
lb
, 0, . . . , 0︸ ︷︷ ︸
d
)
(79)
with i as in (77). Write the ﬁne K-types L and L′ that we have to add to (76) and
(79) to obtain the highest weights of LKTs of  and ′, respectively, as in (28) and
(47) (the latter with primed entries). It is now easy to check that if the root systems
 and ′ are related as described in the theorem, then i = ′i for all 1 ib. So to
see that the K-types correspond, it remains to look at the parts (	1, 	2, . . . , 	z) of L
and (	′1, 	′2, . . . , 	′d; 
′1, 
′2, . . . , 
d) of L′ . It can be checked case by case that the re-
lationship between  and ′ is always such that the resulting K-types correspond;
maybe the most interesting case is when z = 2w + 1, p = 2k + 2w + 1, and
q = 2l + 2w + 1, and the signs of the LKT(’s) of ′ are not necessarily triv-
ial. Assume that ek+1 + ek+z ∈  (the other case being analogous). Then (with
w = d) (	1, 	2, . . . , 	z) = (1, . . . , 1︸ ︷︷ ︸
d+1
, 0, . . . , 0︸ ︷︷ ︸
d
), and (	′1, 	′2, . . . , 	′d; 
′1, 
′2, . . . , 
d) =
(1, . . . , 1; 0, . . . , 0). We have that the two K-types correspond provided that the signs
of the LKT of ′ are (−1; 1). According to Proposition 13, this is indeed one of the
LKTs.
If p and q are both even then (†) is easy to check (note that Moeglin’s p′r+1 and q ′r+1
are k and l in our notation, and that her condition () is equivalent with  occurring
in H), and if in addition p + q = 2n then (∗) holds because Moeglin’s  = 0.
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For the third part, recall that  is a LKT constituent (in fact, a direct summand) of
the following induced representation I: Let s¯ = ∑bi=1 |ki − li |, a = ∑bi=1 min{ki, li},
P = MAN with
MASp(2s¯,R)× GL(2,R)a × GL(1,R)z, (80)
0 the discrete series representation of Sp(2s¯,R) whose Harish-Chandra parameter
contains, for each i with ki = li , the entry ai if ki > li and −ai otherwise,  the
representation of GL(2,R)a with min{ki, li} factors of (2ai, 0) for each 1 ib, and
 the character of GL(1,R)z given by  =⊗zi=1 (−1)s¯+i ,0. Then
I = IndSp(2n,R)P (0 ⊗ ⊗ ⊗ 11). (81)
Let p¯ be the number of indices ib such that ki > li , q¯ the number of indices i such
that ki < li , c = p − 2p¯ − 2a = q − 2q¯ − 2a, P ′ = M ′A′N ′ a parabolic subgroup of
O(p, q) with
M ′A′O(2p¯, 2q¯)× GL(2,R)a × GL(1,R)c, (82)
′0 the discrete series representation of O(2p¯, 2q¯) whose Harish-Chandra parameter
contains, for each i such that ki = li , the entry ai , on the left if ki > li and on the
right otherwise, and ′ the character of GL(1,R)c given by ′ =⊗ci=1 (−1)i ,0. (Notice
that c is even.) Then Moeglin’s map p0,q0 assigns to  the constituent (summand) of
I ′ = IndO(p,q)
P ′ (
′
0 ⊗ ⊗ ′ ⊗ 11) (83)
that contains the K-type corresponding to  in H. This is easily seen to be the limit
of discrete series representation ′.
This proves the lemma for the case p−q2 = k − l.
Now suppose
∣∣p−q
2 + l − k
∣∣ = 1. We analyze the case p−q2 = k − l − 1 only, the
case
p−q
2 = k − l + 1 being completely analogous. Rewrite
a + (u ∩ p)− (u ∩ k) = (k − l − 1.k − l − 1. . . . , k − l − 1)
+(a1 + 1 + 32 , . . . , a1 + 1 + 32︸ ︷︷ ︸
k1
, . . . , ab + b + 32 , . . . , ab + b + 32︸ ︷︷ ︸
kb
, 1, . . . , 1︸ ︷︷ ︸
z
,
−ab + b + 12 , . . . ,−ab + b + 12︸ ︷︷ ︸
lb
, . . . ,−a1 + 1 + 12 , . . . ,−a1 + 1 + 12︸ ︷︷ ︸
l1
), (84)
300 A. Paul / Journal of Functional Analysis 228 (2005) 270–310
with i as in (77). The parameter ′a will be as in (79) with e = d + 1, and
′a + (u′ ∩ p′)− (u′ ∩ k′)
= (a1 + 1 + 32 , . . . , a1 + 1 + 32︸ ︷︷ ︸
k1
, . . . , ab + b + 32 , . . . , ab + b + 32︸ ︷︷ ︸
kb
, 0, . . . , 0︸ ︷︷ ︸
d
;
a1 − 1 − 12 , . . . , a1 − 1 − 12︸ ︷︷ ︸
l1
, . . . , ab − b − 12 , . . . , ab − b − 12︸ ︷︷ ︸
lb
, 0, . . . , 0︸ ︷︷ ︸
e
).
(85)
It is easy to see that, just as in the previous case, the root systems for  and ′ are
related in such a way that if we write the ﬁne K-type L for Sp(2n,R) and L′ for
O(p, q) as above, then we have i = ′i for 1 ib. In order to check that the LKTs
of  and ′ correspond, we must therefore only look at the entries 	 = (	1, . . . , 	z) of
L and 	′ = (	′1, . . . , 	′d; 
′1, . . . , 
′e) of L′ .
First we look at the case where z is odd (this is case (4) of the theorem) and
−ek+1 − ek+z ∈ . If p + q = 2n then d = z−12 , e = z+12 , p = 2k + z − 1, and q =
2l+z+1, both even. According to Proposition 6 we have 	 = (0, . . . , 0︸ ︷︷ ︸
d
,−1, . . . ,−1︸ ︷︷ ︸
e
), so
that the corresponding z entries of  are (k−l−1, . . . , k−l−1)+(1, . . . , 1︸ ︷︷ ︸
d
, 0, . . . , 0︸ ︷︷ ︸
e
). By
Proposition 10, the LKT of the limit of discrete series ′ has 	′ = (1, . . . , 1︸ ︷︷ ︸
d
; 0, . . . , 0︸ ︷︷ ︸
e
)
and signs (1; 1), so the two correspond. Condition (†) is again straightforward. To check
(∗), notice that Moeglin’s  = 1 so that we need to make sure that  is a constituent of
an induced representation IndSp(2n,R)M1A1N1 (1⊗ (−1) p−q2 ⊗ 11) with M1A1Sp(2n− 2,R)×
GL(1,R), and 1 a representation of Sp(2n−2,R). But  is a constituent of I in (81),
and since z > 0 and (−1) p−q2 = (−1)k+l+1 = (−1)s¯+1, (∗) follows by induction in
stages. This time p0,q0 maps  to the constituent containing the K-type corresponding
to  in H of an induced representation I ′ as in (83) with
M ′A′O(2p¯, 2q¯ + 2)× GL(2,R)a × GL(1,R)z−1 (86)
with a as deﬁned above, ′0 the discrete series whose Harish-Chandra is obtained from
that above by adding a zero on the right, and  = ⊗z−1i=1 (−1)i ,0. This representation
is indeed ′.
Next assume that p + q = 2n + 2 (still with z odd and −ek+1 − ek+z ∈ ). Then
p = 2k + z and q = 2l + z + 2 are both odd. The LKT of  has the same highest
weight as in the previous case, with signs (1; 1), so it corresponds to .
Now assume z = 2w > 0, −ek+1− ek+z ∈ , and p+ q = 2n. Then p = 2k+ z− 1
and q = 2l + z + 1 are odd so that we only have to check (1) of the lemma. In
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this case, 	 = (0, . . . , 0︸ ︷︷ ︸
w
,−1, . . . ,−1︸ ︷︷ ︸
w
), so that the corresponding z entries of  are
(k − l − 1, . . . , k − l − 1) + (1, . . . , 1︸ ︷︷ ︸
w
, 0, . . . , 0︸ ︷︷ ︸
w
). We have d = w − 1, e = w, and
	′ = (1, . . . , 1︸ ︷︷ ︸
w−1
; 0, . . . , 0︸ ︷︷ ︸
w
), and the signs of the LKT of  (according to Proposition 13)
are (−1; 1). It follows (using Proposition 4) that the LKTs correspond.
The case z = 2w, p + q = 2n + 2, and −ek+1 − ek+z ∈  if w > 0, is similar to
the case z odd and p + q = 2n. We omit the details. 
Proof of Theorem 15. In light of Lemma 35 and Theorem 27, it only remains to
prove the cases where p and q are odd. We ﬁrst consider the cases p + q = 2n + 2,
i.e., the cases (p, q) = (2p1+1, 2q1+1) in part (1) and (p, q) = (2p1+3, 2q1+1) or
(2p1 + 1, 2q1 + 3) in case (4) of the theorem. Notice that in this situation we have by
Lemma 35 that p−1,q−1() = 0 and is a limit of discrete series ′ of O(p− 1, q− 1)
(with p−1 and q−1 even). Consequently, we can use Theorem 30 (2) with s = t = 0
and m = 1 to conclude that p,q() is a constituent of
IndO(p,q)P (
′ ⊗ 1,0 ⊗ 11) (87)
for some parabolic subgroup P = MAN of O(p, q) with Levi factor MAO(p−1, q−
1)×GL(1,R). If we write ′ = (′d , 1,′) then this (tempered) induced representation
is either irreducible or consists of two summands (′d ,′, 1, 0, 0, (1), (0)) with  =±1 (if z=0). Since the LKT  of  satisﬁes (†) for (p − 1, q − 1) and the degree of
a K-type depends on the difference between p and q only, we know by Lemma 35
that  is of minimal degree in . Consequently,  corresponds to the constituent of
the induced (87) containing the K-type corresponding to  in H, which (by Lemma
35) is a LKT of 1(′d ,′, 1, 0, 0, (1), (0)) and has multiplicity one in the induced
representation.
Now we look at the cases where p + q = 2n. First assume that z = 2w > 0
is even, that ek+1 + ek+z ∈  (the case −ek+1 − ek+z ∈  is analogous), and we
want to show that 2p1+1,2q1−1() = 1(1,−1, 1,1,−1, 0, 0, (−1), (0)) as in part (2)
of the theorem. Let 0 = ((d)0,0) be the limit of discrete series representation
of Sp(2n − 2,R) with Harish-Chandra parameter (d)0 obtained from d by remov-
ing the last (zth) zero, and 0 obtained from  in the “natural” way, i.e., by re-
moving all roots of the form ±ek+z ± ej or ±2ek+z, and then subtracting 1 from
each subscript greater than k + z. Let ′ = (1,−1, 1,1,−1), a limit of discrete se-
ries of O(2p1, 2q1 − 2). By Lemma 35, we know that ′ = 2p1,2q1−2(0). Since
z2 so that (d)0 contains at least one zero (see the comments in Example 34),
we have IndSp(2n,R)P (0 ⊗ (−1)k+l ⊗ 11), where P = MAN is a parabolic subgroup
of Sp(2n,R) with Levi factor MASp(2n − 2,R) × GL(1,R) (see [10]). Notice that
(2p1+1)−(2q1−1)
2 = p1 − q1 + 1, and (−1)p1−q1+1 = (−1)k+l+1. So by Theorem 30,
2p1+1,2q1−1() is a constituent (summand) of IndO(2p1+1,2q1−1)P ′ (′ ⊗ −1,0 ⊗ 11) for
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some parabolic subgroup P ′ = M ′A′N ′ of O(2p1 + 1, 2q1 − 1) with Levi factor
M ′A′O(2p1, 2q1 − 2)× GL(1,R). As above we know that  is of minimal degree
in , so that the theta lift of  must contain the K-type corresponding to  in H,
which by Lemma 35 is a LKT of 1(1,−1, 1,1,−1, 0, 0, (−1), (0)) (a constituent of
the induced). Since this K-type has multiplicity one in the induced, we must have
2p1+1,2q1−1() = 1(1,−1, 1,1,−1, 0, 0, (−1), (0)).
Now suppose z = 2w+1 is odd. We need to prove the ﬁrst statement of (4), i.e., that
2p1+1,2q1+1() = (0,0, 1,0,0, 0, 0, (−1), (0)), with , 0,0, and 0,0 as described
in the theorem. Let ′ be this representation of O(2p1+1, 2q1+1). By Lemma 35, we
know that  satisﬁes (†) for p = 2p1 + 2 and q = 2q1 + 2, so that we know the LKT
is of minimal degree for the dual pair
(
Sp(2n,R),O(2p1+1, 2q1+1)
)
as well. Let 0
be the limit of discrete series representation of Sp(2n− 2,R) that corresponds to ′ =
(0,0, 1,0,0) in the correspondence for the dual pair
(
Sp(2n − 2,R),O(2p1, 2q1)
)
;
its Harish-Chandra parameter is obtained from d by removing the middle zero, and the
positive root system is obtained from  in an obvious way. Then  is a summand of an
induced representation I = IndSp(2n,R)P (0 ⊗ (−1)n,0 ⊗ 11) for some parabolic subgroup
P = MAN of Sp(2n,R) with Levi factor MASp(2n − 2,R) × GL(1,R), and ′ is
a summand of I ′ = IndO(2p1+1,2q1+1)
P ′ (
′ ⊗ −1,0 ⊗ 11) with P ′ = M ′A′N ′ a parabolic
subgroup of O(2p1 + 1, 2q1 + 1) with Levi factor M ′A′O(2p1, 2q1) × GL(1,R).
Since by Lemma 35 the LKT of  corresponds to a LKT of ′,  corresponds to ′
by Theorem 30, Proposition 31, and Lemma 32. 
Lemma 36. In the setting of Theorem 18, let ′ = (′d , 1,′, , , ′, ′), the pro-
posed theta lift of .
(1) The representation  has a LKT of minimal degree in .
(2) If p + q = 2n then every LKT of  is of minimal degree in .
(3) Each LKT of  that is of minimal degree in  corresponds to a LKT of ′ in the
space of joint harmonics.
(4) If p+q = 2n+2 then for every highest weight 0 of a LKT of ′ (as in Proposition
10) there is LKT ′ of ′ with highest weight 0 such that ′ corresponds in H
to a LKT (of minimal degree) of .
Proof. Let  be as above, with d (and ai , ki , li , k, l, z, etc.) as in (15), and the
associated a (and i , ui , ri , w, u, etc.) as in (24). Let  be a LKT of ,  =
a + (u ∩ p)− (u ∩ k)+ L as in (26). Write
a + (u ∩ p)− (u ∩ k) = (u− r, u− r. . . . , u− r)
+(1 + 1 + 12 , . . . , 1 + 1 + 12︸ ︷︷ ︸
u1
, . . . , m + m + 12 , . . . , m + m + 12︸ ︷︷ ︸
um
, 0, . . . , 0︸ ︷︷ ︸
w
,
−m + m − 12 , . . . ,−m + m − 12︸ ︷︷ ︸
rm
, . . . ,−1 + 1 − 12 , . . . ,−1 + 1 − 12︸ ︷︷ ︸
r1
), (88)
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where for 1 im,
i = ri − ui2 +
m∑
j=i+1
(rj − uj ). (89)
The K-type  is then obtained by adding a ﬁne K-type L as in (28), so that − (u−
r, u − r. . . . , u − r) is a weight with the ﬁrst u entries integers 1, the last r entries
integers  − 1, and with w entries 	 = (	1, 	2, . . . , 	w) in between, of the form
	 = (1, . . . , 1︸ ︷︷ ︸


, 0, . . . , 0) (90)
or
	 = (0, . . . , 0,−1, . . . ,−1︸ ︷︷ ︸


) (91)
for some 
.
To check that  is of minimal degree in  for (p, q) we use Theorem 27; it is
sufﬁcient to check that (,) satisﬁes (†) for some (p′, q ′) with p′ −q ′ = p−q since
the degree only depends on this difference.
Assume ﬁrst that z = 0, i.e., that d does not have any zeros. Then both (90) and
(91) occur (see Proposition 6), and we need to consider (p, q) = (2u + w, 2r + w),
(2u+w+1, 2r+w+1), (2u+w+2, 2r+w), and (2u+w, 2r+w+2). It is easy to check
that (,) satisﬁes (†) for either (p, q) = (2u+w, 2r+w) or (2u+w+1, 2r+w+1)
(whichever is a pair of even integers). If  has (90) then (,) satisﬁes (†) for
(p, q) = (2u+w+ 2, 2r +w) if w is even, and for (p, q) = (2u+w+ 3, 2r +w+ 1)
otherwise, since then p0 − q0 = u− r + 1 so that we can write  of the form
= (p0 − q0, p0 − q0, . . . , p0 − q0)
+(d1, . . . , du, 0, . . . , 0︸ ︷︷ ︸


,−1, . . . ,−1︸ ︷︷ ︸
w−

, du+w+1, . . . , du+w+r ) (92)
with du0 and du+w+1 − 2 and check conditions () and () of Deﬁnition 25
easily. Similarly, we have that if  has (91) then (,) satisﬁes (†) for (p, q) =
(2u+w, 2r+w+2) if w is even, and for (p, q) = (2u+w+1, 2r+w+3) otherwise.
So we have (1) and (2) of the lemma for this case.
Now assume that z > 0. Then by Proposition 6, either all LKTs of  have (90), or all
LKTs have (91), depending on the root system . In the ﬁrst case, we need to consider
(p, q) = (2u+ w, 2r + w), (2u+ w + 1, 2r + w − 1), (2u+ w + 1, 2r + w + 1), and
(2u+w+2, 2r+w), in the second (p, q) = (2u+w, 2r+w), (2u+w−1, 2r+w+1),
(2u+w+1, 2r+w+1), and (2u+w, 2r+w+2). It is easy to see that in either case,
304 A. Paul / Journal of Functional Analysis 228 (2005) 270–310
(,) satisﬁes (†) for (p, q) = (2u + w, 2r + w) or (2u + w + 1, 2r + w + 1)
(depending on the parity of w), and with (90), (,) satisﬁes (†) for (p, q) =
(2u + w + 1, 2r + w − 1) or (2u + w + 2, 2r + w). Similarly if  has (91). So
in fact, if z > 0 then all LKTs of  are of minimal degree in , for p + q = 2n
and 2n+ 2.
It remains to show that the LKTs of  that are of minimal degree in  correspond
in H to LKTs of ′, and that whenever p+ q = 2n+ 2 then, up to signs, all LKTs of
′ occur this way. We display some details of this calculation for one case only; the
remaining cases will be very similar.
Assume that z is odd, and that −ek+1 − ek+z ∈ . Then  = 1, and we must
consider (p, q) = (2u+w, 2r+w), (2u+w+1, 2r+w+1), (2u+w−1, 2r+w+1),
and (2u + w, 2r + w + 2). As in the proof of Lemma 35, we use unprimed letters
for parameters associated to  and Sp(2n,R), and primed ones (′a , etc.) for those
associated to ′ and O(p, q).
We start with (p, q) = (2u + w, 2r + w). Using the theory described in §3, we
have that if a is of form (24), then ′a is of form (44) with x = y = [w2 ]. Here
w = z + 2b + t , where b is the number of indices is such that i = 0. We
have u − r = p−q2 , and we write a + (u ∩ p) − (u ∩ k) as in (88). Similarly,
we have
′a + (u′ ∩ p′)− (u′ ∩ k′)
= (1 + 1 + 12 , . . . , 1 + 1 + 12︸ ︷︷ ︸
u1
, . . . , m + m + 12 , . . . , m + m + 12︸ ︷︷ ︸
um
, 0, . . . , 0︸ ︷︷ ︸
[w2 ]
;
1 − 1 + 12 , . . . , 1 − 1 + 12︸ ︷︷ ︸
r1
, . . . , m − m + 12 , . . . , m − m + 12︸ ︷︷ ︸
rm
, 0, . . . , 0︸ ︷︷ ︸
[w2 ]
)
(93)
with i as in (89). Write the ﬁne K-types L and L′ that we have to add to (88)
and (93) to obtain the highest weights of LKTs of  and ′, respectively, as in (28)
and (47) (the latter with primed entries). The root systems  and ′ are related
in such a way that by Propositions 6 and 10, the choices for the i’s in L cor-
respond exactly to the choices for the ′i’s in L′ . Since z > 0, 	 = (	1, . . . , 	w)
is uniquely determined, and when z3, so is 	′ = (	′1, . . . , 	′[w2 ]; 

′
1, . . . , 

′
[w2 ]), so
that the number of LKTs of  equals the number of distinct highest weights of
LKTs of ′. (When z = 1 the parameter ′d does not contain any zeros, so there
may be two choices for 	′.) We need to check that 	 and 	′ are such that they
are consistent with the correspondence in the space of joint harmonics.
Since −ek+1 − ek+z ∈ ,
	 = (0, . . . , 0,−1, . . . ,−1︸ ︷︷ ︸
h
). (94)
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Here h = z+12 +b+a, where a is the number of indices i t such that i = (−1)u+r+1 =
(−1) p−q2 +1. Write
 = ((−1) p−q2 +1, . . . , (−1) p−q2 +1︸ ︷︷ ︸
a
, (−1) p−q2 , . . . , (−1) p−q2︸ ︷︷ ︸
t−a
). (95)
Then
′ = (−1, . . . ,−1︸ ︷︷ ︸
a+1
, 1, . . . , 1︸ ︷︷ ︸
t−a
). (96)
(Recall that by Theorem 15 (4), t ′ = t + 1 since z is odd.) We have
	′ = (0, . . . , 0; 1, . . . , 1︸ ︷︷ ︸


, 0, . . . , 0) (97)
as one of the choices (the only one if z3). If a+1 t−a then 
 = z−12 +b+a+1 = h
and the signs may be taken to be (1; 1) (see Proposition 13). In this case, (94) and
(97) indeed match up so that the LKTs correspond in H.
If t−a > a+1 then 
 = z−12 +b+ t−a and the signs may be chosen to be (1;−1).
The K-types match up in H provided that h = 
 + q − 2(r + 
) (see Proposition 4).
But

+ q − 2(r + 
)= q − 2r − 
 = z+ 2b + t − z−12 − b − t + a = z+12 + b + a = h,
(98)
so we are done for the case (p, q) = (2u+ w, 2r + w).
For (p, q) = (2u + w + 1, 2r + w + 1), the calculation is very similar; 	′ now has
[w+12 ] entries on each side, ′ has only a entries of −1, and 
 = z+12 + b + a = h
or z+12 + b + t − a (with signs as before), and the K-types match up as before. In
addition, ′d now always contains zeros, so that only LKTs with 	′ satisfying (97)
occur. Therefore, up to signs, all LKTs of ′ actually correspond to LKTs of .
Now assume (p, q) = (2u+w−1, 2r+w+1). Then if a is of form (24), then ′a will
be of form (44) with x = [w−12 ] and y = [w+12 ] = [w−12 ] + 1. Since p−q2 = u− r − 1,
we write a + (u ∩ p)− (u ∩ k) in the form
a + (u ∩ p)− (u ∩ k) = (u− r − 1, u− r − 1. . . . , u− r − 1)
+(1 + 1 + 32 , . . . , 1 + 1 + 32︸ ︷︷ ︸
u1
, . . . , m + m + 32 , . . . , m + m + 32︸ ︷︷ ︸
um
, 1, . . . , 1︸ ︷︷ ︸
w
,
−m + m + 12 , . . . ,−m + m + 12︸ ︷︷ ︸
rm
, . . . ,−1 + 1 + 12 , . . . ,−1 + 1 + 12︸ ︷︷ ︸
r1
), (99)
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where the i are given by (89). We then have
′a + (u′ ∩ p′)− (u′ ∩ k′)
= (1 + 1 + 32 , . . . , 1 + 1 + 32︸ ︷︷ ︸
u1
, . . . , m + m + 32 , . . . , m + m + 32︸ ︷︷ ︸
um
, 0, . . . , 0︸ ︷︷ ︸
[w−12 ]
;
1 − 1 − 12 , . . . , 1 − 1 − 12︸ ︷︷ ︸
r1
, . . . , m − m − 12 , . . . , m − m − 12︸ ︷︷ ︸
rm
, 0, . . . , 0︸ ︷︷ ︸
[w+12 ]
).
(100)
As in the previous cases,  and ′ are related in such a way that for the entries in L
and L′ , for each i, the choices for i are the same as the choices for ′i . So we need to
check that 	+1 = (	1+1, 	2+1, . . . , 	w+1) and 	′ = (	′1, . . . , 	′[w−12 ]; 

′
1, . . . , 

′
[w+12 ]
)
match up correctly. Since this time ′d contains a zero, there is only choice each for 	
and 	′. If  is as in (95), then (now with (−1) p−q2 +1 = (−1)u+r )
′ = (−1, . . . ,−1︸ ︷︷ ︸
a
, 1, . . . , 1︸ ︷︷ ︸
t−a
). (101)
Let h = z+12 + b + t − a. Then
	+ 1 = (1, . . . , 1︸ ︷︷ ︸
w−h
, 0, . . . , 0︸ ︷︷ ︸
h
). (102)
Write
	′ = (1, . . . , 1︸ ︷︷ ︸


, 0, . . . , 0; 0, . . . , 0). (103)
If a t−a then 
 = z−12 +b+a = w−h and the signs may be chosen to be (1; 1), so
	+ 1 and 	′ do indeed match up. If t − a < a then 
 = z−12 + b+ t − a, and the signs
may be chosen to be (1;−1). So 	+ 1 and 	′ match up if w− h = 
+ p− 2(u+ 
).
But

+ p − 2(u+ 
)= p − 2u− 
 = w − 1− z−12 − b − t + a
=w − ( z+12 + b + t − a) = w − h, (104)
so we are done for this case. The case (p, q) = (2u+w, 2r+w+2) is easily obtained
from this last case very much like the case (p, q) = (2u + w + 1, 2r + w + 1) was
obtained from (p, q) = (2u+ w, 2r + w).
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As mentioned above, the calculations for z even are very similar. In this case, it
turns out that (4) of the lemma holds even for p + q = 2n. As before, note that
whether  and ′ have (up to signs) the same number of LKTs depends on whether
there are one or two choices for 	 and 	′. If z = 0 then there are two choices
for 	 (provided that h > 0). In that case, there are three possibilities: there are two
choices for 	′, there is only one choice for 	′ but only half the LKTs of  are of
minimal degree, or 	′ = 0. In this last case pairs of LKTs of  with different 	
will correspond to pairs of LKTs of ′ with the same highest weight but different
signs. If z > 0 and even, then there is always only one choice for 	 and 	′, so
that the numbers of LKTs (up to signs) match, and one can check that they corre-
spond in H. 
Proof of Theorem 18. Let ′ denote the proposed theta lift of , and ′ = p1,q1().
Let P = MAN be a parabolic subgroup of Sp(2n,R) with Levi factor MASp(2v,R)
× GL(2,R)s × GL(1,R)t , imbedded as in Theorem 30(2),  = (, ), a representa-
tion of GL(2,R)s , and  = (, ), a character of GL(1,R)t . Let I = IndSp(2n,R)P (⊗
 ⊗  ⊗ 11). Then  is the unique LKT constituent of I. By replacing some of the
i and some of the i , if necessary, by their negatives, we can arrange that  is
actually a quotient of I. Let P ′ = M ′A′N ′ be a parabolic subgroup of O(p, q)
with Levi factor M ′A′O(2p1, 2q1) × GL(2,R)s × GL(1,R)t , imbedded as in The-
orem 30(2). Then ′ is a LKT constituent of I ′ = IndO(p,q)
P ′ (
′ ⊗ ∗ ⊗ ∗ ⊗ p,q ⊗
11); note that replacing  by ∗ and  by ∗ in the induced does not change its
composition series. By Theorem 30, there is a non-zero (G × G′)-map  :  −
→ I ⊗ I ′. By Lemma 36,  has a LKT  that is of minimal degree in . In
fact,  is of minimal degree in I since the K-structure of I does not depend on
the continuous parameter, and  is of minimal degree in I if  and  are generic
so that I is irreducible. By Proposition 29, the unique LKT 0 of  is of mini-
mal degree in , and of course,  has only one K-type . Moreover, by Lemma
35, the unique LKT 0 of  is of minimal degree in . So 0 ⊗ 0 ⊗  is the
unique LKT of  ⊗  ⊗  and of minimal degree in that representation. Conse-
quently, the hypotheses of Proposition 31 and Lemma 32 are satisﬁed for  and
0 ⊗ 0 ⊗ , so that  occurs in the correspondence and lifts to the constituent
of I ′ containing the K-type which corresponds in H to . By Lemma 36, this is
a LKT of ′, and hence a LKT of I ′. Since the LKTs of I ′ have multiplicity
one, p,q() = ′. 
Proof of Proposition 13. For limits of discrete series, the signs are clear, determined
by 
 (as described before Example 9). Recall that the parameter  only has meaning
if z + z′ = 0 and i = 0 for some i, and 
 only has meaning if z + z′ > 0. For
(1), note that we have  ⊗ det, so if 0 occurs with signs (	1; 	2) then it will
occur with signs (−	1;−	2) as well. In (2)–(5), however, we have that if 0 occurs
with signs (	1; 	2) in  then it will not occur with signs (−	1;−	2); this will be a
LKT of ⊗ det which is the representation obtained from  by replacing  by − if
we are in case (2) or (3), and by replacing 
 by −
 for (4) and (5). Consequently,
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we only have to prove these statements for one choice of  or 
 each. We choose

 = 1 and  such that 0 =  p+q
2
() = 0 according to Theorem 18 or Theorem 15.
(Since we are assuming 2n = p + q and  is not a limit of discrete series, the only
case from Theorem 15 we need to consider is the ﬁrst case in (4), where p and q are
odd and  = (0,0, 1,0,0, 0, 0, (−1), (0)).) The proof of the theorems is set up so
that by the induction principle, 0 must correspond to a constituent of some induced
representation I ′ which has  either as the unique LKT constituent, or as one of only
two LKT constituents which have the same parameters except for . Lemmas 35 and 36
then show that the LKTs of 0 that are of minimal degree indeed correspond to LKTs
of I ′, so the lift must be one of the LKT constituents. Moreover, the correspondence
in H gives the signs of the LKTs of  which occur that way. When for some highest
weight as in Proposition 10, no K-type with this highest weight occurs in H, then
 must have a LKT  with that highest weight, but with signs such that the degree
of  is not minimal. For instance, in case (3) with  > , the K-type with signs
(−1;−1) will typically not be of minimal degree. If the representation obtained from
 by replacing  by − lifts to Sp(p + q,R), then this representation will have a
LKT with the same highest weight but signs (1; 1), and it will be of minimal degree.
Using such arguments and the calculations in Lemmas 35 and 36, we get the signs as
described in the proposition. 
6. Some consequences
In this section we list two results for symplectic–orthogonal dual pairs of unequal
sizes that follow easily from the work in the previous sections.
Corollary 37. Let n, p, and q be non-negative integers such that p+q is even, and let 
and ′ be irreducible admissible representations of Sp(2n,R) and O(p, q), respectively,
which correspond in the Howe correspondence for the dual pair (Sp(2n,R),O(p, q)).
(1) If 2np + q then every LKT of  is of minimal degree in .
(2) If p+q2n+2 then for every highest weight 0 of a LKT of ′ (as in Proposition
10) there is a LKT  of ′ with highest weight 0 such that  is of minimal degree
in ′.
Proof. For p + q = 2n, part (1) this follows from Lemma 36. If 2n > p + q then let
k = 12 (2n− p − q). By Theorem 30 we know that p+k,q+k() = 0. (This is Kudla’s
Persistence Principle.) Thus the LKTs of  are of minimal degree for the dual pair(
Sp(2n,R),O(p + k, q + k)). Since the degree of a K-type for Sp(2n,R) depends on
the difference (p + k)− (q + k) = p − q only, the LKTs of  are of minimal degree
for the original dual pair as well. The argument for (2) is analogous. 
Theorem 38. (1) Let p, q, and n be non-negative integers such that p + q = 2n. Let
′ be an irreducible admissible representation of O(p, q), and suppose that n(′) =
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(d ,, , , , ). If k is a positive integer, write (k) = ((−1) p−q2 , . . . , (−1) p−q2︸ ︷︷ ︸
k
) and
(k) = (1, 2, . . . , k). Then
n+k(′) = k = (d ,, , , (|(k)), (|(k))). (105)
(2) Let p, q, and n be non-negative integers such that p + q = 2n + 2. Let 
be an irreducible admissible representation of Sp(2n,R), and suppose that p,q() =
1(d , 
,, , , , ). (Notice that  = 1 whenever p+ q = 2n+ 2.) If k is a positive
integer, let (k) = (1, 1, . . . , 1︸ ︷︷ ︸
k
) and (k) = (1, 2, . . . , k). Then
p+k,q+k() = ′k = 1(d , 
,, , , (|(k)), (|(k))). (106)
Proof. For (1), by Theorem 30(1), n+k is a constituent of a certain induced repre-
sentation that has  as its unique LKT constituent. By Theorem 18 we know that ′
has at least one LKT that is of minimal degree, and it is straightforward to check
that it corresponds in H to a LKT of k . So k = n+k(′). The proof of (2) is
analogous. 
References
[1] J. Adams, L-functoriality for dual pairs, Astérisque 171–172 (1989) 85–129.
[2] J. Adams, D. Barbasch, Reductive dual pair correspondence for complex groups, J. Funct. Anal.
132 (1) (1995) 1–42.
[3] J. Adams, D. Barbasch, Genuine representations of the metaplectic group, Comp. Math. 113 (1998)
23–66.
[4] J. Adams, D. Barbasch, A. Paul, P. Trapa, D. Vogan, Shimura correspondences for split real groups,
preprint.
[5] D. Barbasch, Spherical unitary dual for split classical groups, preprint (available at http://www.math.
cornell.edu/∼barbasch).
[6] A. Borel, Automorphic L-functions, in: Automorphic Forms, Representations and L-functions (Oregan
State University, Corvallis, Ore. 1977), Part 2, Proceedings of the Symposium on Pure Mathematics,
vol. 33, American Mathematical Society, Providence, RI, 1979, pp. 27–61.
[7] R. Howe, Transcending classical invariant theory, J. Amer. Math. Soc. 2 (1989) 535–552.
[8] M. Kashiwara, M. Vergne, On the Segal–Shale–Weil representations and harmonic polynomials,
Invent. Math. 44 (1978) 1–47.
[9] A. Knapp, D. Vogan, Cohomological Induction and Unitary Representations, Princeton University
Press, Princeton, NJ, 1995.
[10] A. Knapp, G. Zuckerman, Classiﬁcation of irreducible tempered representations of semisimple groups,
Ann. Math. 116 (1982) 389–455.
[11] S. Kudla, On the local theta correspondence, Invent. Math. 83 (1986) 229–255.
[12] J.-S. Li, Singular unitary representations of classical groups, Invent. Math. 97 (1989) 237–255.
[13] J.-S. Li, A. Paul, E.-C. Tan, C. Zhu, The explicit duality correspondence of (Sp(p, q),O∗(2n)),
J. Funct. Anal. 200 (2003) 71–100.
[14] C. Moeglin, Correspondance the Howe pour les paires reductives duales; quelques calculs dans le
cas archimédian, J. Funct. Anal. 85 (1989) 1–85.
310 A. Paul / Journal of Functional Analysis 228 (2005) 270–310
[15] G. Muic´, G. Savin, Symplectic–orthogonal theta lifts of generic discrete series, Duke Math. J. 101
(2) (2000) 317–333.
[16] A. Paul, Howe correspondence for real unitary groups, J. Funct. Anal. 159 (1998) 384–431.
[17] A. Paul, Howe correspondence for real unitary groups II, Proc. Amer. Math. Soc. 128 (2000)
3129–3136.
[18] T. Przebinda, The duality correspondence of inﬁnitesimal characters, Colloq. Math. 70 (1) (1996)
93–102.
[19] D. Vogan, Representations of real reductive Lie groups, Prog. Math. 15 (1981).
[20] D. Vogan, Unitarizability of certain series of representations, Ann. Math. 120 (1984) 141–187.
[21] D. Vogan, The unitary dual of GL(n) over an archimedian ﬁeld, Invent. Math. 83 (1986) 449–505.
