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Abstract
Convex optimization problems arise frequently in diverse machine learning (ML) applica-
tions. First-order methods, i.e., those that solely rely on the gradient information, are most
commonly used to solve these problems. This choice is motivated by their simplicity and low
per-iteration cost. Second-order methods that rely on curvature information through the dense
Hessian matrix have, thus far, proven to be prohibitively expensive at scale, both in terms of
computational and memory requirements. We present a novel multi-GPU distributed formu-
lation of a second order (Newton-type) solver for convex finite sum minimization problems for
multi-class classification. Our distributed formulation relies on the Alternating Direction of
Multipliers Method (ADMM), which requires only one round of communication per-iteration
– significantly reducing communication overheads, while incurring minimal convergence over-
head. By leveraging the computational capabilities of GPUs, we demonstrate that per-iteration
costs of Newton-type methods can be significantly reduced to be on-par with, if not better
than, state-of-the-art first-order alternatives. Given their significantly faster convergence rates,
we demonstrate that our methods can process large data-sets in much shorter time (orders of
magnitude in many cases) compared to existing first and second order methods, while yielding
similar test-accuracy results.
1 Introduction
Consider a finite sum optimization problem of the form:
min
x∈Rd
F (x) ,
n∑
i=1
fi(x) + g(x), (1)
where each fi(x) is a smooth convex function and g(x) is a (strongly) convex and smooth regulariza-
tion. In ML applications, fi(x) can be viewed as loss (or misfit) corresponding to the i
th observation
(or measurement) [3,10,22,24]. In the big data regime, where n and d are large, the mere evaluation
of the gradient and/ or Hessian of the objective function F poses significant computational chal-
lenges. These include the computational cost of iterative procedures, the memory cost for storing
the Hessian, and the distributed nature of underlying datasets in typical big-data applications.
In modern ML applications, datasets are too large to train the models in one shot. For this
reason, data is divided into batches, and the model is trained on individual batches. Making a
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complete pass over the entire training set (i.e., all batches in a training set) constitutes an epoch.
Selecting the right number of epochs is an important consideration: a small number of epochs can
lead to under-fitting, while too many epochs can cause over-fitting. Selecting the appropriate number
of epochs is problem and dataset dependent.
First order methods, which solely rely on gradient information of the objective function, are
simple to design and implement. They also offer faster epoch times (time to train the model on a
single epoch). However, these methods are known to be sensitive to problem ill-conditioning [20,21,
28] and hyper-parameter tuning [1, 27]. For this reason, considerable effort is required for tuning
parameters to achieve good generalization errors. As the dataset sizes increases, computational and
memory constraints associated with gradient computation significantly increase epoch times. To
address this, distributed implementations of well-known first order methods have been developed
in recent times [6, 8, 11, 14]. However, these methods inherit key characteristics of their single-node
counterparts, and at best, lower epoch times while still lagging in terms of generalization errors and
rate of convergence.
Compared to first-order methods, second-order methods, which use both the gradient and Hessian
information, have higher cost per iteration, associated with the computation and use of the (typically
dense) Hessian matrix. On the flip side, second-order methods enjoy superior convergence properties,
which typically translate to much fewer overall iterations to achieve desired result. In distributed
settings, where, in addition to local computation times, the amount of communication, i.e., messages
exchanged in each iteration, can also be a major computational bottleneck, fast convergence of
second-order methods can be a highly-desirable feature. To this end, a number of distributed
second-order methods have recently been developed – GIANT [26], DANE [7], AIDE [19], DiSCO
[32], and CoCoA [13].These methods aim to reduce communication costs, while performing bulk
of the computation locally. It has been shown that, compared to first-order counterparts, these
second-order methods offer linear to near quadratic convergence rates, while achieving superior
generalization errors. However, the per-iteration cost for all of these methods can still be high,
because of (dense) Hessian-vector products involved in solving the corresponding sub-problems.
To address these drawbacks, we present a novel GPU-accelerated distributed second-order Newton
method.
1.1 Overview and Contributions
We propose a novel Newton-ADMM distributed second order solver with the following features:
• Superior Node Performance. Our proposed method enjoys superior convergence proper-
ties (attributed to augmented Lagrangian formulation) and superior generalization error (at-
tributed to unitizing the Hessian-information during the computation of update directions).
• Superior Distributed Performance. Our use of ADMM in conjunction with Newton
solvers reduces communication to a single round per iteration, with minimal convergence
overhead. This significantly improves performance, particularly in environments with higher
communication costs.
• Scaling to Larger Problem Sizes. Our proposed method does not store the dense Hessian,
rather, it uses Hessian-free optimization (only Hessian-vector products), thus scaling to larger
problem sizes.
• Efficient Use of Hardware Accelerators. We demonstrate that by effectively leveraging
the power of GPUs, our solver is capable of high overall throughput.
In summary, we develop a complete Newton-ADMM solver that is demonstrated to be up to two
orders of magnitude faster for standard test problems, compared to first-order counterparts, and
over one order of magnitude faster than state of the art second-order solvers. We show that our
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method has a significantly smaller hyper-parameter space and communication overheads, therefore
scaling to large datasets.
1.2 Related Research
First order methods – gradient descent and its variants such as SGD with/ without momentum [23],
variance-reduced SGD [15], Adagrad [9], RMSProp [25], Adam [16], Adadelta [31] are commonly
used in ML applications. This is mainly because these methods are simple to implement and gradient
evaluations are fast (O(n) complexity) over the mini-batch sized dataset they operate on. Theoretical
convergence rates of these methods range from sub-linear to linear. However, it is empirically
observed that these methods often take a large number of iterations to converge to a sufficiently
low generalization error. This is primarily attributed to sensitivity to problem ill-conditioning and
large hyper parameter space. Distributed variants of SGD [6,8,11,14], are relatively easy to design.
However, they can incur higher communication costs due to the large number of messages exchanged
per mini-batch across iterations (batches are typically small – 128 or 256 training samples, which is
a small fraction of n).
Theoretically, it is known that second order methods enjoy convergence rates from linear to
quadratic [18], and can provide superior generalization errors [2, 5, 27]. They are also more robust
to hyper-parameter tuning [1, 27]. These advantages, however, come at the expense of higher per-
iteration cost, involving operations with the Hessian. Consequently, unlike first-order methods,
second-order alternatives are, by far, less used within the ML community.
In distributed settings, naively operating on a large and dense Hessian can significantly increase
the per-iteration cost. This is because of the high communication overhead of multiple iterations over
the entire dataset across the nodes. To address these issues, variants of second-order methods have
been developed, which are specifically designed for distributed settings – GIANT [26], DANE [7],
AIDE [19], and CoCoA [13]. Convergence rates of these methods are often the same or very close to
those of classical Newton’s method. However, per-iteration costs of these methods can be high due
to communication overheads. Our proposed method simultaneously reduces communication cost
(one round of communication per iteration), while maintaining convergence rates and accelerating
iterations through effective use of GPUs.
2 Algorithms and Implementation Details
We use bold lowercase letters to denote vectors, e.g., v, and bold upper case letters to denote
matrices, e.g., V. ∇f(x) and ∇2f(x) represent the gradient and the Hessian of function f at x,
respectively. The superscript, e.g., x(k), denotes iteration count, and the subscript, e.g., xi, denotes
the local -value of the vector x at the ith compute node in a distributed setting. D denotes the input
dataset, and its cardinality is denoted by |D|. Function Fi(x) represents the objective function,
F (x), evaluated at point x using ith− observation. Function FD(x) represents the objective function
evaluated on the entire dataset D.
2.1 Inexact Newton Method
For the optimization problem (1), in each iteration, the gradient and Hessian are given by
g(x) ,
∑
j∈D
∇fj(x) +∇g(x), (2a)
H(x) ,
∑
j∈D
∇2fj(x) +∇2g(x). (2b)
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At each iterate x(k), using the corresponding Hessian, H(x(k)), and the gradient, g(x(k)), we consider
inexact Newton-type iterations of the form:
x(k+1) = x(k) + αkpk, (3a)
where pk is a search direction satisfying:
‖H(x(k))pk + g(x(k))‖ ≤ θ‖g(x(k))‖, (3b)
for some inexactness tolerance 0 < θ < 1 and αk is the largest α ≤ 1 such that
F (x(k) + αpk) ≤ F (x(k)) + αβpTk g(x(k)), (3c)
for some β ∈ (0, 1).
Requirement (3c) is often referred to as Armijo-type line-search [18]. Condition (3b) is the
θ-relative error approximation of the exact solution to the linear system:
H(x(k))pk = −g(x(k)), (4)
Note that in (strictly) convex settings, where the Hessian matrix is symmetric positive definite
(SPD), conjugate gradient (CG) with early stopping can be used to obtain an approximate solution
to (4) satisfying (3b). In [20], it has been shown that a mild value for θ, in the order of inverse of
square-root of the condition number, is sufficient to ensure that the convergence properties of the
exact Newton’s method are preserved. As a result, for ill-conditioned problems, an approximate
solution to (4) using CG yields good performance, comparable to the exact update, where the linear
system (4) is solved exactly (see examples in Section 3). Putting all of these together, we obtain
Algorithm 1, which is know to be globally linearly convergent [20], with problem-independent local
convergence rate [21].
Algorithm 1: Single-Node Newton Method
Input : x(0)
Parameters: 0 < β, θ < 1
foreach k = 0, 1, 2, . . . do
Form g(x(k)) and H(x(k)) as in (2)
if ‖g(x(k))‖ <  then
STOP
end
Update x(k+1) as in (3)
end
2.2 Adaptive Consensus Newton-ADMM
We present a distributed second-order method for solving large-scale convex optimization problems
of the form (1). Our proposed method is based on Alternating Direction Method of Multipliers,
ADMM [4], which combines dual ascent method and the method of multipliers (also known as
augmented Lagrangian). Specifically, let N denote the number of nodes (compute elements) in
the distributed environment. Assume that the input dataset D is split among the N nodes as
D = D1 ∪ D2 . . . ∪ DN . Using this notation, (1) can be written as:
min
N∑
i=1
∑
j∈Di
fj(xi) + g(z) (5)
s.t. xi − z = 0, i = 1, . . . ,N ,
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where z represents a global variable enforcing consensus among xi’s at all the nodes. In other words,
the constraint enforces a consensus among the nodes so that all the local variables, xi, agree with
global variable z. The formulation (5) is often referred to as a global consensus problem. ADMM is
based on augmented Lagrangian framework and solves the global consensus problem by alternating
iterations on primal/dual variables. In doing so, it inherits the benefits of the decomposability of
dual ascent and the superior convergence properties of the method of multipliers.
ADMM methods introduce a penalty parameter ρ, which is the weight on the measure of disagree-
ment between xi’s and global consensus variable, z. The most common adaptive penalty parameter
selection is Residual Balancing [4, 12], which tries to balance the dual norm and residual norm of
ADMM. However, the rate of convergence is still not effective in practice. Recent empirical results
using Spectral Penalty Selection (SPS) [29,30], which is based on the estimation of the local curva-
ture of subproblem on each node, yields significant improvement in the efficiency of ADMM. Using
the SPS strategy for penalty parameter selection, ADMM iterates can be written as follows:
xk+1i = minxi
fi(xi) +
ρki
2
||zk − xi + y
k
i
ρki
||22, (6a)
zk+1 = min
z
g(z) +
N∑
i=1
ρki
2
||z− xk+1i +
yki
ρki
||22, (6b)
yk+1i = y
k
i + ρ
k
i (z
k+1 − xk+1i ). (6c)
With `2−regularization, i.e., g(x) = λ‖x‖2/2, (6b) has a closed-form solution given by
zk+1(λ+
N∑
i=1
ρki ) =
N∑
i=1
[
ρki x
k+1
i − yki
]
, (7)
where λ is the regularization parameter.
Using the above formulation of ADMM, we present Algorithm 2, which is a second-order dis-
tributed Newton method for solving large-scale convex finite-sum problems (1).
Algorithm 2: Newton-ADMM
Input : x(0) (initial iterate), N (no. of nodes)
Parameters: β, λ and θ < 1
1 Initialize z0 to 0
2 Initialize y0i to 0 on all nodes.
3 foreach k = 0, 1, 2, . . . do
4 Perform Algorithm 1 with, xki , y
k
i , and z
k on all nodes
5 Collect all local xk+1i
6 Evaluate zk+1 and yk+1i using (6b) and (6c).
7 Distribute zk+1 and yk+1i to all nodes.
8 Locally, on each node, compute spectral step sizes and penalty parameters as in [29,30]
end
Steps 1-2 initialize the multipliers (y) and consensus (z) vectors to all zero-vectors. In each
iteration, Single Node Newton method, Algorithm 1, is run with local xi, yi, and global z vectors at
each of the compute nodes. Upon termination of Algorithm 1 at all nodes, resulting local Newton
directions, xki , are gathered at the master node, which generates the next iterates for vectors y and
z using spectral step sizes and penalty parameters described in [29, 30]. These steps are repeated
until convergence.
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Table 1: Description of the datasets.
No. of Classes(C) Dataset No. of Samples Test Size No. of Features(p)
2 HIGGS 11,000,000 1,000,000 28
10 MNIST 70,000 10,000 784
10 CIFAR-10 60,000 10,000 3,072
20 E18 1,306,128 6,000 279,998
Remark 1 Note that in each ADMM iteration only one round of communication is required (a
“gather” and a “scatter” operation), which can be executed in O(log(N )) time. Further, the ap-
plication of the inexact Newton-CG Algorithm 1 at each node significantly speeds-up the local
computation per epoch. The combined effect of these properties contribute to the high overall
efficiency of the proposed Newton-ADMM Algorithm 2, when applied to large datasets.
3 Experimental Results
Experimental Setup and Data. All algorithms are implemented in PyTorch/0.3.0.post4 with
Message Passing Interface (MPI) backend support. Results are obtained on a CentOS 7 cluster
with 96GB RAM, two 12-Core Intel Xeon Gold processors, 3 Tesla P100 GPU cards per node, and
100 Gbps Infiniband interconnect. Four datasets, shown in Table 1, are used for evaluating the
performance of our solver. These datasets are chosen to cover a wide range of problem parameters.
To compare the convergence and scaling behavior of Newton-ADMM with other methods, we use
strong and weak scaling experiments. Specifically, for strong scaling, we keep the size of training
samples constant and split the data into multiple nodes; for weak scaling, we keep the size of the
training samples per node constant and increase the number of nodes. Note that since the dimension
of the feature-space for the data set E18 is high, the amount of memory required to compute Hessian-
vector product is large. In order to fit the entire training set into GPU’s memory, for strong scaling,
we sampled 60,000 from among 1,306,128 training instances. For weak scaling, we sampled 480,000
instances from the training set, with each of the eight nodes getting an eighth (60,000) of the samples.
Comparison of Newton-ADMM with Existing Solvers.
We compare the performance of Newton-ADMM against state of the art second-order and first-order
solvers solvers.
Newton-ADMM is Significantly Faster than Other Second-Order Variants. We compare
Newton-ADMM against DANE [7], AIDE [19], DiSCO [32], CoCoA [13], and GIANT [26].
In each iteration, DANE [7] requires an exact solution of its corresponding subproblem at each
node. This constraint is relaxed in an inexact version of DANE, called InexactDANE [19], which uses
stochastic variance reduced gradient (SVRG) [15] to approximately solve the subproblems. Another
version of DANE, called Accelerated Inexact DanE (AIDE), proposes techniques for accelerating
convergence, while still using InexactDANE to solve individual subproblems [19]. However, using
SVRG to solve subproblems is computationally inefficient due to its larger number of inner iterations
at nodes.
Both Newton-ADMM and GIANT use CG to obtain Newton directions. However, compared
to GIANT, Newton-ADMM has lower epoch time for the following reasons: first, to guarantee
global convergence on non-quadratic problems, GIANT uses a globalization strategy based on line
search. For this, the i-th worker computes the local objective function values fDi(xi + αp) for all
α’s in a pre-defined set of step-sizes S = {20, 2−1, ..., 2−k}, where k is the maximum number of line
search iterations. Thus, for each epoch, all workers need to compute a fixed number of objective
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function values. In contrast, Newton-ADMM performs line search only locally, allowing each worker
to terminate line search before reaching the maximum number of line search iterations, and hence
reducing the cost of redundant computations. Second, Newton-ADMM only requires one round of
messages per iteration, whereas GIANT needs three. The difference in communication overhead in
our cluster with a 100 Gbps Infiniband interconnect is not crippling. However, in environments with
low bandwidth and high latency, this can lead to significant performance degradation.
Figure 1 shows the comparison between these methods on the MNIST dataset with λ = 10−5.
Although InexactDANE and AIDE start at lower objective function values, the average epoch time
compared to Newton-ADMM and GIANT is four orders of magnitudes longer! For example, to reach
an objective function value less than 0.25 on the MNIST dataset, Newton-ADMM takes only 2.4
seconds, whereas InexactDANE takes around an hour and a half! Since InexactDANE and AIDE
are significantly slower than Newton-ADMM and GIANT, we only compare the computation time
and convergence behavior for strong and weak scaling for Newton-ADMM and GIANT.
Figure 2 shows the average epoch time for strong and weak scaling for Newton-ADMM and
GIANT. For strong scaling, as number of workers increases, average epoch time for both Newton-
ADMM and GIANT decreases. Specifically, for the HIGGS dataset, both methods scale well. As the
number of workers is doubled, the average epoch time halved for both methods. For weak scaling, as
the number of workers doubled, the average epoch time nearly remains constant for both methods.
We note that HIGGS is a well-conditioned problem for which both methods work comparably well.
Figure 1: Comparison of training objective function value for Newton-ADMM, GIANT, Inexact-
DANE, and AIDE on MNIST datasets with λ = 10−5. To conduct a fair comparison between
Newton-ADMM and GIANT [26], we use the same hyper-parameters for parts of the algorithms
that are similar, i.e., both methods use 10 CG iterations with 10−4 CG tolerance, as well as the
same maximum line search iterations, set at 10. We run both Newton-ADMM and GIANT for
100 epochs. For InexactDANE, we used learning rate η = 1.0 and regularization term µ = 0.0 for
solving subproblems as suggested in [7]. We set SVRG iterations to 100 and updating frequency as
2n where n is the number of local sample points. We run SVRG step size from the set 10−4 to 104
in increments of 10 and select the best value to report. To select the other hyper-parameters for
AIDE, τ , we also run τ from the set 10−4 to 104 in increments of 10 and select the best to report.
Since the computation time per epoch for InexactDANE and AIDE is high, we only run 10 epochs
for these methods.
Newton-ADMM Converges Significantly faster than GIANT In this section, we com-
pare the speed of convergence to reach to relative objective value θ < 0.05. Here θ is defined as
(F (xk)− F (x∗))/F (x∗), where xk is the objective function value at the k-th iterate and the “opti-
mal” solution vector x∗ is obtained by running Newton’s method on a single node to high precision).
To objectively compare the two methods, we define the speedup ratio as the fraction of time taken
by GIANT to achieve a specified value of theta to the corresponding time taken by Newton-ADMM
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on the same hardware platform. Figure 3 shows the speedup ratio for the two methods.
For HIGGS dataset, we notice a constant speed up of 1.3x for Newton-ADMM over GIANT
irrespective of the type of scaling. This can be attributed to the binary classification of HIGGS
and it’s well conditioned Hessian, which helps both of the solvers reach the relative performance
level, θ < 0.05, in just one iteration for all the cases. In strong scaling, for the E18 dataset,
Newton-ADMM is between 18x and 1.3x faster than GIANT. As the number of nodes is increased
to 2, GIANT takes a significantly larger number of iterations, 1653 compared to Newton-ADMM,
497. Recall that Newton-ADMM iterations are less time consuming compared to GIANT iterations
because of local computations. When number of nodes is increased to 8, Newton-ADMM and GIANT
take approximately the same number of iterations(1658 and 1500 respectively).
For CIFAR-10 dataset in strong scaling, we observe an increase in speed up for Newton-ADMM
method. This is because as the number of nodes is increased, GIANT takes significantly larger
number of iterations compared to Newton-ADMM. Note that CIFAR-10 is ill-conditioned relative
to other datasets. For weak scaling, as we increase the number of nodes, the number of iterations
for Newton-ADMM decreases, whereas for GIANT, it increases up to 4 nodes and then decreases.
This is attributed to better convergence of consensus ADMM formulation of convex problem.
In the strong scaling scenario for MNIST dataset, we notice that the number of iterations for
Newton-ADMM increases consistently with the number of nodes, whereas for GIANT, the rate of
increase is higher compared to Newton-ADMM. In the weak scaling scenario, as we increase the
number of nodes, the iterations also increase for both of the solvers, however the rate of increase for
GIANT is smaller compared to Newton-ADMM.
ADMM-E18 ADMM-MNIST ADMM-CIFAR ADMM-HIGGS
GIANT-E18 GIANT-MNIST GIANT-CIFAR-10 GIANT-HIGGS
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Figure 2: Avg. Epoch Time for Strong Scaling and Weak Scaling for Newton-ADMM and GIANT.
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Figure 3: Strong and Weak Scaling speed up ratio as function of number of workers with λ = 10−5.
Note that we do not show the speed up ratio for E18 dataset for weak scaling since the size of dataset
is too large to run on single node Newton to get optimal solution vector.
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Newton-ADMM outperforms state-of-the-art distributed First-order methods
Distributed First-order methods has been developed to overcome training massively large dataset
by distributing the entire dataset into multiple computing nodes. Each node performs mini-batch
updates and either updates the global weight synchronously or asynchronously. However, either
synchronous or asynchronous updates induce large communication overhead. Recent studies [6,8,11,
14] have shown that Asynchronous SGD weakens the rate of convergence due to the updates of older
gradients to global weight. Thus, in this section, we only compare the performance between Newton-
ADMM and Synchronous SGD. Figure 4 compares Newton-ADMM and Synchronous SGD on weak
scaling with 8 workers on MNIST, CIFAR-10, HIGGS datasets, and E18 with 16 workers with
λ = 10−5. We run 100 epochs for both Newton-ADMM and Synchronous SGD. For all of the cases,
Newton-ADMM takes significantly lower simulation times compared to first-order counterparts.
Most notably for the HIGGS dataset where Newton-ADMM achieves a 22.5 speedup over the first-
order method, and corresponding speedup numbers for MNIST, CIFAR-10 and E18 are 2.48, 2.06
and 3.69 respectively. These performance improvements are amplified by slower interconnects.
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Figure 4: Convergence comparison between Newton-ADMM an Synchronous SGD with λ = 10−5.
We run 100 iterations for both Newton-ADMM and Synchronous SGD. For Synchronous SGD, we
used batch size = 128 and select the best step size to report from the step size set 10−8 to 108 in
increments of 10. For Newton-ADMM, we run CG iterations 10, 20, 30 with CG tolerance = 10−10
and report the best.
4 Conclusions and Future Directions
We have developed a novel GPU-accelerated distributed Newton method based on a global consensus
formulation. We have rigorously compared and contrasted our proposed method with state-of-the-
art optimization methods and shown that our method achieves superior generalization errors and
significantly lower epoch-times on standard datasets. We have also shown that our proposed method
can handle large datasets while delivering sub-second epoch times.
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5 Multi-Class classification
For completeness, we briefly review multi-class classification using soft-max and cross-entropy loss
function, as an important instance of finite sum minimization problem. Consider a p dimensional fea-
ture vector a, with corresponding labels b, drawn from C classes. In such a classifier, the probability
that a belongs to a class c ∈ {1, 2, . . . , C} is given by:
Pr (b = c | a,x1, . . . ,xC) = e
〈a,xc〉∑C
c′=1 e
〈a,xc′ 〉
,
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where xc ∈ Rp is the weight vector corresponding to class c. Recall that there are only C − 1
degrees of freedom, since probabilities must sum to one. Consequently, for training data {ai, bi}ni=1 ⊂
Rp×{1, 2, . . . , C}, the cross-entropy loss function for x = [x1; x2; . . . ; xC−1] ∈ R(C−1)p can be written
as:
F (x) , F (x1,x2, . . . ,xC−1)
=
n∑
i=1
(
log
(
1 +
C−1∑
c′=1
e〈ai,xc′ 〉
)
−
C−1∑
c=1
1(bi = c)〈ai,xc〉
)
. (8)
Note that d = (C − 1)p. After the training phase, a new data instance a is classified as:
b = arg max

{
e〈a,xc〉∑C−1
c′=1 e
〈a,xc′ 〉
}C−1
c=1
,
1− e
〈a,x1〉∑C
c′=1 e
〈a,xc′ 〉
}
.
6 Numerical Stability
To avoid over-flow in the evaluation of exponential functions in (8), we use the “Log-Sum-Exp”
trick [17]. Specifically, for each data point ai, we first find the maximum value among 〈ai,xc〉, c =
1, . . . , C − 1. Define:
M(a) = max
{
0, 〈a,x1〉, 〈a,x2〉, . . . , 〈a,xC−1〉
}
, (9)
and
α(a) := e−M(a) +
C−1∑
c′=1
e〈a,xc′ 〉−M(a). (10)
Note that M(a) ≥ 0, α(a) ≥ 1. Now, we have:
1 +
C−1∑
c′=1
e〈ai,xc′ 〉 = eM(ai)α(ai).
For computing (8), we use:
log
(
1 +
C−1∑
c′=1
e〈ai,xc′ 〉
)
= M(ai) + log
(
e−M(ai) +
C−1∑
c′=1
e〈ai,xc′ 〉−M(ai)
)
= M(ai) + log
(
α(ai)
)
.
Note that in all these computations, we are guaranteed to have all the exponents appearing in all
the exponential functions to be negative, hence avoiding numerical over-flow.
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7 Algorithms and Implementation Details
To compute the step-size, α in eq. 3c we use a backtracking line search, as shown in algorithm 3.
This function takes parameters, α(= 1) as initial step-size, p Newton-direction, and gradient vector
g. A loop at line 3 is repeated until desired reduction is achieved along the Newton-direction, p, by
successively decreasing the step-size by a factor of 2.
Algorithm 3: Line Search
Input :
x - Current point
p - Newton’s direction
F (.) - Function pointer
g(x) - Gradient
Parameters:
α - Initial step size
0 < β < 1 - Cost function reduction constant
0 < ρ < 1 - back-tracking parameter
imax - maximum line search iterations
1 α = 1
2 i = 0
3 while F (x + αp) > F (x) + αβpTg(x) do
4 if i > imax then
5 break
end
6 i = i+ 1
7 α← ρα
end
For solving linear system eq. 4 we use Conjugate Gradient, which is a well-known algorithm
for solving symmetric positive definite systems. With these algorithms, one can easily generate the
x-iterates. These operations are executed locally at each of the compute-nodes.
Computation at the master-node is a loop shown in algorithm 4.
Algorithm 4: Distributed Newton Master-node pseudo-code
Input : iters - No. of ADMM iterations
N - No. of nodes
Parameters:
ρ - penalty-parameter for ADMM
1 Initialize x0, y0 and z0.2 foreach k = 0, 1, 2, . . . , iters do
Wait for local gradients from nodes 1, . . . ,N
Sum local gradients to generate global gradient, g(xk)
Send g(xk) to all nodes
Wait for xk from nodes 1, . . . ,N
Generate yk+1 and zk+1 as in eq. 6b and eq. 6c
Send yk+1 and zk+1 to all nodes
end
Newton-ADMM scales well on large dataset Both Newton-ADMM and GIANT require to
solve eq. 4 using CG in order to obtain updating direction. For E18 dataset, the number of feature
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(a) λ = 10−5 (b) λ = 10−3
Figure 5: Weak Scaling on E18 dataset with 16 workers
dimension is 27,998. In such high-dimensional cases, explicitly forming the Hessian matrix is nearly
impossible due to large memory and computation requirements. As a result, we use Hessian-free
approach with only requires matrix-vector products within CG iterations. Since Newton-ADMM
enjoys low communication overhead, as the number of workers increased, the computation time per
epoch remains to a minimum. Figure5 shows weak scaling on E18 with 16 workers with λ = 10−3
and λ = 10−5 . We run 100 iterations for both Newton-ADMM and GIANT. Despite the high-
dimensional nature of this dataset, the average epoch time is 1.87 seconds and 2.44 for Newton-
ADMM and GIANT, respectively. Newton-ADMM exhibits faster convergence with both λ = 10−3
and λ = 10−5.
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