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¿Qué es el Marketing?  
Las personas en todo el mundo tienden a tener una limitada percepción de lo que es el 
marketing. En caso de preguntarles su opinión acerca de la definición de marketing, 
muchos (o la mayoría) responderían que es publicidad, promoción o creatividad. Estas 
respuestas no serían erróneas, sino muy limitadas con carencias de los factores que 
hay por detrás de esa publicidad. La publicidad es una de las tantas ramas del 
marketing, pero en un mundo cada vez más digitalizado, detrás de toda acción de la 
empresa, existe la importancia de un buen análisis de datos. (Portillo, 2021) 
Según Kotler, “en términos sencillos, el marketing es el manejo de las relaciones 
redituables con el cliente. El objetivo del marketing consiste en crear valor para los 
clientes y obtener valor de ellos a cambio.” (Kotler & Armstrong, 2012) 
El marketing fue evolucionando a lo largo de la vida. En un principio, cuando no existía 
competencia, la función del marketing en las empresas era limitada, estaba orientada a 
la producción y se dedicaba a aumentar la eficiencia, a producir más y mejor. Se 
intentaba reducir gastos, aumentando los beneficios y la eficiencia.  
Cuando empieza a existir competencia, aparece la preocupación por la calidad del 
producto y es entonces cuando el marketing se comienza a orientar al producto. Las 
empresas intentaban competir intentando ofrecer un producto con una calidad superior. 
Pero si todas las empresas competitivas aumentan la calidad del producto para intentar 
destacarse, termina siendo imposible diferenciarse únicamente por tener un producto 
de calidad superior. 
Es entonces cuando nace el marketing orientado a las ventas. Aquí es cuando las 
empresas comienzan a realizar propaganda, publicidad. Esta fase del marketing parte 
de la idea de que, si se persuade a los clientes con una promoción intensa o una técnica 
de venta agresiva, el mismo terminará comprando mi producto.  
De todas maneras, llega un momento que por más que se presione a los clientes y se 
promocione mi producto, ya no se vende. Es necesario llegar a una cobertura amplia, 
pero sin saturar el mercado. Invertir el dinero dedicado a las campañas de marketing de 
manera más eficiente. Surge entonces el marketing orientado al cliente, en dónde la 
prioridad se enfoca en el consumidor final. Las empresas comienzan a realizarse 
preguntas como: ¿Quién es el que compra? ¿Cuáles son sus necesidades? ¿Por qué 
está comprando el producto? El marketing identifica, orienta y estimula las necesidades 
y los deseos de los clientes para aumentar la demanda. Entonces el marketing satisface 
las necesidades de los clientes, presentándoles lo que ni ellos sabían que necesitaban. 
Se busca establecer una relación con el cliente. ¿Por qué? Si el cliente está satisfecho, 
va a seguir comprando, si no lo está, no va a comprar más.  
Por último, surge la orientación de responsabilidad social del marketing, que nace de la 
idea de que satisfacer los deseos actuales de los consumidores puede implicar que no 
actúe con los intereses a largo plazo de la sociedad. ¿A qué se refiere? “El concepto de 




clientes de forma que conserve o mejore el bienestar tanto del consumidor como de la 
sociedad”  (Kotler & Armstrong, 2012).  
Estos cinco conceptos de marketing siguen siendo válidos al día de hoy y las 
organizaciones podrían utilizar uno o varios de ellos para diseñar y poner en práctica 
sus estrategias de marketing. 
En el presente TFM, nos centraremos en el marketing orientado al cliente, poniendo 
como prioridad al consumidor final. 
1.2. Justificación del proyecto 
Como fue mencionado anteriormente, en un mundo cada vez más digitalizado, la 
importancia del análisis de datos en las campañas de marketing se vuelve cada vez más 
relevante. La facilidad para la obtención de datos a la hora de realizar campañas lleva 
a una utilización de los recursos mucho más eficiente. 
En este TFM se pretende demostrar cómo el estudio y análisis de los datos puede 
proporcionar un impulso significativo a la eficiencia de una campaña de marketing, 
aumentando las respuestas o reduciendo los gastos. Se cuenta con los datos de una 
empresa minorista de alimentos, en donde nos dan todo tipo de información acerca de 
las características tanto personales, como de compra de los clientes. En este sentido, 
se busca entender y conocer a los clientes e identificar sus necesidades para optimizar 
la utilización de los recursos y lograr un máximo aprovechamiento de ellos.   
“Sabiendo de antemano cómo piensa el cliente, uno podrá mejorar e innovar su 
estrategia. Se marca una tendencia en cómo el cliente ha actuado en el pasado o 
actualmente y permite marcar el camino probable que tome el consumidor en los 
siguientes días o meses.” (Portillo, 2021) 
Hoy en día existen muchos métodos de minería de datos posibles a ser aplicados en 
una campaña de marketing. “La minería de datos puede ser considerada un súper 
conjunto de muchos métodos diferentes para extraer insights de datos. Podría implicar 
métodos estadísticos tradicionales y Machine Learning. La minería de datos aplica 
métodos de muchas áreas diferentes para identificar patrones antes desconocidos de 
datos. Esto puede incluir algoritmos estadísticos, aprendizaje basado en máquina, 
analítica de texto, análisis de series de tiempo y otras áreas de la analítica. La minería 
de datos incluye también el estudio y la práctica del almacenaje y la manipulación de 
datos.” (SAS, 2021)  
Si nos centramos en el aprendizaje basado en máquinas (Machine Learning), los dos 
métodos más ampliamente adoptados son aprendizaje supervisado y aprendizaje no 
supervisado.  
Los algoritmos de aprendizaje supervisado son entrenados utilizando ejemplos 
etiquetados, como una entrada donde se conoce el resultado deseado. El objetivo de 
los modelos de aprendizaje supervisado es aprender y descubrir los patrones que 
pueden predecir correctamente el resultado. En el caso de aprendizaje supervisado, 
siempre hay un conjunto de datos históricos etiquetados con una variable objetivo. 
Todas las variables distintas del objetivo se denominan predictores / características 
(variables input, independientes). Según el objetivo, el modelo identifica un patrón, 




predecir objetivos desconocidos en un nuevo conjunto de datos independiente. Algunos 
de los algoritmos de aprendizaje no supervisado pueden ser Regresión Lineal o 
Logística, Random Forest, Gradient Boosting, Support Vector Machine, entre otros. (Das 
& Cakmak, 2018) 
Por otra parte, el aprendizaje no supervisado es una técnica de aprendizaje automático, 
donde no es necesario supervisar el modelo. No utiliza variable objetivo. En su lugar, 
debe permitir que el modelo funcione por sí solo para descubrir información. Se ocupa 
principalmente de los datos no etiquetados. En este sentido, la respuesta deseada no 
es conocida, por lo que no se puede utilizar la información del error explícito para ayudar 
a mejorar el comportamiento del algoritmo. El objetivo es explorar los datos y encontrar 
alguna estructura en su interior. Por ejemplo, se utiliza para realizar grupos de clientes 
con atributos similares (para que después puedan ser tratados de manera semejante en 
campañas de marketing). Los distintos segmentos de clientes deben ser heterogéneos, 
deben tener entre sí diferencias significativas que generen reacciones diferentes ante 
diferencias en los productos y/o servicios. Algunos algoritmos de aprendizaje no 
supervisado pueden ser mapas con organización automática, k-means clustering y 
descomposición de valores singulares. (SAS, 2021) 
En el presente estudio nos centraremos en el aprendizaje no supervisado, teniendo 
como objetivo la segmentación de clientes aplicando análisis RFM y algoritmos de 
clustering, siguiendo la metodología CRISP-DM. La principal razón por la cual el 
proyecto se basará en Machine Learning no supervisado es porque a lo largo del máster 
ya utilicé esta base de datos para realizar el proceso completo de Machine Learning 
supervisado. Se intentó responder a un problema de predicción, en donde la variable 
objetivo era Response que tomaba el valor 1 si el cliente responde a una oferta de un 
producto o servicio y 0 en caso contrario. Se llegó a la conclusión que el modelo que 
mejor predice la variable objetivo es un modelo Random Forest correctamente tuneado. 
Para no repetir el proceso realizado a lo largo del curso, conocer la base de datos de 
manera completa y aprender más, he decidido focalizar el TFM en algoritmos no 
supervisados.  
El trabajo está organizado de la siguiente manera: 
2- Se presentan los objetivos del trabajo.  
3- Una vez presentados los objetivos, se presenta la metodología empleada. En 
este apartado se realiza un breve marco teórico acerca de la metodología 
CRISP-DM en donde se detallan las distintas fases de la misma. Asimismo, se 
encuentran las definiciones de los algoritmos que se van a utilizar para 
segmentar a los clientes. 
4- En el apartado “desarrollo del trabajo y principales resultados” se realizan todas 
las fases de la metodología CRISP-DM para mi conjunto de datos y se aplican 
los algoritmos de aprendizaje no supervisado. 
5- Para finalizar se detallan las conclusiones extraídas tras la realización del 
trabajo, analizando el cumplimiento de los objetivos.  
2. Objetivos 
El objetivo principal del proyecto es realizar distintas segmentaciones de clientes con 




efectiva las distintas campañas de marketing. Se probarán distintas maneras de 
segmentar a los clientes para intentar encontrar la segmentación óptima.  
Este objetivo se logra a partir de los siguientes objetivos secundarios: 
1- Descripción y depuración de los datos. 
2- Calcular el valor del cliente en base al modelo RFM.  
3- Realizar análisis RFM para conocer cuáles son los clientes más y menos 
rentables, logrando asimismo identificar clientes que están a punto de abandonar 
la empresa, cuando antes eran buenos clientes. Se realizará el modelo 
convencional RFM. 
4- Encontrar cual es la mejor manera de segmentar a los clientes en base a su 
ingreso, cantidad consumida y antigüedad.  
5- Identificar, con la utilización del algoritmo a priori cuál es el perfil del consumidor 
de cada uno de los productos de la base de datos. 
3. Metodologías y Métodos  
3.1. Metodología para el proceso de minería de datos  
Son tres las metodologías más utilizadas en minería de datos: KDD, SEMMA y CRISP-
DM.  
En el presente trabajo se utilizará la metodología CRISP-DM. La misma fue creada por 
el grupo de empresas SPSS, NCR y Daimer Chrysler en el año 2000. En la actualidad 
se considera la metodología más utilizada en el desarrollo de proyectos de minería de 
datos. CRISP-DM realiza el ciclo de vida completo de un proyecto en 6 fases: 
Comprensión del negocio, Comprensión de los datos, Preparación de los datos, 
Modelado, Evaluación e Implantación. 
 
Ilustración 1 - Diagrama de flujo de la Metodología CRISP-DM 
Al igual que las metodologías KDD y SEMMA, la sucesión de fases no es 
necesariamente rígida, el orden de las fases puede ser alterado, y se puede volver de 




A continuación, se pasará a explicar más en detalle cada una de las fases de esta 
metodología (Chapman, y otros, 2000):  
1- Comprensión del negocio: La fase inicial se centra en comprender los objetivos 
y requisitos del proyecto desde una perspectiva empresarial, para lograr 
transformarlo en un problema de minería de datos con sentido de negocio y crear 
un plan diseñado para lograr los objetivos. En esta fase se deben seleccionar las 
tecnologías y herramientas a utilizar y definir planes detallados para cada fase 
del proyecto. 
2- Comprensión de los datos: La fase de comprensión de datos se centra en 
identificar, recopilar y analizar los conjuntos de datos que pueden ayudar a lograr 
los objetivos del proyecto. Esta fase tiene 4 tareas básicas. En primer lugar, se 
deben recopilar los datos. En segundo lugar, hay que examinar los datos para 
comenzar a familiarizarse con ellos identificando propiedades superficiales, 
como el formato de los datos, el número de registros o las identidades de los 
campos. En tercer lugar, se debe explorar los datos de manera más profunda 
logrando identificar relaciones entre los datos y detectando subconjuntos 
interesantes para formar hipótesis sobre información oculta. Por último, se deben 
identificar posibles problemas de calidad de los datos.  
3- Preparación de los datos: La fase de preparación de datos cubre todas las 
actividades necesarias para construir el conjunto de datos final a partir de los 
datos brutos iniciales. Es probable que las tareas de preparación de datos se 
realicen varias veces y no en cualquier orden prescrito. Las tareas incluyen la 
selección del conjunto de datos a utilizar (documentando los motivos de 
inclusión/exclusión), limpieza de datos para herramientas de modelado, 
construcción y transformación de datos (a partir de datos que ya tengo) y 
formateo de los datos. 
4- Modelado: En esta fase, se seleccionan y aplican varias técnicas de modelado, 
y sus parámetros se calibran para optimizar valores. Normalmente, existen 
varias técnicas para el mismo tipo de problema de minería de datos. Algunas 
técnicas tienen requisitos sobre la forma de los datos. Por lo tanto, a menudo es 
necesario volver a la fase de preparación de datos. Esta fase tiene cuatro tareas. 
Seleccionar las técnicas de modelado. Principalmente en los algoritmos 
supervisados, se deben dividir los datos en conjuntos de entrenamiento, 
validación y prueba. Construir el modelo. Evaluar la calidad del modelo (se 
evalúa técnicamente).  
5- Evaluación: La fase de evaluación analiza qué modelo se adapta mejor al 
negocio y se analiza qué hacer a continuación. Esta fase tiene tres tareas. En 
primer lugar, se evalúan los resultados: ¿Los modelos cumplen los criterios de 
éxito empresarial? ¿Cuáles debemos utilizar para el negocio? En segundo lugar, 
se revisa el trabajo realizado. ¿Se pasó algo por alto? ¿Se ejecutaron 
correctamente todos los pasos? Se deben resumir los hallazgos y corregir 
cualquier cosa si es necesario. Por último, se debe determinar si continuar con 
la implementación, repetir más modelos o iniciar nuevos proyectos.  
6- Implementación: La creación del modelo generalmente no es el final del 
proyecto. Incluso si el propósito del modelo es aumentar el conocimiento de los 
datos, el conocimiento adquirido deberá organizarse y presentarse de manera 




implementación puede ser tan simple como generar un informe o tan compleja 
como implementar un proceso de minería de datos repetible en toda la empresa. 
En muchos casos, es el cliente, no el analista de datos, quien lleva a cabo la 
implementación. Sin embargo, incluso si el analista llevara a cabo el esfuerzo de 
implementación, es importante que el cliente comprenda de antemano qué 
acciones deben llevarse a cabo para poder hacer uso de los modelos creados. 
3.2. Segmentación de clientes  
Si tengo claro el cliente que quiero encontrar, después es más fácil lograr los objetivos. 
Para lograr encontrar el cliente correcto, es clave lograr una buena segmentación, es 
una parte esencial de la estrategia de la empresa y especialmente, de un marketing 
eficiente. Se define la segmentación de clientes como el proceso de dividir a los clientes 
en grupos con necesidades, actitudes, actividades y comportamientos similares con el 
objetivo de conocerlos mejor y atender sus necesidades. Una vez creados los grupos 
de clientes, se debe elegir aquel o aquellos que resulten más apropiados para ser 
atendidos por la empresa (Peter & Olson, 2006). 
Esta práctica es de vital importancia en la empresa ya que, con los resultados que se 
obtienen de la segmentación de clientes, se pueden identificar características claves del 
consumidor ideal. Una vez conocido el consumidor ideal, se puede saber cuál es el 
público objetivo en el cuál focalizarse. (Corrales, 2020) 
Las segmentaciones estratégicas deben de ser generadas con sentido de negocio. Hay 
que intentar determinar las tipologías de clientes existentes en la empresa para 
determinar el tratamiento a aplicar en cada segmento. De esta forma se tratará de lograr 
los objetivos financieros de la empresa mediante la utilización de la ciencia de datos. En 
lugar de intentar llegar al 100% de los clientes, es más eficiente centrarse en un grupo 
específico de clientes que van a resultar siendo los más rentables para el negocio.  
Existen muchos métodos alternativos para segmentar los clientes. Muchos de estos 
enfoques se derivan del campo del comportamiento del consumidor ya que la toma de 
decisiones de los clientes se ve afectada por factores racionales y emocionales 
(demografía, geografía, beneficios, motivaciones / necesidades, hábitos de compra, 
etc.). (Weinstein, 2004) 
En el presente proyecto, se va a intentar segmentar a los clientes de diferentes maneras 
para lograr conocerlos y lograr aplicar las campañas de marketing de la forma más 
eficiente posible. En primer lugar, se segmentará a los clientes mediante la realización 
de análisis RFM. En segundo lugar, se segmentará a los clientes en base a su ingreso, 
cantidad consumida y antigüedad con la utilización de algoritmos de clustering. Por 
último, se intentará conocer el perfil del consumidor de cada uno de los productos 
incluidos en la base de datos, teniendo en cuenta las dos segmentaciones anteriores, 
con la utilización del algoritmo a priori. 
3.2.1. Algoritmos de Clustering 
Como fue mencionado anteriormente, la minería de datos es el acto de extraer 
información valiosa y conocimiento de grandes volúmenes de datos. La minería de datos 
se puede clasificar en dos grandes categorías: descriptivas y predictivas. Clustering es 




Se define clustering como el conjunto de técnicas descriptivas que tienen por objetivo 
formar grupos a partir de un conjunto de datos. Los objetos dentro de cada clúster deben 
ser homogéneos y los clústeres deben ser heterogéneos entre sí. Asimismo, cada objeto 
debe pertenecer únicamente a 1 clúster. (Esteban, 2020) 
Cabe destacar que, mientras Clustering es el proceso técnico de agrupamiento no 
supervisado, segmentación es el acto de crear segmentos de clientes o mercados. En 
este sentido y como fue mencionado anteriormente, se van a utilizar técnicas de 
clustering para segmentar a los clientes. (Ansari, 2021) 
Los algoritmos de clustering pueden ser clasificados en las siguientes categorías: 
Métodos de Particionamiento, Métodos Jerárquicos, Métodos basados en Densidad y 
Métodos Basados en Cuadrícula. (Ansari, 2021) Se probará cuál de estos métodos es 
el que mejor aplica a nuestro conjunto de datos.  
En el cuadro a continuación se presenta un breve resumen de cada uno de estos cuatro 
métodos: 
 
Tabla 1 - Resumen explicativo de los distintos métodos de clustering (Ansari, 2021) 
En una primera instancia, se intentará formar los clústeres con el algoritmo k-media. Si 
los clústeres formados resultantes son relativamente circulares y están bien definidos, 
entonces se podría decir que es correcto aplicar k-media para realizar los clústeres. En 
caso contrario, se probará algún otro tipo de algoritmo (métodos jerárquicos o de 
densidad). 
Para corroborar que la utilización del algoritmo k-media para segmentar a los clientes 
del conjunto de datos es correcto, se harán dos cosas: 
Primero, se pondrá a prueba el estadístico de Hopkins. Este estadístico permite evaluar 




de que dichos datos procedan de una distribución uniforme. (Kassambara, Data Novia, 
2018) 
El estadístico Hopkins busca para cada punto de mi base de datos, su vecino más 
cercano. Luego calcula la distancia que hay entre el punto y su vecino más cercano (Xi). 
Hace lo mismo para una base de datos aleatoria, denominando a la distancia desde el 
punto a su vecino más cercano como Yi. Luego se calcula el estadístico Hopkins como 
la sumatoria de las distancias de los puntos a sus vecinos más cercanos de la base de 
datos aleatoria, dividido entre la sumatoria de las distancias de la base de datos aleatoria 
más la sumatoria de las distancias de mi base de datos. Se puede observar en la 
siguiente ecuación:   
Ecuación 1 - Estadístico de Hopkins 
𝐻 = =  
∑ 𝒴𝑖𝑛𝑖=1




Valores de H en torno a 0.5 indica que los datos se distribuyen uniformemente, por lo 
que no tendría sentido aplicar algoritmos de clustering. Cuanto más cercano a 1 sea H, 
mayores son las posibilidades que si se aplica un algoritmo de clustering correctamente, 
los clústeres resultantes sean buenos. 
Una vez que confirmemos que los datos no están distribuidos uniformemente y por lo 
tanto hay tendencia de clustering, entonces se pasará a evaluar si aplicar el algoritmo 
k-media sería lo correcto. Por lo tanto, en segundo lugar, se realizará un análisis visual 
para identificar la distribución de los datos. Para poder observar los datos de forma 
gráfica, será necesario realizar un análisis de componentes principales de forma de 
reducir la dimensionalidad a únicamente 2 dimensiones, y graficar las observaciones de 
la dimensión 1 en función de la dimensión 2. Tanto en el objetivo secundario 3 como en 
el objetivo secundario 4, se busca segmentar a los clientes teniendo en consideración 3 
variables. En este sentido, dos variables deberán ser “combinadas” en un componente.  
De forma sintética, el método de componentes principales tiene como objetivo 
transformar un conjunto de variables, denominadas como variables originales 
interrelacionadas, en un nuevo conjunto de variables, combinación lineal de las 
originales, denominadas componentes principales. Estas últimas se caracterizan por 
estar correlacionadas entre sí. (Pérez López, 2004)  
Por otra parte, para que los algoritmos de Clustering funcionen adecuadamente 
(especialmente el algoritmo k-medias), es importante que las variables estén 
normalizadas. Todas las variables a utilizar deben tener el mismo rango de valores. 
Asimismo, es importante determinar el número óptimo de clústeres. Hay distintas cosas 
que se deben tener en cuenta a la hora de determinar la cantidad de clústeres óptima. 
En primer lugar, siempre se debe tener presente el sentido de negocio (para qué y por 
qué estoy realizando la segmentación). En este sentido, la cantidad de clústeres debe 
lograr segmentar a los clientes de forma que los clústeres formados brinden información 
relevante.  
Una vez dicho esto, en segundo lugar, hay muchos métodos distintos para determinar 
el número de clústeres óptimo más allá del sentido de negocio (más de 30). Los dos 




● Método Elbow: Examina la varianza total intra-cluster (WSS) como una función 
del número de clústeres. Se debe elegir el número de clústeres tal que agregar 
otro clúster no mejore mucho el WSS total. La idea detrás de los métodos de 
particionamiento es definir clústeres de modo que se minimice la variación total 
dentro del clúster. El método Elbow calcula la varianza total intra-cluster en 
función del número de clústeres, y escoge como óptimo aquel valor a partir del 
cual añadir más clústeres apenas consigue mejoría. 
El número de clústeres se puede definir de la siguiente manera: 
1- Ejecutar el algoritmo de clustering (por ejemplo, k-means clustering) para 
diferentes valores de k.  
2- Para cada k, calcular la variación total dentro del clúster (wss). 
3- Dibujar la curva de wss según el número de clústeres k.  
4- La ubicación de una curva (elbow) en la gráfica se considera generalmente 
como un indicador del número adecuado de clústeres. 
● Método Average Silhouette: Este enfoque mide que tan buena es la asignación 
que se ha hecho de una observación comparando su similitud con el resto de las 
observaciones de su clúster, frente a las de otros clústeres. Es decir, determina 
la cantidad de la asignación de cada objeto dentro de su clúster. Un valor alto 
para el Average Silhouette indica una buena agrupación en clústeres.  
Se calcula utilizando la distancia media intra-clúster “a” y la distancia media más 
cercana al clúster “b” para cada muestra. El coeficiente de silueta para una 
muestra es (b – a) / max (a,b).  
El número óptimo de clústeres k es el que maximiza la silueta media en una 
gama de valores posibles para k. La silueta puede estar entre -1 y 1, siendo 
valores altos un indicativo de que la observación se ha asignado al clúster 
correcto. 
Este algoritmo es similar a elbow y se puede calcular de la siguiente manera: 
1- Ejecutar el algoritmo de clustering (por ejemplo, k-means clustering) para 
diferentes valores de k.  
2- Para cada k, calcular la silueta media de las observaciones.  
3- Dibujar la curva de avg. sil según el número de clústeres k.  
4- El punto en donde la curva toma el valor máximo se considera como el 
número adecuado de clústeres. 
En el presente proyecto se corroborará no sólo la cantidad de clústeres óptima por estos 
dos métodos, sino que también se utilizará la librería Nbclust de R, que cuenta con una 
función que permite calcular el número óptimo de clústeres por 30 métodos distintos. 
(Charrad, Ghazzali, Boiteau, & Niknafs, 2014) 
3.2.2. Algoritmo K-Medias 
El algoritmo de clustering k-medias, es el algoritmo de Machine Learning no supervisado 
más comúnmente utilizado para particionar la base de datos en k grupos; donde k 
representa el número de grupos especificado por el usuario. Este algoritmo clasifica los 
objetos en múltiples grupos (clústeres) de forma que los objetos en un mismo clúster 
sean lo más parecidos posible entre sí y que los clústeres creados sean lo más 
diferentes posible. En los clústeres k-media, cada clúster está representado por su 





La idea básica detrás del algoritmo k-media, consiste en generar los k clústeres de la 
manera más compacta posible y que cada uno de los clústeres estén lo más separados 
posible. La calidad del clúster formado puede ser medida calculando la varianza interna 
(variación total dentro del clúster). La misma debe ser lo más pequeña posible. La 
varianza interna es la suma cuadrada de los errores entre todos los objetos en el clúster 
y el centroide. En otras palabras, para cada objeto en cada clúster, la distancia desde 
el objeto hasta el centroide del clúster al que pertenece se eleva al cuadrado y las 
distancias de todos los objetos se suman. (Han, Kamber, & Pei, 2012) 
Pasos a seguir para la creación de clústeres con k-media: 
1- Indicar el número de clústeres (k) que se van a generar. 
2- El algoritmo comienza seleccionando de forma aleatoria k observaciones de la 
base de datos para que sirvan inicialmente como centroides de los clústeres. 
3- Todas las observaciones restantes son asignadas al centroide más cercano, 
donde “más cercano” es definido utilizando la distancia Euclídea entre la 
observación y la media del clúster. 
4- Una vez asignadas las observaciones, el algoritmo calcula la nueva media de 
cada uno de los clústeres formados (se suman todas las observaciones del 
clúster y se divide entre la cantidad de observaciones que contenga el clúster). 
5- Dada la nueva media, se chequea que las observaciones se encuentren en el 
clúster correcto, ya que podría pasar que una observación esté más cerca de 
otro clúster. De esta manera, todas las observaciones son recolocadas utilizando 
la nueva media como centroide.  
6- Los pasos 4 y 5 se repiten iterativamente hasta que las observaciones dejen de 
cambiar de clúster. Como podría pasar que no converja nunca, por lo general se 
pone un máximo de 10 iteraciones para que el algoritmo frene. 
En la siguiente figura se puede observar el funcionamiento del algoritmo k-media: 
 
Ilustración 2 - Funcionamiento algoritmo k-media (Han, Kamber, & Pei, 2012) 
El algoritmo k-media es un algoritmo muy fácil y rápido de utilizar y funciona de forma 
muy eficiente con grandes conjuntos de datos. De todas maneras, el algoritmo presenta 
algunas desventajas: 
● Asume que los datos son conocidos y requiere que el usuario elija de antemano la 
cantidad de clústeres que se quieren formar. Esta desventaja lleva a que se tengan 
que probar diferentes números de clúster para encontrar el que mejor se adapte a 




● El resultado final es sensible a la selección aleatoria inicial de los centroides. Esto 
es un problema, ya que cada vez que se corra el algoritmo, los clústeres pueden ser 
formados de manera diferente. Una forma de solucionar esto, es obligando al 
algoritmo a probar iniciar muchas veces con diferentes observaciones como 
centroide, para encontrar la que dé mejores resultados. 
● Es sensible a datos atípicos. Esto se puede solucionar tratando los datos atípicos 
en la etapa de depuración de datos, o utilizando k-mediode en lugar de k-media. 
3.2.3. Modelo RFM 
El modelo RFM es una forma clara y descriptiva de clasificar a los clientes en función 
del comportamiento de compra. Esta herramienta ha sido utilizada con mucho éxito por 
los especialistas de marketing hace ya casi 20 años. A pesar de que últimamente se ha 
puesto más de moda la utilización de modelos predictivos e inteligencia artificial, el 
modelo RFM sigue siendo de gran utilidad en el marketing de base de datos moderno. 
Es especialmente útil cuando necesitamos definir estrategias para generar compromiso 
y lealtad en nuestra base de datos (Martinez R. G., Carrasco, Garcia-Madariaga, Porcel 
Gallego, & Herrera-Viedma, 2020).  
El modelo de recencia, frecuencia y valor monetario (RFM), está relacionado con la 
adquisición, retención y gestión de relaciones de los clientes más rentables de la 
empresa. En este sentido, una vez conocido el modelo RFM, es importante que los 
departamentos de marketing sean capaces de realizar campañas de marketing más 
eficientes. (Martinez R., Carrasco, Sanchez-Figueroa, & Gavilan, 2021) 
Asimismo, la razón por la cual el modelo RFM se sigue utilizando hasta el día de hoy es 
que “es uno de los métodos de segmentación de clientes más sencillos de implantar, y 
al mismo tiempo uno de los que mejores resultados aportan a corto plazo. Se basa en 
el célebre principio de Pareto, según la cual el 20% de los clientes de una compañía 
generan el 80% de los ingresos” (Córdoba, 2011). En este sentido, es importante lograr 
identificar quienes son ese 20% de los clientes para prestarles mayor atención. (Kumar 
& Reinartz, 2018) 
 
Ilustración 3 - Ley de Pareto (el 20% de los clientes de una empresa generan el 80% de los ingresos) 
(Córdoba, 2011) 
El modelo RFM es un modelo para determinar el valor del cliente en base a tres 
dimensiones: 
Recencia (Recency): representa el tiempo que pasó desde la última compra del cliente. 





Valor monetario (Monetary): representa el total del dinero gastado por el cliente en la 
empresa en el periodo de tiempo analizado. 
Una vez obtenidas la recencia, frecuencia y valor monetario de cada uno de los clientes, 
el Modelo RFM lo que hace es asignar un puntaje del 1 al 5 en cada una de las tres 
dimensiones. En este sentido, se toman los datos de todos los clientes y se dividen en 
percentiles iguales (habitualmente quintiles). El 20% de los clientes con menor recencia 
van a obtener un puntaje 5, el 20% siguiente un 4, y así hasta llegar al último quintil de 
clientes correspondiente al 20% de los clientes con recencia más baja. Lo mismo se 
repite para las tres dimensiones. Una vez obtenido el puntaje para cada cliente en cada 
una de las 3 dimensiones, el modelo RFM le asigna el puntaje global multiplicando cada 
uno de los puntajes obtenidos en las dimensiones por W(R,F,M). Siendo el puntaje 
global: RFMScore = RecencyScore × wR + FrequencyScore × wF + MonetaryScore × 
wM. W puede ser = 1/3, asignándole el mismo peso a cada una de las tres dimensiones, 
o puede variar dependiendo de si se le quiere dar más importancia a alguna de las tres 
dimensiones. El peso que se le da a cada una de las tres dimensiones del modelo RFM, 
es un parámetro a estudiar. En las empresas que funcionan en base a suscriciones 
mensuales, por ejemplo, la recencia es sumamente importante. Por otra parte, en 
tiendas como Ikea, tal vez la recencia no es la dimensión más importante del modelo. 
De todas maneras, la suma de todos los pesos tiene que ser siempre igual a 1. De esta 
forma, una vez asignados los pesos y multiplicado por cada una de las dimensiones, se 
les da a los clientes un “valor”. El valor puede variar entre 1 y 5, siendo 5 el cliente con 
mayor valor y 1 el cliente con menor valor.  
En marketing, el valor del cliente en el tiempo (CLV) es el valor que el cliente contribuye 
en el ciclo de vida de una empresa. Es una métrica muy útil, ampliamente usada por los 
gerentes de marketing, especialmente cuando se quieren centrar en la adquisición y 
retención de clientes. Como fue mencionado anteriormente, el RFM score es una de las 
tantas maneras de calcular el valor del cliente (CLV). (Martinez R. , Carrasco, Sanchez-
Figueroa, & Gavilan, 2021)  
De todas maneras, el RFM score como tal es de utilidad muy pocas veces, ya que hay 
125 combinaciones posibles para asignar el score global. Un puntaje de 4 puede ser un 
cliente nuevo que realizó una única compra grande (con frecuencia baja, pero valor 
monetario y recencia alta), puede ser un cliente con recencia y frecuencia alta y valor 
monetario bajo, o un cliente que está a punto de abandonar la empresa con recencia 
baja, pero valor monetario y frecuencia alta, etc.  
Considerar cada una de las dimensiones por separado puede ser mucho más útil, 
pudiendo generar clústeres de clientes, dependiendo del puntaje obtenido en cada una 
de las tres dimensiones. (Wright, 2021) 
En este sentido, aparte del valor del cliente, es importante conocer el ciclo de vida del 
cliente. El mismo se podría dividir en 6 etapas: conocimiento, adquisición, conversión, 
crecimiento, retención y reactivación. El modelo RFM en cierta medida me brinda 
información sobre en cuál de las 6 etapas se encuentra el cliente. Es importante conocer 
esto, ya que la campaña de marketing a aplicar en cada una de las etapas es diferente.  
Un cliente con recencia, frecuencia y valor monetario alto serían los clientes VIP, de 




considerado nuevo cliente, teniéndole que aplicarles campañas de adquisición. Un 
cliente con recencia baja, pero valor monetario alto, podría ser un cliente que está a 
punto de abandonar la empresa, teniéndole que aplicar campañas de retención.   
En la ilustración 2 se puede ver un ejemplo de un cliente con RFM (5, 4, 2). Es un cliente 
que se encuentra entre el 20% de los clientes más recientes, que está en el segundo 
quintil de frecuencia, pero tiene un valor monetario relativamente bajo, ya que se 
encuentra entre el segundo quintil más bajo en cuanto al valor monetario. Podríamos 
estar hablando de un cliente que se incorporó recientemente a la empresa: 
 
Ilustración 4 - Ejemplo RFM Score (Córdoba, 2011) 
De todas maneras, el modelo RFM clásico tiene algunas debilidades principalmente 
asociada a la falta de precisión. Al utilizar una escala del 1 al 5 considerando cada una 
de las dimensiones de forma independiente, no se está teniendo en cuenta la posible 
correlación que hay en cada una de las tres dimensiones.  
El modelo RFM no brinda información precisa acerca de si un cliente es nuevo. Se tiende 
a pensar que un cliente con Recencia alta y Frecuencia baja es un cliente nuevo, pero 
se ha comprobado que podría corresponder a un cliente con fecha de registro muy 
antigua, pero que ha vuelto a comprar este año después de mucho tiempo. En este 
caso, el cliente no sería realmente nuevo. 
En el presente proyecto, se realizarán clústeres de clientes con las tres dimensiones 
normalizadas, para encontrar los hábitos de compra de los clientes. Se van a intentar 
identificar al menos los siguientes segmentos: 
● Vip: son los mejores clientes de la empresa (recencia, valor monetario y 
frecuencia alta) 
● Churn: aquellos clientes que solían ser buenos clientes y por una cosa u otra 
están abandonando a la empresa (valor monetario y frecuencia media / alta, pero 
recencia baja) 
● Nuevos: los nuevos clientes (o que se están reactivando) que parecerían ser 
prometedores (valor monetario y frecuencia media o baja, pero recencia alta) 
● Peores: aquellos que no deberían ser considerados clientes, ya que su hábito de 
compra es prácticamente nulo (valor monetario, frecuencia y recencia baja).  




3.3. Algoritmo a priori 
El algoritmo a priori fue propuesto en 1994 por Agrawal y Srikant. Fue uno de los 
primeros algoritmos desarrollados para la búsqueda de reglas de asociación y sigue 
siendo uno de los más empleados (Naranjo Cuervo & Sierra Martínez, 2009). Antes de 
comenzar con la explicación sobre cómo funciona el algoritmo, me gustaría responder 
la siguiente pregunta:  
¿Qué son reglas de asociación? Las reglas de asociación buscan relaciones recurrentes 
dentro de un conjunto de datos determinado. Tienen como objetivo descubrir 
asociaciones y correlaciones interesantes entre elementos de una base de datos 
transaccional. Un ejemplo comúnmente utilizado en reglas de asociación es “el análisis 
de canasta de mercado”. Analiza los hábitos de compra de los clientes mediante la 
búsqueda de asociaciones entre los diferentes artículos que los clientes colocan en sus 
“cestas de compra”. En este caso, los analistas del mercado pueden utilizar la 
información para agrupar productos físicamente en la tienda para aumentar las 
posibilidades de venta cruzada, impulsar los motores de recomendación online, dirigir 
campañas de marketing mediante el envío de cupones promocionales a los clientes para 
ofrecer productos relacionados con artículos que compraron recientemente, etc. 
(Martinez R. G., 2021) 
Algunos conceptos: Cada uno de los elementos que forman parte de determinada 
transacción, son conocidos como item y cada conjunto de ellos itemset. Las 
transacciones pueden estar formadas por uno o varios items. En el caso que este 
formada por varios, cada subconjunto de ellos es un itemset distinto. A modo de ejemplo: 
La transacción T = {A, B, C} está formada por 3 items (A, B y C) y sus posibles itemsets 
son: {A, B, C}, {A, B}, {B, C}, {A, C}, {A}, {B}, y {C}. 
Una regla de asociación supone que “si pasa X, entonces pasa Y” (X->Y), donde X e Y 
son itemsets o items individuales. En este caso, la X (lado izquierdo) es el antecedente 
y la Y (lado derecho) es el consecuente. (Rodrigo, Ciencia de Datos, 2018). Más 
conceptos:  
● Soporte: Es el porcentaje de transacciones que contienen todos los elementos de 
un itemset. Es el número de transacciones que contienen el itemset X, dividido el 
total de transacciones. En una regla, el soporte es el porcentaje de transacciones 
que tienen todos los items de la regla (tanto el consecuente como el antecedente). 
Es la frecuencia relativa del itemset. Se busca que los valores del soporte san lo 
más altos posibles.  
● Confianza: Es la probabilidad de que una transacción que contiene elementos del 
antecedente (lado izquierdo de la regla), también contiene el artículo del 
consecuente (lado derecho de la regla), y se define con la siguiente ecuación: 
Ecuación 2 - Confianza itemset 




Donde unión (X, Y) es el itemset que contiene todos los items de X y de Y. 
Es entonces la probabilidad empírica de que ocurra el consecuente dado que ocurrió 




si sucedió X también suceda Y, son altas. La confianza tiene como objetivo medir la 
calidad de la predicción de la regla, basándose en que sucederá en el futuro a partir 
de lo que ya sucedió en transacciones anteriores.  
● Lift: Este estadístico compara la frecuencia observada de una regla con la frecuencia 
esperada simplemente por azar. Refleja el aumento de la probabilidad de que ocurra 
el consecuente cuando nos enteramos de que ocurre el antecedente. El valor Lift de 
una regla sigue la siguiente ecuación:  
Ecuación 3 - Lift itemset 




Cuanto más lejos se encuentre el Lift de 1, mejor es la calidad de la regla. Es decir, 
existen más evidencias de que la regla no se haya dado simplemente por azar, lo 
que es lo mismo a decir que más evidencias de que la regla representa un patrón 
real.  
El algoritmo a priori es uno de los tantos algoritmos diseñados para identificar itemsets 
frecuentes y reglas de asociación.  
El algoritmo tiene dos etapas: 
1- Identificar todos los itemsets que ocurren con una frecuencia por encima de un 
determinado límite (itemsets frecuentes). 
2- Convertir esos itemsets frecuentes en reglas de asociación. 
El “soporte” definido anteriormente, es el índice para la generación de itemsets y la 
“confianza” es el índice para la generación de reglas de asociación. 
Encontrar itemsets frecuentes (itemsets con una frecuencia mayor o igual a un 
determinado soporte mínimo) conlleva a un proceso computacional muy grande debido 
a la cantidad de combinaciones posibles, sin embargo, una vez identificados, no es difícil 
generar reglas de asociación que tengan una confianza mínima. El algoritmo a priori 
realiza una búsqueda exhaustiva de itemsets comenzando con los itemsets de menor 
tamaño y terminando con los de mayor tamaño, pero realiza la búsqueda de forma 
optimizada. 
Se observa la siguiente figura para explicar la idea principal del algoritmo: 
 




En la imagen se encuentran los productos (A, B, C, D y E) y todas las posibles 
combinaciones entre ellos. Para reducir la carga computacional que implicaría buscar 
reglas de asociación entre todos los productos de una empresa, lo que se utiliza es la 
regla anti monótona para la poda (Pitol, 2014). El algoritmo a priori intenta optimizar la 
búsqueda de reglas, simplificando lo más posible todas las posibles combinaciones. Si 
un conjunto es infrecuente, entonces todos los conjuntos en donde este último se 
encuentre también serán infrecuentes. Volviendo a la imagen, a lo que se refiere el 
algoritmo es que, si {AB} no es frecuente, entonces todos los itemsets que incluyan el 
itemset {AB}, ({ABC}, {ABE}, {ADBE}, etc.) también serán infrecuentes, por el simple 
hecho de contener a A y B en ellos.  
Entonces, el algoritmo a priori comienza con los items individuales que tengan 
frecuencia suficiente y sigue una estrategia bottom-up, en donde va agregando items al 
itemset de a uno, eliminando aquellos subconjuntos que no alcancen el soporte mínimo 
(Rodrigo, Ciencia de Datos, 2018). El soporte y la confianza mínima necesaria es 
estipulada por el usuario. 
En el presente proyecto no se utilizará el algoritmo a priori para obtener “canastas de 
compra”, ya que tenemos únicamente 6 productos en la base de datos. El algoritmo a 
priori se utilizará para encontrar el perfil del cliente que consume cada uno de esos 6 
productos. Para ello, se tendrán en cuenta tanto las características personales de cada 
cliente, como los clústeres en los que se encuentran, generados en etapas previas.  
4. Desarrollo del trabajo y principales resultados 
En este capítulo se realizará el proceso completo CRISP-DM aplicado a la empresa 
mencionada anteriormente, para lograr cumplir con los objetivos propuestos. Para su 
desarrollo se utilizarán las herramientas KNIME, SAS Miner y R. Tanto, la configuración 
de los nodos utilizados en KNIME y SAS Miner como el código utilizado en R se 
encuentran en el anexo.  
4.1. Comprensión del Negocio 
La base de datos a utilizar en el proyecto fue extraída de la página Kaggle (Saldanha, 
2021). El objetivo propuesto en el concurso de Kaggle es predecir quién responderá a 
una oferta de un producto o servicio. Plantean un problema de aprendizaje supervisado 
con la variable Response (que es 1 si el cliente respondió a la oferta en la última 
campaña y 0 en caso contrario) como variable objetivo. 
Para el presente proyecto, se va a utilizar la base de datos para un problema distinto 
que el propuesto en el concurso. Toda empresa tiene clientes de diferentes 
características y con grados de importancia diferentes. Para que la empresa logre 
conocer cuáles son los clientes que realmente son importantes, es necesario realizar 
una correcta segmentación. En este sentido, la base de datos será utilizada para 
estudiar los perfiles de los clientes, identificando cuáles son los clientes más valiosos 
para la empresa y cuáles serían más propensos a realizar tipos de compras 
determinadas. 
Los datos fueron extraídos de una empresa bien establecida que opera en el sector 
minorista de alimentos. Según descrito en la página de Kaggle, tienen alrededor de 




consumidores al año. Venden productos de 6 categorías principales: vinos, productos 
cárnicos raros, frutas exóticas, pescados especialmente preparados, productos dulces 
y productos de bazar. Los clientes pueden pedir y adquirir productos a través de 3 
canales de venta: tiendas físicas, catálogos y sitio web de la empresa. A nivel mundial, 
la compañía había tenido ingresos sólidos y un balance de resultados saludable en los 
últimos 3 años, pero las perspectivas de crecimiento de ganancias para los próximos 3 
años no eran prometedoras. Por esta razón, se consideraron varias iniciativas 
estratégicas para revertir esta situación. Una de ellas fue intentar mejorar el desempeño 
de las actividades de marketing, con un enfoque especial en la eficiencia de campañas 
de marketing con la utilización de minería de datos.  
4.2. Comprensión de los Datos 
Como fue mencionado anteriormente, los datos fueron exportados de Kaggle. Los datos 
son de diciembre 2014. La base de datos tiene 2240 observaciones y las siguientes 
variables:  
 
Tabla 2 - Descripción de las posibles variables a utilizar 
De esta manera se puede observar que contamos con 22 variables numéricas (15 de 
intervalo y 7 binomiales) y 4 variables de clase. 
Cabe destacar que, en lugar de brindar la edad del cliente, brindan el año de nacimiento. 
Asimismo, Antiquity (antigüedad) fue dada en formato fecha. Ambas fueron modificadas 




días desde la primera compra del cliente. Para la creación de las variables Age y 
Antiquity fue tenido en consideración que los datos fueron extraídos en diciembre 2014. 
Por otra parte, al exportar la base de datos de Kaggle, la misma incluye las variables 
Z_Revenue y Z_CostContact. Ambas son variables unarias por lo que no aportan ningún 
tipo de información. Fueron eliminadas de la base de datos.  
Los datos fueron importados en SAS Miner con la utilización del asesor avanzado. De 
esta manera, es probable que variables numéricas sean considerados variables 
nominales.  
 
Tabla 3 - Estadísticos asesor avanzado SAS Miner. 
De la tabla anterior se puede decir lo siguiente: 
● La edad mínima de los clientes es 18 años y la edad máxima de 121. La edad 
media es de 45 años. 
● El ingreso promedio es de 52247.25. El ingreso más bajo es de 1725 y el ingreso 
más alto es de 666666, lo cual parecería ser un error.  
● Los productos más consumidos son los vinos, con una media de 303.9357 
dólares, seguido de la carne que tiene una media de consumo de 166.95. El 
resto de los productos tienen una media similar de consumo entre sí y están muy 
por debajo del consumo de productos vitivinícolas y carne. El consumo medio 
del resto de los productos ronda entre los 26.3 y los 44.02 dólares. Cabe 
destacar que esta diferencia también puede ser debida a diferencia en los 
precios de los productos. De todas maneras, se puede afirmar, que los clientes 
tienen un gran consumo de productos vitivinícolas.  
● El cliente más nuevo lleva 185 días consumiendo en la empresa y el cliente más 
antiguo lleva 884 días consumiendo en la empresa. Los clientes tienen una 
antigüedad media de 538 días. Asimismo, el cliente que lleva más tiempo sin 
consumir en la empresa lleva 99 días sin consumir. Tienen una recencia media 
de 49 días.  






Ilustración 6 - Gráficos de caja de cantidad consumida de cada uno de los productos de la base de datos 
De esta forma se puede observar de forma más evidente que los productos vitivinícolas 
son los más vendidos en la empresa, seguido de la carne. El consumo del resto de los 
productos es similar.  
Las variables NumWebPurchases, NumWebVisitsMonth, NumCatalogPurchases, 
NumStorePurchases y NumDealsPurchases son variables numéricas que al utilizar el 
asesor avanzado de SAS Miner fueron consideradas variables nominales. De todas 
maneras, tienen demasiadas categorías, por lo que tal vez es mejor tomarlas como 
variables de intervalo. Si existe un orden entre las categorías (en este caso es evidente, 
ya que son el número de compras realizadas), es mejor usarlas como continuas. De 
todas maneras, se van a observar todas las variables gráficamente para ver que las 
categorías no presenten saltos muy bruscos: 
 
Ilustración 7 - Gráficos de barra de las variables relacionadas con el número de compras realizadas por 
los clientes 
Ninguna de las variables realiza saltos bruscos. En este sentido, todas ellas serán 
tratadas como variables de intervalo, ya que, salvo excepciones, los algoritmos de 




Al observar las variables, veo que se pueden crear nuevas variables a partir de las ya 
existentes que podrían resultar útiles para comprender mejor el conjunto de datos y 
revelar información valiosa. 
Las siguientes variables ya fueron creadas en KNIME en un paso previo a importar los 
datos en SAS Miner: 
● Age: Edad del cliente. Reemplazó y se creó a partir de la variable Year_Birth. 
Year_Birth nos brinda únicamente información del año de nacimiento del cliente. 
De esta manera, se puede obtener la edad para obtener resultados más 
intuitivos.  
● Antiquity: Número de días desde la primera compra del cliente. Reemplazó y se 
creó a partir de la variable DtCustomer. La variable DtCustomer es la fecha de 
la primera compra del cliente (formato: aaaa-mm-dd). Al igual que con la variable 
edad, obtener la antigüedad del cliente en cantidad de días desde la primera 
compra puede arrojar resultados más intuitivos que trabajar con la fecha. 
En la fase de preparación de los datos, se crearán las siguientes variables:  
● Monetary: Suma del monto total gastado en las 6 categorías de productos. 
● Frequency: Suma de número de compras realizadas en los 3 canales de venta: 
tiendas físicas, catálogos y sitio web de la empresa. 
● Response: Será creada de una manera sutilmente diferente. El concurso de 
Kaggle propone la variable Response como 1 si el cliente aceptó la oferta en la 
sexta (y última) campaña de marketing, 0 en caso contrario. Yo voy a optar por 
crear la variable Response a partir de las seis campañas realizadas. En este 
sentido, será el promedio de respuesta de los clientes en las 6 campañas 
realizadas. 
Una vez creadas las nuevas variables en KNIME, se hará una depuración de datos con 
la utilización de SAS Miner. 
4.3. Preparación de los Datos 
La preparación de los datos se va a dividir en dos etapas. En primer lugar, se crearán 
las variables necesarias en KNIME y luego se realizará una correcta depuración de 
datos con SAS Miner. 
4.3.1. Creación de nuevas variables   
Se van a crear las nuevas variables anteriormente mencionadas con la herramienta 
KNIME.  
 




4.3.2. Depuración de datos 
Para comenzar con la depuración de datos, se observan las variables de intervalo con 
la utilización del nodo DMDB:  
 
Tabla 4 - Estadísticos de sumarización variables de intervalo (nodo DMDB, SAS Miner) 
Se puede observar que hay dos variables que pueden presentar errores. La edad, ya 
que marca una edad máxima de 121 años, lo cual es casi imposible, y el ingreso, que 
marca un ingreso máximo de 666666 lo cual aparenta ser un dato faltante. Asimismo, 
Income es la única variable con datos ausentes. Presenta 24 datos ausentes. Los 
mismos serán tratados más adelante. Es normal que variables como Income, presente 
datos ausentes, ya que es una información que a las personas no les apetece brindar. 
De todas maneras, podría ocurrir que el simple hecho que falte la información en esa 
variable, en realidad nos esté brindando información relevante.  
Si se observa un gráfico de barras de cada una de las variables: 
 
Ilustración 9 - Gráficos de barras variables Age e Income 
En la variable Income se ve un salto que se pasa de ingresos de alrededor de 100000, 
a ingresos de entre 150000 y 162397. De todas maneras, estos datos no serán tratados 
ahora. En todo caso serán tratados más adelante como datos atípicos y no como 
errores.  
Con la utilización del nodo reemplazo, se les va a poner a ambas variables un límite 
superior de reemplazo. Todas las observaciones que tengan una edad mayor a 100 y 
todas las observaciones que tengan un ingreso mayor a 666665 van a ser sustituidos 




La base de datos presenta 4 variables de clase y 1 binarias (las variables AcceptedCmp 
fueron eliminadas luego de que la nueva variable “Response” fue creada). Ninguna de 
ellas presenta datos ausentes:  
 
Tabla 5 - Estadísticos de sumarización variables de clase (nodo explorador de estadísticos, SAS Miner) 
Todas las categorías en amarillo no llegan a tener un 5% de observaciones. Por esta 
razón, con la utilización del nodo reemplazo van a ser reagrupadas con otras categorías.  
La variable complain va a tener que ser rechazada, ya que al nivel 1 lo toman menos de 
un 5% de las observaciones y, por lo tanto, tiene solo 1 nivel válido. 
Las variables Kidhome (número de niños en el hogar del cliente) y Teenhome (número 
de adolescentes en el hogar del cliente), tienen 3 niveles distintos (0, 1 o 2 
niños/adolescentes). El nivel 2, en ninguna de las dos variables, llega a tener un 5% de 
las observaciones, por lo tanto, fueron reagrupados con el nivel 1. Ambas variables, 
pasaron a ser binarias, en donde toman el valor 0 si no hay niños/adolescentes en la 
casa, o 1 si los hay.  
En la variable Marital Status, hay muchas categorías que no llegan a tener un 5% de las 
observaciones, por esta razón, se va a reagrupar todas las categorías en solamente 
dos, “Single” y “In Couple”. 
En la variable Education, el nivel “Basic” tiene menos de un 5% de las observaciones. 
Este nivel fue reagrupado con el nivel “2n Cycle”.  
Una vez aplicado el nodo reemplazo, con la utilización del nodo metadatos se va a 
rechazar a la variable complain. 
4.3.2.1. Tratamiento de datos atípicos variables de intervalo: 
La intención de este proyecto es trabajar con el algoritmo k-media. El mismo es sensible 
a datos atípicos. Por esta razón he decidido tratarlos de manera correcta. Las variables 
que van a ser utilizadas para la generación de clústeres con el algoritmo k-media son 
por un lado las tres dimensiones del modelo RFM (Recency, Frequency y Monetary) y 
por otro Income, Antiquity y Monetary. Se tratarán únicamente los atípicos de estas 5 
variables. Se considerarán atípicos siempre y cuando la cantidad de datos 
“considerados como atípicos” sean menos de un 2% de las observaciones. Como para 
el presente proyecto se trabajará con Machine Learning no supervisado, no se van a 
dividir los datos en train y test. Se trabajará con un único conjunto de datos.  
Con atípicos, me refiero a que se alejan mucho de la media o mediana (dependiendo de 
la asimetría de la variable). Estos datos pueden ser tratados de tres maneras distintas. 
Los datos simétricos son aquellos con un coeficiente de asimetría de entre -1 y 1 
aproximadamente (su distribución es parecida a la de la normal). Para estos casos, los 




atípicos, aquellos datos que disten 3 veces de la desviación típica de la media). Los 
datos asimétricos son aquellos que están fuera del rango -1 y 1. Estos datos se tratarán, 
siempre y cuando la mediana sea distinta de cero, con el método de desviación absoluta, 
mediana (se tratarán como atípicos, todas aquellas observaciones que disten más de 9 
medianas absolutas de la mediana). Si la mediana es 0, entonces los datos fuera del 
rango de entre -1 y 1 se tratan con el método de percentiles extremos (se tratarán como 
atípicos los percentiles extremos 0.5). (Calviño Martínez, 2020) 
Si observamos la asimetría de las variables: 
 
Tabla 6 - Tabla para observar asimetría de las variables 
Todas las variables a tratar son simétricas (el coeficiente de asimetría se encuentra 
entre -1 y 1). Por esta razón, los datos atípicos se tratarán con el método de desviación 
estándar mencionado anteriormente.  
Se encontraron 7 observaciones atípicas en la variable Income y 5 observaciones 
atípicas en la variable Monetary. Con la utilización del nodo reemplazo, estas 
observaciones fueron remplazadas por valores ausentes que serán tratados en el 
próximo paso.  
Esto se puede observar en la siguiente tabla: 
 
Tabla 7 - Cantidad de observaciones con datos atípicos en las 5 variables que se van a utilizar 
4.3.2.2. Tratamiento de datos faltantes: 
En el caso que hubiera habido muchos datos faltantes, debería haberme fijado, con la 
creación de la variable numMissing, si algún cliente presentaba más de la mitad de las 
variables con datos faltantes. En este caso, únicamente dos variables presentan datos 
faltantes, por lo tanto, a lo sumo un cliente puede tener dos variables sin datos. 
Asimismo, si hubiese muchos datos faltantes en el dataset la variable numMissing 
podría estar dando información. Como no es el caso, esta variable no se va a crear. 
Las variables de clase no tienen ningún dato ausente, por lo tanto, no es necesario 
imputarlas. En caso de que hubiera habido una variable de clase con entre un 5% y un 




una nueva categoría válida para esos datos: “no consta” y en caso de que hubiera 
habido alguna variable con menos de un 5% de datos faltantes, se los hubiera imputado 
mediante una distribución aleatoria.  
En cuanto a las variables de intervalo, no hay ninguna variable que tenga demasiados 
datos faltantes (+50%) como para que tenga que ser rechazada, ni ninguna variable con 
más de un 5% de datos faltantes como para tener que crearles variables de tipo único. 
La variable que presenta un mayor número de datos faltantes es la variable Income que 
presenta 32 datos faltantes. En el caso que hubiera alguna variable de intervalo con 
más de un 5% de datos faltantes (y menos de 50%), se hubieran creado con el nodo 
imputar, variables de tipo único en donde valen 1 en caso de que el dato haya sido 
inventado, y 0 en caso de que no. No es el caso, por lo tanto, no fueron creadas variables 
de tipo único.  
Hay distintas formas para “rellenar los huecos” de los datos sin la necesidad de eliminar 
observaciones o variables para quitar los valores ausentes de la base de datos. Se 
puede hacer una imputación por modelos, o una imputación simple (media, mediana, 
distribución, etc.). Yo voy a utilizar una imputación simple. Voy a hacer que los datos 
faltantes, sean completados mediante una distribución aleatoria. De esta forma, el nodo 
tiene en cuenta la distribución de las variables y asigna valores a los datos faltantes de 
forma aleatoria. Esto me lleva a que no se desvirtúen los datos, manteniendo la forma. 
Una vez imputados los datos faltantes con el nodo imputar, mediante la distribución 
aleatoria, la base de datos no presenta datos faltantes (configuración del nodo en el 
Anexo).  
4.3.3. Análisis exploratorio de los datos ya depurados 
Si se observa la matriz de correlaciones:  
 
Ilustración 10 - Matriz de correlación entre variables 
Como era de esperarse, la variable Monetary, está fuertemente correlacionada con la 
cantidad consumida de cada producto independientemente. Esto era de esperarse, ya 




Frequency y Monetary también están fuertemente relacionadas. Esto resulta intuitivo, 
ya que sería extraño que un cliente alcance un Monetary alto con una única compra. De 
la misma manera, también sería extraño que un cliente consuma frecuentemente y no 
logre alcanzar un Monetary alto.  
Tampoco resulta extraño que Income esté relacionada con Frequency y Monetary. A 
mayor ingreso, mayor gasto y de manera más frecuente. 
Por otra parte, para mi sorpresa, la variable kidhome está fuertemente relacionada pero 
negativamente con las variables Monetary, Frequency, Income y NumWebVisitsMonth. 
Esto quiere decir que en el caso que haya niños en el hogar, el ingreso, el gasto, la 
frecuencia en la que consumen y la cantidad de veces que se visita la página web será 
menor que si no hay niños en el hogar. No ocurre lo mismo con el consumo en tiendas 
físicas. Si hay niños en el hogar, la relación con el consumo en tienda físicas es positiva. 
En este sentido, el consumo en tiendas físicas es mayor si hay niños en el hogar que si 
no los hay. La razón por la cual sucede esto no es para nada intuitiva.  
Asimismo, cabe destacar que la recencia no presenta ningún tipo de relación con 
ninguna variable dentro de la base de datos. 
4.3.4. Normalización de variables  
Cuando las variables que se van a utilizar para construir los modelos de Machine 
Learning (tanto supervisados como no supervisados) son numéricas, la escala en la que 
se miden y la magnitud de la varianza pueden influir en el modelo. En este sentido, se 
debe tratar de igualar de alguna forma las variables, que todas las variables se 
encuentren en un rango definido. (Rodrigo, Ciencia de Datos, 2020) 
El proceso de transformación de escala en la distribución de una variable es conocido 
como normalización o estandarización. El objetivo es poder hacer comparaciones entre 
variables eliminando efectos de influencias. (Rodó, 2019). 
Hay dos estrategias ampliamente conocidas para normalizar variables: 
● Normalización Z-score: consiste en dividir las variables entre su desviación típica 
después de restarles su media. De esta forma, los datos pasan a tener una 
distribución normal. 





● Estandarización min-max: consiste en transformar los datos de forma que estén 
dentro del rango [0, 1]. Cada entrada se normaliza entre unos límites definidos. 





Cada una de las estrategias tienen sus cosas buenas y sus cosas malas. 
En este caso, se normalizaron las variables que van a ser utilizadas para generar los 




Normalizer de KNIME. Se normalizaron las variables Age, Income, Antiquity, Recency, 
Frequency y Monetary. 
Asimismo, cabe destacar que, para evitar confusiones con la recencia, una vez 
normalizada, se invirtió la variable. Se creó una “nueva recencia” a partir de la anterior, 
(1 – recencia), de forma que cuanto más cercano al 1, mejor será el cliente (compró más 
recientemente), y cuanto más cercano a cero sea el valor que tome la recencia, más 
antigua será su última compra.  
4.4. Modelado y Evaluación  
4.4.1. Modelo RFM 
Se va a comenzar analizando el modelo RFM. En primer lugar, se calculará el valor del 
cliente en KNIME. Luego, se llevarán los datos a R para encontrar los clústeres óptimos.  
4.4.1.1. RFM score en KNIME: 
Se van a dividir cada una de las 3 dimensiones del modelo RFM en 5 grupos (quintiles). 
Cada uno de los 5 grupos tendrán la misma cantidad de observaciones. El 20% de los 
clientes con Frecuencia más alta tendrán puntaje 5, el 20% siguiente 4 y así 
sucesivamente. Lo mismo pasará con el valor monetario. En cuanto a la recencia, el 
20% de los clientes con Recencia más baja tendrán puntaje 5, el 20% siguiente 4 y así 
sucesivamente. Una vez calculado el puntaje en cada una de las dimensiones 
individualmente, se calculará el puntaje RFM total siguiendo la siguiente fórmula:  
Ecuación 6 - RFM Score 
𝑅𝐹𝑀 𝑠𝑐𝑜𝑟𝑒 = 𝑃𝑢𝑛𝑡𝑎𝑗𝑒 𝑅𝑒𝑐𝑒𝑛𝑐𝑖𝑎 ∗
1
3
+ 𝑃𝑢𝑛𝑡𝑎𝑗𝑒 𝐹𝑟𝑒𝑐𝑢𝑒𝑛𝑐𝑖𝑎 ∗
1
3




En la tabla a continuación, se muestran el valor mínimo, máximo y la media de cada 
quintil para cada una de las 3 dimensiones, Recencia, Frecuencia y Valor monetario: 
 
Tabla 8 - Escalas definidas para cada una de las 3 dimensiones, Recencia, Frecuencia y Valor monetario 
En base a la tabla anterior se puede decir lo siguiente:  
Los clientes con un puntaje 5 en recencia, a lo sumo hace 19 días que consumieron en 
la empresa. En promedio, los clientes con puntaje 5 tienen una recencia de 9 días. Por 
otra parte, los clientes con puntaje 1 llevan entre 80 y 99 días sin consumir en la 
empresa. El promedio de los clientes del peor quintil es de 89 días sin consumir 
(aproximadamente 3 meses).  
Los clientes con puntaje 5 en frecuencia consumieron entre 21 y 32 veces en la 
empresa. En promedio, los clientes de este quintil consumieron 23 veces. No resulta 
extraño que el promedio se encuentre más cerca del mínimo que del máximo, ya que 




el peor quintil de la frecuencia, hay clientes en la empresa que no consumieron ni una 
vez. Esto podría ser un error. A pesar de ello, los clientes del peor quintil consumieron 
en promedio 4 veces. 
Por último, los clientes con mayor puntaje en valor monetario gastaron entre 1175 y 
2352 dólares en la empresa. El promedio de los clientes con puntaje 5 en valor 
monetario es de 1536 dólares. Al igual que con la frecuencia, hay clientes que no 
gastaron nada en la empresa y se encuentran en el peor quintil. También podría ser un 
error. Los clientes que se encuentran en el peor quintil del valor monetario gastaron 
como máximo 55 dólares. En promedio, los clientes de ese quintil gastaron 35 dólares.  
Asimismo, una vez calculado el RFM score, se puede observar en la tabla a continuación 
la cantidad de clientes con cada uno de los puntajes.  
 
Tabla 9 - Cantidad de clientes cada uno de los puntajes globales (RFM score) 
Se puede ver que hay más clientes con puntaje 1 que clientes con puntaje 5. Asimismo, 
hay 1247 clientes con puntajes entre 1 y 3 incluido y 993 clientes con puntajes mayores 
a 3. En este sentido, hay más clientes malos que buenos. Se puede observar lo mismo 
en el siguiente gráfico de barras:  
 
Ilustración 11 - Gráfica de barras, cantidad de clientes cada uno de los puntajes globales (RFM score) 
De todas maneras, como fue mencionado en el capítulo anterior, para sacar el máximo 
provecho posible del modelo RFM, se van a realizar clústeres de clientes para 




4.4.1.2. Segmentación de clientes en base a las tres 
dimensiones del modelo RFM en R: 
La base de datos fue exportada de KNIME con las variables ya normalizadas e 
importada en R para la creación de los clústeres. 
Si se observa gráficamente la distribución de las variables: 
 
Ilustración 12 - Gráfico de caja de las dimensiones del modelo RFM 
La recencia es la variable con valores más uniformes. Si se observa el valor monetario, 
hay más observaciones que toman valores chicos. Esto no es llamativo, ya que hay 
pocos clientes que consumen mucho. De todas maneras, los datos atípicos fueron 
tratados en la etapa de depuración de datos. 
La herramienta R tiene paquetes que resultan de mucha utilidad a la hora de generar 
clústeres de clientes. La librería “stats” tiene la función kmeans () para la creación de 
clústeres con el algoritmo k-media. 
De todas maneras, antes de comenzar a analizar los clústeres con k-media, me gustaría 
evaluar si hay indicios de que realmente existe algún tipo de agrupación en ellos. La 
razón por la cual es necesario hacer esto, es porque los algoritmos de clustering 
imponen una clasificación, aunque no existan clústeres relevantes en los datos. Hay 
varias formas de realizar esto. Yo voy a utilizar el estadístico Hopkins.  
En R existe la función get_clust_tendency () del paquete factoextra para calcular el valor 
del estadístico. 
Se calculó el valor del estadístico únicamente para las variables Recencia, Frecuencia 
y Valor Monetario. El estadístico toma un valor de 0.8279156. Esto significa que la 
sumatoria de las distancias entre los puntos de mi base de datos y sus vecinos más 
cercanos son mucho menores a la sumatoria de las distancias de la base de datos 
aleatoria con sus vecinos más cercanos. Por lo tanto, hay indicios que se podrían formar 
clústeres buenos con esas 3 variables. 
Una vez que confirmamos que los datos no se distribuyen de forma uniforme y, por lo 
tanto, se pueden aplicar algoritmos de clustering, se va a observar qué distribución 
tienen. Para ello, se va a realizar un gráfico de dispersión con la función fviz_pca_ind () 
del paquete “factoextra”. Previo a ello, es necesario reducir la dimensionalidad (tengo 
tres dimensiones y necesito tener únicamente dos). Esto se va a hacer aplicando 






El gráfico resultante es el siguiente: 
 
Ilustración 13 - Gráfico de dispersión RFM (PCA) 
En el eje horizontal se muestra la dimensión 1 con un 52,4% de la variabilidad y en el 
eje vertical se muestra la dimensión 2 que representa un 42,5% de variabilidad. En este 
sentido la reducción en dos componentes está consiguiendo representar casi el 95% de 
la información.  
Se prueba que tal funciona el algoritmo k-medias para k=4 y se vuelve a representar el 
gráfico anterior: 
 
Ilustración 14 - Gráfico de dispersión RFM (PCA) con visualización de 4 clústeres realizados con k-media 
Se puede observar que el algoritmo k-media funcionaría bien en mis datos. 
Se puede observar que a pesar de que los clústeres formados no sean esféricos, se 
podría decir que tienen una forma separable y definida y por lo tanto que el algoritmo k-
medias funcionaría bien en los datos. 
Por otra parte, previo a la creación de los clústeres, se va a intentar buscar la cantidad 
de clústeres optima. La librería “factoextra” brinda funciones fáciles de utilizar para 
realizar las gráficas de Elbow y Silhouette. La idea de utilizar esta función para encontrar 
el número de clúster óptimo, es no tener que ir probando uno a uno cual sería el mejor 





Si se observa el gráfico Elbow: 
 
Ilustración 15 - Gráfica Elbow RFM en R 
Si se observa el gráfico de Average Silhouette: 
 
Ilustración 16 - Gráfica Average Silhouette RFM en R 
Ambos métodos arrojan el mismo resultado considerando que el numero óptimo de 
clústeres es 4. Para k=4 la silueta media alcanza un valor de 0.41, lo cual es bueno.  
Asimismo, en el paquete “NbClust” de R, existe una función, también muy fácil de 
utilizar, en donde evalúa el número de clústeres óptimo por 26 métodos distintos. Una 
vez evaluados los 26 métodos, la función sugiere como cantidad óptima de clústeres, 
aquella que se repitió más veces entre los 26 métodos utilizados. La función brinda un 
gráfico de barras donde da el número de clústeres por la frecuencia. Siendo la 
frecuencia la cantidad de veces que ese número de clústeres fue elegido: 
 
 





Se puede saber que de los 26 métodos utilizados para encontrar la cantidad de clústeres 
óptima:  
● 12 propusieron 4 como el mejor número de clústeres. 
● 5 propusieron 3 como el mejor número de clústeres. 
● 2 propusieron 0, 2 y 10 como el mejor número de clústeres. 
● 1 propuso 1, 7 y 8 como el mejor número de clústeres. 
Se podría concluir entonces que el número óptimo de clústeres es 4. De todas maneras, 
más allá de que 4 sea el número de clústeres que minimice la varianza interna y 
maximiza la silueta promedio, es probable que, si se aumenta el número de clústeres, 
se puedan conseguir segmentos interesantes con sentido de negocio. A pesar de que 
tal vez los clústeres formados presenten un poco más de ruido, tal vez es de más utilidad 
crear más segmentos. Se va a probar segmentar a los clientes formando 4, 5, 6 y 7 
clústeres para observar que segmentos se forman.  
Para k=4: 
 
Tabla 10 - Centroide de los clústeres formados en R para k=4 
Se podría decir que las observaciones están bien distribuidas entre los clústeres. No 
hay ningún clúster con demasiadas observaciones, ni ningún clúster con muy pocas 
observaciones. Asimismo, no hay grandes diferencias entre las siluetas de los clústeres.  
Clúster 1: corresponde a los clientes VIP, con recencia, frecuencia y valor monetario 
alto. Son los mejores clientes de la empresa.  
Clúster 2: corresponde a los peores clientes de la empresa. Recencia, frecuencia y 
valor monetario bajo.  
Clúster 3: corresponde a los Churn. Son clientes que solían ser buenos, pero por una 
cosa u otra hace mucho que no consumen en la empresa 
Clúster 4: Corresponde a los clientes nuevos o clientes que se están reactivando. Tiene 
recencia alta, pero valor monetario y frecuencia relativamente baja. Para corroborar si 
efectivamente son nuevos, se debería observar cuáles de estos clientes tienen 
antigüedad baja.  
Si en lugar de formar 4 clústeres como fue recomendado, decidiera realizar 5, para ver 
si se genera algún segmento interesante, tendríamos lo siguiente: 
Para K=5: 
 




En este caso se obtienen los 4 clústeres similares a los anteriores (cuando k=4), pero 
se adiciona un nuevo clúster. El clúster de los clientes ocasionales. La silueta promedio 
de este modelo es de 0.38, algo inferior que para k=4 pero sigue siendo buena.  
La forma en la que fueron formados estos clústeres no parece tan acertada desde el 
punto de vista de negocio. Los clústeres 1 (Ocasionales), 2 (Peores) y 4 (Nuevos) se 
solapan un poco. Se podría decir que el clúster 1 es una mezcla entre el clúster 2 y el 
clúster 4, ya que fueron etiquetados como “ocasionales” pero podrían ser “nuevos” o de 
los “peores”. De todas maneras, las observaciones están bien distribuidas entre los 




Tabla 12 - Centroide de los clústeres formados en R para k=6 
En primer lugar, se puede decir que las observaciones están bien distribuidas entre los 
clústeres. La silueta media de este modelo es de 0.37, apenas por debajo que cuando 
k=5. 
La gran diferencia con el modelo formado con k=5 es que, en este caso, se adiciona un 
clúster que podría resultar interesante. El clúster 3, los clientes leales. Son clientes que 
no son tan buenos como los VIP, o como supieron ser los Churn, pero que podrían ser 
potenciales clientes, en crecimiento.  
De todas maneras, al observar las siluetas, se puede ver que el clúster 2 es el clúster 
con observaciones más homogéneas y al mismo tiempo es el clúster de menos utilidad 
si se piensa desde el sentido de negocio. Es el clúster de los peores clientes, con 
frecuencia, recencia y valor monetario bajo. A pesar de que resulte importante identificar 
cuáles son los peores clientes de la empresa, es probable que las personas que se 
encuentren en ese clúster no puedan ser recuperadas. Invertir dinero en tratar de 
conseguirlos sería el último en la lista de prioridades. 
Para K=7: 
 
Tabla 13 - Centroide de los clústeres formados en R para k=7 
Cuando k=7 se adiciona a los clústeres anteriores un nuevo segmento que denominé 
Crecimiento. Estos clientes podrían aumentar su consumo con campañas cross selling 




medio/bajo. Desde el punto de vista de negocio, es un segmento interesante para 
aplicarle campañas de marketing. 
En este modelo las observaciones también están bien distribuidas entre los clústeres y 
la silueta media es de 0.36.   
En este caso, 3 de los 7 clústeres formados parecen ser buenos, pero 4 de ellos no son 
tan buenos. De los tres clústeres buenos (2 (ocasionales), 3 (peores) y 4 (nuevos)), el 2 
y el 4 podrían ser de utilidad desde el punto de vista del negocio. Los clientes en el 
clúster 7 son los que solían ser muy buenos clientes, pero por alguna cosa u otra dejaron 
de consumir en la empresa. Intentar recuperar a estos clientes serían una de las 
primeras cosas que la empresa debería poner en marcha. De todas maneras, el nuevo 
segmento encontrado (clúster 7, en crecimiento), podría ser muy útil desde el punto de 
vista de negocio.  
Por lo tanto, a pesar de que la silueta media sea bastante peor a la obtenida con k=4, 
no descartaría la posibilidad de segmentar a los clientes en estos 7 clústeres. Ambos 
modelos serán evaluados en mayor profundidad en el apartado de “evaluación” para 
poder decidir con cuál de los dos quedarnos.  
4.4.2. Evaluación modelo RFM 
Del apartado de modelado se pudo concluir que k=4 era el número óptimo de clústeres 
desde el punto de vista de la distribución de los datos, sin tener en cuenta el sentido de 
negocio. Para k=4 se maximizaba la silueta media y si se observaba la silueta de cada 
uno de ellos era similar en los 4 (ningún clúster tenía una silueta mucho más alta que 
otro). De todas maneras, también se pudo observar que para k=7 se generaban nuevos 
segmentos que podían resultar interesantes desde el punto de vista de negocio. Por 
esta razón, se va a comparar en más profundidad ambos modelos para poder elegir cuál 
de las dos segmentaciones utilizar. 
Si se observan gráficamente los clústeres formados para k=4: 
 
Ilustración 18 - Visualización de los clústeres RFM para k=4 
A simple vista, parecería ser que los clústeres quedan relativamente bien formados. 





Ilustración 19 - Gráfica de la silueta de los clústeres formados (RFM k=4) 
La silueta media del modelo es de 0.41 lo cual es muy bueno, ya que, a pesar de que la 
silueta media puede tomar valores entre -1 a 1 y cuánto más cerca de 1 se encuentre, 
mejor es, no es muy normal en la práctica encontrarse con valores demasiados altos de 
silueta media. En este sentido, un valor de 0.41 es razonablemente bueno. Se puede 
ver también que todos ellos presentan silueta similar. No hay un clúster que esté 
sustancialmente mejor formado que otro. En este sentido, las observaciones están cerca 
de su propio clúster y lejos de otros. 
Por otra parte, se va a observar qué tan amplio es el rango de valores que toma cada 
variable en cada uno de los 4 clústeres formados. A pesar de que conocemos el 
centroide (que es equivalente a la media), no se conoce exactamente la amplitud de 
valores que toman. 
 
Tabla 14 - Tabla con el mínimo, máximo y media de cada dimensión del modelo RFM en k=4 
 




En primer lugar, me gustaría notar que en la variable Monetary el clúster 1 (VIP) y el 
clúster 3 (Churn) hay clientes con valor monetario muy pequeño y clientes con valor 
monetario muy alto. La amplitud de valores que toman es muy grande. Esto puede ser 
un indicio de que los clústeres no tienen una forma perfecta. De todas maneras, resulta 
intuitivo que esto suceda, ya que hay muchos más clientes con Monetary bajo qué alto. 
Asimismo, si se observa la ilustración 19, se puede ver que justamente los clústeres 1 y 
3 tienen observaciones con valor de silueta negativa. Este es un indicativo que estas 
observaciones podrían estar mal asignadas dentro del clúster y pueden ser las que 
están causando la amplitud tan grande en el valor monetario. Podría resultar interesante 
estudiar porque esos clientes han sido clasificados en esos segmentos que, en términos 
de negocios, son tan importantes. 
Si se observan las similitudes y diferencias existentes entre los clústeres, se podría decir 
que los clientes pertenecientes al clúster 1 (Vip) y 3 (Churn) tienen valor monetario 
medio / alto y frecuencia alta. La diferencia entre ellos es que mientras los clientes en el 
clúster 1 tienen recencia alta, los clientes en el clúster 3 tienen recencia baja. 
Por otra parte, sucede lo mismo con los clústeres 2 (peores) y 4 (nuevos). Ambos tienen 
valor monetario y frecuencia baja. La diferencia entre ellos es que mientras los clientes 
nuevos tienen recencia alta, los peores clientes tienen recencia baja.  
Se podría decir que los clústeres están bien definidos. De todas maneras, se van a tomar 
al azar 8 clientes de cada uno de los clústeres para ver de forma más clara si son 
homogéneos entre sí, y si los clústeres formados son heterogéneos: 
 
Tabla 15 - Observaciones pertenecientes a cada clúster con k=4 
En el clúster 4, que corresponde a los clientes nuevos, se puede observar que los 
clientes toman valores similares. Algunos tienen una frecuencia y valor monetario algo 
mayor que los otros, pero se podría decir que no hay grandes diferencias entre clientes. 
Si se los compara con los clientes del clúster 2 se puede ver como claramente la 
diferencia radica en la recencia. Mientras que en el clúster 4 todos los clientes tienen 
una recencia menor de 40, los clientes del clúster 2 tienen una recencia superior a 50. 
Lo mismo sucede con los clústeres 1 y 3, tienen frecuencia y valor monetario similar, 
pero la recencia del clúster 1 es menor que la del clúster 3. 





Ilustración 21 - Visualización de los clústeres RFM para k=7 
A simple vista, parecería ser que los clústeres están correctos.  
 
Ilustración 22 - Gráfica de la silueta de los clústeres formados (RFM k=7) 
Como ya fue mencionado en la etapa de modelado, el modelo alcanza una silueta media 
de 0.36 lo cual, a pesar de que es peor que la silueta para k=4, sigue resultando 
relativamente buena. Los clústeres 2 (Ocasionales), 3 (Peores) y 4 (Nuevos), son sin 
duda los clústeres con mayor silueta. 
Al igual que para k=4 se va a observar que tan amplio es el rango de valores que toma 
cada variable en cada uno de los 7 clústeres formados: 
 





Ilustración 23 - Gráfico de cajas de las variables Monetary, Frequency y Recency para cada clúster (k=7) 
En este caso es interesante notar las diferencias existentes entre clústeres. Los clientes 
pertenecientes a los clústeres 2 (Ocasional), 3 (Peores) y 4 (Nuevos) tienen una 
frecuencia y un valor monetario muy similar, sin embargo, la diferencia entre ellos radica 
en la Recencia. Los clientes Nuevos, tienen una recencia alta, los peores tienen una 
recencia baja y los ocasionales una recencia media. En este caso, tal vez se podría 
aplicar algún tipo de campaña para que los clientes pertenecientes al clúster 2 se pasen 
al clúster 4 (como clientes que se están reactivando) y no al clúster 3. Una campaña de 
retención.   
Por otra parte, se encuentran los clientes pertenecientes a los clústeres 5 (Vip) y 6 
(Churn). Ambos tienen frecuencia y valor monetario alto. Al igual que en el caso anterior, 
la diferencia también radica en la recencia. Los clientes pertenecientes al clúster 6 tienen 
una recencia baja, mientras los pertenecientes al clúster 5 tienen una recencia alta. En 
este caso, es de vital importancia intentar reactivar a los clientes pertenecientes al 
clúster 6 para que vuelvan a ser parte del clúster 5. 
Por último, se encuentran los clientes pertenecientes a los clústeres 1 (Leal) y 7 
(crecimiento). Ambos presentan frecuencia y valor monetario medio. Una vez más, la 
diferencia entre ambos clústeres radica en la recencia. Mientras los clientes en 
crecimiento tienen recencia alta, los clientes leales tienen una recencia más bien 
media/baja. La razón por la cual fueron denominados así es porque los clientes en 
crecimiento están activos. Consumieron recientemente, lo que lleva a que sean más 
propensos a responder a ofertas de productos cross selling y up selling. Por otra parte, 
los clientes leales parece ser el tipo de cliente que consume en la empresa cuando lo 
necesita. Tal vez se podría decir que son ocasionales frecuentes. Siendo que no 
consumieron en la empresa recientemente, sería difícil identificar campaña cross selling 
y up selling.  
En este caso, se van a tomar al azar 8 clientes de cada uno de los clústeres para ver de 
forma más clara y son homogéneos entre sí, y si los clústeres formados son 





Tabla 17 - Observaciones pertenecientes a cada clúster con k=7 
Se puede ver como efectivamente los clientes pertenecientes al clúster 7 (crecimiento) 
tienen un valor monetario medio y una frecuencia media / alta si se los compara con los 
demás clústeres, y una recencia relativamente más baja. Por otra parte, sin duda los 
clientes con valor monetario y frecuencia más alta son los pertenecientes a los clústeres 
6 (Churn) y 5 (Vip) y la recencia es notablemente inferior en los clientes del clúster 5 
(Vip) que en los clientes del clúster 6 (Churn). Asimismo, los clientes con valor monetario 
más bajo sin duda se encuentran en los clústeres 2 (Ocasionales), 3 (Peores) y 4 
(Nuevos) y se puede notar la diferencia en la recencia de los clientes entre los 3 
clústeres. Mientras los clientes nuevos a lo sumo consumieron hace 30 días, los clientes 
ocasionales entre 39 y 64 días y los peores clientes hace más de 78 días que no 
consumen. (Quiero aclarar que estos datos son una muestra y la misma fue elegida al 
azar). Por último, se encuentran los clientes del clúster 1. De la muestra, se puede ver 
que efectivamente son clientes con valor monetario medio y frecuencia media alta si se 
los compara con los clientes pertenecientes a los demás clústeres, y con una recencia 
más bien alta. 
En este sentido, podría decir que los clústeres formados con k=7 parecerían ser 
correctos.  
Para poder tomar la decisión sobre que segmentación elegir, me gustaría tener en 
cuenta lo siguiente: una buena segmentación debe proporcionar una serie de grupos de 
clientes que tenga las siguientes características:  
● Cuantificables o medibles. Cada grupo que se obtengan ha de ser cuantificable: 
número de clientes que lo integra, descriptivos de las variables que lo define. 
● Accesible. De tal manera que de una forma eficiente se puede llegar a dichos 
grupos tanto en el marketing directo que se haga, como en promoción más 





● Volumen mínimo. Aunque puedan existir segmentos con reducido número de 
clientes (por ejemplo, de altos ingresos) por lo general los segmentos deben 
tener un número mínimo de clientes que hagan rentables las inversiones en 
Marketing sobre dicho segmento.  
● Accionables. Esto significa que dichos segmentos deben de tener capacidad de 
reacción ante las campañas de publicidad que se desarrollen.  
Los individuos del mismo grupo deben de ser homogéneos entre sí, pero los distintos 
segmentos de mercado deben ser heterogéneos, deben tener entre sí diferencias 
significativas que generen reacciones diferentes ante diferencias en los productos 
y/o servicios. (Carrasco, 2020) 
En este sentido, se podría decir que los clústeres formados con ambos modelos son 
cuantificables y ambos tienen un volumen mínimo de observaciones. De todas maneras, 
considero que tal vez los clústeres formados con k=4 son más accesibles. Al aumentar 
la cantidad de clústeres a 7 las campañas de marketing tal vez se vuelven un poco más 
ineficientes. Hay que pensar y planear 7 campañas diferentes en lugar de 4, lo cual 
consume tiempo y dinero. Si se segmentara a los clientes en 7 clústeres en lugar de 4, 
tal vez habría que identificar a cuáles segmentos amerita aplicarle una campaña y 
cuáles tal vez es mejor no dedicarles esfuerzo. Aquí surge entonces la siguiente 
pregunta: ¿Son más accionables los segmentos formados con k=7?  
En este caso la única razón por la cual elegiría segmentar a mis clientes en 7 y no en 4 
clústeres es si efectivamente los segmentos generados cuando k=7 son 
sustancialmente más accionables que cuando k=4. En este caso, no considero que sea 
así. A pesar de que se forman algunos segmentos interesantes cuando segmento a mis 
clientes en 7, no considero que los nuevos segmentos generados tengan una capacidad 
de reacción superior.  
Se podría concluir entonces, que la mejor forma de segmentar a mis clientes teniendo 
en cuenta las tres dimensiones del modelo RFM es con k=4, formando los segmentos 
Vip, Nuevos, Churn y Peores descritos anteriormente. 
Se van a observar 4 gráficos de tartas, uno para cada uno de los clústeres formados en 
función del RFM score de los clientes pertenecientes a ese clúster. Sería intuitivo que 
los clientes con RFM score más altos se encuentren en el clúster de clientes VIP y los 
clientes con RFM score más bajos en el clúster de los peores clientes. Asimismo, se 
realizó una tabla en donde se obtuvo el RFM score, mínimo, máximo y medio para cada 
clúster y se calculó el valor total que aporta cada clúster a la empresa: 
 
Tabla 18 - RFM score para cada uno de los 4 segmentos encontrados 
De la tabla, se puede observar que efectivamente el clúster que aporta más valor a la 
empresa es el de los clientes VIP. Incluso siendo el clúster con menos observaciones, 




alto (1992). Por el contrario, los clientes pertenecientes al clúster 2, categorizados como 
los “peores clientes” son los que, sin duda, aportan menos valor a la empresa.  
Si se observan los gráficos de tartas: 
 
Ilustración 24 - Gráficos de tartas de los clústeres formados y el RFM score 
Se puede observar que no hay ningún cliente Vip con un RFM score por debajo de 3. 
La mayoría de los clientes pertenecientes a este clúster tienen un puntaje superior a 4. 
Se puede observar también que todos los clientes con un RFM score de 5 pertenecen 
al clúster de los mejores clientes de la empresa.  
Por el contrario, no hay ningún cliente considerado como de los peores clientes que 
tengan un puntaje superior a 3. Más de la mitad de los clientes no alcanzan siquiera a 
tener un puntaje 2. Asimismo, todos los clientes con un RFM score de 1 pertenecen a 
este clúster.  
El clúster de los clientes considerados “nuevos”, es algo más variado, pero de todas 
maneras más de la mitad de los clientes no alcanzan a tener un RFM score de 3.  
Por último, en el clúster de los clientes que están a punto de abandonar la empresa, 
considerados “Churn”, el RFM score tiende a ser más bien alto. La mayoría de los 
clientes alcanzan un RFM score de entre 3 y 4. Esto se debe a que son clientes con alta 




4.4.3. Segmentación de clientes en base a su ingreso, antigüedad y 
cantidad consumida en R.  
En esta ocasión lo que se va a hacer es segmentar a los clientes en base a su ingreso, 
antigüedad y cantidad consumida. A diferencia de las dimensiones del modelo RFM, 
este tipo de segmentación no siempre se puede realizar, ya que no es tan fácil conseguir 
información acerca del ingreso de las personas. Es un dato que a mucha gente no le 
gusta brindar y por lo tanto no es tan fiable como son los datos que se pueden extraer 
con el consumo de los clientes. De todas maneras, en este caso tenemos la información, 
por lo que se va a utilizar para intentar sacar provecho de ella.  
La segmentación de clientes en base a su ingreso, antigüedad y cantidad consumida se 
hará de la misma manera que se realizaron los clústeres con las 3 dimensiones del 
modelo RFM. Las variables ya normalizadas fueron llevadas a R.  
En primer lugar, se va a observar la distribución de las variables: 
 
Ilustración 25 - Gráfico de cajas de las variables Ingreso, Antigüedad y Valor Monetario 
Como era de esperarse, ya que fueron tratados en la etapa de depuración, ninguna de 
las tres variables parecería tener datos atípicos. 
En segundo lugar, se puso a prueba el estadístico Hopkins. El mismo toma un valor de 
0.798. A pesar de que sea algo inferior al valor que toma el estadístico con las tres 
dimensiones del modelo RFM, sigue siendo bueno. Esto quiere decir que los datos no 
tienen una distribución aleatoria y podemos encontrar cúmulos en ellos.  
Ahora voy a pasar a observar la distribución de los datos:  
 
Ilustración 26 - Gráfico de dispersión Ingreso, Antigüedad y Valor Monetario 
La forma es muy similar a lo que se observó en la etapa anterior. Se podrían dividir los 
datos en cuadrados. 






Ilustración 27 - Gráfico de dispersión de Ingreso, Antigüedad y Valor Monetario con visualización de 4 
clústeres realizados con k-media 
Los clústeres formados no son perfectamente circulares, pero también se podría decir 
que tienen una forma separable definida y por lo tanto que el algoritmo k-medias también 
funcionaría bien en estos datos. Hay algunos solapamientos en los clústeres y esos 
casos podrían ser objeto de estudio para entender mejor a qué grupo los deberíamos 
asignar.  
Se va a intentar identificar la cantidad de clústeres óptima de la misma manera que en 
el caso anterior. 
Gráfica Elbow: 
 
Ilustración 28 - Gráfica Elbow para clústeres con variables Ingreso, antigüedad y Valor Monetario 
Gráfica Silhouette: 
 
Ilustración 29 - Gráfica Silhouette para clústeres con variables Ingreso, antigüedad y Valor Monetario 




Si se aplica la función NbClust de R y se corrobora la cantidad de clústeres óptima por 
26 métodos distintos: 
 
Ilustración 30 - Gráfica de barras número óptimo de clústeres 
Se puede saber que de los 26 métodos utilizados para encontrar la cantidad de clústeres 
óptima:  
● 13 propusieron 4 como el mejor número de clústeres. 
● 4 propusieron 2 como el mejor número de clústeres. 
● 3 propusieron 3 como el mejor número de clústeres.  
● 2 propusieron 0 como el mejor número de clústeres. 
● 1 propuso 1, 7, 8 y el 10 como el mejor número de clústeres. 
Se podría concluir entonces que el número óptimo de clústeres es 4. 
Si se analizan los clústeres formados cuando K=4: 
 
Tabla 19 - Resumen clústeres en base al ingreso, antigüedad y valor monetario para k=4 
Los 4 clústeres están relativamente bien formados. No hay ningún clúster con 
demasiadas observaciones, ni ninguno que tenga muy pocas. La silueta media en este 
caso es de 0.4. Asimismo, a pesar de que haya clústeres con una mejor silueta que 
otros, no hay ningún clúster que tenga una silueta por debajo de la media. Todos los 
clústeres formados parecerían ser medianamente buenos. 
Clúster 1: Los clientes pertenecientes a este clúster fueron denominados clientes que 
“necesitan atención”. Son clientes relativamente nuevos, con ingreso por debajo de la 
media y gasto bajo. La razón por la cual necesitan atención es porque al ser nuevos en 
la empresa, se debe intentar que consuman hasta el máximo de su capacidad. Para que 
ello pase, se les debe ofrecer productos que sepamos que necesitan, ya que, al no tener 
ingresos altos, su gasto probablemente es destinado a productos de primera necesidad. 
Su capacidad de gasto es reducida, y, por lo tanto, el valor monetario difícilmente pueda 
llegar a ser similar al de los clientes pertenecientes a los clústeres 3 y 4, pero si al 
menos, logramos incrementar la frecuencia con la que consumen en la empresa, y los 




Clúster 2: En este clúster se encuentran los clientes “Perdidos”. Son clientes antiguos, 
con ingreso por debajo de la media y gasto bajo. Es probable que estos clientes hayan 
consumido muy pocas veces en la empresa y hace mucho tiempo. Difícilmente logremos 
realizar una campaña que llame su atención si todavía no hemos logrado que 
consuman. Son clientes con ingresos por debajo de la media, y, por ende, su capacidad 
de gasto es reducida. Se les llama “perdidos” no porque se sepa que ya no son clientes 
de la empresa, ya que esto no lo podemos saber hasta no observar el Recency, sino 
porque difícilmente logremos que incrementen su consumo, si todavía no lo hicieron 
después de tanto tiempo de estar vinculados con la empresa.     
Clúster 3: Aquí se encuentran los clientes potenciales. Son clientes relativamente 
nuevos, con ingreso y gasto alto. No se les llama potenciales como sinónimo de leads, 
sino por el gran potencial de desarrollo que tienen como clientes, al tener ingreso y, por 
lo tanto, capacidad de gasto alto. Son clientes relativamente nuevos en comparación 
con el resto, pero en el tiempo que llevan vinculados con la empresa han logrado un 
gasto superior a la media. De todas maneras, aun no alcanzan a conseguir un valor 
monetario tan alto como los clientes estrella. Si logramos que sigan consumiendo, estos 
clientes se podrían convertir en los clientes estrella en poco tiempo. Hay que cuidarlos 
y fidelizarlos, intentando que perduren como clientes en el tiempo y que todos ellos 
formen parte de los clientes ‘VIP’ de la segmentación anterior. 
Clúster 4: Clientes estrella. Son clientes antiguos con ingreso y gasto alto. Son 
seguramente los mejores clientes de la empresa, ya que han estado con nosotros hace 
mucho tiempo y queremos que sigan estando. Al tener ingresos altos, es probable que 
los clientes pertenecientes a este clúster respondan a ofertas de productos tanto de 
primera necesidad como productos que los consumen por placer. De todas maneras, en 
este clúster se podrían encontrar los clientes que fueron denominados Churn en la 
segmentación anterior. Al igual que los clientes en el clúster 3, hay que intentar que 
formen parte de los clientes ‘VIP’ de la empresa.  
En este caso, no considero que se pueda llegar a formar otro segmento que pueda 
resultar interesante desde el punto de vista de negocio. Los cuatro clústeres formados 
brindan información suficiente. Asimismo, siendo que 4 es el número de clústeres que 
maximiza la silueta y añadir un clúster adicional apenas consigue mejorar la varianza 
interna, es probable que elija quedarme con esta segmentación. 
Por mera curiosidad, voy a probar si al aumentar el número de clústeres, se forman 
segmentos que podrían ser relevantes desde el punto de vista de negocio. 
K=5 
 
Tabla 20 - Resumen clústeres en base al ingreso, antigüedad y valor monetario para k=5 
En este caso, al observar los centroides de los clústeres formados, se puede ver que no 
se genera ningún clúster que sea relevante desde el punto de vista del negocio. A los 4 




por debajo del promedio, antigüedad media y valor monetario bajo. Estos clientes 
también fueron etiquetados como clientes perdidos, ya que es probable que hayan 
consumido en la empresa muy pocas veces y tienen ingreso y capacidad de gasto bajo. 
Asimismo, la silueta del nuevo clúster generado es muy baja, lo que significa que los 
clientes que se encuentran en ese clúster no son tan homogéneos entre sí.  
4.4.4. Evaluación segmentación según ingreso, antigüedad y 
cantidad consumida 
Del apartado anterior se pudo concluir que el número de clústeres óptimo para realizar 
esta segmentación es 4. De todas maneras, se va a estudiar en mayor profundidad los 
clústeres formados, para determinar si efectivamente la segmentación podría resultar 
de utilidad desde el punto de vista del negocio.  
La forma de los clústeres para k=4 es la siguiente:  
 
Ilustración 31 - observación clústeres en base al ingreso, antigüedad y valor monetario para k=4 
A simple vista, parecerían estar bien formados. 
Si se observa gráficamente la silueta de cada uno de los clústeres.  
 
Ilustración 32 - Gráfica silueta media de clústeres en base al ingreso, antigüedad y valor monetario para 
k=4 
Cuando k=4, el algoritmo k-media consigue formar clústeres con una silueta promedio 




que otros, no hay ningún clúster que tenga una silueta por debajo de la media. Todos 
los clústeres formados parecerían ser relativamente buenos. 
Ahora voy a pasar a observar qué tan amplio es el rango de valores que toma cada 
variable en cada uno de los clústeres. Además, se agregó un resumen del RFM score 
que tiene cada uno de los clústeres: 
 
Tabla 21 - Tabla con el mínimo, máximo y media de cada variable y del RFM score en cada clúster 
 
Ilustración 33 - Gráfico de cajas de las variables Income, Antiquity y Monetary para cada clúster 
Se puede observar lo siguiente: 
Tanto los clientes pertenecientes al clúster 1 (Atención) como al clúster 2 (Perdidos), 
tienen un ingreso medio / bajo y un gasto bajo. La diferencia entre ambos clústeres es 
que mientras los clientes del clúster 1 tuvieron un primer contacto con la empresa 
recientemente, los clientes del clúster 2 son clientes de la empresa hace más tiempo. 
Los clientes “Perdidos” fueron denominados así, ya que, a pesar de que hace mucho 
tiempo conocen la empresa, no han logrado incrementar su consumo. Ambos clústeres 
tienen clientes con RFM score de 1. Esto quiere decir que en ambos clústeres hay 
clientes con puntaje 1 en las 3 dimensiones del modelo RFM. Incluso el clúster 
“atención” presenta clientes con Recency score 1.  
Por el contrario, tenemos los clientes pertenecientes al clúster 3 (Potenciales) y al clúster 
4 (Estrella). Ambos tienen ingreso alto y gasto medio / alto. La diferencia entre ellos 
radica en la antigüedad. Mientras los clientes estrella son clientes de la empresa hace 
más tiempo, los clientes Potenciales consumen en la empresa hace menos tiempo. Los 
clientes potenciales han logrado tener un consumo muy alto en poco tiempo. Cabe 
destacar también, que en el clúster 4 hay algunos clientes con bajos ingresos, pero con 
alto consumo. Esto quiere decir que por más que no sea un patrón, una norma, podría 




En este sentido, se podría decir que hay dos grandes grupos de clientes, aquellos con 
ingreso alto y por ende gasto alto, y los clientes con ingreso y gasto más bien bajo. 
Dentro de los dos grupos, se puede diferenciar entre clientes nuevos, y clientes 
antiguos. Por otra parte, si se calcula el valor del cliente en base al RFM score, se puede 
ver que los clientes “Estrella” son los que aportan más valor a la empresa, incluso siendo 
que solo 470 clientes pertenecen a ese clúster. Además, a pesar de que el valor total 
que aportan los clústeres 1, 2 y 3 parezcan ser similares, en los clústeres 1 y 2 hay 
muchos más clientes que en el clúster 3, por lo tanto, en relación, el clúster 3 aporta 
mayor valor a la empresa. 
Se van a tomar al azar 10 clientes de cada uno de los clústeres para ver de forma más 
clara si son homogéneos entre sí, y si los clústeres formados son heterogéneos: 
 
 
Tabla 22 - Observaciones pertenecientes a cada clúster con k=4 
Se puede observar cómo efectivamente los clientes pertenecientes a los clústeres 4 y 3 
tienen un ingreso y un gasto superior a los clientes pertenecientes a los clústeres 2 y 1. 
Asimismo, también se puede notar que hay mayor diferencia en el gasto que en el 
ingreso. Con un ingreso no tanto superior se consume bastante más. Por otra parte, por 
mera casualidad se puede observar uno de los clientes atípicos del clúster 4 que 
mencionaba anteriormente. A pesar de tener ingresos por debajo de la media, tiene un 
consumo muy por arriba de la media. Cabe destacar que a pesar de que los clientes 
pertenecientes al clúster 3 y 1 efectivamente tengan una antigüedad más baja que los 
pertenecientes al clúster 4 y 2, los mismos no pueden ser considerados realmente 
nuevos, ya que hay algunos que llevan consumiendo en la empresa hace más de un 
año. 
De todas maneras, considero que los clústeres formados cumplen con todas las 
características mencionadas anteriormente. Todos los clústeres son cuantificables, 
accesibles, tienen un volumen mínimo y son accionables. Los clientes dentro de cada 
clúster son homogéneos entre sí y los distintos segmentos son heterogéneos. 
4.4.5. Primeras Conclusiones de las Segmentaciones  
En este apartado me gustaría poder sacar algunas conclusiones con respecto a las dos 
segmentaciones realizadas, pero si se visualizan conjuntamente.  
Podría ser interesante observar cuáles de los clientes pertenecientes al clúster 1 
(Estrella) y 2 (Potenciales) pertenecen al clúster VIP de la segmentación realizada con 





Ilustración 34 - Gráficos de tartas de los clientes "estrella" y "potenciales" en función de la segmentación 
RFM 
De estos gráficos de tartas se pueden sacar algunas conclusiones. El 56% de los 
clientes “Estrella”, que son clientes antiguos con ingreso y gasto alto, son considerados 
“churn” en la segmentación realizada con las tres dimensiones del modelo RFM, 
mientras el 43% de los clientes son considerados VIP.  
Por otra parte, a pesar de que los clientes “potenciales” hayan empezado a consumir en 
la empresa en promedio hace menos de un año, el 48% de ellos ya son considerados 
“churn” y el 51% ya son considerados “Vip”. Del total de los clientes “potenciales”, 
únicamente 4 son considerados “nuevos” en la segmentación anterior. De esta manera, 
es probable que los clientes considerados “potenciales” y “churn” hayan consumido 
mucho, en muy poco tiempo.  
Son pocos los clientes que permanecen en el tiempo. Del total, únicamente 202 clientes 
son considerados al mismo tiempo “Estrella” y “Vip”. Por lo tanto, son sólo esos clientes 
los que realmente son fieles a la empresa. Es necesario realizar una campaña de 
fidelización para lograr una constancia de los clientes en el tiempo.  
Si por otra parte se observan los clientes que necesitan atención o se consideran 
“Perdidos”:  
 
Ilustración 35 - Gráficos de tartas de los clientes "Atención" y "Perdidos" en función de la segmentación 
RFM 
Del total de los clientes considerados como “necesitan atención” (principalmente porque 




de “los peores” clientes según la segmentación RFM. Es probable que esos clientes 
hayan comprado una única vez en la empresa hace más de 1 mes.  
Por otra parte, de los clientes “perdidos”, el 45% de ellos han consumido recientemente 
en la empresa, ya que también forman parte de los clientes “nuevos”. Estos clientes 
podrían ser clientes que en realidad no son nuevos, sino que se están reactivando. 
Consumieron hace mucho tiempo en la empresa, y lo volvieron a hacer recientemente. 
Los clientes considerados “perdidos” y “peores” al mismo tiempo, no sólo han consumido 
poco en la empresa, sino que son clientes que consumieron por última vez, hace mucho 
tiempo.  
4.4.6. Algoritmo a priori 
En este caso se va a aplicar el algoritmo a priori para determinar el perfil del consumidor 
de cada uno de los productos. En este sentido, se busca determinar los patrones de 
asociaciones más importantes para el conjunto de datos. La idea es intentar encontrar 
las características personales (edad, estado civil, educación, ingresos, etc.), de los 
mayores consumidores de vino, carne, pescado, dulces, frutas y productos de bazar, 
para poder aplicar las campañas de manera más eficiente. Una vez conocido el perfil 
del consumidor de vino, por ejemplo, las campañas vitivinícolas serán aplicadas 
principalmente a clientes con ese perfil. 
Se van a intentar identificar por ejemplo las características (antecedentes) (X) -> del 
mayor consumidor de vino (consecuente) (Y). 
Para poder aplicar el algoritmo de manera correcta, resulta interesante pasar las 
variables continuas a categóricas para que el algoritmo pueda buscar asociaciones más 
sencillas. El algoritmo lo que hace es buscar asociaciones entre ítems, por lo que al 
incluir en el algoritmo variables continuas con muchos posibles valores, su utilidad 
disminuye y la búsqueda de asociaciones es más difícil.  Por esta razón, todas las 
variables continuas que se van a utilizar a la hora de aplicar el algoritmo se dividieron 
en intervalos. Para la preparación de los datos se utilizó la herramienta KNIME y para 
aplicar el algoritmo se utilizó la herramienta R. 
Todas las variables relacionadas con el consumo del cliente fueron divididas en tres, 
con igual frecuencia (low, medium y high). Previo a la división en terciles, se excluyó a 
las personas que no habían consumido ese producto, creándoles la categoría “none”.   
Las variables y sus categorías que van a ser consideradas para el algoritmo a priori 
serán las siguientes: 
Cluster4: Es la segmentación realizada con las 3 dimensiones del modelo RFM con 
k=4. Las segmentaciones resultantes fueron, VIP, Churn, Nuevos y Peores. 
Cluster_obj4: Es la segmentación realizada en base al ingreso, la antigüedad y valor 
monetario del cliente con k=4. Los posibles segmentos son, Estrella, Atención, Perdidos 
y Potenciales. 
Educación: Grado de educación alcanzado por el cliente. Las categorías posibles son 
PhD, Master, Graduation y 2n Cycle. 





Edad: Edad del cliente. Se crearon los siguientes intervalos. Edades de entre 18 y 24 
años, entre 25 y 34, entre 35 y 50, entre 50 y 65 y mayores de 65. 
Teenhome: Esta variable toma la categoría “Teens” si hay adolescentes en el hogar y 
“No Teens” si no los hay.  
Kidhome: Esta variable toma la categoría “Children” si hay niños en el hogar y “No 
Children” si no los hay. 
Wine bin: Variable que indica el consumo de vino. Los intervalos son los siguientes: 
● None wine: Clientes que nunca consumieron vino.  
● Low wine: Clientes que gastaron entre 1 y 45 dólares en productos vitivinícolas. 
● Médium wine: Clientes que gastaron entre 46 y 378 dólares en productos 
vitivinícolas. 
● High wine: Clientes que gastaron entre 379 y 1493 dólares en productos 
vitivinícolas. 
Fruits bin: Variable que indica el consumo de frutas. Los intervalos son los siguientes: 
● None Fruits: Clientes que nunca consumieron frutas.  
● Low Fruits: Clientes que gastaron entre 1 y 6 dólares en frutas. 
● Médium Fruits: Clientes que gastaron entre 7 y 29 dólares en frutas. 
● High Fruits: Clientes que gastaron entre 30 y 199 dólares en frutas. 
Meet bin: Variable que indica el consumo de carne. Los intervalos son los siguientes: 
● None Meet: Clientes que nunca consumieron carne.  
● Low Meet: Clientes que consumieron entre 1 y 23 dólares en carne. 
● Medium Meet: Clientes que consumieron entre 24 y 142 dólares en carne. 
● High Meet: Clientes que consumieron entre 142 y 1725 dólares en carne. 
Fish bin: Variable que indica el consumo de pescado. Los intervalos son los siguientes: 
● None Fish: Clientes que nunca consumieron pescado. 
● Low Fish: Clientes que consumieron entre 1 y 8 dólares en pescado. 
● Medium Fish: Clientes que consumieron entre 10 y 40 dólares en pescado. 
● High Fish: Clientes que consumieron entre 41 y 259 dólares en pescado. 
Sweet bin: Variable que indica el consumo de dulces. Los intervalos son los siguientes: 
● None Sweet: Clientes que nunca consumieron dulces.  
● Low Sweet: Clientes que consumieron entre 1 y 6 dólares en dulces. 
● Medium Sweet: Clientes que consumieron entre 7 y 29 dólares en dulces. 
● High Sweet: Clientes que consumieron entre 30 y 263 dólares en dulces. 
Gold bin: Variable que indica el consumo de productos de bazar. Los intervalos son los 
siguientes: 
● None Gold: Clientes que nunca consumieron productos de bazar.  
● Low Gold: Clientes que consumieron entre 1 y 13 dólares en bazar. 
● Medium Gold: Clientes que consumieron entre 14 y 42 dólares en bazar. 




Income bin: Variable que indica el ingreso del cliente. Los intervalos son los siguientes: 
● Income low: Personas con ingresos entre 1,730 y 40,049. 
● Income medium: Personas con ingresos entre 40,059 y 62,905. 
● Income high: Personas con ingresos de entre 62,972 y 113,734. 
Frequency bin: Variable que indica la frecuencia con la que el cliente realiza una 
compra. Los intervalos son los siguientes:  
● Frequency Bad: Clientes que consumieron entre 0 y 6 veces en la empresa. 
● Frequency Medium: Clientes que consumieron entre 7 y 16 veces en la empresa. 
● Frequency Good: Clientes que consumieron entre 17 y 32 veces en la empresa. 
Recency bin: Variable que indica el tiempo desde la última compra del cliente. Los 
intervalos son los siguientes:  
● Recency Bad: Clientes que consumieron por última vez entre 66 y 99 días. 
● Recency Medium: Clientes que consumieron por última vez entre 32 y 65 días.  
● Recency Good: Clientes que consumieron por última vez entre 0 y 31 días. 
Monetary bin: Variable que indica el gasto total en dólares del cliente. Los intervalos 
son los siguientes: 
● Monetary Low: Clientes que gastaron en total entre 5 y 112 dólares.  
● Monetary Medium: Clientes que gastaron en total entre 114 y 823 dólares. 
● Monetary Good: Clientes que gastaron en total entre 825 y 2352 dólares. 
Antiquity bin: Variable que indica el tiempo que hace que el cliente consume en la 
empresa. Los intervalos son los siguientes: 
● Antiquity Low: Personas que son clientes de la empresa hace entre 185 y 428 
días.  
● Antiquity Medium: Personas que son clientes de la empresa hace entre 429 y 
654 días. 
● Antiquity high: Personas que son clientes de la empresa hace entre 655 y 884 
días. 
Si se observan gráficamente los 10 “ítems” con mayor frecuencia dentro de la base de 
datos (con ítems en este caso me refiero a todas las categorías de todas mis variables):  
 




Dentro de la base de datos tenemos más clientes en pareja que solteros. El rango etario 
más frecuente son las personas entre 35 y 50 años, y el nivel educativo alcanzado que 
más se repite es “graduados”. Dado que esos son los ítems más frecuentes, es probable 
que haya más itemsets y luego reglas que estén formados con ellos. Asimismo, los 10 
items graficados son los que presentan un soporte más alto, ya que, si recordamos, el 
soporte es la frecuencia relativa de los ítems.  
Por otra parte, podemos saber que todas las categorías de las variables que eran de 
intervalo y fueron transformadas en categóricas, mediante la división de la variable en 
intervalos, van a tener aproximadamente el mismo soporte. Esto se debe a que a 
excepción de la variable Age, los intervalos fueron creados con igual frecuencia. En este 
sentido, el soporte de todas estas categorías debería ser de aproximadamente 0.33. 
Se va a observar la frecuencia relativa de cada “item” para comprobar lo anterior:  
 
Ilustración 37 - Frecuencia relativa (soporte) de cada uno de los ítems pertenecientes a la base de datos 
De esta forma podemos no sólo comprobar lo anterior, sino que también son muy pocos 
los ítems con frecuencia relativa menor a 1.  
A diferencia de “las canastas de compra” para las cuales el algoritmo a priori se utiliza 
normalmente, en este caso, todas las transacciones de la base de datos a utilizar tienen 
la misma cantidad de ítems. Sabemos esto, ya que para poner a prueba el algoritmo, se 
va a utilizar la base de datos ya depurada, por lo que estamos seguros de que no tiene 
datos missing, lo que es lo mismo a decir que todas las transacciones tienen la misma 
cantidad de ítems. 
Todas las transacciones tienen como mínimo y como máximo 18 items. En este sentido, 
es probable que se puedan formar varios itemsets con muchos items. Asimismo, hay 62 
posibles ítems, pero cada transacción está compuesta por una categoría de cada 
variable, por lo tanto, una transacción no puede estar compuesta por cualquiera de los 
62 ítems (una persona no puede estar soltero y en pareja a la vez).  
Para aplicar el algoritmo se utilizará la función apriori () de la librería “arules” de R. Esta 
función permite encontrar tanto itemsets frecuentes como reglas de asociación. 
Asimismo, permite determinar el nivel de soporte y confianza mínimo para la creación 
de itemsets y reglas, y es posible filtrar dependiendo del antecedente y el consecuente 
que yo quiero incluir. Es necesario crear un conjunto de datos transaccional para poder 
utilizar la función apriori (). 
Para la creación de itemsets se exigirá un soporte mínimo de 0.1 y para la creación de 
reglas se exigirá un soporte mínimo de 0.1 y una confianza mínima de 0.6. Un soporte 
del 0.1 significa que cada itemset frecuente tiene que repetirse al menos 224 veces 




transacciones tienen 18 ítems, y las posibilidades de ítems dentro de las transacciones 
son acotadas, un soporte menor a 0.1 lo considero demasiado bajo. Asimismo, se pedirá 
que cada itemset formado al menos tenga dos ítems. 
Hay casos que valores altos de confianza se deben a que el lado derecho de la regla 
tiene un soporte alto independiente del soporte del producto del lado izquierdo. 
Sabemos que el soporte de high wine, por ejemplo, es de 0.33, por lo tanto, la 
probabilidad de que un cliente pertenezca al intervalo de los mayores compradores de 
vino, dado determinado antecedente, debe ser obligatoriamente mayor a 0.33 para que 
dicha regla aporte información. Esto es también lo que da el Lift que debe ser 
obligatoriamente mayor a 1. 
Si observamos un resumen de los itemsets frecuentes formados:  
 
Ilustración 38 - Resumen itemsets frecuentes 
Podemos ver que se formaron 3603 itemsets frecuentes con un soporte mayor a 0.1. 
Los ítems más frecuentes dentro de estos itemsets formados son “No Children”, 
“Monetary high”, “Monetary low”, “High Meet” y “In Couple”. Asimismo, sabemos que el 
itemset con más ítems tiene 7 items. Por lo tanto, una regla a lo sumo va a estar 
compuesta por 6 antecedentes.  
Si primero se observan los 20 itemsets más frecuentes dentro de la base de datos:  
 
Tabla 23 - Itemsets frecuentes y su soporte 
De los 20 itemsets formados con mayor soporte, tres de ellos podrían resultar 
interesantes desde el punto de vista del negocio. Se puede ver que se da de forma 
frecuente que los clientes con valor monetario alto, o con frecuencia alta, o que se 
encuentran en el intervalo de los clientes de mayor consumo de vino o carne, no tienen 




Ahora voy a analizar las reglas encontradas con un soporte mínimo de 0.1 y una 
confianza mínima de 0.6, pero forzando que el consecuente sea high wine para intentar 
descubrir el perfil del cliente consumidor de vino. 
4.4.6.1. Mayores consumidores de vino  
Como ya fue advertido, a la hora de aplicar el algoritmo a priori, yo puedo obligar a que 
el algoritmo me dé únicamente aquellas reglas en donde el consecuente sea “high wine”. 
De esta forma puedo intentar encontrar las características que más se dan para que un 
cliente sea gran consumidor de vino. Si recordamos la ilustración 6, el vino es el producto 
más vendido de la empresa. 
Si ordeno las reglas resultantes en base a la confianza, de forma descendiente:  
 
Tabla 24 - Reglas de Asociación para mayores consumidores de vino 
De la tabla anterior se puede decir, observando la regla 7, que con un 87% de seguridad, 
aquellas personas que tengan una frecuencia, un valor monetario y un ingreso alto, y, 
además, estén en pareja, van a pertenecer al intervalo de los mayores consumidores de 
vino. De todas formas, si a la regla 7 le quitamos el antecedente que además estén en 
pareja (regla 8), la confianza baja muy poco, pero el soporte sube. Y si a la regla 7 en 
lugar de que estar en pareja sea uno de los antecedentes, lo cambiamos por no tener 
niños en el hogar, la confianza también baja poco pero el soporte también sube (regla 
12). El Lift es parecido en las 3 reglas. En estos casos, la seguridad con la que se da 
que, dado el antecedente, el cliente pertenezca al intervalo de los mayores 
consumidores de vino, es muy similar, pero la frecuencia con la que se dan las reglas 8 
y 12 es superior a la frecuencia de la regla 7.  
Para poder encontrar reglas que contengan la mayor cantidad de características 
posibles, se pueden observar las reglas maximales. Del marco teórico sabemos que 
para que un itemset se forme, todos los subconjuntos del itemset se tienen que dar. Se 
consideran reglas maximales cuando no hay otro itemset que sea superset. Es decir, es 
el itemset con más items posible. 
Se van a observar las reglas maximales para ver si se obtienen reglas más interesantes 
desde el punto de vista del negocio: 
 




En este caso, se puede decir con un 88% de seguridad que el perfil del cliente que más 
consume vino se encuentra en el intervalo de los clientes con valor monetario más alto, 
no tienen niños en el hogar, pero sí tienen adolescentes (regla 1). Asimismo, también 
se podría decir con un 86% de seguridad que, para ser parte del intervalo de los mayores 
consumidores de vino, el cliente debe tener una frecuencia y valor monetario alto, estar 
en pareja, tener ingresos entre 62,972 y 113,734 y no tener niños viviendo en el hogar 
(regla 3).  
Por otra parte, existe lo que se llaman reglas redundantes. Se considera regla 
redundante si cubre la misma información, o información menos general, que la 
información que cubre otra regla de la misma utilidad y relevancia (misma o más 
confianza). En este sentido, es similar a “podar” la cantidad de reglas resultantes, 
dejando únicamente las más confiables sin perder información. Es probable que se 
muestren reglas que, con la menor cantidad de ítems posible, se maximice la confianza. 
 
Tabla 26 - Reglas de Asociación para mayores consumidores de vino eliminando reglas redundantes 
Eliminando las reglas redundantes, lo que se puede observar es que no hay ninguna 
regla que tenga como antecedente, pertenecer al intervalo de mayor consumidores de 
cualquier otro producto. Esto significa que los mayores consumidores de vino no 
consumen vino dado que consumen otro producto de la empresa. Primero consumen 
vino, y se verá luego si el consumo de vino es antecedente de algún otro producto.  
Si ahora quisiéramos saber las características personales del consumidor de vino, 
forzando a que las posibilidades del “antecedente” sean únicamente las categorías "No 
Children", "Children", "No Teens", "Teens", "Income high", "Income medium", "Income 
low", "PhD", "Master", "Graduation", "2n Cycle", "Single", "In Couple", "18-24", "25-34, 
"35-50", "50-65", ">65", dejando de lado sus hábitos de compra, las reglas de asociación 
resultante son las siguientes:  
 
Tabla 27 - Reglas de Asociación para mayores consumidores de vino, pero sin tener en cuenta su hábito 
de compra 
En este caso, se forman únicamente 9 reglas que cumplen los requisitos de soporte 
mayor a 0.1 y confianza mayor a 0.6. Se podría decir que en el 76% de los casos en el 
que el cliente está en pareja, tiene un ingreso entre 62,972 y 113,734 y no tiene niños 




nos podría servir para identificar leads, ya que, al no depender de sus hábitos de compra 
para formar las reglas, es posible identificar perfiles externos a la empresa. 
Si se repite lo mismo, pero para el resto de los productos de la empresa: 
4.4.6.2. Mayores consumidores de carne 
Si primero se observan las 20 reglas resultantes con mayor confianza cuando forzamos 
que el consecuente sea carne, con un soporte mínimo de 0.1 y una confianza mínima 
de 0.6: 
 
Tabla 28 - Reglas de Asociación para mayores consumidores de carne 
Se puede observar que contrariamente a lo que sucedía con los mayores consumidores 
de vino, en este caso se da que, para ser parte del intervalo de los mayores 
consumidores de carne, primero deben ser parte de los mayores consumidores de algún 
otro producto vendido en la empresa. Por lo tanto, se podría decir que los grandes 
consumidores de carne no consumen únicamente carne. La mayoría de las reglas 
generadas con mayor confianza para los mayores consumidores de carne, tienen como 
antecedente que sean parte del intervalo de los mayores consumidores de fruta y 
pescado.  
Si entonces ahora, al igual que con los mayores consumidores de vino, observamos las 
reglas maximales y las reglas “podadas”: 
 
Tabla 29 - Reglas maximales para mayores consumidores de carne 
 




En este caso, al observar las reglas maximales y las reglas “podadas”, no se consigue 
nueva información. Lo único que resulta interesante observar, es que high wine, no es 
antecedente en ninguna regla cuando el consecuente es high Meet.  
Si entonces se pasa, al igual que con los mayores consumidores de vino, a intentar 
identificar las características de los compradores de carne, independientemente del 
resto de los hábitos de compra del cliente:  
 
Tabla 31 - Reglas de Asociación para mayores consumidores de carne sin tener en cuenta los hábitos de 
compra 
En este caso, los resultados son similares a los que se obtenían con los mayores 
consumidores de vino. Se logra una confianza más alta pero el soporte y el Lift son 
similares.  
4.4.6.3. Mayores consumidores de fruta 
Se observan las reglas creadas para los mayores consumidores de fruta: 
 
Tabla 32 - Reglas de Asociación para mayores consumidores de fruta 
En este caso sucede algo muy similar a la carne. Para ser parte del intervalo de los 
mayores consumidores de fruta, también deben pertenecer al intervalo de los mayores 
consumidores de pescado, carne y dulces, o pertenecer al intervalo de los mayores 
consumidores de productos de bazar, carne y dulces además de no tener niños en el 
hogar, e ingresos altos.  
Incluso si se observan las reglas obtenidas una vez quitadas las redundantes:  
 
Tabla 33 - Reglas de Asociación para mayores consumidores de fruta eliminando las reglas redundantes 
Los antecedentes high Meet y high sweet aparecen en casi todas las reglas y en casi 




carne, dulces y productos de bazar, o carne, dulces y pescado, también se va a consumir 
fruta. De nuevo, el único producto que no es antecedente de la fruta es el vino.  
Si ahora se pasa a observar las características personales de los individuos que 
pertenecen al intervalo de los mayores consumidores de frutas, dejando de lado sus 
hábitos de compra:  
 
Tabla 34 - Reglas de Asociación para mayores consumidores de fruta sin tener en cuenta los hábitos de 
compra 
A pesar de que la confianza es algo más baja que en el caso de la carne y el vino, las 
características personales de los individuos pertenecientes al intervalo de los mayores 
consumidores de frutas son similares a los mayores consumidores de vino y carne.  
4.4.6.4. Mayores consumidores de pescado 
Si se observan las reglas para los mayores consumidores de pescado: 
 
Tabla 35 - Reglas de Asociación mayores consumidores de pescado 
En este caso, sucede lo mismo que con la fruta.  
 
Tabla 36 - Reglas de Asociación mayores consumidores de pescado eliminando las reglas redundantes 
Para ser parte de los mayores consumidores de pescado, los clientes también deben 
ser parte de los mayores consumidores de otros tres productos entre productos de 
bazar, carne, fruta y dulces.   
 
Tabla 37 - Reglas de Asociación mayores consumidores de pescado sin tener en cuenta los hábitos de 
compra 
Las características personales de los consumidores de pescado son similares a las 




4.4.6.5. Mayores consumidores de dulces 
Si se observan las reglas para los mayores consumidores de dulces:  
 
Tabla 38 - Reglas de Asociación mayores consumidores de dulces 
Al igual que sucedía con los últimos 3 productos analizados, para ser parte del intervalo 
de los mayores consumidores de dulces, también deben pertenecer al intervalo de los 
mayores consumidores de otros productos de la empresa. En este caso, la diferencia 
es que en las reglas 11 y 12, ser parte de los mayores consumidores de vino es 
antecedente de los mayores consumidores de dulces, y no hay ninguna regla en donde 
consumir productos de bazar, sea antecedente para consumir dulces. 
Si se eliminan las reglas redundantes: 
 
Tabla 39 - Reglas de Asociación mayores consumidores de dulces eliminando las reglas redundantes 
Al podar las reglas, high wine deja de ser antecedente de high sweet. En este sentido, 
ser consumidor de pescado y frutas es más importante para ser también consumidor de 
dulces que ser consumidor de vino.  
Si se observan las reglas generadas dejando de lado los hábitos de compra: 
 
Tabla 40 - Reglas de Asociación mayores consumidores de dulces sin tener en cuenta los hábitos de compra 
Las características personales dejando de lado los hábitos de compra, se repiten en 
este caso.  
4.4.6.6. Mayores consumidores de productos de bazar 





Tabla 41 - Reglas de Asociación mayores consumidores de productos de bazar 
Entre todos los productos, las reglas generadas con High Gold como consecuente son 
las que tienen sin duda la menor confianza, menor soporte y menor Lift. Asimismo, high 
wine no es antecedente en ninguna de las reglas generadas y high sweet únicamente 
en una. En este caso, ser consumidor de pescado, fruta o carne son antecedentes de 
ser consumidor de productos de bazar.  
Si se eliminan las reglas redundantes: 
 
Tabla 42 - Reglas de Asociación mayores consumidores de productos de bazar eliminando las reglas 
redundantes 
Los resultados de las reglas una vez que se eliminan las reglas redundantes no cambian 
casi nada. 
Si se observan las reglas generadas dejando de lado los hábitos de compra: 
 
Tabla 43 - Reglas de Asociación mayores consumidores de productos de bazar sin tener en cuenta los 
hábitos de Compra 
En este caso, se generan únicamente dos reglas con confianza mayor a 0.6 y soporte 
mayor a 0.1. En este sentido, se podría decir que el consumidor de productos de bazar 
no tiene un perfil tan marcado.  
4.4.6.7. Clientes con mayor valor monetario 
Para el caso de los clientes con mayor valor monetario, solo se van a mirar las 
características personales sin tener en cuenta los hábitos de compra. La razón de esto 
es que sería de esperarse que high wine y high Meet sean antecedentes de Monetary 
high, ya que son los dos productos que más se consumen en la empresa. Por lo tanto, 




La intención de este apartado pretende identificar las características personales de los 
mayores consumidores de la empresa independientemente de los productos que 
consuman.  
 
Tabla 44 - Reglas de Asociación clientes con mayor valor monetario sin tener en cuenta los hábitos de 
Compra 
Las características personales de los mayores consumidores de la empresa en general 
son similares a las que se veían para cada producto en particular. 
4.4.7. Evaluación y conclusiones Algoritmo A priori  
Se puede decir entonces, que el consumo de vino es independiente del consumo de los 
otros productos, y que ser consumidor de vino no es antecedente del consumo de 
ningún otro producto de la empresa. En otras palabras, del análisis anterior, se pudo 
descubrir que, para ser consumidor de vino, no hay que ser consumidor de otros 
productos de la empresa, y ser consumidor de vino, no es antecedente de ser 
consumidor de ningún otro producto vendido en la empresa.  
A los consumidores de vino, para que aumenten su consumo, se les podría aplicar 
campañas up selling, ofreciéndoles productos de mejor calidad, o cross selling, pero 
siempre dentro de los productos vitivinícolas. Si tenemos un cliente que consume vino 
tinto, tal vez se le puede ofrecer vino blanco. 
La independencia de los productos vitivinícolas con el resto de los productos de la 
empresa llama un poco mi atención, dado que es, sin duda, el producto más consumido 
de la empresa. A priori, hubiera tendido a pensar que ser consumidor de vino iba a ser 
antecedente de ser consumidor de algún otro producto.  
Por otra parte, sabemos que la empresa no se caracteriza por vender productos de 
bazar. No está muy definido el perfil de estos clientes, pero en el caso que sean grandes 
consumidores de productos de bazar, se les podría ofrecer otro tipo de productos. Por 
ejemplo, sabemos que muchas de las reglas generadas para los mayores consumidores 
de fruta y pescado, tienen como antecedente que pertenezcan al grupo de los mayores 
consumidores de productos de bazar. En este sentido, a los consumidores de productos 
de bazar, se les podría ofrecer fruta y pescado como campaña cross selling.   
Dejando de lado los mayores consumidores de productos de bazar, las reglas en las 
que forzamos a que el consecuente sea high Fruits, son las que tienen una confianza 
más baja, y las reglas en las que forzamos que el consecuente sea high Meet son las 
que tienen una confianza más alta.  
Siguiendo la regla 6 de la tabla 30, en un 94% de los casos, los clientes que son grandes 




carne, siempre y cuando también sean parte de los clientes con mayores ingreso, mayor 
valor monetario y no tengan niños viviendo en el hogar. Por lo tanto, a estos clientes, 
también se les puede aplicar campañas cross selling. 
Siguiendo la regla 1 de la tabla 34, con un 78% de seguridad, si el cliente pertenece al 
intervalo de los mayores consumidores de pescado, carne y dulces y, además, tiene 
ingresos altos, también va a ser parte de los mayores consumidores de frutas. Una vez 
más, en este caso se pueden aplicar campañas cross selling. Sí consumen pescado, 
carne y dulces, se les puede ofrecer frutas. 
Lo mismo sucede con el pescado y con los dulces. 
Siguiendo la regla 1 de la tabla 37, si el cliente es consumidor de productos de bazar, 
carne y dulces y, además, pertenece a los clientes con mayor valor monetario y no tiene 
niños en el hogar, con un 84% de seguridad, también va a ser consumidor de pescado. 
A los consumidores de productos de bazar, carne y dulces se les puede ofrecer también 
pescado.  
Siguiendo la regla 4 de la tabla 40, si el cliente es consumidor de pescado, frutas y carne 
y además tiene ingresos altos, con un 84% de seguridad, también va a ser consumidor 
de dulces. A los consumidores de pescado, fruta y carne, se les puede ofrecer dulces. 
Por último, me gustaría resaltar que las características personales de los consumidores 
de cada uno de los productos, dejando de lado los hábitos de consumo (tablas 27, 31, 
34, 37, 40 y 43), son muy similares. Incluso el consumidor de vino presenta 
características similares al resto de los consumidores de la empresa. Siendo que el 
consumidor de vino es independiente del consumo del resto de los productos, podría 
pasar que las características personales fueran diferentes. En muchas reglas se repiten 
los ítems high income, No Children, No Teens, In couple, Graduation.   
En este sentido, se podría decir, siguiendo la regla 1 de la tabla 45, que el perfil de los 
mayores consumidores de la empresa, independientemente de los productos que 
consuman es el siguiente: 
● Están en pareja. 
● Tienen ingresos entre 62,972 y 113,734. 
● No tienen niños en el hogar 
● No tienen adolescentes en el hogar 
Las personas con las características mencionadas anteriormente, en un 92% de los 
casos, pertenecen al intervalo de mayor valor monetario.  
5. Conclusiones 
El desarrollo de este TFM me ha servido para profundizar más en los algoritmos de 
Machine Learning no supervisados. Gracias a ellos, se han identificado diferentes 
tipologías de clientes que van a ser la base de la toma de decisiones en el departamento 
de marketing.  
Se ha podido cumplir con el principal objetivo del proyecto, alcanzando todos los 
objetivos secundarios. Luego de analizar, entender y preparar los datos, se han 




diferentes. La primera de ellas basada en el modelo RFM nos ha dado cuatro tipos de 
clientes, los que hemos llamado Vip, peores, Churn y clientes nuevos, y en paralelo, la 
segunda segmentación para la que se han utilizado las variables asociadas con 
antigüedad como cliente, nivel de ingresos y nivel de gasto y con ellas se han definido 
otros cuatro segmentos que se han bautizado como Clientes Estrella, Perdidos, 
Potenciales y clientes que necesitan Atención.  
Lo interesante de ambas segmentaciones ha sido además cruzarlas y observar cómo 
partiendo de pocas variables y gracias a algoritmos no supervisados, efectivamente 
hemos sido capaces de detectar información que era desconocida. Esto ha resultado 
extremadamente útil para el departamento de marketing, que va a poder definir sobre 
qué clientes merece la pena invertir, cómo fidelizar los que realmente son los mejores 
clientes, analizar las causas de su abandono en caso de que esto ocurra, etc.  
Asimismo, con la utilización del algoritmo a priori, se han podido identificar las 
características de los mayores consumidores de la empresa, y se pudo detectar los 
productos que habitualmente se consumen de forma conjunta, y aquellos que se 
consumen solos. Lo interesante en este caso ha sido que el algoritmo apriori no se ha 
utilizado meramente para detectar asociaciones entre los productos consumidos por los 
clientes, sino que se ha aplicado para conseguir describir en más detalle características 
de los mejores consumidores de cada producto. De esta manera, se ha conseguido una 
herramienta muy interesante para aplicar en las campañas de marketing para captación 
de leads, y también para definir acciones de cross-selling y up-selling sobre la base 
actual de clientes de la compañía. 
La forma en que el algoritmo a priori fue utilizado, podría resultar similar a aplicar un 
árbol de regresión de Machine Learning supervisado, realizando análisis predictivos. De 
esta manera, se puede ver que con la utilización de algoritmos no supervisados y un 
poco de imaginación, se puede realizar un proyecto muy enriquecedor y transformar los 
datos en información relevante para tomar mejores decisiones.  
A pesar de suponer más esfuerzo, he desarrollado la preparación de los datos, así como 
los diferentes análisis, combinando tres herramientas: el software KNIME, que al ser un 
software open source y low code me ha resultado muy útil, y he visto que puede ser muy 
práctico para futuros proyectos; el software SAS Miner, ya que lo hemos ido utilizando 
durante el máster y partía de un conocimiento profundo previo sobre él, y, además, he 
enriquecido todo lo calculado aplicando código en R. La combinación de las tres 
herramientas me ha permitido afianzar conocimientos y comparar resultados. Me he 
dado cuenta de que las herramientas “low code” pueden facilitar mucho el trabajo en el 
momento de exploración y preparación de los datos, y de qué manera la adaptabilidad 
del código nos permite obtener resultados realmente exhaustivos, sobre todo en la parte 
de modelado y visualización. 
De todas maneras, a pesar de que, a nivel personal y profesional, el TFM me fue de 
gran utilidad para afianzar mis conocimientos en las herramientas SAS Miner, KNIME y 
R, en un futuro me gustaría incursionar en la herramienta Python, que sé que es muy 
útil en todo lo que respecta a la minería de datos. 
Asimismo, me sería interesante poder aplicar los conocimientos adquiridos en datos 




encontrados. En este sentido, me gustaría poder aplicar la fase 6 del modelo CRISP 
DM, implantando los modelos generados en una base de datos real para poder analizar 
realmente el impacto que tiene la minería de datos sobre las campañas de marketing. 
Demostrando, en base a resultados reales, cómo el estudio y análisis de los datos puede 
proporcionar un impulso significativo a la eficiencia de una campaña de marketing, 
aumentando las respuestas o reduciendo los gastos. 
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7.1. Capturas configuración de los nodos de la depuración de datos 
SAS Miner 
Primero que nada, voy a mostrar el flujo de la depuración:  
 
La siguiente imagen, es la configuración del nodo explorador de estadísticos:  
 
La siguiente es la configuracion del nodo reemplazo utilizado para tratar los datos 
erroneos y luego los datos atípicos:  
 






Editor de reemplazo para agrupar las variables de clase que no llegaban a tener un 5% 
de las observaciones: 
 
Editor de reemplazo para las variables de intervalo, pero esta vez para tratar atípicos: 
 
Por último, una captura que muestra la forma que fueron imputados los datos missing. 
Se puede ver que se utilizó distribución como método de imputación.  
 
7.2. Capturas configuración nodos utilizados en KNIME 
La herramienta KNIME se utilizó principalmente para la preparación de las variables. 
 
En primer lugar, se crearon las variables Age, Antiquity, Monetary, Frequency con el 







Una vez creadas las variables Age, Antiquity y Response, las variables Year_Birth, 
Dt_Customer, AcceptedCmp fueron eliminadas con un nodo column filter. 
Para el RFM Score: 
 
Primero se crearon los intervalos de las tres dimensiones del modelo RFM. Se hizo con 





El Equal = Frequency es fundamental para que todos los intervalos tengan la misma 
cantidad de observaciones. 
El auto binner por defecto a cada intervalo le pone bin 1, bin 2 … bin 5. Como los bin 
son creados de forma ordenada y ascendente, (en el bin 1 se encuentran los valores 
más bajos y en el 5 los más altos). Quitando la palabra bin de las observaciones, ya 
obtenía el Frequency score, Monetary Score y Recency score: 
 
Se hizo lo mismo para las tres dimensiones. 
Una vez que teníamos los scores para las tres dimensiones, se convirtieron las variables 
de categóricas a numéricas.  
En el caso de Recency, que 1 pasó a ser las observaciones con valores más pequeños, 
lo que se hizo fue invertir la variable (nosotros queremos que la persona con Recency 
Score de 1 sea el que tiene recencia más alta). Esto se hizo con un nodo Math formula: 
 
Una vez que teníamos los tres scores correctamente, se creó el RFM score, dándole la 
misma importancia a las tres dimensiones: 
 
El objetivo tres y cuatro del proyecto era realizar segmentaciones de clientes. Para ello 
debíamos tener las variables normalizadas. Para la segmentación en base a las tres 
dimensiones de del modelo RFM, se podrían haber utilizado los Scores individuales. De 





Se puede ver que se utilizó tipo de normalización min max. Se normalizaron únicamente 
las variables que se iban a utilizar: Antiquity, Frequency, Recency, Monetary y Income. 
Una vez que tenía las variables normalizadas, la base de datos fue guardada con un 
nodo Excel Writer con el nombre de MCnorm para poder trabajar en R con los datos 
listos.  
 
Con los clústeres ya formados, se volvieron a llevar los datos a KNIME, para estudiarlos 






Se conectó el nodo denormalizer al nodo Normalizer que se había utilizado para 
normalizar las variables en primer lugar. El nodo Math formula, previo al nodo 
denormalizer es para revertir el cambio que se le había hecho a la variable Recency (1-
recency).    
Para el objetivo 5, en donde se buscaba identificar el perfil de los clientes con la 
utilización del algoritmo a priori, se necesitaba que todas las variables fueran 
“nominales”. Por esta razón, las variables numéricas, había que transformarlas en 
categóricas mediante la creación de intervalos. 
Para la creación de los intervalos de las variables “Mnt…” que indican el consumo de 
cada uno de los productos, los intervalos fueron creados de la siguiente manera (se va 
a poner el ejemplo de los vinos, pero todas las variables de cada uno de los 6 productos 
fueron preparadas de la misma manera): 
  
En primer lugar, se utilizaron dos nodos Row filter, uno de ellos para filtrar y quedarnos 
únicamente las observaciones con valores distintos de 0 y otro para filtrar y quedarnos 
únicamente con los clientes que no consumieron vino.  
 
A las observaciones distintas de 0, se les aplico un nodo Auto binner y se dividió el total 






Una vez que obtuve los tres intervalos, con el nodo Rule Engine se renombraron las 
observaciones. Todas las observaciones que tomaran el valor “Bin 1”, pasaron a tomar 
el valor “low wine”, y así. En lugar de reemplazar la columna que se había creado, se 
creó una nueva llamada “wine bin”:  
 
Por otra parte, a las observaciones que habían sido filtradas por no haber consumido 
vino, se les agregó una nueva columna llamada “wine bin” que tomara el valor constante 
“none wine” 
 
Una vez que todas las observaciones tenían un valor para “wine bin” se concatenaron 





Luego se excluyeron de la base de datos las columnas que no iban a ser utilizadas con 
la utilización del nodo columna filter. 
Este proceso se repitió con todos los productos de la base de datos. 
Luego se crearon los intervalos de las variables Antiquity, Frequency, Recency, 
Monetary e Income:  
 
Todas estas variables se dividieron en tres intervalos con la misma frecuencia.  
Una vez que fueron creados, también con la utilización del nodo rule Engine, los valores 





Se hizo lo mismo en todas las variables.  
Para crear los intervalos de la variable Age, se utilizó un numeric binner, y los intervalos 
fueron creados de forma manual, y no proporcionalmente: 
 
Los valores de las variables Teenhome y Kidhome, fueron remplazados por nuevas 
expresiones:  
 
Para poder aplicar el algoritmo a priori en R, antes de guardar los datos para poder 
importarlos en R, se aplicó un column filter para quedarme únicamente con las variables 
categóricas que iba a querer usar en el algoritmo a priori: 
 





Se guardaron sin el nombre de las columnas ya que para utilizar el algoritmo a priori no 
son necesarios.  
7.3. Código R 






















7.3.2. Algoritmo a priori 
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